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Abstract

In the present thesis, a computational capability is developed for the prediction of film cooling of turbine blades. This includes the development of two comprehensive numerical codes and the associated methods. To address the difficulties associated with complex configurations of turbine blades and convergence problems, several numerical techniques are used, including curvilinear coordinate-based calculations, multigrid acceleration, domain segmentation and grid generation. Investigation and validation of these methods are carried out and novel techniques are proposed to achieve an efficient numerical solver.

Two computer codes have been developed. One is a 3D curvilinear coordinate-based CFD code, called CMGFD, which can be used to calculate laminar/turbulent flows in arbitrary geometries using non-structured curvilinear grids. The methods developed here have been implemented into the codes. To support the application of the CMGFD code, a multigrid elliptic grid generation code, MBEGG, was developed which can be used to generate multi-block curvilinear grids for the CMGFD code. A multigrid method is used to solve the three elliptic grid generation equations thus providing an efficient grid generator. The developed computational codes are applied to study film cooling of an experimental turbine blade model. The computational domain follows the physical geometry which includes a curved blade surface and a number of injection holes. A block-structured curvilinear grid is generated by the MBEGG code which exactly represents the inclined, round film-holes and the curved blade surface. The computational results show that the developed numerical tool has the potential to accurately model the complex cooling process in actual blade geometries.
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Chapter 1

Introduction

1.1 Background

One of the most effective ways to improve gas turbine engine efficiency is to increase the working fluid temperature. Consequently, new turbine designs are continually being pushed to operate at higher temperatures. The modern gas turbine engines operate under working temperatures of $1400 - 1500^\circ C$ which are beyond the allowable metal temperatures. Therefore, to maintain reasonable engine life and safety, critical components, such as the turbine blades, have to be protected.

Film cooling is a widely used technique to protect turbine blades from the high temperature of the surrounding gas stream. This technique involves injection of coolant at one or more discrete locations along a surface exposed to a high temperature environment in order to protect the surface in the downstream region. A discrete-hole cooling arrangement for a turbine blade is illustrated in Figure 1.1. In this blade there are a number of discrete, small injection holes on the surface from which coolant is injected into the boundary layer on the blade surface to form a thin layer of coolant which protects the blade surface from the high temperature environment. The cooling process occurs in a complex 3D configuration which includes not only a curved airfoil but also a number of small injection holes. The aim of film cooling design is to minimize the coolant injected while maximizing the thermal protection for the blades. A large number of experimental and computational studies have been devoted to the understanding of the film cooling
Figure 1.1: Illustration of a discrete-hole cooling arrangement for a turbine blade.
process in order to achieve higher film cooling effectiveness. A brief literature review is provided in the following paragraphs.

1.2 Motivation for the Present Study

Film cooling has been a subject of research for many years. There are a large number of research papers on film cooling of turbine blades in the open literature. Goldstein (1971) gave a detailed review of film cooling research and summarized the experimental results on film cooling effectiveness with normal, tangential or nearly tangential injection up to 1971. There are two major techniques in film cooling studies; one is experimental investigation and the other is numerical prediction. Most early investigations of film cooling were carried out using experimental techniques. Current engine design is highly empirical and relies on a large experimental database. Recent works are more concerned with discrete-hole film cooling on a flat plate or a curved blade surface. There have been numerous experimental investigations of discrete hole cooling. However, a review of experimental studies is not the subject of the present thesis. Instead, only a selection of some experimental works associated with the physical model of the present numerical study are mentioned.

In the film cooling of a turbine blade, the stagnation region near the leading edge is a particularly critical region as it suffers the most intense exposure to the hot free stream and therefore requires particular attention. A number of studies have been carried out for film cooling at the leading edge. Ou & Han (1991, 1992) and Mehendale & Han (1992) carried out a systematic investigation of the effects of high mainstream turbulence and the effects of injection orifice geometry on the leading edge film cooling. They measured the film cooling effectiveness over a blunt body with a semi-cylindrical leading edge and
a flat afterbody. Here, the film cooling effectiveness is defined as follows,

\[ \eta = \frac{T_{\infty} - T_{aw}}{T_{\infty} - T_c} \]  

(1.1)

where \( T_{aw} \) is the adiabatic wall temperature, \( T_{\infty} \) is the mainstream temperature and \( T_c \) is the coolant temperature. Two rows of orifices at \( \pm 15^0 \) and \( \pm 40^0 \) were used with spanwise blowing and with spacing-to-diameter ratios of 4 and 3. The effectiveness was found to decrease with increasing mainstream turbulence; however, this effect decreased with increasing blowing rate. Their study also indicates that the spacing-to-diameter ratios have a significant influence on the film cooling effectiveness.

Recently, a systematic experimental investigation of film cooling effectiveness near the leading edge of a turbine blade was carried out by Gartshore et al (1993) and Salcudean et al (1994) at the University of British Columbia. This study was carried out to fulfill a research collaboration between Pratt & Whitney Canada and the University of British Columbia. A large turbine blade model was used in this experimental study. This model has a semi-circular leading edge with four rows of laterally-inclined film cooling orifices positioned symmetrically about the stagnation line. Both air and \( CO_2 \) were used as coolant. A heat-mass transfer analogy was used to measure the cooling effectiveness. Their experimental results indicate that the film cooling effectiveness changes substantially with respect to the overall mass flow ratio. Here, the mass flow ratio is defined as \( \rho_c U_c/ \rho_{\infty} U_{\infty} \), where \( \rho_c \) and \( \rho_{\infty} \) are the coolant density and the mainstream flow density respectively. The best effectiveness was obtained in a range of mass flow ratios 0.5 — 0.6. A continuous decrease in the film cooling effectiveness was found when the mass flow ratio was further increased.

The above experimental studies indicate that the film cooling effectiveness is influenced by a number of factors, such as, spacing-to-diameter ratios, mass flow ratios and
free stream turbulence. Therefore, in order to achieve an optimal design of the film cooling system, a parametric analysis has to be carried out to determine the film cooling performance with various blade geometries and flow parameters. For this purpose, experimental measurements are too expensive and time-consuming to obtain the detailed flow and heat transfer data. In addition, measurement is also limited by the availability and accuracy of the measuring instruments for many situations. An alternative method in film cooling research is numerical prediction.

Recent advances in high speed digital computers and computational fluid dynamics make it possible to model the flow field and heat transfer phenomena in film cooling of turbine blades. Numerical simulation can provide detailed information about flow fields and constitutes a fast and inexpensive tool for understanding the film cooling process. The present study is motivated by the above need and is devoted to the numerical simulation of film cooling of turbine blades. It is our aim to develop a computational capability for the prediction of film cooling of a turbine blade with a realistic geometry.

1.3 Previous Numerical Studies

Numerical simulation of the film cooling of turbine blades is not new. There are a number of numerical studies in the literature and the first research paper can be traced back to Kacker et al (1969). However, most of the early numerical studies were confined to two-dimensional flows with wall jet configurations. Among the three-dimensional studies, Bergeles et al (1978) used a partially parabolic numerical scheme to predict the mean velocity and temperature of laminar flow for a single row of inclined holes and for a surface with multiple rows of holes. Later, they used the same method in conjunction with an anisotropic turbulence model to calculate a single jet injected into a crossflow at 90° and 30°. Good agreement with measured results for an inclined injection hole was
obtained over most of the domain with the exception of the region in the vicinity of the jet orifice where the agreement was poor especially for high mass flow ratios. This is partly caused by the assumption of a uniform velocity profile at the jet exit plane. Demuren et al (1986) carried out a systematic study for a single row of holes in a flat plate inclined at different angles using the locally-elliptic procedure. As in the treatment of Bergeles et al (1978), uniform velocities at the jet exit plane were assumed in order to exclude the coolant orifice ducts from the computational domain. The predicted film cooling effectiveness was in poor agreement with the measured data in some cases, especially for high mass flow ratios. Sathyamurthy and Patankar (1990) investigated discrete-hole film cooling over a flat plate with lateral injection. A laterally periodic parabolic procedure was used in their calculation. Their results indicate that lateral injection can operate at high blowing rates and can achieve better film coverage than streamwise injection.

Computations of film cooling by solving elliptic Navier-Stokes equations have also been reported. White (1981) solved the fully elliptic transport equations for a single injection hole on a flat plate. The novel feature of the method is its use of separate computational domains in the injection pipe and cross-stream regions. Comparison of jet exit profiles with measurements showed good agreement. Jubran (1989) used a commercial CFD code, PHOENICS, to predict the film cooling effectiveness and the velocity field for two rows of holes inclined in the streamwise and spanwise directions over a flat plate. More recently, Zhou et al (1993) used a multigrid and a segmentation technique for the prediction of film cooling for the case of discrete holes with lateral injection. With this technique, they were able to use a very fine grid and the solution also extended into the injection hole regions for the vertical injection hole case. The computational results showed good agreement with the experiments.

More recently, computations have been reported for more complex geometries using body-fitted coordinates to approach real blade configurations. This includes the use of
some commercial CFD codes. Leylek and Zerkle (1993) conducted computations for a
streamwise inclined orifice on a flat plate. Their solutions include flow in the plenum,
coolant tube and cross-stream regions. A curvilinear grid was used to represent the
circular injection tube which formed an angle with the blade wall in the streamwise
direction. They reported important information on the flow in the coolant hole which
contains counter-rotating vortices and local jetting effects. The results showed that for
a hole length of about 4 times the hole diameter, there is a large separation region in
the film cooling tube which leads to redistribution of the coolant flow at the hole exit.
However, the influence of wall curvature was not considered since the computations did
not include the curved blade surface.

Garg and Gaugler (1993, 1994) used general body-fitted coordinates to model the
complex flow domain around a real turbine airfoil. The fully three-dimensional Navier-
Stokes equations were solved together with closure proposed by the Baldwin and Lomax
(1978) algebraic turbulence model. The computational domain included the whole curved
blade surface but not the coolant ducts. Turbulent (1/7 power law) profiles were specified
at the duct exits, in conformity with observations of Leylek and Zerkle (1993). Experi-
mentally measured wall temperatures were specified as boundary conditions at the airfoil
surface and wall heat fluxes were calculated. Fair agreement with the experimental re-
results was reported. Their study provided important guidelines for numerical simulations
of film cooling for real turbine blades.

Vogel (1994) carried out calculations of turbine flows with film cooling using multi-
block body-fitted coordinates. Two cases are reported in Vogel’s paper, the first dealing
with two-dimensional film cooling with a slot configuration. A curvilinear grid was used
to represent the curved leading edge. The second calculation deals with film cooling
from a single orifice on the suction side of the blade. Since the calculation deals only
with a single streamwise inclined injection orifice, the author was able to use a symmetry
condition through the middle of the injection orifice. The computational domain included the suction side of a blade surface and half of the streamwise injection orifice. The paper focussed on the detailed flow field and did not describe the temperature field.

1.4 Remarks on Film Cooling Studies

Actual measurements provide the most reliable information about a physical process. However, it should be mentioned that there are serious difficulties with measurements in many situations and the measuring instruments are not completely free from errors. In addition, experimental investigations are usually expensive and time-consuming in obtaining the complete flow data. Numerical simulation can furnish detailed information about fluid flow and heat transfer phenomena and provide a fast and inexpensive tool for understanding the film cooling process. However, numerical simulation has not reached a stage where it can be directly applied in engine design. One of the major problems is that there is lack of appropriate methods to model the cooling process for the complex geometry of a turbine blade. Therefore the majority of the previous calculations were limited to simplified geometries.

The complex configuration of an actual turbine blade presents a number of difficulties for numerical simulation. First, the flow region includes a curved blade surface and a number of circular injection holes for which an ordinary coordinate system, such as Cartesian or cylindrical coordinates can not be applied. Secondly, the flow occurs in different flow regions: a main flow region around the blade surface and a number of sub-regions in the small coolant injection holes for which ordinary one-segment methods are ineffective. Thirdly, the diameters of the injection holes are very small compared with the characteristic dimension of the main flow region. When a fairly dense grid is used in the injection holes, the number of grid nodes needed overall will be too large to be used
with the present computer capacities without using excessively nonuniform grids. The use of a very non-uniform and dense grid near the cooling orifices can cause additional convergence difficulty. Therefore, a solution method should be developed to address both the convergence and geometrical difficulties.

The use of simplified geometries, such as a flat plate with discrete wall jets, can provide useful flow information about the complex cooling process. However, the curvature of a real blade is not accounted for in such a model; consequently the film cooling might be significantly miscalculated. Due to the shape of turbine passages, the flow through them experiences very strong streamline curvature. This curvature can significantly influence the cooling process. Furthermore, as reported by Leylek and Zerkle (1993), the velocity profile at the orifice exit is very complex and is neither uniform nor in alignment with the coolant tube. Our study also showed that the velocity, temperature and $k - \epsilon$ profiles at a coolant-hole exit plane strongly depend on the hole location and the mass flow ratio. Thus, an assumption of constant or power-law solution profiles may be very inaccurate. Therefore, in order to obtain accurate flow and heat transfer data, the simulation should include both the curved blade surface and the coolant ducts.

1.5 Objective and Scope

The present work has two main objectives. (1). One objective is to address the need discussed above to develop an efficient numerical tool suitable for modeling the film cooling process over realistic physical geometries. (2). The other objective is to use this numerical tool to study film cooling of the UBC experimental turbine blade for which considerable measured data has been obtained. This provides not only a validation of the experimental results but also a detailed flow and temperature field.
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The first objective involves both code and method developments. To address the difficulties associated with complex geometries and convergence problems, several numerical techniques are used including grid generation, curvilinear coordinate-based calculation, multigrid method and domain segmentation. Two computer codes are developed. One is a 3D curvilinear coordinate-based CFD code, called CMGFD, which can be used to calculate laminar/turbulent flows in arbitrary geometries using non-structured curvilinear grids. The other is a multigrid elliptic grid generation code, called MBEGG, which can be used to generate multi-block curvilinear grids for the CMGFD code.

The CMGFD code is developed based on an existing CFD code, MGFD, developed by Nowak (1992) in our research group. The MGFD code is a comprehensive 3D numerical code with multigrid and domain segmentation techniques. However, its application is still limited to rectangular type geometries since it is based on the Cartesian coordinate system. To address the present need for the prediction of film cooling of turbine blades, the CMGFD code is developed using block-structured curvilinear grids. All the techniques used in the MGFD code, such as the multigrid method and domain segmentation feature, are generalized to the CMGFD code. It should be mentioned that due to the comprehensive nature of the MGFD code, substantial work was required to implement the curvilinear grid-based calculation. In addition to changing the basic grid system, other significant changes, such as inclusion of the multigrid method, are also made.

The CMGFD code involves several numerical techniques. These techniques are implemented in the code in four steps. In each step, considerable effort is involved in developing efficient methods suitable for the code. A detailed investigation of the proposed method and validation of the code is carried out. The development of these methods comprises one of the important tasks in the present study and is described in the following paragraphs.

In the first step, the calculation of laminar flow in complex geometries using general
curvilinear grids is investigated. This step is necessary to develop an efficient, curvilinear coordinate-based finite-volume method while avoiding the additional complexity of turbulence modeling and domain segmentation treatments. Finite-volume methods in conjunction with curvilinear grids have become popular in recent years for flow simulation in complex geometries. However, problems still exist in terms of the accuracy and efficiency of such computations. In the present study, a finite volume method using general curvilinear grids is proposed to overcome some of these difficulties. The coordinate invariant conservation equations and the physical geometric quantities of the control cells are used directly to formulate the numerical scheme without reference to the commonly-used covariant and contravariant vectors. The definitions of the physical geometrical quantities and the tangential velocity unknowns are introduced. A new difference scheme for the non-orthogonal diffusion and pressure terms is proposed. This scheme contributes to the main diagonal terms in the resulting coefficient matrix and allows an implicit treatment of the non-orthogonal quantities without increasing the number of computational molecules. A coupled equation solver is used in place of the commonly-used pressure-correction equation associated with grid non-orthogonality. The developed method is implemented in the CMGFD code. Several two- and three-dimensional laminar flows are computed and compared with other numerical, experimental and analytical results to validate the solution method and code. The main work in this step is presented in chapter 2.

In the second step, the method developed in the first step is generalized to turbulent flows. It is well known that turbulent flows are more difficult to handle. This step is intended to increase our knowledge in dealing with turbulent flows in the environment of general curvilinear grids and achieve an efficient numerical method for turbulent flows. The mathematical model adopted for the present study is introduced. The $k - \varepsilon$ two-equation model together with the 'wall function' is used to simulate turbulent flows.
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The discretization of the $k - \epsilon$ equations and the formulation of the 'wall function' are presented. The treatment of the source terms in the $k - \epsilon$ equations is discussed in detail. The performance of the method is investigated through several three-dimensional turbulent flows to validate the method as well as the CMGFD code. This is presented in chapter 3.

The third step is concentrated on the development of an efficient multigrid method for flow simulation in general curvilinear grids. The multigrid method is an efficient iterative solution procedure which exhibits convergence rates insensitive to grid refinement. It has been widely used in the field of computational fluid dynamics. However, there have been relatively few studies carried out using general curvilinear grids. There are additional difficulties for multigrid acceleration in curvilinear coordinate systems which require careful consideration.

In the present study, a multigrid method for calculating laminar/turbulent flows using general curvilinear grids is developed. First, the multigrid calculation of laminar flows is studied with emphasis on the influence of complex flow boundaries. It is found that the discrete governing equations on different grid levels can become inconsistent in some curvilinear grids due to complex flow boundaries, thus reducing the efficiency of the multigrid algorithm. A novel treatment is proposed to solve this problem. Secondly, the difficulties associated with the multigrid acceleration of turbulent flows are discussed and several techniques which help the performance of the multigrid method are introduced. Particularly, it is found that the formulation of the coarse-grid defect equation using the 'wall function' can cause inconsistency of the governing equations between fine and coarse grids. This problem is discussed in detail and a novel approach is proposed to allow the successful implementation of the multigrid method for turbulent flows. Work in this step is presented in chapter 4.

In the last step, the method developed in the three previous steps is generalized to
non-structured curvilinear grids by using a domain segmentation technique. This technique divides the domain of interest into different sub-domains. Solutions are obtained by iteratively applying the solver described in the previous steps to each sub-domain. The implementation of the domain segmentation strategy in the method using general curvilinear grids is studied. Particular attention is given to the communication between neighbouring sub-domains. The performance of the multi-block method is investigated through several computational examples.

The methods described above have been implemented in the CMGFD code. With the above developments the code can be used to deal with arbitrary complex geometries if proper block-structured curvilinear grids are generated. However, generating appropriate grids is often a difficult task. The existing difficulty in generating appropriate grids is one of the reasons that few numerical studies are carried out over complex three dimensional domains. In the present study an elliptic grid generation code, MBEGG, is developed to support the application of the CMGFD code. Even though the code is initially developed to address the need for the prediction of film cooling of a turbine blade it can be used to generate multi-block curvilinear grids for various complex flows. An elliptic grid generation method is used in the code, which solves three nonlinear elliptic grid generation equations. The source terms in the equations are problem-dependent functions and can be used to control the grid characteristics, such as orthogonality and grid stretching. In the present study, methods to achieve certain grid quantities, such as skewness, through the control functions are implemented in the code. The multigrid method is an ideal solver for the elliptic grid generation equations due to the fully elliptic nature of the equations. In the present study, a multigrid method is developed to solve these equations. A domain segmentation technique is adopted in the code to generate block-structured curvilinear grids. Block-structured curvilinear grids are generated for flows over a cooled turbine blade using the code.
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As mentioned earlier, the main objective of the present thesis is to develop an efficient numerical tool for the prediction of fluid flows in complex geometries with emphasis on calculation of film cooling problems. To this end, the developed computational code is applied to study film cooling of a UBC experimental turbine blade model. This model has a semi-circular leading edge with four rows of film cooling orifices positioned symmetrically about the stagnation line. It uses a lateral injection and the cooling orifices are inclined spanwise 30° to the turbine blade surface. The computational domain is taken directly from the physical geometry without simplification and includes not only the curved blade surface but also the entrance ducts of the circular coolant holes. The physical domain is segmented into a number of sub-domains and separate curvilinear grids are generated for different flow regions. Grids are generated by the MBEGG code which represents exactly the curved blade surface as well as the circular injection orifices. Combinations have been carried out for a low overall mass flow ratio \( M = \frac{\rho_c U_c}{\rho_{infty} U_{infty}} \) of 0.52 and a high mass flow ratio of 0.97, where \( \rho \) is density, \( U \) is velocity and the subscript \( c \) and \( \infty \) indicate the coolant and hot flow respectively. The computational results are compared with the available experimental results.

1.6 Contributions of the Thesis

In summary, the present thesis contributes to both the engineering application and theory of CFD in the following areas:

- A numerical method for computing fluid flow in complex three-dimensional geometries using curvilinear grids is developed. Unlike previous numerical studies, the original coordinate-invariant conservation equations and the physical geometric quantities of the control cells are used directly to formulate the numerical scheme
without reference to the coordinate derivatives of transformation. The physical geometric quantities, including volumes, surface areas and surface normal directions of control cells, are introduced to formulate the governing equations in place of the commonly-used covariant and contravariant vectors. A calculation and interpolation procedure for the physical geometric quantities is developed. This method allows the use of significantly non-smooth grids.

- A new scheme for handling the non-orthogonal terms in the momentum and pressure equations is developed. This scheme contributes to the main diagonal terms in the resulting coefficient matrix and allows an implicit treatment of the non-orthogonal quantities without increasing the number of computational molecules. This treatment of the non-orthogonal terms enhances computational stability and convergence rate.

- The physical tangential velocity components resulting from the velocity expansion in the unit tangent vector basis are proposed as dependent variables in the momentum equations. The discrete momentum equations using the tangential velocity components are obtained by an algebraic manipulation which avoids the tensor expression of Christoffel symbols. A coupled solution procedure is used in place of the complicated pressure-correction equation associated with grid non-orthogonality.

- Numerical simulation of turbulent flows in complex geometries is studied. The $k-\epsilon$ two-equation model together with the ‘wall function’ treatment is used as the turbulence closure. Discretization of the $k-\epsilon$ equations is presented with particular attention to the linearization of the source terms and calculation of the turbulence energy generation rate. Methods are introduced to enhance the computational stability and facilitate the calculation of the energy generation rate. The formulation of the ‘wall function’ in general curvilinear grids is developed.
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- A multigrid procedure for the computation of three-dimensional laminar/turbulent flows in general curvilinear grids is developed. It is shown that the discrete governing equations can become inconsistent between fine and coarse grids in certain curvilinear grids, as well as when the $k - \epsilon$ model with the 'wall function' is used for turbulent flows. Novel procedures have been proposed to solve these problems. Computational results using fine grids of up to approximately one million grid nodes showed that the developed multigrid algorithm is very efficient and a reduction of up to 99% in CPU time was achieved.

- A domain segmentation strategy in conjunction with general curvilinear grids is developed. This approach allows the treatment of arbitrary three-dimensional geometries using non-structured curvilinear grids. Particular attention has been given for the communication between different sub-domains. The performance of the multi-block method is investigated through several computational examples which show that the developed method has the capability to deal with complex flow domains using multi-block structured curvilinear grids and allows the use of significantly discontinuous grid slopes at the interface.

- A block-structured curvilinear coordinate-based finite-volume code, CMGFD, is developed based on an existing Cartesian coordinate-based CFD code. The new code has the capability to deal with arbitrary geometries by using separate curvilinear grids in different flow regions. There is no restriction for curvilinear grids to be used and no limitation for the number of segments to be used in a flow region. An efficient multigrid method is implemented in the code which promises fast convergence for both laminar and turbulent flows.
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- A multi-block elliptic grid generation code, MBEGG, is developed for generating block-structured curvilinear grids in complex geometries. The code uses an elliptic grid generation method which solves three elliptic partial differential equations. A multigrid method is developed to solve these equations which provides an efficient grid generator. Techniques to control grid quantities, such as skewness, are introduced. A multi-block grid generation strategy is adopted to allow the generation of block-structured curvilinear grids in arbitrary geometries. This code has the capability to generate block-structured curvilinear grids in arbitrary 2D or 3D domains.

- Computations are carried out for film cooling of a UBC turbine blade model. Block-structured grids are generated by the developed MBEGG code which exactly represent the inclined, round film-holes and the curved blade surface. Computations over the cooled turbine blade model are carried out for overall mass flow ratios of 0.52 and 0.97. The detailed flow field is obtained which improves our understanding of film cooling. The structure of vortices is investigated numerically. This provides information on the mixing of coolant with hot flow. The predicted results are compared with the experimental results of Salcudean et al (1994) and show good agreement. The present computations show that the developed numerical tool has the potential to model the complex cooling process in actual blade geometries.
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A Computational Method Using Curvilinear Grids

In this chapter, a finite-volume method for laminar flow in complex 3D geometries using general curvilinear grids is presented. A new second-order accurate difference scheme for the cross-derivative terms is proposed to describe the non-orthogonal components, allowing parts of those terms to be treated implicitly without increasing the number of computational molecules. The coordinate-invariant conservation equations and the physical geometric quantities of control cells are used directly to formulate the numerical scheme without reference to the coordinate derivatives of transformation. A coupled equation solver is used in place of the complicated pressure-correction equation associated with grid non-orthogonality. Several two- and three-dimensional laminar flows are computed and compared with other available numerical, experimental and analytical results to validate the solution method. Part of the work presented in this chapter has been reported previously in He and Salcudean (1994).

2.1 Introduction

For problems with complex geometries, finite-element methods appear to be the natural choice due to their intrinsic geometric flexibility. Finite-volume/difference methods, however, are well established in computational fluid dynamics and an alternative approach would be to use these methods with an appropriate body-fitted coordinate system. Such methods can be developed based on well-established solution algorithms and numerical codes for the regular geometries.
Curvilinear coordinates, with orthogonal and non-orthogonal grids, have been used extensively for fluid flow in complex geometries and a number of research papers exist in the open literature; for examples, see Maliska and Raithby (1984) and Shyy et al (1985). The governing equations are considerably simpler in orthogonal coordinates; however these methods have serious geometric limitations. Orthogonal grids are difficult to generate, especially for three-dimensional domains. For complex three-dimensional geometries, non-orthogonal grids are often necessary because they provide greater flexibility in the distribution of the grid points.

The use of a curvilinear coordinate system can entail a number of difficulties which have to be addressed. First, most grid generation techniques provide discrete grid points rather than the analytic functions of transformation. In such cases, the coordinate derivatives of transformation (commonly called covariant base vectors), $a_i = \left( \frac{\partial x}{\partial \xi_i}, \frac{\partial y}{\partial \xi_i}, \frac{\partial z}{\partial \xi_i} \right)$, are usually computed approximately and other metric quantities, such as contravariant base vectors and the Jacobian determinant, are then evaluated from these coordinate derivatives. The definition and calculation of these derivatives, however, becomes ambiguous when a non-smooth grid is used. The procedure used to approximate these quantities is critical and may lead to significant numerical errors or even unrealistic solutions, as demonstrated by Segal et al (1992) and Lee et al (1992) for example.

Secondly, significant deterioration of the convergence rate of some of the available iterative solution procedures can occur with a non-orthogonal grid, as demonstrated by Peric (1990), especially when the grid is highly non-orthogonal. This is partially due to the explicit treatment of the large non-orthogonal diffusion terms, which can be described analytically by cross-derivative terms such as $\frac{\partial}{\partial \xi_2}(\Gamma g^{12} \frac{\partial u}{\partial \xi_1})$ and $\frac{\partial}{\partial \xi_3}(\Gamma g^{13} \frac{\partial u}{\partial \xi_1})$ in the momentum equations, where $\Gamma$ is the diffusion coefficient and $g^{ij}$ is the contravariant metric tensor.

The choice of dependent variables in the momentum equations also requires careful
consideration. When Cartesian velocity components are used as dependent variables the conservation of momentum is considered along fixed directions everywhere in the field and no curvature terms appear in the momentum equations. The applicability and performance of the scheme, however, depend on the orientation of the computational grid relative to the reference Cartesian coordinate system. In the staggered approach, zero convective fluxes across the control volume faces may occur when the grid turns by 90° and one Cartesian velocity component is stored on each cell face. Grid-oriented velocities can be used as dependent variables in order to eliminate this difficulty. The use of grid-oriented velocity components, however, leads to grid-sensitive curvature terms in the momentum equation. Such terms depend on the second derivative of grid coordinates, and thus are difficult to discretize in a conservative manner, possibly leading to severe inaccuracies as noted by Segal et al (1992).

Most of the work reported in the literature uses a variant of the SIMPLE algorithm of Patankar (1980) to couple the pressure and velocity fields. The extension of this technique to non-orthogonal grids results in a complex pressure correction equation, especially for three-dimensional cases (see Peric (1990)).

In the present study a method for the computation of fluid flow in complex geometries is proposed that attempts to solve some of the problems discussed above. Efforts are made to achieve greater flexibility in grid design using significantly non-orthogonal and non-smooth grids. To solve the problem related to the non-orthogonal grid, a new second-order accurate numerical scheme is proposed to describe the cross-derivative terms. This scheme allows implicit treatment of part of the non-orthogonal terms, without increasing the size of the computational molecules. To avoid inaccurate discretization for a non-smooth grid, the physical geometric quantities, i.e., volumes, surface areas and surface normal vectors, are calculated directly and used to formulate the numerical schemes.
These geometric quantities are calculated in such a way as to satisfy the geometric conservation laws as described by Vinokur (1989). When the divergence theorem is used over a control cell, the conservation equation can be expressed accurately for an arbitrary grid using these geometric quantities. Such an approach yields an overall conservative approximation for any grid and provides a better physical understanding of the resulting formulation.

The proposed method uses the physical tangential velocity components as dependent variables in the momentum equations. These variables are the contravariant-type velocity unknowns and are volume flow rates across cell faces with appropriate normalization. Similar to other grid-oriented velocity unknowns, the choice of such dependent variables gives rise to additional curvature terms. These terms can be expressed by Christoffel symbols using tensor notation and discretized directly as done by Segal et al (1992), for instance. In the present study, a different approach is followed which avoids the explicit discretization of the second-order coordinate derivatives. A coupled equation solver, combined with a staggered grid approach, is used to solve the momentum and continuity equations directly, eliminating the need for the pressure correction equation.

The proposed method is described by first presenting the derivation of the discretized general governing equations and the numerical scheme for the non-orthogonal terms. This scheme is then proven to be second-order accurate. Next, the treatment of the momentum equations and curvature terms using the tangential velocity components as the dependent variables is described, followed by a description of the overall coupled solution procedure in the curvilinear coordinate system. Finally, four computational examples are presented to demonstrate the capabilities of the method.
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Only laminar flows in single domains are considered in this chapter in order to avoid the complexity of turbulence modeling and multi-domain treatment. The generalization to those more complex cases will be presented in the following chapters. The flow is assumed steady, incompressible and Newtonian. Under such assumptions, the laminar flow is governed by the following Navier-Stokes equations,

\[ \rho u \cdot \nabla u - \nabla \cdot (\mu \nabla u) = - \nabla p, \]  
(2.1)

\[ \nabla \cdot u = 0, \]  
(2.2)

where \( \rho \) is the flow density, \( \mu \) is the dynamic viscosity, \( p \) is pressure and \( u \) is the velocity vector. Equations (2.1) and (2.2) express the momentum and mass conservations, respectively, for steady incompressible flows. It should be noted that these equations are written in a coordinate-free form independent of coordinate systems.

The governing equations (2.1-2.2) can be transformed to a general curvilinear coordinate system with the aid of tensor calculus. The transformed equations can then be discretized in the transformed rectangular domain. In the present study, a direct discretization method is developed. Instead of using the transformed governing equations, the coordinate-free governing equations are used directly to formulate the numerical schemes in a general curvilinear grid. All the numerical schemes are formulated using the physical geometric quantities without using the commonly-used covariant and contravariant vectors. This method is more desirable for non-smooth grids since the coordinate derivatives, which are not well defined in irregular grids, are avoided.

This section describes the discretization of a general scalar governing equation, which forms the basis for the discretization of the momentum equations. The geometric quantities used in our discretization are described first. The divergence theorem is then used.
to integrate the governing equation. Finally, the new discretization method for the non-orthogonal terms is described and the second order accuracy is proven.

2.2.1 Physical Geometric Quantities

For curvilinear coordinates $\xi_i = \xi_i(r)$, where $r = r(x_1, x_2, x_3)$, is a vector and $x_i$ are the components in a Cartesian coordinate system, the commonly-used covariant vector and contravariant vector in the literature are defined as $a_i = \frac{\partial r}{\partial \xi_i}$ and $a^i = \nabla \xi_i$ respectively. These vectors and associated metric tensors are required in the transformed governing equations and subsequent numerical formulation. For computations using curvilinear grids, the covariant vectors are usually calculated approximately from the discrete grid points of a given grid. Other quantities required in the numerical formulation such as the contravariant metric tensor and Jacobian determinant are then evaluated from these vectors. In the solution procedure, interpolations are necessary to obtain these quantities in various locations, especially for a staggered grid system. The procedure of calculation and interpolation of these quantities is critical and may violate certain geometric conservation laws (see Vinokur (1989)), leading to significant numerical errors.

In the present study, instead of using coordinate derivatives $a_i$, the physical geometric quantities, which include cell surface areas, cell volumes and surface normal directions, are used directly to formulate the numerical scheme. A uniform grid with mesh size $\Delta \xi_i = 1$ is assumed in the transformed computation domain whenever the notations of coordinate transformation are used. The geometric quantities used in the present study are illustrated in Figure 2.1. The unit tangent vectors, denoted by $e_i$ ($i = 1, 2, 3$), are calculated at the centers of the control volume surfaces and are locally parallel to the coordinate lines $\xi_i$. These tangent vectors correspond to the normalized covariant base vectors $a_i$ in the literature. The surface area vectors, denoted by $S^i$ ($i = 1, 2, 3$), are defined at the same point as $e_i$ and are normal to the control volume surfaces, with
Figure 2.1: Illustration of the physical geometric quantities for a control cell.
magnitude $|S^{i}|$ equal to the corresponding surface area. The volume of the control cell is denoted by $V$.

$e_i$, $S^i$ and $V$ are the basic grid quantities and are calculated directly using discrete grid points. For the convenience of formulation, two additional quantities are defined from the above geometric quantities. The non-orthogonal angles, denoted by $\alpha_i$ are defined as the angles between the surface area vector, $S^i$, and the tangential vector $e_i$. These angles are a measure of the degree of grid non-orthogonality; for an orthogonal grid these angles are zero. The surface area vectors, $S^i$ are rescaled and denoted as: $e^i = \frac{S^i}{|S^i| \cos \alpha_i}$.

### 2.2.2 Calculation of the Geometric Quantities

In general, the geometric quantities have to be evaluated from discrete grid points. The unit tangent vectors $e_i$ are calculated by second order accurate averaging (using the center points of two neighboring control cells).

The faces of a control cell are generally surfaces rather than planes, as illustrated in Figure 2.2. In fact, it is not always possible to fit a plane through four points. The surface area vectors and volume of a control cell can be approximated directly by various formulas.

To approximate the surface area vectors and volume of a cell, the following formulas for a triangle and a pyramid are used. A properly oriented surface area vector for a triangular face with vertices $r_1$, $r_2$ and $r_3$, is given by

$$S = (r_2 - r_1) \times (r_3 - r_1)/2,$$  \hspace{1cm} (2.3)

and the volume for a pyramid with vertices $r_1, r_2, r_3$ and $r_4$ is given by

$$\frac{1}{6}(r_2 - r_1) \times (r_3 - r_1) \cdot (r_4 - r_1) = \frac{1}{3} S \cdot (r_4 - r_1).$$  \hspace{1cm} (2.4)

Using equations (2.3) and (2.4) we can use various averaging processes to calculate the geometric quantities for an arbitrary cell having straight line edges. Each polygonal
face is divided into plane triangular faces, and the total volume treated as a sum of tetrahedra. In order to obtain an accurate discretization, the geometric quantities are calculated according to the geometric conservation laws described by Vinokur (1989) and the following formulas for surface area vectors and volume are used:

\[ S_w^1 = \frac{1}{2} (r_6 - r_1) \times (r_3 - r_4) \]  
\[ V = \frac{1}{3} (S_w^1 + S_s^2 + S_b^3) \cdot (r_8 - r_1), \]

where the subscripts \( w, s, b \) indicate locations, west, south, bottom, respectively (see Figure 2.1), of the vectors. From the two basic vectors, \( S \) and \( e_i \), the quantities \( \cos \alpha_i \) and \( e^i \) can be calculated.

Noting that \( r_2 - r_1, r_3 - r_1 \) and \( r_4 - r_1 \) are the approximations of covariant vectors \( a_1 = \frac{\partial r}{\partial \xi_1}, a_2 = \frac{\partial r}{\partial \xi_2} \) and \( a_3 = \frac{\partial r}{\partial \xi_3} \) respectively, we can see \( S^1 \approx a_2 \times a_3 \), and \( V \approx (a_1 \times a_2) \cdot a_3 \) from the formulas (1) and (2). Since the volume element \( \sqrt{g} \) and contravariant vectors \( a^i \) satisfy formulas \( \sqrt{g} = (a_1 \times a_2) \cdot a_3 \) and \( a^1 = \frac{a_2 \times a_3}{\sqrt{g}} \) (see Thompson et al (1985)), we have, \( S^1 \approx \sqrt{g} a^1 \) and \( V \approx \sqrt{g} \). The volume element \( \sqrt{g} \) is the inverse of the Jacobian determinant.

The geometric quantities at the positions described in section 2.2.1 are calculated from known discrete points. For other locations, the values for \( e^i \) and \( V \) are computed by a second order accurate interpolation and the unit tangent vectors are calculated from \( e^i \) by orthogonal relations, \( e^i \cdot e_j = 0 \) \((i \neq j)\), instead of calculation from \( e_i \) by averaging.

2.2.3 Discretization

The general transport equation for a dependent variable \( \phi \) is written as follows:

\[ \nabla \cdot (\rho u \phi) - \nabla \cdot (\Gamma \nabla \phi) + C = 0, \]

where \( u, \rho \) and \( \Gamma \) are the velocity, density and diffusion coefficient respectively. The first term represents transport of variable \( \phi \) by convection and the second term represents
transport by molecular diffusion. The last term, $C$, is a source term which generally depends on $\phi$. This equation is the natural expression of the transport of variable $\phi$ and takes different forms in various coordinate systems. The discretized equations were obtained by first integrating equation (2.7) over a control volume in the physical space, and then deriving an algebraic approximation to this integral equation. Geometric quantities associated with the control volume are used directly to evaluate the fluxes on the control cell surfaces.

Let $J = \rho u \phi - \Gamma \nabla \phi$ denote the total flux. Equation (2.7) can be then written as

$$\nabla \cdot J + C = 0$$

Equation (2.8) is integrated over a general control volume in the physical space, $\delta V$, as shown in Figure 2.2, and the divergence theorem is applied,

$$\int_{\delta V} \int \nabla \cdot J dv = \oint_{\partial S} J \cdot dS$$

$$\approx J \cdot S^1|_e - J \cdot S^1|_w + J \cdot S^2|_n - J \cdot S^2|_s + J \cdot S^3|_t - J \cdot S^3|_b$$

Next consider transport of variable $\phi$ along the $\xi_i$ coordinate direction:

$$J \cdot S^i = \rho \phi u \cdot S^i - \Gamma \nabla \phi \cdot S^i$$

$$= \rho \phi F^i - \Gamma \nabla \phi \cdot S^i$$

where

$$F^i = u \cdot S^i, \ (i = 1, 2, 3)$$

are the volume flow rates across cell faces. By the definition of gradient,

$$\nabla \phi = (\oint_S \phi dS)/V$$

Applying Gauss divergence theorem, we obtain

$$(\nabla \phi)_P = [S^1(\phi_e - \phi_w) + S^2(\phi_n - \phi_s) + S^3(\phi_t - \phi_b)]/V$$
Figure 2.2: A general control volume. Nodes to the north, south, east, west, top and bottom are represented by N, S, E, W, T and B respectively. Lower case denotes control volume surfaces.
where \( \phi_e - \phi_w, \phi_{n} - \phi_s, \) and \( \phi_l - \phi_b \) are approximations of \( \frac{\partial \phi}{\partial \xi_1}, \frac{\partial \phi}{\partial \xi_2}, \) and \( \frac{\partial \phi}{\partial \xi_3}, \) respectively, since \( \Delta \xi_i = 1 \) in the transformed space. Hence, the gradient of the dependent variable \( \phi \) can be expressed as:

\[
\nabla \phi = \frac{1}{V} (S^1 \frac{\partial \phi}{\partial \xi_1} + S^2 \frac{\partial \phi}{\partial \xi_2} + S^3 \frac{\partial \phi}{\partial \xi_3})
\]

(2.12)

Substituting equation (2.12) into (2.10) we obtain the following expression for the transport of variable \( \phi \):

\[
J \cdot S = \phi F^i - \Gamma g^{ii} \frac{\partial \phi}{\partial \xi_i} - \sum_{i \neq j} \Gamma g^{ij} \frac{\partial \phi}{\partial \xi_j}
\]

(2.13)

where

\[
g^{ij} = \frac{S^i \cdot S^j}{V}, \quad (i, j = 1, 2, 3)
\]

is the surface area metric tensor. When the grid is orthogonal, \( g^{ij} = 0 \) for \( i \neq j \), therefore, the last term in (2.13) is the result of grid non-orthogonality. The total transport of variable \( \phi \) can be decomposed into an orthogonal component and a non-orthogonal component:

\[
J \cdot S = J^i_0 + J^i_N, \quad i = 1, 2, 3
\]

(2.14)

where

\[
J^i_0 = \phi F^i - \Gamma g^{ii} \frac{\partial \phi}{\partial \xi_i}
\]

and

\[
J^i_N = - \sum_{i \neq j} \Gamma g^{ij} \frac{\partial \phi}{\partial \xi_j}.
\]

Substituting equation (2.14) into (2.9), the conservation equation over the control cell can be written as:

\[
(J^1_0 + J^1_N)|_t - (J^1_0 + J^1_N)|_w + (J^2_0 + J^2_N)|_n - (J^2_0 + J^2_N)|_s + (J^3_0 + J^3_N)|_t - (J^3_0 + J^3_N)|_b + V \cdot C = 0.
\]

(2.15)
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The orthogonal components, \( J^i \), have the same form as for the Cartesian coordinate system. Therefore, schemes such as the hybrid scheme, or the power-law scheme of Patankar (1980) for regular geometries can be applied to these terms. The non-orthogonal components, however, cause some numerical difficulties. Ordinary discretization of the non-orthogonal terms, involving only the corner points, results in a 19-diagonal coefficient matrix which is not unconditionally diagonally dominant. This may result in numerical instability and unrealistic solutions. Direct solution methods are impractical for this 19-diagonal coefficient matrix as demonstrated by Braaten and Shyy (1986). Hence, the common practice is to treat the non-orthogonal components of the equation explicitly by combining them into the source term. This may cause serious deterioration in the convergence rate if these explicit components become large. It is therefore necessary to investigate other treatments. In the present study, a new numerical scheme is proposed to address this difficulty and is presented in the following section.

2.2.4 Discretization of the Nonorthogonal Fluxes

Referring to Figure 2.3, consider the approximation of one of the non-orthogonal terms, \( g^{12}\Gamma \frac{\partial \phi}{\partial \xi_2} \), at the mid-point of the east surface. When the central difference scheme is used, there is no contribution to the main diagonal terms of the resulting coefficient matrix. Also, four additional corner points are involved, with at least two negative coefficients in the resulting discretization for the cross-derivative term, \( \frac{\partial}{\partial \xi_1}(g^{12} \frac{\partial \phi}{\partial \xi_2}) \), making an implicit treatment difficult. The following alternative approximation was introduced to solve this problem:

If \( g^{12}|_e \leq 0 \), then

\[
\frac{\partial \phi}{\partial \xi_2}|_e = (\phi_{NE} - \phi_E + \phi_P - \phi_S)/2h \quad (2.16)
\]
Figure 2.3: Illustration of discretization of cross-derivatives.
and if $g_{12}|_e > 0$, then
\[
\frac{\partial \phi}{\partial \xi_2} |_e = \frac{(\phi_N - \phi_P + \phi_E - \phi_{SE})}{2h} \quad (2.17)
\]

Different numerical schemes are chosen depending on the sign of the coefficient $g_{12}$, based on the preference for a positive contribution to the main diagonal term. The idea is similar to the upwind scheme for the convection terms in which different expressions are employed for different signs of the velocity. In contrast to the one-side difference, this scheme is symmetrical around point $e$ and is second-order accurate. This can be shown through the following order analysis.

With reference to Figure 2.3, the following is obtained using Taylor expansions:

\[
\phi_{NE} - \phi_E = \frac{\partial \phi}{\partial \xi_2} |_E h + \frac{1}{2} \frac{\partial^2 \phi}{\partial \xi_2^2} |_E h^2 + O(h^3),
\]

and

\[
\phi_P - \phi_S = \frac{\partial \phi}{\partial \xi_3} |_P h - \frac{1}{2} \frac{\partial^2 \phi}{\partial \xi_3^2} |_P h^2 + O(h^3).
\]

Combining the above expressions yields,

\[
\phi_{NE} - \phi_E + \phi_P - \phi_S = \left(\frac{\partial \phi}{\partial \xi_2} |_E + \frac{\partial \phi}{\partial \xi_3} |_P\right) h + \frac{1}{2} \left(\frac{\partial^2 \phi}{\partial \xi_2^2} |_E - \frac{\partial^2 \phi}{\partial \xi_3^2} |_P\right) h^2 + O(h^3). \quad (2.18)
\]

Since

\[
\frac{\partial \phi}{\partial \xi_2} |_E + \frac{\partial \phi}{\partial \xi_3} |_P = 2 \frac{\partial \phi}{\partial \xi_2} |_e + \frac{1}{4} \frac{\partial^2 \phi}{\partial \xi_1^2 \partial \xi_2} h^2 + O(h^3), \quad (2.19)
\]

\[
\frac{\partial^2 \phi}{\partial \xi_2^2} |_E - \frac{\partial^2 \phi}{\partial \xi_3^2} |_P = \frac{\partial^2 \phi}{\partial \xi_1 \partial \xi_2} |_e h + O(h^2) \quad (2.20)
\]

we can write equation (2.16) as

\[
\frac{\partial \phi}{\partial \xi_2} |_e = \frac{(\phi_{NE} - \phi_E + \phi_P - \phi_S)}{2h} + O(h^2). \quad (2.21)
\]

A similar estimate exists for approximation (2.17):

\[
\frac{\partial \phi}{\partial \xi_2} |_e = \frac{(\phi_N - \phi_P + \phi_E - \phi_{SE})}{2h} + O(h^2). \quad (2.22)
\]
The above estimates show that the schemes (2.16-2.17) presented here are second-order accurate. The other derivatives involved in the expressions for the non-orthogonal components can be treated similarly. This approach provides a second order approximation for the non-orthogonal term $\frac{\partial}{\partial \xi_i}(g^{ij} \frac{\partial \phi}{\partial \xi_j})$. Also, using this method, the number of corner points used is reduced by half and the main diagonal term of the resulting coefficient matrix, $a_P$, is augmented by the following amount:

$$2\Gamma(|g^{12}| + |g^{13}| + |g^{23}|).$$

### 2.2.5 Formulations of the Discretization Coefficients

After treating the non-orthogonal diffusion as described above, the general governing equation can be discretized following the methods developed for standard Cartesian coordinates. In the present study, the Power Law profile of Patankar (1980) is used for the orthogonal fluxes which ensures the central difference operator at low Peclet number and gradually changes to upwind differencing at high Peclet numbers.

A general algebraic equation is obtained by substituting the discretized forms of the orthogonal and non-orthogonal fluxes into equation (2.15). The resulting equation can be written as

$$a_P \phi_P = a_E \phi_E + a_W \phi_W + a_N \phi_N + a_S \phi_S + a_T \phi_T + a_B \phi_B + \sum_{nc} a_{nc} \phi_{nc} + b \quad (2.23)$$

where the $a_E, a_W, a_N, a_S, a_T, a_B$, etc. denote the combined convection-diffusion coefficients, including the non-orthogonal terms. The summation index "nc" represents the corner points from the discretization of non-orthogonal fluxes (such as $\phi_{WN}$, and $\phi_{WS}$) and $b$ includes only the source term $C$. 
2.3 Calculation of The Flow Field

2.3.1 Variable Arrangement and The Choice of Velocity Unknowns

A staggered grid arrangement is adopted in which the scalar quantities, such as pressure $p$, are located in the geometric center of each control cell and the tangential velocity components are located in the middle of the cell surfaces. There are several options for choosing velocity unknowns for the method using non-orthogonal grids. The use of curvilinear velocity unknowns is preferred here since the applicability of such a method is not limited by grid-orientation, which is a requirement for later calculations.

Different sets of velocity unknowns may be chosen. A discussion and review of the various possibilities is given by Rodi et al (1989). In the present study, the physical tangential velocity components are used as the dependent variables for the momentum equation. These variables, denoted as $U^\xi_i$, as defined by Borisenko and Tarpov (1968), are the resulting coefficients from the velocity expansion in the unit tangent basis vectors $e_i$:

$$u = U^\xi_1 e_1 + U^\xi_2 e_2 + U^\xi_3 e_3. \quad (2.24)$$

From the above equation and the orthogonal relation of $\{e_i\}$ and $\{e^i\}$, the following expression for $U^\xi_i$ can be obtained:

$$U^\xi_i = \frac{u \cdot e_i}{e_i \cdot e^i}. \quad (2.25)$$

From the above formula, it can be seen that the physical tangential velocity components are similar to the physical contravariant velocity components $u \cdot e^i$ which were used by Demirdzic et al (1987) as the primary velocity unknowns and differ from them only by a factor of $e_i \cdot e^i$. Unlike the non-physical contravariant velocity components, these physical velocity unknowns have the same order of magnitude as the Cartesian velocity components which are independent of the mesh size. As pointed out by Demirdzic et
al (1987), the use of physical velocity unknowns is preferred since there are drawbacks inevitably associated with the non-physical velocities. There are three different types of physical curvilinear velocities which are illustrated in Figure 2.4. In this figure, the line segments $OA_1$ and $OA_2$ represent the physical contravariant velocity components and are the velocity projections on the unit surface-normal vectors. The line segments $OB_1$ and $OB_2$ represent the physical tangential velocity components and are the results of velocity expansion in the tangential vector basis. Segments $OC_1$ and $OC_2$ represent the physical covariant velocity components and are the velocity projections on the unit tangential vectors $e_1$ and $e_2$. The advantage of using the physical tangential velocity components is that if the velocity is tangent to one of the grid lines, the corresponding physical tangential velocity component will become identical with the velocity while other tangential velocity components vanish. From Figure 2.4, it can be seen that only
the physical tangential velocity components have such a property, which reduces the effects of false diffusion when one of the grid lines is aligned with the flow streamline.

From equation (2.25) it can be seen that the physical tangential velocity components are the volume fluxes, \( u \cdot S^i \), normalized by appropriate geometric quantities. The volume fluxes \( u \cdot S^i \) were used as velocity unknowns by Rosenfeld \textit{et al} (1988), and are equivalent to the quantities \( \sqrt{g} U^i \). As reported by Segal \textit{et al} (1992), the use of quantities \( \sqrt{g} U^i \) as velocity unknowns provides a more accurate solution than the use of the contravariant velocity projections \( U^i \).

The tangential velocity components are contravariant unknowns which are equivalent to the quantities \( \frac{\sqrt{g} U^i}{|S^i| \cos \alpha_i} \). Unlike the contravariant velocity projections \( U^i \) or volume fluxes, \( U^i_{\xi} \) are the physical components and their physical lengths are of the same order of magnitude as the velocity. This facilitates the implementation of the boundary condition in programming.

Similar to the use of volume fluxes, the use of the tangential velocity components satisfies the velocity-recovery requirement as described by Segal \textit{et al} (1992). In fact, from the calculations of geometric quantities described in section 2.2.2 and the formula (2.24) and (2.25), it is easy to see that the transformation \( u \rightarrow U^i_{\xi} \rightarrow v \) gives exactly \( v = u \) if \( u \) is a constant vector. Computational tests also show that the use of the tangential velocity components as velocity unknowns provides satisfactory performance.

2.3.2 Discretization of Momentum Equations

As with other types of grid-oriented velocity components, the use of tangential velocity components as dependent variables gives rise to additional curvature terms which can be expressed as Christoffel symbols using tensor notation. Since these curvature terms involve second order derivatives of the grid coordinates, they are difficult to discretize accurately when grids become non-smooth. There are two basic approaches for the
discretization of momentum equations for the use of curvilinear velocity unknowns. One method is based on the transformed momentum equations for the curvilinear velocity unknowns. Discretization is carried out in a rectangular domain in the transformed space. The other is based on the discrete momentum equations written in a locally fixed coordinate system. The present study follows the second approach and derives the discretized equations based on algebraic equations for Cartesian velocity components. This approach was first used by Karki and Patankar (1988) for calculations of two-dimensional flows using the physical covariant velocity unknowns as the primary variables in the momentum equations. It seems more desirable for non-smooth grids since the explicit discretization of second order derivatives of the grid coordinate is avoided.

In order to discretize the momentum equations, auxiliary discretizations for the Cartesian velocity components are considered. Suppose that all three Cartesian velocity components are located at the $U^c$ position. The governing equations for Cartesian velocity components can be viewed as special cases of the general governing equation (2.7). The discretization can be obtained according to the method outlined in the last section by integrating the governing equations over the control cell for $U^c$. Since the Cartesian velocity components are assumed to share the same control cell as for $U^c$, their discretized equations will have identical coefficients. Therefore, the discretization can be written, using vector notation, as:

$$a^c_p u_p = a^c_e u_e + a^c_w u_w + a^c_n u_n + a^c_s u_s + a^c_i u_i + a^c_b u_b + \sum_{nc} a^c_{nc} u_{nc} + b^c,$$  \hspace{1cm} (2.26)

where the lower case is used for the subscripts instead of the upper case to indicate that the positions of $U^c$ are at cell faces instead of at cell centers. The source term $b^c$, contains only the pressure gradient term, which is discretized by applying the divergence theorem, as discussed later. The above discretization for the momentum equation is coordinate-invariant and independent of the choice of dependent variables.
To find the discretization using the tangential velocity components as dependent variables, the velocity expansion in the local tangential vector basis at point “p”, \{e_p\}, is considered. Taking the inner product of vector \(e^1_p\) and vector equation (2.26) and applying formula (2.25), the following equation is obtained:

\[ a_p^{\xi_1} U_p^{\xi_1} = \sum_{n_b} a_{nb}^{\xi_1} (U_{nb}^{\xi_1})'_{nb} + \sum_{n_c} a_{nc}^{\xi_1} (U_{nc}^{\xi_1})'_{nc} + (b^{\xi_1})', \tag{2.27} \]

where

\[ (U_{nb}^{\xi_1})' = e^1_p \cdot u_{nb}, \quad (U_{nc}^{\xi_1})' = e^1_p \cdot u_{nc}, \quad (b^{\xi_1})' = e^1_p \cdot b^{\xi_1}, \tag{2.28} \]

the index “nb” represents the six nearest neighbors of the node p, namely, e (east), w (west), n (north), s (south), t (top) and b (bottom), and the index “nc” represents the corner points, as previously defined. The primed velocities, \((U_{nb}^{\xi_1})'\) and \((U_{nc}^{\xi_1})'\), are velocity projections of neighboring velocities over the vector, \(e^1\), at point p. The vector \(e^1\) changes from point to point in the flow field, and therefore, the velocities \((U_{nb}^{\xi_1})'\) generally differ from the actual neighboring variables, \(U_{nb}^{\xi_1}\). Since \((U_{nb}^{\xi_1})'\) are not dependent variables, they must be replaced by \(U_{nb}^{\xi_1}\). This can be done by rearranging equation (2.27) as follows:

\[ a_p^{\xi_1} U_p^{\xi_1} = \sum_{n_b} a_{nb}^{\xi_1} U_{nb}^{\xi_1} + \sum_{n_c} a_{nc}^{\xi_1} U_{nc}^{\xi_1} + b^{\xi_1, c} + b^{\xi_1} \tag{2.29} \]

where

\[ b^{\xi_1, c} = \sum_{n_b} a_{nb}^{\xi_1} ((U_{nb}^{\xi_1})' - U_{nb}^{\xi_1}) + \sum_{n_c} a_{nc}^{\xi_1} ((U_{nc}^{\xi_1})' - U_{nc}^{\xi_1}). \tag{2.30} \]

Equation (2.30) represents the curvature terms when the tangential velocity components are used as velocity unknowns. Using equations (2.25) and (2.28), equation (2.30) can be rewritten as

\[ b^{\xi_1, c} = \sum_{n_b} a_{nb}^{\xi_1} (e^1_{nb} - e^1_p) \cdot u_{nb} + \sum_{n_c} a_{nc}^{\xi_1} (e^1_{nc} - e^1_p) \cdot u_{nc}. \tag{2.31} \]

The above equation shows that the curvature terms for \(U_{\xi_1}^{\xi_1}\) are produced by the change of vector \(e^1\) from point “p” to the neighboring points. Figure 2.5 illustrates the formation of curvature source terms.
For an actual computation, the velocity \( \mathbf{u} \) at neighboring points is calculated from equation (2.24), and the curvature term \( b_{1,c} \) is then calculated from equation (2.31). For a staggered grid the velocity unknowns \( U_{1}^{\xi_1} \) and \( U_{2}^{\xi_2} \) are not defined at the \( U_{1}^{\xi_1} \) position. Therefore, some interpolation is needed for the calculation of velocities \( u_{nb} \) and \( u_{nc} \). In the present study, full weighting is used for the interpolation.

The discretized equations for the other two velocity unknowns can be derived in a similar manner. The resulting discretization for the momentum equations, with part of the pressure difference term written explicitly, can be expressed as follows:

\[
\begin{align*}
\alpha_w^\xi_1 U_w^{\xi_1} &= \sum_{nb} \alpha_{nb}^\xi_1 U_{nb}^{\xi_1} + \sum_{nc} \alpha_{nc}^\xi_1 U_{nc}^{\xi_1} + b_{1,c}^{\xi_1} + A_{\xi_1}(p_P - p_W) + b_{1} \\
\alpha_s^\xi_2 U_s^{\xi_2} &= \sum_{nb} \alpha_{nb}^\xi_2 U_{nb}^{\xi_2} + \sum_{nc} \alpha_{nc}^\xi_2 U_{nc}^{\xi_2} + b_{2,c}^{\xi_2} + A_{\xi_2}(p_P - p_S) + b_{2} \\
\alpha_b^\xi_3 U_b^{\xi_3} &= \sum_{nb} \alpha_{nb}^\xi_3 U_{nb}^{\xi_3} + \sum_{nc} \alpha_{nc}^\xi_3 U_{nc}^{\xi_3} + b_{3,c}^{\xi_3} + A_{\xi_3}(p_P - p_B) + b_{3}
\end{align*}
\]  

(2.32) (2.33) (2.34)

where the superscripts indicate the different coefficients associated with different velocity components.
components and the second summation on the right hand side includes partial non-orthogonal flux terms. The third term represents the curvature body force and the last term contains only pressure terms.

2.3.3 Treatment of Pressure Gradient and Associated Boundary

In equations (2.32-2.34), the pressure term is concealed in the source term. However, the pressure is also an unknown in a flow field and must be found together with the velocity variables. The pressure term, \( \hat{b}_{\xi_i} \), in these equations can be obtained from the above derivation of the discrete momentum equations. The \( \nabla p \) can be expressed using the physical geometric quantities as follows,

\[
\nabla p = \frac{1}{V}(S_1 \frac{\partial p}{\partial \xi_1} + S_2 \frac{\partial p}{\partial \xi_2} + S_3 \frac{\partial p}{\partial \xi_3}).
\]

(2.35)

The pressure source term, \( \hat{b}_{\xi_i} \), in equations (2.32-2.34) can be written explicitly as

\[
\hat{b}_{\xi_i} = \frac{1}{(|S| e^i \cdot e_i)_p} (g^{ii} \frac{\partial p}{\partial \xi_i} + \sum_{i \neq j} g^{ij} \frac{\partial p}{\partial \xi_j})_p,
\]

(2.36)

where

\[
g^{ij} = S^i \cdot S^j, \ (i, j = 1, 2, 3)
\]

is the surface area metric tensor. The first term in equation (2.36) is the orthogonal component, and the last term in equation (2.36) is the non-orthogonal component which vanishes for an orthogonal grid. The orthogonal component is discretized naturally using the central difference scheme. For the non-orthogonal component, the scheme proposed for the non-orthogonal diffusion terms is applied. Referring to Figure 2.3, the discretization of \( g^{12} \frac{\partial p}{\partial \xi_2} \) at point 'e' takes the following form.

\[
g^{12} \frac{\partial p}{\partial \xi_2} \bigg|_e = \begin{cases} 
g^{12}(p_{NE} - p_E + p_F - p_S)/2 & \text{if } g^{12} < 0 \\
g^{12}(p_N - p_F + p_E - p_{SE})/2 & \text{otherwise}
\end{cases}
\]
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With such a discretization, a quantity $|g^{12}|_{c}(p_{E} - p_{F})/2$ is generated which appears as a direct pressure force to drive the velocity component $U^{\xi_{1}}$. This quantity, which is equivalent to an orthogonal component $|g^{12}|_{c} \frac{\partial p}{\partial \xi_{1}}/2$, can be treated in a similar manner as the orthogonal term. Such a treatment of non-orthogonal pressure terms will increase the implicit portion in an iteration procedure and contribute to the main diagonal terms in the resulting pressure equation, thereby enhancing the numerical stability and convergence speed.

The discretization of the pressure gradient requires pressure values outside the flow domain. This can be seen from the discretization of non-orthogonal pressure terms presented in the above formulation. For example, the discretization of cross-derivative $g^{12} \frac{\partial p}{\partial \xi_{2}}$ in the $U^{\xi_{1}}$ – momentum equation next to the north boundary requires the pressure values beyond this boundary. In the present study, a linear extrapolation is used to calculate the pressure values outside the boundary using the pressures inside the domain.

2.3.4 Discretization of Continuity Equations

Integrating the continuity equation

$$ \nabla \cdot qu = 0 $$

over a scalar control volume, as shown in Figure 2.2 and applying the divergence theorem, we obtain

$$ (\rho u \cdot S^{1})_{e} - (\rho u \cdot S^{1})_{w} + (\rho u \cdot S^{2})_{n} - (\rho u \cdot S^{2})_{s} + (\rho u \cdot S^{3})_{t} - (\rho u \cdot S^{3})_{b} = 0. $$

Substituting equations (2.24) into the above equation yields the following discretized equation:

$$ (c_{1}U^{\xi_{1}})_{e} - (c_{1}U^{\xi_{1}})_{w} + (c_{2}U^{\xi_{2}})_{n} - (c_{2}U^{\xi_{2}})_{s} + (c_{3}U^{\xi_{3}})_{t} - (c_{3}U^{\xi_{3}})_{b} = 0, $$

(2.39)
Figure 2.6: A scalar control volume with 7 unknowns.

where

\[ c_i = \rho |S^i| \cos \alpha_i \]

With this formulation, the mass conservation equation is expressed exactly using the tangential velocity components, without any extra source terms.

### 2.4 Solution Procedure

#### 2.4.1 Coupling of the Velocity and Pressure

The evaluation of the pressure field has always been a difficult issue in the primitive-variable approach for incompressible flow since the pressure is indirectly involved in the continuity equation. This difficulty becomes more acute when a curvilinear coordinate
system is used since expressions for the pressure gradient and the continuity equation become much more complicated. In this section, a block-implicit pressure-velocity coupled solution procedure is presented which essentially updates the velocities and pressure simultaneously. This method was first used by Vanka (1986a) to solve two-dimensional, steady, incompressible flow using a Cartesian coordinate system and was observed to provide good convergence rates.

### 2.4.2 Symmetric Coupled Gauss-Seidel Iteration Method

The pressure and velocities for a typical control volume are shown in Figure 2.6. The pressure, located at the center, and the velocities, located at the control volume surfaces, are treated as the unknowns, and the pressure and velocities at all the other points are treated explicitly. The momentum equations (2.32-2.34) provide the six algebraic equations for the six unknown velocities. These equations can be simplified by treating only two variables implicitly for each equation and are written as follows:

\[
\begin{align*}
    a_{p,w}^\xi U_{w}^\xi - A_{w}^\xi p_P &= R_1, \\
    a_{p,c}^\xi U_{c}^\xi + A_{c}^\xi p_P &= R_2, \\
    a_{p,s}^\xi U_{s}^\xi - A_{s}^\xi p_P &= R_3, \\
    a_{p,n}^\xi U_{n}^\xi + A_{n}^\xi p_P &= R_4, \\
    a_{p,b}^\xi U_{b}^\xi - A_{b}^\xi p_P &= R_5, \\
    a_{p,t}^\xi U_{t}^\xi + A_{t}^\xi p_P &= R_6,
\end{align*}
\]

where the \( R_i \) (\( i = 1, 2, \ldots, 6 \)) include all the other terms left in the equations, calculated using the currently-available values of the velocity and pressure at the neighboring points.
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This approach is intended to provide a simple algebraic system which can be solved efficiently. The continuity equation (2.39) provides an additional algebraic equation, i.e.,

\[ c_{1,e} U_{e}^{\xi_{1}} - c_{1,w} U_{w}^{\xi_{1}} + c_{2,n} U_{n}^{\xi_{2}} - c_{2,s} U_{s}^{\xi_{2}} + c_{3,t} U_{t}^{\xi_{3}} - c_{3,b} U_{b}^{\xi_{3}} = 0. \] (2.46)

These equations are arranged in a block structure as follows:

\[
\begin{bmatrix}
\alpha_{p,w}^{\xi_{1}} & 0 & 0 & 0 & 0 & 0 & -A_{w}^{\xi_{1}} \\
0 & \alpha_{p,e}^{\xi_{1}} & 0 & 0 & 0 & 0 & A_{e}^{\xi_{1}} \\
0 & 0 & \alpha_{p,s}^{\xi_{2}} & 0 & 0 & 0 & -A_{s}^{\xi_{2}} \\
0 & 0 & 0 & \alpha_{p,n}^{\xi_{2}} & 0 & 0 & A_{n}^{\xi_{2}} \\
0 & 0 & 0 & 0 & \alpha_{p,b}^{\xi_{3}} & 0 & -A_{b}^{\xi_{3}} \\
0 & 0 & 0 & 0 & 0 & \alpha_{p,t}^{\xi_{3}} & A_{t}^{\xi_{3}} \\
\end{bmatrix}
\begin{bmatrix}
U_{w}^{\xi_{1}} \\
U_{e}^{\xi_{1}} \\
U_{s}^{\xi_{2}} \\
U_{n}^{\xi_{2}} \\
U_{b}^{\xi_{3}} \\
U_{t}^{\xi_{3}}
\end{bmatrix}
= 
\begin{bmatrix}
R_{1} \\
R_{2} \\
R_{3} \\
R_{4} \\
R_{5} \\
R_{6}
\end{bmatrix}
\]

The above block of equations is solved analytically using Gaussian elimination. The procedure is repeatedly applied in the checkerboard order to all cells in the flow field. After sweeping the whole field, the coefficients \( \alpha_{nb}^{\xi_{1}} \), etc., are recalculated and the entire procedure is repeated until the residues become sufficiently small.

2.5 Validation of the Method

The proposed method has been implemented in the CMGFD code. This code was written for general three-dimensional geometries, and can treat both two- and three-dimensional problems. A number of examples are reported in this chapter. They are computed using the CMGFD code to validate the code and the proposed method using non-orthogonal grids.

2.5.1 Cavity flow with inclined side walls
Figure 2.7: Streamlines for flow in cavities with inclined side wall, (a) $\beta = 60^\circ$, (b) $\beta = 45^\circ$, (c) $\beta = 30^\circ$. 
The flow in a cavity with the top wall moving at a constant velocity, $U_n$, is often used as a case study for testing the efficiency of a solution algorithm. Here, the side walls of the cavity are taken to be inclined, forming an angle, $\beta$, with the horizontal plane. Three cases are computed with inclinations of $\beta = 60^\circ, 45^\circ$ and $30^\circ$, at a Reynolds number $Re = 100$, where the Reynolds number is defined as $Re = \frac{\rho U_n}{\mu}$. Calculations were performed for various grid densities and Table 2.1 lists the convergence rates for each test calculation. The convergence criterion was a maximum residual of less than $10^{-4}$ for each equation. The momentum residuals were normalized by $\rho U_n^2$ and the mass residual by $\rho U_n$. Unlike the results reported by Perić (1990), the present method allows a wide range of under-relaxation factors with fast convergence for significantly non-orthogonal grids. Computational results using the finest grid, $80 \times 80$, are plotted in Figure 2.7. They show a strong main vortex, driven by the lid movement, and a sequence of weaker vortices in the sharp corner between the bottom plate and the upstream side wall. This second vortex system is the main difference between the square cavity and cavities with inclined walls. These results are very similar to the previous numerical results of Perić (1990), which used a central difference scheme for non-orthogonal fluxes.

### Table 2.1: Number of iterations necessary for convergence.

<table>
<thead>
<tr>
<th>Grid</th>
<th>$20 \times 20$</th>
<th>$40 \times 40$</th>
<th>$80 \times 80$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inclination $\beta$</td>
<td>$60^\circ, 45^\circ, 30^\circ$</td>
<td>$60^\circ, 45^\circ, 30^\circ$</td>
<td>$60^\circ, 45^\circ, 30^\circ$</td>
</tr>
<tr>
<td># of Iterat.</td>
<td>75</td>
<td>110</td>
<td>310</td>
</tr>
</tbody>
</table>

#### 2.5.2 Laminar flow through a tube with a constriction

As the second example, laminar flow through a tube with an axisymmetric constriction was considered. Such flows were studied experimentally by Young et al (1973). The
Figure 2.8: Flow through tube with constriction: (a) geometry and grid, (b) velocity field, (c) streamlines.

The general shape of the axisymmetric constriction was specified as a cosine curve:

\[
\frac{R}{R_0} = (1 - \frac{\delta}{R_0} \cos \frac{\pi x}{2X_0}), \quad -X_0 < x < X_0
\]

as shown in Figure 2.8a, where the length, \(X_0\), and height, \(\delta\), of the constriction are parameters which can be varied for different flow situations.

The present work investigates geometries corresponding to "Model-2" of the experimental work of Young et al (1973). For this model, the geometry is specified as

\[ R_0 = 9.45 \times 10^{-3}m, \quad \frac{\delta}{R_0} = \frac{2}{3}, \quad \frac{X_0}{R_0} = 4. \]
Table 2.2: Comparison with experimental results and numbers of iterations for calculation.

<table>
<thead>
<tr>
<th>Re</th>
<th># of Iterations</th>
<th>Separation point</th>
<th>Reattachment point</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Experiment</td>
<td>Prediction</td>
</tr>
<tr>
<td>50</td>
<td>210</td>
<td>0.33</td>
<td>0.32</td>
</tr>
<tr>
<td>100</td>
<td>241</td>
<td>0.34</td>
<td>0.33</td>
</tr>
</tbody>
</table>

The boundary conditions imposed were no-slip on the wall, zero stream-wise gradient at the outlet, fully developed parabolic flow at the inlet, and symmetry conditions at the axis. An 80 x 20 grid in x-r coordinates was used for the calculations (see Figure 2.8a). The density of the grid points was higher near the wall than at the centre of the tube, and the grid was stretched in the axial direction, with more grid points in the constricted region. Computations were carried out at Re=50 and 100 where the Reynolds number was defined as

\[ Re = \frac{2\bar{U} R_0}{\nu}, \]

and \( \bar{U} \) is the mean velocity of the inflow. The predicted flow field and streamlines for Re = 50 are plotted in Figures 2.8b & 2.8c respectively. In these figures, \( X_s \) and \( X_r \) are separation and reattachment points respectively. The flow pattern for Re = 100 is very similar, except for the size of the recirculation zone.

The predicted separation and reattachment lengths, together with experimental results from Young et al (1973), are presented in Table 2.2. Excellent agreement is shown between the present computations and experimental results.

2.5.3 Developing laminar flow in a pipe

For the third computational example, laminar flow through a pipe was considered. This flow can be considered to be two-dimensional because of axial symmetry. However, the
use of a non-orthogonal grid in the present calculation makes the problem appear fully three-dimensional (see Figure 2.9a). This problem was chosen because the available analytical solution makes it possible to test the accuracy of the proposed method. Furthermore, such a grid will be used as part of the mesh for subsequent computations of the film cooling process for turbine blades.

The 16 x 16 x 50 mesh illustrated in Figure 2.9a was generated by solving an elliptic grid generation system of equations.

The three-dimensional, incompressible Navier-Stokes equations were solved, with the no-slip condition at the wall, uniform velocity profile \((w = 1)\) at the inlet, and zero stream-wise gradient condition at the outlet. The pipe length was chosen as twelve times the diameter \((D)\) for the computations and the Reynolds number was \(Re_D = 100\). Using the same convergence criterion as in the previous problem, a solution was obtained after 480 iterations. Figure 2.9b shows the velocity vectors in the symmetry plane. Figure 2.9c shows the calculated velocity contours in a cross-plane located ten diameters downstream \((x/D = 10)\). Figure 2.9d compares the calculated solution in the well-developed region \((x/D = 10)\) with the analytical solution \(u(r) = 2.0(1 - r)^2\). The result shows good agreement between the analytic and the numerical solutions. Figure 2.9e compares the maximum velocity in the developing region with the results reported by Shah and London (1978) which also shows a good agreement.

2.5.4 Flow in a pipe with a smooth 90 degree bend

For this example, laminar flow in a pipe with a smooth 90° bend was considered. This is a strongly three-dimensional flow, where the main flow in the streamwise direction along the pipe is influenced by strong secondary flows in the pipe cross section, arising from the centrifugal forces due to the bend curvature. This flow was studied experimentally by Enayet et al (1982). The same geometry used in the experimental study was adopted
Figure 2.9: (a) Illustration of grid and velocity, (b) development of velocity profile, (c) velocity contour in the cross-pipe plane at $x = 10D$, (d) comparison with analytic solution at $x = 10D$, (e) Comparison for flow in the developing region, where $\frac{U}{U_b} = \frac{U_{\text{max}}}{U_{\text{bulk}}}$. 
Figure 2.10: Grid and flow geometry for a pipe with a smooth 90° bend.

Figure 2.11: Velocity vectors on the symmetry plane.
for the present computation. The geometry and grid are illustrated in Figure 2.10. Due to the symmetry about the x-z plane, the computational domain has been limited to the top half of the pipe only. A $32 \times 16 \times 64$ mesh was used in the computations, which were carried out at $Re = \frac{\rho U_b D}{\mu} = 500$, corresponding to the experiment, where $U_b$ is the bulk velocity at the entrance and $D$ is the pipe diameter. The convergence criterion was the same as that used in the first example, with convergence satisfied after 620 iterations. Figure 2.11 shows the calculated velocity vectors in the plane of symmetry. Contours of streamwise velocity in four cross-stream locations are plotted in Figure 2.12. The predicted velocity at these same four locations in the plane of symmetry, together with the results measured by Eanyet et al (1982), are plotted in Figure 2.13, where reasonable agreement can be seen.
Figure 2.13: Comparison with the experimental results of Eanyet et al (1982).
2.6 Closure

A numerical method for computing laminar flows in complex three-dimensional domains is presented. Computational examples show that the proposed method can be used to solve flow problems in complex three-dimensional geometries using significantly non-orthogonal and moderately non-smooth grids. A new scheme for handling the non-orthogonal fluxes is proposed which is useful when the grid is significantly non-orthogonal. Efforts have been made to allow for the use of moderately non-smooth grids by directly employing the geometric quantities of control cells and avoiding explicit discretization of the derivatives of the grid coordinates.
Chapter 3

Computation of Turbulent Flows Using Curvilinear Grids

In this chapter, the method developed for laminar flows in the last chapter is generalized to solve turbulent flows in complex three-dimensional geometries. The Reynolds-averaged Navier-Stokes equations together with the $k - \epsilon$ turbulence model are solved to simulate turbulent flows. The 'wall function' is used to take into account the near-wall region where the $k - \epsilon$ model is not valid. The discretization of the $k - \epsilon$ equations and the treatment of the source terms are discussed. Special attention is given to the treatment of wall boundaries. The performance of the numerical method is investigated through several three-dimensional turbulent flows. Comparisons with available experimental results are made which show that the present solution method for turbulent flows is reliable.

3.1 Introduction

In this chapter, the ideas used in chapter 2 are generalized to solve turbulent flows in complex three-dimensional geometries. It is well known that turbulent flow is more difficult to handle than laminar flow. Turbulence modeling is one of the difficult areas in CFD. However, most engineering flows, such as film cooling of a turbine blade, are turbulent. This chapter presents work intended to increase our knowledge of computing turbulent flows in the environment of general curvilinear grids and to develop an efficient solver for turbulent flows.
The 3D, incompressible, time-averaged Navier-Stokes equations are solved. Turbulence closure is attained by the use of the standard $k - \epsilon$ model with the 'wall function' treatment described by Launder and Spalding (1974). The $k - \epsilon$ model is the most widely used turbulence model in the CFD community. Its capability has been demonstrated by many authors. However, the $k - \epsilon$ model also has some shortcomings for turbulent flows with curvature, recirculation, etc. due to anisotropic and non-equilibrium turbulence. It is our aim to show how the $k - \epsilon$ model performs with our solution method for curvilinear grids.

The $k - \epsilon$ turbulence model was derived for fully turbulent flows and is not valid in the near-wall region in which the influence of laminar viscosity is important. In the present study, the 'wall function' described by Launder and Spalding (1974) and others is used to link the equations in the fully turbulent flow and in the near-wall region. The method evaluates the turbulence quantities near the wall by assuming different velocity profiles (log-law or linear) in the near-wall region. The advantage of such a method is that there is no need for excessively fine grids to take into account the steep gradients in the near-wall region. In this chapter, the detailed formulations of the 'wall function' using the grid geometric quantities and the physical tangential velocity components are presented. The velocity boundaries on the wall are implemented by treating the wall shear stress as an auxiliary force in the momentum equations.

For turbulence calculations, the $k - \epsilon$ equations do not generate additional complexity for discretization. They can be viewed as special cases of a general scalar equation and discretized according to the method described in previous chapter. However, the numerical treatment of the source terms in these equations is important and deserves special attention. In this chapter, the treatment of these source terms is reported in somewhat more detail. In non-orthogonal curvilinear grids, the turbulence energy generation rate becomes difficult to calculate from the tangential velocity unknowns. To overcome this
difficulty and facilitate the calculation of the curvature source terms in the momentum
equations, the Cartesian velocity components are used as auxiliary dependent variables.
The turbulence energy generation rate can be easily calculated using the Cartesian ve-
locity components.

The performance of the developed method is investigated through several three-
dimensional turbulent flows, including benchmark computations for developing turbu-
lent pipe flow, and developing turbulent flows in a square duct and a tube, each with
a 90° bend. Computational results are compared with available experimental results to
validate the method.

3.2 Governing Equations

In this section, the governing equations and turbulence model used in the present study
are described. The full, Reynolds-averaged Navier-Stokes equations together with the
standard $k - \epsilon$ equations are solved for turbulent flows. Using the eddy viscosity con-
cept and the closure of the $k - \epsilon$ two-equation model of Launder and Spalding (1974),
the averaged governing equations for steady, incompressible flows can be written in the
following coordinate-free form:

\begin{align*}
\rho u \cdot \nabla u - \nabla \cdot (\mu_{\text{eff}} \nabla u) &= -\nabla p, \\
\nabla \cdot u &= 0, \\
\nabla \cdot (\rho u k - \frac{\mu_t}{\sigma_k} \nabla k) &= G - \rho \epsilon, \\
\nabla \cdot (\rho u \epsilon - \frac{\mu_t}{\sigma_\epsilon} \nabla \epsilon) &= C_1 \frac{\epsilon}{k} G - \rho C_2 \frac{\epsilon^2}{k},
\end{align*}

where $k$ is the turbulence kinetic energy, $\epsilon$ is the turbulence energy dissipation rate, $\rho$
is the flow density, $G$ is the turbulence energy generation rate, $C_1$, $C_2$, $\sigma_k$ and $\sigma_\epsilon$ are
empirical constants which, following Launder and Spalding (1974), are taken as

\[ C_1 = 1.44, \quad C_2 = 1.92, \quad \sigma_k = 1.0, \quad \sigma_\epsilon = 1.3, \quad C_\mu = 0.09. \]

Equations (3.1) and (3.2) represent the momentum and mass conservations, respectively, for steady, incompressible flows, and are the well-known Reynolds-averaged Navier-Stokes equations. Equations (3.3) and (3.4) are the transport equations for turbulence kinetic energy and its dissipation rate respectively. In these equations, \( \mathbf{u} \) is the mean velocity vector which is time-averaged from the instantaneous velocity, \( \nabla \mathbf{u} \) is a tensor, and \( \mu_{eff} \) is the effective viscosity which is given by:

\[ \mu_{eff} = \mu_t + \mu_t, \]

where \( \mu_t \) and \( \mu_t \) are the laminar and the turbulent viscosities respectively. The turbulent viscosity is evaluated from the relation

\[ \mu_t = \rho C_\mu k^2 / \epsilon, \quad (3.5) \]

where \( C_\mu \) was found empirically to be approximately constant at high Reynolds numbers.

### 3.3 Discretization of the \( k - \epsilon \) Equations

The momentum equations and the continuity equation are same as that for laminar flows presented in Chapter 2 except that the viscosity \( \mu_{eff} \) in equation (3.1) includes the additional turbulent viscosity. Therefore, the velocity components and pressure can be treated in the same way as in the last chapter. The discretization of equations (3.1-3.2) can be obtained from the equations derived in the previous chapter. Therefore, only the discretization of the \( k - \epsilon \) equations requires further consideration.

The \( k - \epsilon \) equations (3.3-3.4) can be treated together as a general scalar equation as follows:

\[ \nabla \cdot (\rho \mathbf{u} \phi - \Gamma \nabla \phi) + S = 0, \quad (3.6) \]
where the dependent variable, \( \phi \), is a scalar which designates the turbulence energy \( k \) or dissipation rate \( \epsilon \). The corresponding diffusion coefficient and source terms in the above equation are

\[
\Gamma = \frac{\mu_t}{\sigma_k}, \quad S = \mu_t G - \epsilon, \quad \text{(3.7)}
\]

and

\[
\Gamma = \frac{\mu_t}{\sigma_\epsilon}, \quad S = C_1 \mu_t \frac{\epsilon}{k} - C_2 \frac{\epsilon^2}{k}, \quad \text{(3.8)}
\]

for the \( k \) and \( \epsilon \) equations respectively.

The discretization of the scalar equation (3.6) has been presented in the last chapter. Therefore, the discretization of the \( k - \epsilon \) equations can be obtained without additional difficulties if the source terms can be solved appropriately. There is not much information in the literature regarding the efficient treatment of these source terms. It was found, however, that the treatment of these source terms is critical in terms of computational stability and efficiency. In the present study, the numerical treatment of these terms is reported.

The source terms in the \( k - \epsilon \) equations include the turbulence energy generation rate which has to be evaluated from the velocity. The evaluation of the turbulence energy generation rate \( G \) becomes complex for computations using curvilinear velocity unknowns. In a Cartesian coordinate system, the generation rate \( G \) can be expressed using the derivatives of mean velocity components:

\[
G = \mu_t \left( \frac{\partial U_i}{\partial x_j} + \frac{\partial U_j}{\partial x_i} \right) \frac{\partial U_i}{\partial x_j}, \quad \text{(3.9)}
\]

where \((U_1, U_2, U_3)\) are the Cartesian mean velocity components. In a curvilinear coordinate system, the generation rate is usually calculated using the transformational formula. The expression of the turbulence generation rate based on the physical tangential velocity components can be obtained with the aid of tensor calculus. However, the formulation
includes the second-order derivatives of grid coordinates and becomes complex and difficult to calculate. To save computational efforts, Cartesian velocity components are used as auxiliary variables in the solution procedure in addition to the primary velocity variables. Such an approach allows efficient calculation of the turbulence generation rate without using the transformed formulas for the physical tangential velocity components. In addition, the curvature source terms in the momentum equations can be efficiently and accurately evaluated. The disadvantage is the requirement of additional computer storage for these auxiliary variables. This disadvantage can be remedied using a subdomain solution procedure as introduced in a later chapter.

The generation rate can be evaluated directly from the auxiliary Cartesian velocity components as follows. First, the gradients of Cartesian velocity components $\nabla U_i$ are calculated from the formula for $\nabla U_i$ presented in equation (2.12). From the gradient $\nabla U_i$, the derivatives $\partial U_i / \partial x_i$ can be obtained easily and the energy generation rate $G$ can then be calculated from equation (3.9). Such an approach allows efficient evaluation of the energy generation rate.

After calculating the turbulence energy generation rate, the source terms can be treated in the following manner. For the turbulence energy equation, integrating the source term $S_k$ over a control volume $\delta V$ gives

$$ S = \int_{\delta V} (G - \rho \varepsilon) \sim (G - \rho \varepsilon)_p V_p $$

(3.10)

where the subscript $p$ indicates that the value is associated with the control-volume center and $V_p$ is the volume of the control cell with center ‘p’. There are two approaches which can be used to deal with the source term. One is to move all the quantities in equation (3.10) to the right-hand side in the discrete equation and treat them as source terms in the solution procedure. The other is to split the source term into two different portions by appropriate linearization and to treat one of them implicitly. For the first approach,
however, the source term may become negative. As discussed by Patankar (1980) for an always-positive variable, the source term in the discretization equation should be positive in order to avoid unrealistic solutions. To achieve a positive source term, the dissipation rate $\varepsilon$ is replaced by $C_{\mu}gk^2/\mu_t$ using equation (3.5) and the negative term $-G\varepsilon$ can then be linearized with respect to the dependent variable $k$. Therefore, the total source term can be split as follows:

$$S = -S_p k_p + S_c,$$

where

$$S_p = \left(\frac{C_{\mu}g_k^2{k}V}{\mu_t}\right)_p, \quad S_c = (GV)_p$$

The term $S_p$ positively contributes to the main diagonal term $a_P$ in the discretization of the $k$-equation, which enhances the numerical stability. The source term of the $\varepsilon$-equation can also be linearized in a similar manner according to the always-positive rule described by Patankar (1980).

After calculating the source terms, the final discrete equations for $k$ and $\varepsilon$ can be written as the following seven-point algebraic equations:

$$a_P^k k_P = a_E^k k_E + a_W^k k_W + a_N^k k_N + a_S^k k_S + a_T^k k_T + a_B^k + b^k,$$

$$a_P^\varepsilon \varepsilon_P = a_E^\varepsilon \varepsilon_E + a_W^\varepsilon \varepsilon_W + a_N^\varepsilon \varepsilon_N + a_S^\varepsilon \varepsilon_S + a_T^\varepsilon \varepsilon_T + a_B^\varepsilon + b^\varepsilon,$$

where the subscripts indicate the seven scalar positions, namely the center point 'P' and the six neighbors; the superscripts indicate coefficients associated with $k$ and $\varepsilon$.

For a non-orthogonal grid, the source terms in the above two equations contain the non-orthogonal diffusion quantities which may become negative which allows the possibility that the physical positive variables could acquire an erroneous negative value. To solve this problem, an artificial damping quantity is added to both sides of the discrete equations. Taking the $k-$equation as an example, a positive quantity $\beta k_P$ is added to
both the source term and the main diagonal term at the same time, where $\beta$ is a positive constant and is chosen depending on the problem to be solved. Therefore, the source term is augmented by an amount $\beta k_p$ while the coefficient of the main diagonal term, $a_p$, is increased to $a_p + \beta$. This artificial damping technique is different from the ordinary under-relaxation in the literature. The former increases both the main diagonal and source terms and the latter reduces the change of the dependent variables. Such a practice is found to be very useful for turbulent calculations using non-orthogonal grids.

3.4 Wall Boundaries

The $k-\varepsilon$ model is valid only for fully turbulent regions and does not take into account the laminar viscosity effect which is important in the near-wall region. To take this effect into account without using an excessive number of grid points near the wall, the ‘wall function’ is adopted in the present study.

The ‘wall function’ has been used in the literature for turbulent flow calculations in curvilinear coordinates. Demirdzic et al (1987) presented a calculation procedure for two-dimensional turbulent flows based on the physical contravariant velocity unknowns. A formulation of the ‘wall function’ for two-dimensional curvilinear grids was also presented in this paper. Agouzoul et al (1990) presented a calculation for a three-dimensional turbulent flow using a non-staggered and non-orthogonal grid based on the Cartesian velocity unknowns. To avoid the complication associated with the formulation of momentum equations near the wall for three-dimensional flows, an ‘equivalent viscosity’ approach was proposed in the paper to take the variations of the velocity in the near-wall region into account. In the present study, the velocity boundary at the wall is implemented by taking the wall shear stress as an auxiliary force in the momentum equations and appropriately altering the flow fluxes on the control-volume surfaces near the wall. The
formulation in a general curvilinear coordinate system based on the physical tangential velocity unknowns and the grid physical geometric quantities is described below.

We consider the formulation at a scalar node ‘p’ next to the wall. Following Launder and Spalding (1974), two different velocity profiles near the wall are assumed depending on the values of the dimensionless distance \( y^+ \),

\[
\frac{U_p}{u_r} = \frac{1}{\kappa} \ln(Ey^+), \quad \text{if} \quad y^+ > 11.36, \quad (3.15)
\]

\[
\frac{U_p}{u_r} = y^+, \quad \text{if} \quad y^+ \leq 11.36 \quad (3.16)
\]

where the dimensionless distance \( y^+ \) is defined as:

\[
y^+ = \frac{\rho y_p u_r}{\mu},
\]

and the friction velocity is defined as:

\[
u_r = \sqrt{\frac{\tau_w}{\rho}}. \quad (3.17)
\]

Here, \( y_p \) is the normal distance of the node ‘p’ from the wall, \( U_p \) is the velocity component parallel to the wall at the node ‘p’, and \( \kappa \) and \( E \) are empirical constants which are taken as \( \kappa = 0.41, \quad E = 9.97 \) following Launder and Spalding (1974).

The normal distance, \( y_p \), is evaluated directly from a given grid. To calculate \( U_p \), the velocity vector \( u_p \) which is calculated from formula (2.24) is decomposed into the normal vector, \( u_p^n \), and the tangential vector, \( u_p^\tau \), at the wall,

\[
u_p^n = (e^w \cdot u_p) e^w, \quad u_p^\tau = u_p - u_p^n \quad (3.18)
\]

where \( e^w \) is the unit surface normal vector at the wall. Here the magnitude of the tangential velocity vector \( u_p^\tau \) is \( U_p \).

After \( U_p \) and \( y_p \) are obtained, the only unknown in equation (3.15) or (3.16) is the friction velocity \( u_r \). Therefore, \( u_r \) can be solved from these equations iteratively using
Newton's method. The values of $k$ and $\epsilon$ at the first node from the wall are then specified by the following algebraic expressions:

$$k_p = \frac{u_r^2}{\sqrt{C_\mu}}$$

$$\epsilon_p = \frac{u_r^3}{\sqrt{C_\mu} y_p}$$

Instead of using the 'no-slip' wall condition, the wall boundary for velocity is implemented by appropriately modifying the flux transport terms at the cell surfaces adjacent to the boundary and then treating the wall shear stress as an auxiliary force in the momentum equations. The force due to the wall shear stress is in the opposite direction to the tangential velocity $u_r^*$ and can be expressed as: $-\tau_w A u_r^* / U_p$, where $A$ is the wall surface area of the control cell which can be obtained from the surface area vector, and the wall shear stress can be obtained from the friction velocity using equation (3.17). This term is treated as a force in the momentum equations and is used to modify the source terms in the discretized equations. Taking the bottom wall as an example, the source terms due to the wall shear stress for the $U_{i1}$ and $U_{i2}$ momentum equations are $-\tau_w u_r^* \cdot e_p^1 |S^3| / U_p$ and $-\tau_w u_r^* \cdot e_p^2 |S^3| / U_p$, respectively.

3.5 Application to Turbulent Flows

The method described in this chapter has been implemented in the CMGFD. In this section, the code is applied to several three-dimensional problems to investigate the performance of the developed method and the $k - \epsilon$ model.

3.5.1 Developing Turbulent Pipe Flow

In the first example, the turbulent developing flow in a smooth pipe was computed. Such a flow has been studied extensively by many authors. A review paper by Klein (1981)
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summarized most of the experimental results for the turbulent developing pipe flow. As pointed out by Klein, developing pipe flow is very complex and, unlike earlier studies which believed that turbulent developing pipe flow was solely determined by the growth of wall-boundary layers, the velocity profile peak in the pipe centerline may reach a maximum and then decrease again.

Since turbulent developing pipe flow has been extensively studied and many reliable results are available, this problem was chosen to test the proposed method. As in the last chapter, a non-orthogonal rectangular type grid (see Figure 3.1a) is used to replace the ordinary cylindrical coordinate grid. Such non-orthogonal grids are very useful for solving many internal flows.

Based on the experimental results for this flow, the pipe length $L$ was chosen as 80 times the diameter $D$ from the inlet, within which fully developed flow is generally achieved. Flows with two different Reynolds numbers, namely $Re = \nu U_b D / \mu = 10^5$ and $3.0 \times 10^5$, are calculated, where $U_b$ is the bulk velocity. At the inlet, a uniform velocity, a constant turbulence kinetic energy, and a constant dissipation rate are prescribed. $k$ and $\epsilon$ are evaluated from the following equations:

$$k = 1.5U^2(u/U)^2, \quad \epsilon = C_\mu k^{3/2} / l$$

(3.21)

where $u/U$ is the turbulence intensity and $l$ is the turbulence length scale. Here, the turbulence intensity $u/U$ was taken as 0.02 and 0.04 for $Re = 10^5$ and $3.0 \times 10^5$ respectively, and the turbulence length scale was taken as one-tenth of the pipe diameter.

For flow with $Re = 10^5$, the computed velocity profile at the centerline, together with experimental results from Richman et al (1973) are plotted in Figure 3.2a. A velocity peak was found at about 29 pipe diameters from the entrance which differs from the measurements. However, the overall agreement is reasonable if one notices that the large velocity scale exaggerates the difference which is under 6%. Further, this phenomenon
Figure 3.1: (a) The non-orthogonal rectangular type grid. (b) Predicted velocity field at the symmetry plane.
Figure 3.2: Predicted velocity profiles for $Re = 10^5$, (a) developing velocity profile at the pipe center, (b) developed velocity profile at cross-section where $z/D = 60$. 
Figure 3.3: Predicted velocity profiles for $Re = 3.0 \times 10^5$, (a) developing velocity profile at the pipe center, (b) developed velocity profile at cross-section where $z/D = 60$. 
was confirmed by other experimental results as discussed by Klein (1981). The flow becomes fully developed after 50 pipe diameters. The profile of the predicted fully-developed velocity is plotted in Figure 3.2b with the experimental data. This figure shows that the fully-developed velocity profile is in good agreement with the experimental results.

Similar computational results for the higher Reynolds number $3.0 \times 10^5$ together with the experimental measurements of Richman et al (1973) are plotted in Figure 3.3. The velocity peak occurs at about 32 pipe diameters; a little later than the case for the lower Reynolds number. Good agreement between the predicted and experimental results is also seen here at large $z/d$.

From both computations, accurate solutions were obtained for the flow in the well-developed region. This is because the $k - \varepsilon$ model and the 'wall function' describe the well-developed turbulent pipe flows very well. Thus the method can be very accurate if a suitable turbulence model is used.

### 3.5.2 Developing Turbulent Flow in a 90° Curved Square Duct

As the second computation, turbulent flow in a 90°-bend square duct was simulated. Experimental measurements were reported by Taylor et al (1982). The geometry which was used in the experiment was also used for the computation, which consisted of a 90° curved square duct with a mean bend radius of 92 mm with an upstream straight duct 0.3 m long and a downstream straight duct 0.2 m long. The dimensions of the cross-section are $40 \times 40 \text{ mm}^2$. The Reynolds number defined by the bulk velocity, $U_b$, and the cross-sectional dimension is 40,000.

Exploiting the advantage of flow symmetry, only half of the physical domain was computed to save computational time. The configuration and grid used for the computation are illustrated in Figure 3.4. A grid with $21 \times 11 \times 81$ nodes was generated, which had
Figure 3.4: Illustration of computational grid for the curved duct.
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a higher density of grid points in the curved section and less grid points near the outlet and inlet.

As in the last example, a uniform velocity and constant $k-\epsilon$ values were prescribed at the inlet. Computational results are plotted for different cross-sections. The flow field in the middle vertical plane is plotted in Figure 3.5. The maximum velocity occurs initially near the inner side wall in the upper portion of the curved section and gradually shifts to the outside wall due to the radial pressure difference arising from the bend curvature. As in the experimental results, strong secondary flows are found in the present computation which influence the whole flow pattern. The secondary current is developed gradually and becomes strongest at about $\beta = 60^\circ$, where the maximum secondary velocity reaches approximately thirty percent of the bulk velocity. The secondary flow fields at two different duct cross-sections together with the streamline velocity contours are plotted in Figure 3.6.

The predicted velocity profiles at four different locations are compared in Figure 3.7 with the measured results of Taylor et al (1982).

The results agree well at the upstream portion of the curved section and deteriorate with increasing downstream distance. However, the overall agreement is still reasonable. The discrepancy in the downstream section is believed to be due to limitations of the $k-\epsilon$ model for flows with streamline curvature and strong secondary flows. A higher-order scheme and denser grid spacing may also improve the computational results.

3.5.3 Developing Turbulent Flow in a $90^\circ$ Curved Pipe

The last example simulates developing turbulent flow in a $90^\circ$ curved pipe. Measurements of such a flow was reported by Enayet et al (1982). Laminar flow with the same geometry was studied in the last chapter where a good agreement between the experimental and computational results was obtained. In the present study, the turbulent flow is computed
Figure 3.5: Flow field in the middle vertical plane, $Re = 40,000$, (a) flow field in the whole duct, (b) flow field in the curved section.
Figure 3.6: Secondary flow field and primary flow velocity contours of $u/U_b$ at two different cross-sections.
Figure 3.7: Comparisons of velocity profiles with the measurements at four different locations, (a) $\beta = 30^\circ$, (b) $\beta = 60^\circ$, (c) $\beta = 75^\circ$, (d) downstream $x_d = 0.25D$. 
to test the present method. The geometry is similar to that in the previous example except that the cross-section is taken to be a circular disk. The diameter of the cross-section is 48 mm and the radius of the pipe curvature is equal to 2.8 times the pipe diameter. The bend was fitted with a straight pipe 240 mm long upstream and 480 mm long downstream.

The grid and geometry are illustrated in Figure 3.8. A non-uniform and non-orthogonal grid was used which was generated using an elliptical grid generation technique, to be described in chapter 6. As was the case for the previous example, only half of the flow domain was used for the computation.

The computation was carried out for a Reynolds number of 43,000; the same as that used in the experiments of Enayet et al (1992). The results are plotted in a similar manner as for the previous example. The velocity vectors at the middle vertical plane
Figure 3.9: Flow field in the middle vertical plane, \( Re = 40,000 \).
Figure 3.10: Secondary flow field and primary flow streamline velocity contours at two different cross-sections.
Figure 3.11: Comparisons of velocity profiles for different cross-sections, (a) upstream 0.5D, (b) $\beta = 30^\circ$, (c) $\beta = 60^\circ$, (d) $\beta = 75^\circ$. 
are plotted in Figure 3.9. Unlike the pattern of laminar flow in the same geometry (see Figure 2.11), the velocity maximum in the curved, upstream section occurs near the inner side and not near the outside wall as observed in laminar flow. As in the previous example, the pressure-driven secondary flow extends over the entire flow region in the curved and downstream sections. The secondary flow fields together with the streamline velocity contours at two different locations are plotted in Figure 3.10 for reference. The predicted velocity at different locations with the measured results of Enayet (1982) et al are plotted in Figure 3.11. The overall agreement is good, even though there are again some discrepancies in the downstream portion of the curved section.

3.6 Closure

Numerical simulation of turbulent flows in complex geometries using general curvilinear coordinates is studied. The curvilinear coordinate-based method developed in the last chapter is generalized to turbulent flows using the $k - \varepsilon$ two equation model with the 'wall function' treatment. The discretization of the $k - \varepsilon$ equations and the treatment of the 'wall function' in curvilinear grids are presented. Methods enhancing the computational stability are introduced.

Several three-dimensional turbulent flows are computed using the developed solution method and detailed results are presented. Computational tests show that the method is efficient and reliable. Accurate solutions can be obtained for flows without curvature and recirculation. The computational results for the last two examples show certain discrepancies with the experimental results. This is attributed to the limitations of the $k - \varepsilon$ turbulence model and the 'wall function' treatment for flows with strong secondary flows and streamline curvature. However, the overall agreement observed for both examples is still acceptable.
Chapter 4

Multigrid Acceleration

In this chapter, the development and performance of a multigrid procedure for the computation of three-dimensional laminar/turbulent flows using general curvilinear grids are presented. Brandt's (1981) Full Approximation Storage (FAS) in conjunction with the Full Multigrid cycling (FMG) is adopted. The numerical method for laminar/turbulent flows described in the last two chapters is used as the smoother. The present study shows that the discrete governing equations can become inconsistent between fine and coarse grids in curvilinear grids, as well as when the $k - \epsilon$ model with the 'wall function' is used for turbulent flows. Novel procedures are proposed to solve these problems. Several laminar/turbulent flows are calculated using the multigrid method to illustrate its performance.

4.1 Introduction

The convergence rate of traditional single-grid iterative solution methods seriously deteriorates as grids are refined. By using a Fourier analysis, Brandt (1980) showed that iterative solution methods are only efficient in smoothing those error components whose wavelengths are comparable to the mesh size. The multigrid method is an efficient iterative solution procedure which exhibits convergence rates insensitive to grid refinement. The method has been widely used in the field of computational fluid dynamics. More recently, a few studies have been reported on the use of multigrid acceleration in
curvilinear coordinates. Those works differ mostly in the choice of the basic numerical algorithms (coupled or decoupled), grid layout (staggered or collocated grids), and primary velocity unknowns on non-orthogonal grids (Cartesian, contravariant velocity components etc.). Rayner (1991) and Shyy et al (1993a,b) conducted multigrid calculations for two-dimensional flows in complex geometries based on decoupled sequential solution procedures. Those methods were based on the staggered grid system and the pressure-correction scheme. Rayner (1991) used the contravariant velocity components as the primary velocity unknowns, while Shyy et al (1993a) adopted a combination strategy in which both the Cartesian and contravariant velocity components were used to facilitate the formulation of the mass and momentum equations. In addition to the decoupled solution procedure, Joshi et al (1991) and Oosterlee et al (1992) reported multigrid algorithms for flows in two-dimensional complex geometries based on a coupled solution solver. These methods were based on the staggered grid system and the contravariant-type velocity unknowns. In contrast to the above two-dimensional works which are based on the staggered grid system, Smith et al (1993) presented a multigrid procedure for three-dimensional flows on non-orthogonal collocated grids. The algorithm used by the authors solves the momentum equations for the Cartesian velocities as the dependent variables and stores all variables at the control volume centers.

The implementation of multigrid algorithms for turbulent flows faces many additional difficulties, even in a Cartesian coordinate system. The $k-\epsilon$ two-equation model with the ‘wall function’ treatment is widely used for simulation of turbulent flows. The multigrid acceleration for turbulent flows using such a two-equation turbulence model has been investigated by a few authors. Based on experience with the difficulties of multigrid cycling associated with the $k-\epsilon$ equations and the ‘wall function’, Vanka (1987) developed a multigrid method which did not include the $k-\epsilon$ equations within the multigrid cycle, but instead solved them on the fine grid and transferred only the turbulent viscosity.
method was also adopted by Yokota (1990) who reported good convergence rates. Even though this method can speed-up the convergence rate for turbulent flows, the multigrid efficiency may be limited by the slow convergence of the \( k-\epsilon \) equations on very fine grids. A more effective solution procedure can be expected if the set of governing equations as a whole are solved together using the multigrid cycle.

Rubini et al (1992) presented a multigrid calculation for turbulent, variable density flow over a three-dimensional, backward-facing step using the \( k-\epsilon \) model with 'wall function' treatment. The authors used a staggered grid system and the SIMPLE algorithm as the smoother. The convergence of the \( k-\epsilon \) equations was accelerated together with the momentum and continuity equations using the multigrid strategy. The authors found that additional linearization of the source terms was necessary to prevent negative values of \( k \) and \( \epsilon \). In addition, the negative values of \( k \) and \( \epsilon \) can arise due to negative correction. This problem was circumvented by simply not updating values in locations that would result in a negative value. Their results indicate a dramatic reduction in the computer time required to obtain a solution by a factor of over 25 for the finest grid considered. Shyy et al (1993b) presented a multigrid solution procedure for two-dimensional turbulent flows in conjunction with the \( k-\epsilon \) two-equation turbulence model in general curvilinear grids. The method used a staggered grid arrangement and the Cartesian velocity components as the primary variables in the momentum equations. They reported some special treatments which facilitate the successful implementation of the multigrid algorithm. Particularly, they noted the inconsistency of the 'wall function' among different grid levels which may decrease the efficiency of the multigrid method.

In the present study, the development of a multigrid procedure for computation of three-dimensional laminar/turbulent flows in general curvilinear grids is presented. Problems associated with multigrid calculation in curvilinear grids are analyzed. Novel techniques are proposed to solve these problems.
It was reported by Shyy et al. (1993b) that the geometrical complexities can impose an upper limit on the number of effective grid levels useful for the MG method. The present study shows that this limitation is caused by the inconsistency between the fine- and coarse-grid governing equations. When the coarse-grid defect governing equations are directly formulated using the coarse grid nodes only, they will degrade relative to the fine-grid equations with the degradation of the spatial resolution of the coarse grid. When the degraded coarse-grid equations are solved, the resulting correction will be inadequate to correct the fine-grid solutions thus reducing the efficiency of the multigrid algorithm. In the present study, this problem is analyzed and a new method is proposed to solve it.

As mentioned in the previous paragraph, when the multigrid acceleration is applied to all the governing equations, including the $k - \epsilon$ equations, it is found that the formulation of the coarse-grid defect equation using the 'wall function' may cause inconsistency between the governing equations of fine and coarse grids. This problem is discussed in this chapter and a novel practice is presented to allow the successful implementation of the multigrid method for turbulent flows using the $k - \epsilon$ equations. Several techniques which improve the multigrid solution efficiency for turbulent flows are introduced.

Consistent restriction of residuals and solutions between coarse and fine grids is important for the nonlinear multigrid algorithm. It is impossible to preserve both the mass and momentum conservations in the course of the transfer of solutions. However, mass conservation can be maintained between grids by deliberately choosing the interpolating formulation. In general, mass conservation between grids is usually not maintained in restriction for methods using curvilinear grids. In the present study, a mass-preserving restriction for the physical tangential velocity components is developed.

In order to validate the multigrid performance, computations were carried out for several laminar/turbulent flows with significant non-orthogonal and strongly curved grids.
Comparisons were made between the multigrid and single-grid methods through measurement of the number of finest grid iterations, the equivalent work units and CPU time. The computational results show that the developed multigrid method is very efficient.

4.2 The Multigrid Algorithm

The idea behind using multigrid methods is to remove the low-frequency errors by solving the governing equations on various auxiliary coarse grids. For a multigrid method, it is critical to use consistent governing equations between the coarse and fine grids. As discussed later, this criterion may be violated in certain curvilinear grids. Therefore, additional care should be taken in the development of a multigrid method for general curvilinear grids.

In the present study, the Full Approximation Storage (FAS) of Brandt (1981) in conjunction with the Full Multi-Grid (FMG) cycling is adopted. The solution procedure is initiated on the coarsest grid and subsequent initial solutions on finer grids are obtained by interpolating converged solutions. On each finer grid and on the finest grid, the FAS solution procedure is applied to obtain a converged solution.

To illustrate the problem to be solved, the FAS procedure is briefly described in this section using a two-grid \((c, f)\) system. The discrete governing equations on a fine grid \(f\) are written as an operator equation as follows:

\[
L_f(\phi^f) = 0, \quad (4.1)
\]

where \(L\) is the non-linear operator designating the discrete governing equations, \(\phi\) is the solution vector which includes all dependent variables, and the superscript \(f\) indicates that the solution and operator are associated with the fine grid. Suppose \(\psi^f\) is an approximate solution of equation (4.1). Unless \(\psi^f\) is the exact solution, there will be a
residual $r^f$ such that

$$L^f(\psi^f) = r^f. \quad (4.2)$$

Let $c^f$ be a correction of the approximation solution $\psi^f$ so that $\psi^f + c^f$ satisfies equation (4.1), namely,

$$L^f(\psi^f + c^f) = 0. \quad (4.3)$$

Subtracting equation (4.3) from equation (4.2), the following equation is obtained:

$$L^f(\psi^f + c^f) - L^f(\psi^f) = -r^f. \quad (4.4)$$

If the correction $c^f$ can be found from the above equation, it is obvious that the exact solution $\phi^f$ can be obtained. The idea of the multigrid method is to solve for the correction $c^f$, rather than solve for the solution on a coarse grid. In order to do so, the above equation is restricted to the coarse grid $'c'$,

$$L^c(I^c\psi^f + c^c) - L^c(I^c\psi^f) = -I^c r^f, \quad (4.5)$$

where the superscript `'c' indicates that the quantities are associated with the coarse grid, while $I^c$ is the restriction operator. For linear problems, the approximation solution $I^c\psi^f$ cancels out in equation (4.5) and a correction equation can be obtained. For non-linear problems, the full approximation equation

$$L^c(\phi^c) = L^c(I^c\psi^f) - I^c r^f \quad (4.6)$$

is solved in the FAS procedure and the correction $c^c$ is then obtained from the solution difference

$$c^c = \phi^c - I^c\psi^f.$$

The auxiliary equation (4.6) containing the restricted fine-grid residual (or defect) is frequently referred to as the defect equation in the literature. After the correction is
solved from equation (4.6), it is prolonged to the fine grid to adjust the old solution \( \psi^f \), namely, \( \phi^f = \psi^f + I_c^f(\phi^c - I_f^f\psi^f) \) where \( I_c^f \) is the prolongation operator. If the adjusted solution \( \phi^f \) does not satisfy equation (4.1), the above procedure can be reapplied iteratively until the residue is below the required criterion. The above procedure forms a two-level FAS procedure.

4.3 Consistent Formulation of Governing Equations

From the above multigrid procedure, it can be seen that the coarse-grid defect equation (4.6) used for the calculation of the correction is formulated from the fine-grid equation (4.1). Therefore, the defect equation should be a faithful representation of the fine-grid equation on the coarse grid. Three components, the residual \( r^f \), approximation solution \( \psi^f \), and solution operator \( L^f \) have to be transferred to the coarse grid to formulate the defect equation. Attention has been given to the accurate restriction of the solution and the residual in the literature. However, the restriction of solution operators also requires careful consideration. The defect equation (4.6) is similar to the solution equation (4.1) except for additional source terms which include the residual restricted from the fine grid. Therefore, the coarse-grid operator \( L^c \) is usually formulated by discretizing the governing equation on the coarse grid in the same manner as that used for the solution operator \( L^f \). Such a practice is usually adequate for computations in Cartesian coordinates. However, this may result in inconsistent operators between coarse and fine grids for computations using curvilinear grids.

Shyy et al (1993b) reported that geometrical complexities can impose an upper limit on the number of effective grid levels for the multigrid method. Their computations demonstrated that the efficiency of a multigrid method is not improved by using higher grid levels if the spatial resolution on coarser grids becomes too degraded. The present
study indicates that this limitation is caused by the direct formulation of the defect operator $L^c$ on the coarse grid which is no longer consistent with the fine-grid operator $L^f$ due to the degradation of the coarse grid. On a curvilinear grid, a coarse grid operator $L^c$ depends on the grid geometric quantities associated with the coarse grid. In general, the analytic function of the coordinate transformation is unknown and the physical geometric quantities have to be calculated from the discrete grid nodes. Due to the deterioration of the spatial resolution on the coarse grids, however, the physical geometric quantities calculated from the coarse-grid nodes can become inconsistent with those on the fine grid in the sense that they are not defined by the same coordinate functions.

In order to illustrate this problem, a two-dimensional flow domain, namely, a curved channel is considered. For this particular problem, an analytic coordinate transformation exists:

\[ x = r \cos \theta, \quad y = r \sin \theta, \quad r_1 \leq r \leq r_2, \quad 0 \leq \theta \leq \frac{\pi}{2}, \quad (4.7) \]

which transforms the curved channel domain in the $x - y$ plane to a rectangular domain in the $r - \theta$ plane. The corresponding curvilinear grids are shown in Figures 4.1a & 4.1b for a fine grid $16 \times 16$ and a coarse grid $2 \times 2$, respectively. From Figure 4.1, it can be seen...
that even the 2 x 2 coarse grid still fully represents the curved channel geometry. This is because the grid lines on the coarse grid are defined by the analytical function (4.7), which is independent of the number of grid nodes. When the physical geometric quantities for fine and coarse grids are calculated from the coordinate transformation function (4.7), they are consistent since they are defined by the same coordinate system. In general, however, the physical geometric quantities have to be calculated from the discrete grid nodes. When the physical geometric quantities are calculated from the discrete grid nodes using the linear profile assumption, such as that used in chapter 1, the grid lines used for the calculation are actually the line segments produced by connecting the neighbouring grid nodes, as shown in Figures 4.2(a) & 4.2(b) for the 16 x 16 fine grid and 2 x 2 coarse grid, respectively. From these figures, it can be seen that the fine grid in Figure 4.2a is a reasonable approximation to the corresponding grid in the cylindrical coordinates shown in Figure 4.1a. Thus, the physical geometric quantities calculated from the fine-grid nodes are approximately equal to those defined by the coordinate transformation (4.7). However, the coarse grid in Figure 4.2b can no longer give a faithful representation of the corresponding grid in the cylindrical coordinate system shown in Figure 4.1b, and thus the physical geometric quantities calculated from the coarse-grid nodes are different.
from those calculated from the coordinate transformation (4.7). Therefore, the physical geometric quantities on the coarse and fine grids are inconsistent since they are essentially equivalent to those defined by two different coordinate systems.

It should be noted that the grid lines on a coarse grid always coincide with those on the fine grid in an analytical coordinate system, such as the cylindrical coordinate system, no matter how coarse the grid is. Similarly, this argument should also be valid for general curvilinear grids, namely, the grid lines on a coarse grid used for the computation of the physical geometric quantities should coincide with those on the fine grid in order to be defined by the same coordinate transformation. For the curved channel geometry, the grid lines in a $2 \times 2$ grid defined by the equivalent transformation of the $16 \times 16$ fine grid in Figure 4.2a should be the restriction of the fine-grid lines as shown in Figure 4.2c, rather than those shown in Figure 4.2b. However, the physical geometric quantities such as the surface areas (lengthes in 2D) and cell volumes defined in Figure 4.2c cannot be obtained from the coarse grid nodes alone. Calculation of the grid geometric quantities from the coarse-grid nodes is equivalent to using the low-resolution grid lines as shown in Figure 4.2b rather than the curvilinear grid lines as shown in Figure 4.2c. For instance, the length (area in 3D) of the cell-surface 's' calculated from the grid nodes in Figure 4.2b is equal to the distance of the two neighbouring nodes $\hat{A}B$ rather than the length of the corresponding curved segment $\widehat{AB}$ in Figure 4.2c. Therefore, the physical geometric quantities calculated from the coarse-grid nodes only will be inconsistent with those on the fine grid. When the defect equations on the coarse grid are formulated using the coarse-grid geometric quantities, an inconsistency will arise between the governing equations on the fine and coarse grids. The correction calculated from the inconsistent coarse-grid defect equations will be inadequate to correct the fine-grid solution, thus, reducing the multigrid efficiency.

4.4 Consistent Calculation of the Grid Geometric Quantities

From the above discussion, we know that in order to obtain consistent governing equations between fine and coarse grids, consistent physical geometric quantities have to be used. In the present study, a calculation procedure is developed to achieve this goal. The idea of the method is to use the same grid resolution in the formulation of governing equations for all the grid levels. Instead of using the coarse-grid nodes to discretize the equations, the finest grid is used to formulate the discrete governing equations on all the grid levels. All the coarse-grid geometric quantities required to formulate the defect governing equations are calculated from the finest grid instead of from the coarse-grid nodes. First, the grid geometric quantities on the finest grid, namely, the surface areas, cell-volumes and surface normal vectors, are calculated using the method presented in chapter 2. The geometric quantities in the subsequent coarser grids are calculated in the following manner. The surface areas for a coarse grid are calculated by summing the areas of the relevant cell surfaces of the finest grid,

\[ A_c^i = \sum_{f\text{inest}} A_f^i, \quad (4.8) \]

and the unit surface normal vector \( e_c^i \) on a coarse grid is calculated as the area-mean of the relevant unit surface normal vectors \( e_f^i \) in the finest grid,

\[ e_c^i = \frac{1}{A_c^i} \sum_{f\text{inest}} A_f^i e_f^i, \quad (4.9) \]

where the subscripts 'c' and 'f' indicate that the quantities are associated with the coarse and the finest grid respectively, and the summation is over all the cell surfaces of the finest grid coincident with the coarse-grid surface. The cell volume of a coarse grid is calculated as the summation of the relevant cell volumes of the finest grid,

\[ V_c = \sum_{f\text{inest}} V_f, \quad (4.10) \]
where the summation is over all the finest-grid cells coincident with the coarse-grid cell. Such a calculation procedure of physical geometric quantities is equivalent to computations using the coordinate transformation designated by the finest grid through all the grid levels. For instance, the length of the cell-surface 's' for the $2 \times 2$ coarse grid shown in Figure 4.2 will be the length of the curved segment $\hat{AB}$ in Figure 4.2c rather than the line segment $\hat{AB}$ in Figure 4.2b. With the present method, the coarse grids are actually not involved in the numerical formulations. Therefore, the deterioration of the geometric representation of coarse grids does not influence the multigrid efficiency.

4.5 Multigrid Acceleration of Turbulent Flows

The problem discussed in the last section occurs for both laminar and turbulent flows. In this section, the problems particularly associated with multigrid acceleration of turbulent flows are discussed. As mentioned earlier, the $k - \epsilon$ equations are solved together with the momentum and continuity equations in the present study using the multigrid procedure. The multigrid acceleration of the $k - \epsilon$ equations faces additional difficulties which have to be carefully addressed. First, the use of the 'wall function' to link the flow in the near wall region to the main flow region may not be suitable for all grid levels. The 'wall function' is valid only within a certain region near the wall. The calculation of $k$ and $\epsilon$ near the wall relies on the assumption of the local equilibrium of production of and generation of turbulence energy. In a six-level multigrid solution procedure, for instance, the distance from the first scalar node to the wall on the coarsest grid will be $2^5 = 32$ times that of the finest grid. When the first scalar node of the finest grid is adequately located in the equilibrium region, the first grid node of the coarsest grid may be too far from the wall to obtain a reasonable solution profile. Secondly, the use of the 'wall function' in different grid levels will cause inconsistent governing equations
between grids as will be demonstrated later. Thirdly, the strong nonlinearity and the
dominance of the source terms in the $k$ and $\epsilon$ equations make these equations difficult to
handle in the multigrid cycling. The $k - \epsilon$ equations have a strong nonlinear coupling
through the production and dissipation in the source terms. These source terms are
often dominant in the discrete governing equations. Furthermore, unlike the velocities
and pressure, certain $k$ and $\epsilon$ values updated by iteration or by adding corrections will
cause complete failure of the algorithm. These problems are discussed in the following
sections and novel treatments are introduced to solve them.

4.6 The Treatment of Wall Boundary on the Coarse Grids

In this section, the problem associated with the inconsistent governing equations caused
by the use of the 'wall function' in different grid levels is considered. To illustrate this
problem, a two-level multigrid procedure for a two-dimensional turbulent flow is consid-
ered. Figure 4.3 shows a two-level multi-grid near a wall boundary, where the big and
small circles indicate the scalar nodes next to the wall on which the 'wall function' is
applied. The $k - \epsilon$ equations are applied to the cells marked with an 'x'. If the 'wall
function' is used to formulate the coarse-grid defect equation, the restricted residual $I_f r_f$
in equation (4.6) at the scalar node 'E', for instance, will be the average of the fine-grid
residual $R_f$ at the nodes 'A', 'B', 'C' and 'D'. However, the residuals at nodes 'A' and
'B' are calculated from the $k - \epsilon$ equations which are inconsistent with the operator $L_c$
at node 'E' formulated by the 'wall function'.

In equation (4.6), the restricted residual $I_f$ includes the residuals of the $k - \epsilon$ equations
on the fine grid, but the solution operator $L_c$ has to be formulated using the 'wall func-
tion'. Therefore, it is unlikely that a reasonable correction can be obtained by applying
the 'wall function' in certain areas while the residuals in the fine grid are calculated from
Figure 4.3: Illustration of using inconsistent defect equations at interior scalar nodes ‘x’. The deterioration of speed-up from the single-grid to the multigrid procedure for turbulent flow calculations using the $k - \varepsilon$ two-equation model with ‘wall function’ was also observed by Shyy et al (1993b). To solve this problem, they used a special grid coarsening system in which the first grid lines away from the wall are retained during the course of grid restriction. With this practice, the treatment of wall boundary for turbulent flows is adequately handled at the coarser grid levels, resulting in an increased speed-up from the single-grid to the multigrid procedure. However, this non-standard grid restriction will cause additional complexity in programming. Furthermore, the much-increased mesh expansion ratios among the adjacent cells on the coarser grids is not well handled.

In the present study, a new method is proposed to solve this problem. The idea is based on the argument that consistent governing equations through all grid levels have to be used. To avoid the inconsistency between the use of $k - \varepsilon$ equations and the use of
the 'wall function' treatment on different grid levels, the 'wall function' is only applied on the finest grid. For the wall boundary on the coarser grids, a Dirichlet boundary condition for the $k - \epsilon$ equations is used in place of the 'wall function' treatment. Instead of solving $k$ and $\epsilon$ from the balance between the local production and dissipation of $k$ in the equilibrium region near the wall, the restricted $k$ and $\epsilon$ from the finer grid are prescribed at the scalar nodes next to the wall as the boundary condition. A similar treatment to the above has been developed simultaneously and independently by Sun (1994).

For the momentum equations, the wall boundary on the coarse grids can be treated in the same way as for the $k - \epsilon$ equations, that is, the velocity components next to the wall can be simply prescribed using the restricted velocity components from the fine grid. Such a treatment is observed to provide better performance than the standard treatment. However, this treatment will result in no correction for the tangential velocity components on the cells next to the wall which limits the potential speed-up of the convergence rate of the multigrid method. In the present study, an alternative approach is used which solves the momentum equations in all the velocity positions without using the prescribed values from the fine grid. The tangential velocity components next to the wall are strongly dependent on the wall shear stress. If the wall shear stress can be determined, a governing equation for the tangential velocity components next to the wall can be formulated. In the 'wall function' treatment, the wall shear stress $\tau_w$ is calculated from the friction velocity $u_r$ which is defined by the 'wall function'. Since the 'wall function' will not be used on the coarser grids in the proposed method, the wall shear stress can only be obtained from the finest grid. Fortunately, it is possible to calculate the wall shear stress on a coarse grid from that on the finest grid. It is known that the wall shear stress is independent of the grid level. Therefore, the correct wall shear stress on the coarser grid can be calculated from values on the finest grid. In the present study, the wall shear
stress on a coarser grid is taken as the area-weighted average of the corresponding wall shear stresses on the finest grid,

$$\tau_{w}^{c} = \frac{1}{A_{c}} \sum_{\text{finest}} A_{f} \tau_{w}^{f}$$

(4.11)

where the scripts 'c' and 'f' indicate the association between the coarse and finest grids respectively. The summation is over all the finest-grid wall surfaces coincident with the coarse-grid surface. After the wall shear stress is obtained, the momentum equations for the tangential velocity components next to the wall can be formulated by considering the wall shear stress as an auxiliary force in the momentum equation. The components resulting from the vector expansion of the wall shear stress $\tau_{w}^{c}$ in the unit tangential vector basis $\{e_{i}\}$ are used to modify the source terms in the discrete momentum equations (2.34-2.36). With such a treatment, the governing equations on the coarse grids can be solved to provide accurate correction.

4.7 The Treatment of $k - \varepsilon$ Quantities and Source Terms

In this section, several special treatments facilitating the multigrid calculation of turbulent flows are introduced. In chapter 3, a treatment of the source terms of the $k - \varepsilon$ equations was presented for calculation in general curvilinear grids. A key feature of the treatment is to assure positive source terms in both the discrete $k$ and $\varepsilon$ equations. This practice is useful in avoiding negative values for turbulence energy and dissipation since it is known that any negative $k$ and $\varepsilon$ acquired during the iteration will lead to complete failure of the solution method.

In the coarse-grid defect equation, the source terms contain additional quantities from the restricted residuals and solutions which may become negative. Thus the values of $k$ and $\varepsilon$ possibly acquire an erroneous negative value. A similar treatment to that reported by Rubini et al (1992) is used to solve this problem. However, different from
their practice in which only the resultant error of the restricted solution was considered, the source term as a whole is considered. Suppose the coarse-grid defect equations on a coarser grid \( H \) for \( k \) and \( \epsilon \) can be written as

\[
a^c_p \phi^c_p = \sum_{nb} a^c_{nb} \phi^c_{nb} + S^c, \tag{4.12}
\]

where \( S^c \) is the source term containing quantities from various sources, such as grid non-orthogonality and restricted residual. If the source term \( S^c \) becomes negative, the following discrete equation is used for the iterative solution solver:

\[
(a^c_p - \frac{S^c}{\phi^c_p})\phi^c_p = \sum_{nb} a^c_{nb} \phi^c_{nb}. \tag{4.13}
\]

This practice will eliminate any negative source term in the \( k - \epsilon \) equations.

In a multigrid method, the values of \( k \) and \( \epsilon \) may also become negative after adding a correction. Rubini et al (1992) and Shyy et al (1993b) adopted the same strategy by which they simply do not update any locations that would result in a negative value. In the present study, this strategy is modified by including an additional limitation. Since both \( k \) and \( \epsilon \) are involved in the denominators of some terms in the governing equations, they should not be too small. For instance, if \( k \) becomes zero after adding the correction, the source term in \( \epsilon \) equation (4.12) will become infinite. This will also lead to the failure of the multigrid algorithm. Therefore, the correction scheme is modified for \( k \) and \( \epsilon \) in the present study. Let

\[
q = \psi^f + I_c^f (\phi^c - I^2_f \psi^f),
\]

then for \( k \) and \( \epsilon \)

\[
\phi^f = \begin{cases} 
q & \text{if } q > 10^{-4} \psi^f \\
\psi^f & \text{otherwise}
\end{cases}
\]

where \( \psi^f \) is the old approximation solution for \( k \) and \( \epsilon \), \( \phi^c - I^2_f \psi^f \) is the correction on the coarse grid. The present practice implies that if the \( k \) and \( \epsilon \) at some locations become
unreasonably small by adding a correction, then the values at these locations will not be updated.

Due to the strong nonlinearity and the dominance of the source terms in both the $k$ and $\epsilon$ equations, under-relaxation of both the solution and source terms is adopted.

### 4.8 Restriction and Prolongation

In addition to the consistent formulation of governing equations on different grid levels, the consistent restriction of solutions and residuals is also important for the multigrid algorithm. In a nonlinear problem, the discrete solution operator $L^c$ on a coarse grid depends on the restricted velocity unknowns from the corresponding fine grid. Therefore, the restricted solution should be a good representation of the fine-grid solution. It is impossible to conserve both mass and momentum in the course of the restriction of solutions. However, mass conservation can be maintained between grids by deliberately choosing the interpolating procedure. The mass preserving restriction has been emphasized and adopted in several previous works, such as Sivaloganathan (1988).

Mass conservation requires the mass flux through a control-volume surface on a coarse grid to be equal to the total mass flux through the relevant surfaces of the fine grid, namely,

$$ Flux = (\rho \mathbf{u} \cdot \mathbf{e}^i A^i)_{c} = \sum_{\text{fine}} (\rho \mathbf{u} \cdot \mathbf{e}^i A^i)_f, $$  

where the subscripts 'c' and 'f' indicate the association with the coarse and fine grids, respectively, and the summation is over all the control-volume surfaces on the fine grid coincident with the coarse-grid surface. Using equation (2.25) for the physical tangential velocity components, equation (4.14) can be rewritten as

$$ (\rho U^\xi_i A^i \mathbf{e}^i \cdot \mathbf{e}_i)_{c} = \sum_{\text{fine}} (\rho U^\xi_i A^i \mathbf{e}^i \cdot \mathbf{e}_i)_f. $$  

(4.15)
From the above equation, the physical tangential velocity component $U^l_{xi}$ on the coarse grid can be defined as follows:

$$U^l_{xi} = \frac{1}{(\rho e^i \cdot e_i A^i)_{c}} \sum_{fine} (\rho U^l_{xi} A^i e^i \cdot e_i) \tag{4.16}$$

For the cell-centered variables and residuals the coarse-grid values are taken as the volume-weighted mean of the eight corresponding fine-grid values. Taking the pressure $p$ as an example, we have:

$$p_c = \frac{1}{V_c} \sum_{fine} (V.p)_f, \tag{4.17}$$

where the summation is over all the fine-grid control cells enclosed in the corresponding control cell on the coarse grid. In order to preserve the high-frequency contents of the fine-grid residuals, an interpolation of higher order than that used for velocities is employed. The residuals of momentum equations on a coarse grid are taken as the area-weighted mean of the relevant twelve values on the fine grid. Taking the residual of the $U^l_{xi}$—momentum equation as an example, the following formula is taken with reference to Figure 4.4:

$$r^c_{|i^*,j^*,k^*} = \frac{1}{\sum A^f_i} [A^f r^f|_{i^*,j^*,k^*} + A^f r^f|_{i^*-1,j^*,k^*} + A^f r^f|_{i^*,j^*-1,k^*} + A^f r^f|_{i^*,j^*,k^*-1} + A^f r^f|_{i^*-1,j^*,k^*} + A^f r^f|_{i^*,j^*-1,k^*} + A^f r^f|_{i^*-1,j^*-1,k^*} + A^f r^f|_{i^*-1,j^*-1,k^*-1} + A^f r^f|_{i^*+1,j^*-1,k^*} + A^f r^f|_{i^*,j^*-1,k^*+1} + A^f r^f|_{i^*-1,j^*,k^*+1} + A^f r^f|_{i^*-1,j^*-1,k^*+1} + A^f r^f|_{i^*+1,j^*,k^*+1}] \tag{4.18}$$

where the summation is over all the coefficients of the residuals. A bilinear interpolation is used as the prolongation operator. In all formulations for restriction and prolongation, the area-weighted average procedure is used for all quantities defined on the control-volume surface, such as velocity unknowns, surface normal vectors, and momentum residuals. The volume-weighted average procedure is adopted for all quantities defined at the control-volume center, such as pressure and mass residual.
Figure 4.4: Illustration of locations of $U^{(k)}$— residuals on fine and coarse grids for restriction.
4.9 Test Calculations

The developed multigrid algorithm in general curvilinear grids has been implemented in the CMGFD code. As shown in chapters 2 and 3, the code has been validated through a number of model problems for both laminar and turbulent flows and has been proven to be a reliable solver. Since the objective of this chapter is to develop an efficient multigrid algorithm, comparisons with experimental or other computational results are not made. Instead, the detailed convergence history for various grid sizes and multigrid levels is presented. In order to provide a uniform measure of computational effort, a work unit, WU, is defined as being equivalent to the computational effort for one traditional single-grid iteration on the finest grid. For instance, for three-dimensional problems, eight iterations on the next coarse grid are equivalent to one iteration on a fine grid. The convergence criterion is based on the absolute maximum residual of the four equations, i.e.,

\[ R = \max_{i,j,k}(R^u, R^v, R^w, R^p, R^k, R^e) \]

where the maximum is taken over all computational cells. A solution is considered to be converged in the present study when the maximum residual is below $10^{-6}$. The reason for using such a tight convergence criterion is that certain calculations require lower residuals than others in order to show some flow phenomena. For instance, the third vortices in the skewed cavity contain very small velocities which can not be seen without obtaining lower order residuals (see Demirdzic et al (1992)).

The computations are started at the coarsest grid and the converged solution is prolonged to the next finer grid where the FAS procedure is applied. This procedure is continued until the finest grid is reached. A fixed V-cycle FAS procedure with two pre-smooth and two post-smooth iterations is used through all the computations. On the coarsest correction level, ten iterations are applied to solve the defect equation.
4.9.1 Laminar Flow in a Skewed Cubic Cavity

In the first application, the multigrid algorithm is applied to the laminar flow in a skewed cubic cavity. This example tests the performance of the developed multigrid method for non-orthogonal grids. Flow in a cavity (or cube in 3D) has been considered as a standard test case for numerical algorithms due to the characteristic nonlinear elliptic nature it shares with many flows of practical interest. In the present study, the laminar flow in a skewed cubic cavity is considered. The counterpart of this problem in two dimensions, i.e., the flow in a skewed driven cavity, was proposed recently as a bench-mark problem by Demirdzic (1992) for testing numerical methods on non-orthogonal grids and has been studied by a number of authors. Figure 4.5 shows the problem currently being considered. The side wall is inclined at an angle $\beta = 45^0$ with the top wall moving at a velocity $U$. 

![Physical geometry of the skewed cube.](image-url)
Figure 4.6: Convergence history of MG calculations using various grids.
Figure 4.7: Comparison of convergence behaviors of multigrid and single grid calculations.
All the walls are squares of dimension $D \times D$ where $D = 1$ in Figure 4.5. The Reynolds number, defined as $\rho U D/\mu$, was taken to be 100 in the present study.

Multigrid calculations have been carried out for grids consisting of (1) $16 \times 16 \times 16$, (2) $32 \times 32 \times 32$, (3) $64 \times 64 \times 64$, and (4) $96 \times 96 \times 96$ cells using 4-level, 5-level, 6-level and 6-level grids respectively. In these multigrid calculations the coarsest grid consisted of only $2 \times 2 \times 2$ cells for the first three grids and $3 \times 3 \times 3$ cells for the last grid on which the converged solution can be obtained with just a few iterations. All calculations were initiated from zero velocity and pressure fields. The convergence histories of the multigrid calculations for the four different grids are plotted in Figure 4.6 with reference to the work unit (WU). It can be seen that, unlike the performance of single-grid methods, the rate of convergence is independent of the grids and convergence is achieved for all the grids in 40 work units. Vanka (1986b,1991) reported multigrid calculations for laminar flows in a cubic cavity. His calculations showed that the residuals decreased by about three orders of magnitude in roughly twenty finest-grid iterations. Considering the difference between the work unit and fine grid iteration, and different efforts used on one single-grid iteration, the performance of the present multigrid calculation using a non-orthogonal grid is found to be comparable with the results reported by Vanka (1991) for flow in a cube where the Cartesian coordinates were used.

In order to compare the performance of the multigrid and single-grid methods, computations with the traditional single-grid were also made. The convergence behavior of the multigrid and the traditional single-grid methods are plotted in Figures 4.7 (a), (b), (c) and (d) with reference to the equivalent work units for grids of $17 \times 17 \times 17$, $33 \times 33 \times 33$, $65 \times 65 \times 65$ and $97 \times 97 \times 97$, respectively. The convergence characteristics of these computations are also summarized in Table 4.1. CPU times for an IRIX(SGI) machine are reported. Single-grid computations for the fine grids $65 \times 65 \times 65$ and $97 \times 97 \times 97$ were terminated after the first 2000 and 1000 iterations respectively as
too much computational time is required to bring the residuals below $10^{-6}$ as specified for the multigrid method. However the number of iterations required for convergence can be estimated from the logarithmic variation after a certain number of iterations as observed in Figure 4.7. The estimated speed-up ratio was 78 and 100 for the fine grids $65 \times 65 \times 65$ and $97 \times 97 \times 97$ respectively. From these results, it can be seen that the multigrid algorithm produced a substantial improvement in the convergence rate. The speed-up ratio was increased when the grid was refined. It should be noted that it is impractical to seek a converged solution using the traditional single-grid method in the IRIX (SGI) machine for the fine grid (4) which would require months to finish. However, a solution can be obtained overnight on the same computer when the multigrid method is used. This result clearly shows the necessity of using multigrid techniques for flow calculations when very fine grids are required.

### 4.9.2 Laminar Flow in a Duct with Obstruction

The previous example requires the use of significantly non-orthogonal grids. However, the problem does not involve other difficulties associated with grid curvature and the degradation of spatial resolution on coarse grids as the grid is uniform and the grid geometric quantities are constant everywhere. In the following example, the laminar flow
in a duct with an arc on the bottom wall is computed for which a curved grid is required. The geometry shown in Figure 4.8 consists of a duct with a square cross-section modified by a circular arc on the bottom wall near the inlet. The counterpart of this problem in two dimensions, i.e., flow in a planar channel with a circular arc on the bottom wall, was recently computed by Shyy et al (1993b) using a multigrid algorithm. Here, the maximum height of the arc is taken as 30% of the inlet dimension which is higher than that used by Shyy et al (1993b). Multigrid calculations were carried out for a fine grid consisting of $129 \times 33 \times 33$ nodes using different grid levels in order to observe the efficiency of the multigrid method using higher grid levels. Figure 4.8 shows a coarser grid $65 \times 17 \times 17$ used in the present study where a non-uniform grid was adopted downstream. Figure 4.9 shows the coarsest grid, $9 \times 3 \times 3$, used in the present study, where Figure 4.9a was obtained by the restriction of grid lines on the finest grid and Figure 4.9b was obtained directly from the coarsest grid nodes. It can be seen that the grid shown in Figure 4.9b is not a faithful representation of the flow domain. When the defect equation (4.6) is directly formulated on the coarsest grid, it is equivalent to using the grid geometric quantities in Figure 4.9b. Therefore, the formulated governing equation is inconsistent with that on the fine grid due to the degradation of the geometric representation of the coarse grid. However, the physical geometric quantities calculated from the finest grid by the proposed method are equivalent to those in the curvilinear grid shown in Figure 4.9a. Thus, the representation of the flow domain does not deteriorate on the coarse grids.

Figure 4.10 shows the convergence histories of multigrid (MG) calculations using different grid levels for the grid of $129 \times 33 \times 33$. From this plot, it can be seen that the computational efficiency is improved when a higher grid level is used even though the coarsest grid was seriously degraded. Therefore, the effective grid levels useful for the MG method are not limited by the geometric complexity, unlike the results reported by
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Figure 4.8: Illustration of the grid $65 \times 17 \times 17$ used in the study.

Figure 4.9: Illustration of the coarsest grid $5 \times 3 \times 3$ in a $xy-$ plane.
Figure 4.10: Convergence history for computation of laminar flow in a duct using finest grid $129 \times 33 \times 33$. 

(1) 5-grid calculation, (2) 3-grid, (3) 2-grid and (4) single grid.
Shyy et al (1993b). The higher-level MG computations generated a substantial improvement in the convergence rate and a 5-level MG method resulted in a speed-up of the convergence rate which was two times that of the 3-level MG calculation. This clearly shows the advantage of the proposed method for multigrid calculations when the coarse grid becomes degraded in spatial resolution.

4.9.3 Laminar Flow in a Strongly Curved 90° Pipe

In the last example, flow in a strongly curved pipe with a 90° bend was computed. Such flows have been studied experimentally and numerically by a number of authors (for example Smith et al (1993)) and contain important characteristics, including strong secondary flow and strong grid curvature. The adopted geometry is similar to that used in chapter 2 but with a more strongly curved bend of 90° with the radius of the bend curvature equal to 1.5 times the pipe diameter (see Figure 4.11). The bend was fitted with a straight pipe of two diameters length in the upstream direction and a sufficiently long pipe downstream.

Figure 4.11 shows the finest grid of 33 x 33 x 97 used for the present calculation. A non-uniform grid in the downstream direction was adopted in order to place the outlet boundary far enough into the uniform flow region. Computations were carried out using three different multigrid levels. For the 5-level multigrid calculation, the coarsest grid consisted of 2 x 1 x 6 cells (as shown in Figure 4.12). As in the last example, Figure 4.12b was obtained from the finest grid by restriction of the grid lines, and Figure 4.12a was obtained directly from the the coarsest grid nodes. It can be seen that the geometric representation of the coarsest grid in Figure 4.12a is seriously degraded.

The convergence behavior for computations using 4 different grid levels is shown in Figure 4.13. Again, the present results show that the number of effective grid levels useful for the multigrid method is not limited by the geometrical complexity. The acceleration
Figure 4.11: Finest grid in the MG calculation of curved pipe flow, $33 \times 33 \times 97$. 
Figure 4.12: Coarsest grid $3 \times 2 \times 7$: (a) grid restricted from the finest grid; (b) grid obtained from the coarsest grid nodes.
Figure 4.13: Convergence histories for computations using different grid levels.
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ratio of the multigrid method increases when the number of multigrid levels is increased. With the 5-level multigrid calculation, the convergence rate accelerates more than 40 times compared to the traditional single-grid method. However, when the number of multigrid levels is reduced to 4, the speed-up ratio is reduced to about 28. This result shows the necessity of using higher grid levels for an efficient multigrid method. This type of flow was also studied by Smith et al (1993) using a multigrid algorithm and a reduction of the overall CPU time up to 20% was observed compared with the single-grid method. The speed-up ratio of the multigrid method obtained using the 5-level grid in the present study is found to be much higher than that reported by Smith et al (1993).

4.9.4 Developing Turbulent Flow in A Strongly Curved 90° Pipe

This example considers the developing turbulent flow in a strongly curved pipe. The same geometry as that used for laminar flow in the previous example was adopted. Computations were carried out for a Reynolds number of $10^5$ with grids consisting of $17 \times 17 \times 49$ and $33 \times 33 \times 129$ nodes using four and five-level multigrid cycles respectively. Figure 4.14 presents a typical plot of the convergence behavior for computations using the multigrid and single grid methods for the $17 \times 17 \times 49$ grid. The fast convergence of the multigrid method can be seen. A reduction of 85% in CPU time was achieved. The converged solution for the fine grid $33 \times 33 \times 129$ was not carried out using the single-grid method due to the long computer time required, but the estimated speed-up ratio of the multigrid acceleration based on the first 500 iterations of the single grid calculation is more than 20 (or 95% reduction). This result is quite encouraging for multigrid calculations of turbulent flows.
Figure 4.14: Convergence history for the computation of a developing turbulent flow in a strongly curved pipe.
4.10 Closure

An efficient multigrid procedure for three-dimensional laminar/turbulent flows in general curvilinear grids is presented based on the curvilinear coordinate-based method developed in the previous two chapters. It is shown that in certain cases, the ordinary formulation of the coarse-grid equations may result in inconsistent governing equations between fine and coarse grids which reduces multigrid efficiency. Special procedures need to be taken for the formulation of the coarse-grid equations in curvilinear grids and the treatment of the 'wall function' in turbulent flows. Computational tests show that the multigrid algorithm developed here efficiently reduces overall CPU time for both laminar and turbulent flows. On a very fine grid, the CPU time for the multigrid method was found to be about one hundred times less than that for a single-grid method. This clearly shows the necessity of multigrid method for computations using dense grids. Unlike the observations reported in the literature, the number of effective grid levels useful for the multigrid method is not limited by the geometrical complexities with the present method, even for seriously degraded coarse grids.
Chapter 5

Domain Segmentation and the CMGFD Code

In this chapter, the methods developed in the previous three chapters are generalized to non-structured curvilinear grids by using a domain segmentation technique (multi-block method). This technique divides the domain of interest into different sub-domains. Solutions are obtained by iteratively applying a solver to each sub-domain. The domain segmentation strategy adopted here is described in this chapter. Particular attention is given to the communication among neighbouring sub-domains. The performance of the multi-block method is investigated through several computational examples which show that the developed method has the capability to deal with complex configurations using multi-block curvilinear grids. A curvilinear, coordinate-based CFD code, called CMGFD, is developed based on the methods described in this and previous chapters, and an existing CFD code called MGFD.

5.1 Introduction

With the methods developed in the previous chapters, laminar/turbulent flows in arbitrary single-block geometries can be solved with appropriate curvilinear grids. However, only structured, curvilinear grids can be used with those methods. It would be difficult to treat multiple flow regions using single block grids, such as that in film cooling of a turbine blade.

One approach to deal with multiple flow regions with finite volume methods is the use of a domain decomposition technique. This technique has become popular in dealing
with complex geometries in recent years. Leschziner and Dimitriadis (1989) presented a calculation procedure for flows in a domain consisting of a main duct and a side branch which may intersect at any angle. They used a multi-block, non-orthogonal grid to represent domains in two conjunction ducts. At the duct interface, the computational sub-domains overlap one set of finite volumes; those pertaining to the velocities normal to the interface. Perng et al (1991) and Hinatsu et al (1991) developed a multigrid domain-splitting technique for simulating incompressible flows in complex geometries. In this method, the momentum equations are solved independently on each subdomain while the pressure field is computed simultaneously on the entire flow field by a multigrid method. However, they only applied the method to several two-dimensional flows in relatively simple geometries.

In this chapter, a domain segmentation technique in conjunction with the methods developed in the previous three chapters are developed to allow the use of block-structured (multi-block) curvilinear grids. Particular attention is given to the data transfers between neighbouring blocks. Several computational examples are carried out to validate the method. The methods described in this and the previous three chapters are implemented in the curvilinear, coordinate-based CFD code CMGFD. The development of this code is summarized.

5.2 Domain Segmentation Technique

The idea of the domain segmentation technique is not complicated. The domain of interest is segmented into an arbitrary number of sub-domains, called computation blocks, and each block is covered by its own Cartesian or curvilinear grid. A solver is then repeatedly applied to each block to obtain a converged solution in the whole domain. However, the development of a generally-applicable 3D multi-block CFD code is not trivial. A 3D
multi-block and multigrid CFD code, called MGFD, was developed by Nowak (1992). The code is written generally which allows an arbitrary number of blocks to be used. It can be used to solve flows in arbitrary geometries which may be decomposed into a number of rectangular sub-domains. In the present study, the domain segmentation technique of Nowak (1992) is generalized to curvilinear grids by using the methods developed in the previous chapters. This practice will allow the use of non-structured, curvilinear grids to deal with arbitrary geometries with multiple flow regions. The developed multi-block method is described in the following paragraphs.

First, the domain of interest is segmented into a number of subdomains, which are called computational blocks. The segmentation of a given domain can be arbitrary and depends on the configuration. Each block overlaps with its neighbouring blocks by two sets of cells to facilitate the communication among blocks.

In each block, the single-block solution method developed in chapters 2 and 3 is applied to solve the governing equations. First, from either an initial-guess solution or an intermediate solution obtained from the last iteration, the auxiliary Cartesian velocity components and the turbulence viscosity are calculated. Next, the coefficients and source terms in all the discrete governing equations are calculated using the formulations presented in chapter 2 and 3. The calculation of the coefficients and source terms requires the geometric quantities and dependent variables at neighbouring control cells. This procedure needs special treatment at block boundaries. For boundaries of the block which fall on flow boundaries, such as a wall or an inlet boundary, the actual boundary conditions are applied. For boundaries which fall in a neighbouring block, the dependent variables and the physical geometric quantities are obtained from the neighbouring block. The details will be discussed in the next section. After the discrete governing equations are obtained, the alternative line-coupled iterative procedure described in chapter 3 can be used to update the dependent variables.
The above procedure is applied to all the blocks sequentially. After sweeping all
the blocks once, the turbulence viscosity and auxiliary Cartesian velocity components
are recalculated for each block and all the coefficients and source terms are recalculated
based on the updated turbulence viscosity and velocity unknowns. The entire procedure
is cycled through all the blocks until the residuals become sufficiently small.

Since the unknowns in only one block are solved at one time, the storage required for
the quantities in the discrete equations is much less than that required when the whole
flow domain is solved together. The number of cells contained in each block is usually
small and is independent of the number of cells used in the whole flow domain, so the
computer storage required can be reduced substantially. More importantly, this solution
procedure is able to deal with flows in multiple flow regions.

5.3 Communication Between Blocks

Efficient communication between the blocks has to be established in order to obtain
accurate solutions and fast convergence. This is done by appropriately transferring data
between adjacent blocks in each iteration. There are different methods to transfer data
between neighbouring blocks. In the present study, the method used by Perng (1991)
and Nowak (1992) is followed. In this method, each computational block is extended
into its neighbouring blocks by two sets of cells. The discrete governing equations on the
extended cells are formulated using the physical geometrical quantities and dependent
variables obtained from the neighbouring blocks. The discrete governing equations on
the extended domains are solved in the same way as those on ordinary cells by using a
line-coupled solver.

In the CMGFD code, three types of multi-block curvilinear grids are used which
require different treatments: (1) the grid lines in adjacent blocks match at the interface
with complete continuity, (2) the grid lines match at the interface but with discontinuous grid line slopes, and (3) the grid lines do not match at interface. For the first type of grid, an interior boundary condition is used which ensures that both mass and momentum conservation are satisfied at the interface. This interior boundary condition in each block is implemented by using the overlapping cells in each of the neighbouring blocks. For curvilinear grids, the formulation of governing equations on the extended cells in a block requires the grid physical geometric quantities in its neighbouring blocks. The transfer of the grid geometric quantities from one block to another is carried out at the beginning of the solution procedure. The unknowns on the extended boundaries are prescribed by using the intermediate solution of the associated neighbouring blocks. When the coupled Gauss-Seidel solution solver has swept over all the computational blocks, the unknowns in the whole flow domain, including all the interfaces, are updated. The converged solution satisfies both mass and momentum conservation near the interfaces. Therefore, such an approach will not produce any additional inaccuracy near the interface.

For the second type of grid, since the grid lines change directions abruptly across the interfaces (see in Figure 5.1), the derivatives of the grid coordinates are not continuous across the interface. Therefore, the ordinary numerical formulations using derivatives of grid coordinates may produce significant numerical errors. With the numerical formulations described in chapter 2, the coordinate derivatives are avoided. However, interpolations are required to obtain the physical geometrical quantities and the velocity components at the positions where they are not defined. These interpolations near the interface are important as they may cause significant numerical error. This is discussed as follows.

For convenience of discussion, the scheme is presented for the two-dimensional case but it can be generalized to three-dimensional problems without additional difficulties. Figure 5.1 shows a two-block grid with discontinuous grid line slopes at the block interface. Due
Figure 5.1: Illustration of multi-block curvilinear grids with discontinuous grid line slopes across the interface.
to the change of $\eta$ grid line slopes, the surface normal vectors $e^1$ (or contravariant vector $a^1$) change direction abruptly across the interface. From equation (2.25) we know that the velocity component $U^\xi$ is grid oriented and depends on the surface normal vector $e^1$. Therefore, the change of grid line direction can produce a large jump of $U^\xi$ across the interface even with constant $a$ velocity field, and the ordinary interpolation becomes inadequate.

The numerical formulation of the momentum equations needs two (three for 3D) velocity components at each velocity position. Since only one velocity component is defined at a velocity position (control volume surface) in a staggered grid arrangement, other components have to be obtained by interpolation. In particular, interpolation is needed to obtain the velocity $U^\xi$ at each $U^n$ position on the interface. As an example, we consider the interpolation procedure at the point $(i, j+1/2)$ on the interface. Here, the $U^\xi-$ velocity positions are marked with the $(i-1/2, j)$, $(i+1/2, j)$, etc., and the $U^n-$ velocity positions are marked with $(i, j-1/2)$, $(i, j+1/2)$, etc. On the point $(i, j+1/2)$, only $U^n$ is defined and $U^\xi$ has to be obtained from its neighbouring values by interpolation. One natural interpolation scheme is to take the average of the four neighbouring values, i.e.,

$$U^\xi(i, j + \frac{1}{2}) = \frac{U^\xi(i - \frac{1}{2}, j) + U^\xi(i + \frac{1}{2}, j) + U^\xi(i - \frac{1}{2}, j + 1) + U^\xi(i + \frac{1}{2}, j + 1)}{4} \quad (5.1)$$

As discussed in the previous paragraph, the values of $U^\xi(i - 1/2, j)$ and $U^\xi(i + 1/2, j)$ in segment 1 can be significantly different from the values at the neighbouring points $U^\xi(i - 1/2, j + 1)$ and $U^\xi(i + 1/2, j + 1)$ in segment 2 due to the sudden change of the surface normal vectors $e^1$ across the interface. Averaging these sometimes significantly large different values unavoidably produces certain numerical errors. Furthermore, the velocity unknowns in scheme (5.1) have inconsistent base vectors. As discussed in chapter 2, each velocity component $U^\xi$ pertains to a base vector. The surface normal vector $e^1$ is
used in the present thesis as the base vector to define $U^\xi$. A base vector for the averaged velocity unknown $U^\xi(i, j + 1/2)$ has to be properly defined by interpolation. However, a proper interpolation scheme to define the surface normal vector $e^1(i, j + 1/2)$ at the interface can not be justified in view of the suddenly changed surface normal vectors $e^1$ across the interface.

In the present study, an interpolation scheme is proposed to avoid these uncertainties of interpolation near the interface. Instead of the full average scheme (5.1), a one-side interpolation is used, namely, the interpolation at the interface is only taken from one side of the interface. For example, the velocity component $U^\xi(i, j + 1/2)$ at the interface is averaged only from one segment, either from segment 1,

$$U^\xi(i, j + \frac{1}{2}) = \frac{U^\xi(i - \frac{1}{2}, j) + U^\xi(i + \frac{1}{2}, j)}{2}$$

or from segment 2,

$$U^\xi(i, j + \frac{1}{2}) = \frac{U^\xi(i - \frac{1}{2}, j + 1) + U^\xi(i + \frac{1}{2}, j + 1)}{2}$$

If the interpolation is taken in segment 1, for instance, using equation (5.2), the surface normal vector $e^1$ will be calculated in the same way by averaging the two surface normal vectors in segment 1 without using surface normal vectors from segment 2. Even though the scheme (5.2) has only first order of accuracy, the base vectors (surface normal vectors) for the three velocity components $U^\xi(i, j + 1/2), U^\xi(i - 1/2, j)$ and $U^\xi(i + 1/2, j)$ are consistent since there is no significant difference among them. This avoids the inconsistency of the base vectors (the surface normal vectors) associated with the velocity components used in the full average scheme (5.1).

The choice of scheme (5.2) or (5.3) can follow the idea of the upwind difference scheme. If $U^\xi(i, j + 1/2) > 0$, the fluid flows from segment 1 to segment 2. The velocity components $U^\xi$ at point $(i, j+1/1)$ are more likely to be influenced by those in segment
Therefore, the interpolation scheme (5.2) based on segment 1 is used. Otherwise the scheme (5.3) based on segment 2 is adopted.

For the third type of grid, since the grid lines do not meet at the interface the extended cells cannot be obtained directly from their neighbouring blocks. To reduce the inaccuracy caused by interpolation, only semi-matched grids at the interface are considered, namely grid lines in one block which meet with a coarser or finer grid of another block (the same concepts as those used in a multigrid method). An illustration of this type of grid is given in Figure 5.2. In this figure, the grid in Segment 1 (bottom) is denser than that in Segment 2. For such grids, the extended cells for a block can be constructed using a finer or coarser grid from its neighbouring blocks as illustrated in Figure 5.2. From Figure 5.2 it can be seen that the extended cells of Segment 1 are just the finer grid of Segment 2. The grid physical geometric quantities and the unknowns in the additional cells are obtained from the corresponding values in the neighbouring blocks by restriction or prolongation with the same strategy as that used in the multigrid method described in chapter 4 (see Section 4.4). Such an assumption reduces the computational effort significantly for non-matched curvilinear grids.

5.4 The CMGFD Code

As mentioned earlier, the CMGFD code was developed based on an existing CFD code, MGFD, at UBC. The code was developed in four steps. In each step, detailed investigation of the method and validation of the code were carried out in order to achieve an efficient and accurate code. The methods described in chapters 2-5 have been implemented in the code. This is discussed in the following paragraphs.

Unlike Cartesian coordinate-based calculations, the computational grid for a complex
Figure 5.2: Illustration of the semi-matched multi-block curvilinear grids.
geometry is usually not simple to generate. For generality, the code assumes that a curvilinear grid is available for a given problem and leaves the grid generation task for various grid generation techniques, such as one which is described in chapter 6. Therefore, the program GEO developed for generating various non-uniform Cartesian grids in MGFD code actually will not be used in the CMGFD code.

For a given grid, the Cartesian coordinates of all the grid nodes are loaded into the CMGFD code. A subroutine package has been developed to deal with the curvilinear grids and arrange the basic block structures. The grid geometric quantities at cells in each block are calculated from the given grid nodes. First, the surface normal vectors, surface areas and volumes are calculated using the grid nodes. The unit tangent vectors are then calculated from the surface normal vectors by the orthogonal relations. Secondly, the physical geometric quantities are extended two sets of cells outside the block to facilitate the formulation of the governing equations. For a boundary coinciding with a flow boundary, the physical geometric quantities outside the boundary are taken to be equal to the nearest values. For a block boundary falling in a neighbouring block, the geometric quantities are directly taken from this neighbouring block.

There are two different approaches for storing the geometric quantities. One approach is calculating only one set of basic geometric quantities, for instance the surface area vectors, and storing them in the computer memory. All other quantities used in the formulation of governing equations are calculated from these basic geometric quantities in each iteration. The advantage of such an approach is that substantial computer memory can be saved. However, recalculation of these quantities in each iteration requires significant computer time. In the present study, an alternative approach is followed and all the geometric quantities are calculated at the beginning and fixed throughout the solution procedure.

As a by-product, the grid is checked using the geometric quantities, un-usable grids
such as the grids with zero or negative volume cells, are reported to the user. This often happens due to the wrong output of the grid generation code or inconsistent geometric information loaded to the CMGFD code. In addition, there are a number of physical characteristics that affect the quality of the grid, namely orthogonality, smoothness, cell expansion ratios, etc. All these quantities are checked to identify low quality grids for possible improvement.

The computed geometric quantities are used to formulate the governing equations. This was done by properly modifying the MGFD code. All the code involved with grid information (such as cell dimensions dx, dy, dz) are modified throughout the code. The formulations for the coefficients and source terms are substantially changed from those in the MGFD code. The source terms in the discrete momentum and continuity equations are particularly complex in the present formulation as they include non-orthogonal pressure, non-orthogonal diffusion, and grid curvature terms. Their calculation requires various interpolations of velocity, pressure and geometric quantities. It is found that the interpolation procedures are important in terms of computational accuracy and efficiency. An interpolating procedure was developed through testing a number of problems.

The multigrid method proposed in chapter 4 is implemented in the CMGFD code by using a new subroutine package. This package contains three subroutines namely, 'FMG', 'FAS' and 'GEOM'. The FMG and FAS subroutines execute the standard FMG-FAS procedure. They are written generally which allows easy implementation of multigrid methods to other single-grid CFD codes. This package will also be used in the multigrid elliptic grid generation code, MBEGG (see the next chapter). The GEOM subroutine is written to calculate the physical geometric quantities on all the coarse grids using the method developed in chapter 4.

So far, the code is limited to 3D steady, incompressible laminar/turbulent flows with scalar transfer. For turbulent flows, the standard $k - \epsilon$ model with the wall function
treatment is used for the turbulence closure. The CMGFD code has the capability to deal with arbitrary 2D/3D geometries by using separate curvilinear grids in different flow regions. There is no restriction for curvilinear grids to be used and no limitation for the number of segments in each flow region. An efficient multigrid method is implemented in the code and promises fast convergence for both laminar and turbulent flows.

5.5 Test Computations

The validation of the CMGFD code has been carried out throughout previous chapters for various geometries using single-block curvilinear grids. In this section, several calculations using multi-block curvilinear grids are presented.

5.5.1 Computations of a L-Shaped Duct

In the first example, laminar flow in a L-shaped duct is calculated. This example allows one to validate the solution method using multi-block curvilinear grids with discontinuous grid slopes across block interfaces. In this study, two computational grids are adopted, one is a two-segment non-orthogonal grid with discontinuous grid slopes and the other is a two-block Cartesian type grid. Figure 5.3 shows the two-block non-orthogonal grid used for the present study. It can be seen that the grid lines change direction significantly (by 90°) at the interface. For comparison, computation is also carried out using a two-block Cartesian grid as shown in Figure 5.4. Figure 5.5 shows the predicted flow field in the symmetry plane of the duct using the two-block non-orthogonal grid. Two recirculation zones are found in the two corner regions. Figure 5.6 shows the predicted flow field using the orthogonal grid at the same plane. From Figures 5.5 and 5.6 the similarity of results predicted by the non-orthogonal and Cartesian grids can be seen. For
Figure 5.3: Illustration of the adopted two-block non-orthogonal grid at the symmetry plane for the L-shaped duct.
Figure 5.4: The two-block Cartesian grid at the symmetry plane for the L-shaped duct.
Figure 5.5: Predicted velocity field at the symmetry plane by the non-orthogonal grid.
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Calculation using two-segment cartesian coordinates

Figure 5.6: Predicted velocity field at the symmetry plane by the orthogonal grid.
Figure 5.7: Comparison of the u-velocity profiles at the interface shown in Figure 5.3.
Figure 5.8: Comparison of maximum residuals by multigrid and single-grid calculations for the non-orthogonal grid.
a quantitative comparison, the predicted U-velocity (U is the Cartesian velocity component in the outflow direction) profiles at the centerline of the interface from the two grids are compared in Figure 5.7. Good agreement can be seen. These results show that the developed method allows the use of multiblock grids with significantly discontinuous grid line slopes. Computations are carried out for the non-orthogonal grids with both multigrid and single grid methods. The convergence behaviour of multigrid and single grid calculations are shown in Figure 5.8. It can be seen that the multigrid method converged much faster than the single grid method. This shows the advantage of the multigrid method for computations using multi-block curvilinear grids.

5.5.2 Calculation of A Hydrocyclone

Hydrocyclones have many applications in industry. Figure 5.9 illustrates a conventional cone-cylindrical hydrocyclone. The cylindrical part is closed at the top by a cover, through which the vortex finder protrudes some distance into the cyclone body. The underflow leaves through the opening in the apex of the cone. The liquid enters the hydrocyclone through a tangential inlet (feed opening) and leaves through the vortex finder and underflow orifice.

The developed CMGFD code is applied to simulate fluid flow in a hydrocyclone. Except for the region in and just around the tangential inlet duct, the motion of the fluid within the hydrocyclone has axial symmetry. Therefore, the flow can be treated approximately as two-dimensional, axi-symmetrical, while the angular velocity component is treated as a scalar quantity according to a discussion with Abdullah (1993). Figure 5.10a shows the non-orthogonal grid used for the present calculation. The grid contains three blocks and the third block grid is generated by solving a two-dimensional grid generation system. The predicted velocity field in a vertical plane is shown in Figure 5.10b. From this figure, the separation of fluid can be seen. Most of the incoming fluid moves in an
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Figure 5.9: Illustration of a conventional hydrocyclone.
outer helical flow into the outer portion of the inverted cone where it begins to feed across towards the center. Some of the downward flow leaves through the underflow orifice in the apex of the cone while the rest reverses its vertical direction and goes up via the inner helical flow and out through the vortex finder.

5.5.3 Laminar Flows Over A Turbine Blade

The last example in this chapter is a computation for laminar flows over a turbine blade. Such a flow has no direct application to turbine engines since the flow in film cooling of turbine blades is actually turbulent. Nevertheless, the present calculation is useful in providing guidelines for calculation of flows in complex configurations using multi-block curvilinear grids as well as the prediction of film cooling of an actual turbine blade.

The computational domain is chosen according to the UBC experimental turbine blade model of Salcudean et al (1993). This model uses four rows of circular injection
tubes located at a semi-circular nose coupled to a flat after-body. Exploiting the advantage of its symmetric property about the stagnation line, only half of the flow domain is taken as the computational domain. Figure 5.11 shows the physical domain selected for the present numerical study where three injection tubes are adopted in a row of circular cooling holes in order to simulate flows with multi-injection holes. The physical domain is segmented into four subregions, a main flow region and three injection coolant regions. In order to obtain a continuous grid at the interface, a rectangular type grid is used for the injection holes instead of cylindrical grids. A multi-block curvilinear grid has been generated using the MBEGG code described in the next chapter. This grid is shown in Figure 5.12.

Computations were carried out for a Reynolds number of 1000 and mass flow ratio of 0.5, where the Reynolds number is defined with respect to the radius of the semi-circular
Figure 5.12: A 4-block curvilinear grid generated for the domain shown in Figure 5.11.
Figure 5.13: The velocity field at the xz-plane through the middle of an injection hole.
Figure 5.14: The velocity at a surface distanced from the turbine wall by two cells.
Figure 5.15: The streamline-velocity contour at the cross-plane of an injection hole; a) one cell size distance from the turbine surface; b) two cell size distance from the turbine surface; c) three cell size distance from the turbine surface; d) four cell size distance from the turbine surface.
body and main-stream velocity. Figure 5.13 shows the calculated velocity vectors on a xz-plane through the middle of an injection hole, from which it can be seen that the velocity is very non-uniform at the coolant hole exits. The flow in the injection hole exits is affected by the main stream velocity and strong pressure gradient and, thus, changed rapidly with respect to magnitude, direction, etc. The velocities at a surface distanced from the turbine wall by two cells are plotted in Figure 5.14. Figure 5.15 shows the development of the non-uniform profile near the exit of injection holes. The streamline velocity contour is plotted at the cross-planes of an injection hole at four different locations. A strongly non-uniform velocity profile near the injection hole can be clearly seen, which shows that the use of a uniform velocity profile as the boundary condition at the injection exit, used in many previous studies, could be very inaccurate.

5.6 Closure

A domain segmentation technique in conjunction with the curvilinear coordinate-based method developed in the previous three chapters is described. Communication between different blocks is emphasized. The developed multi-block method allows the treatment of arbitrary complex configurations using non-structured curvilinear grids. A multi-block and multigrid code is developed based on an existing CFD code. The multi-block technique in conjunction with the methods developed in the previous three chapters is implemented in the code. Computational examples show that the developed method and code can be used to solve flows in complex geometries using block-structured curvilinear grids with significant discontinuities in grid line slopes.
Chapter 6

Numerical Grid Generation

In this chapter, the development of a 3D elliptic grid generation code is presented. The code is developed to address the need to generate appropriate grids for analyzing the film cooling of turbine blades. An elliptic grid generation method is used in the code, which solves three nonlinear, elliptic, grid generation equations. A multigrid method is developed to solve these equations which provides an efficient grid generator. Techniques to control grid quantities are introduced. A multi-block grid generation strategy is adopted to allow the generation of block-structured curvilinear grids in arbitrary geometries.

6.1 Introduction

In order to simulate the film cooling process over a turbine blade, suitable grids have to be generated to represent the actual blade geometry. One of the important tasks in the present thesis is to develop an efficient grid generator to generate suitable grids over turbine blades. This includes the development of a multigrid and multi-block grid generation code, called MBEGG.

Grid generation has been investigated extensively in recent years and a large number of research papers have been published on the generation of body-fitted grids for a wide variety of geometries in two as well as three dimensions. A review paper by Thompson (1982) summarized most of the work done before 1981. The grid generation methods used in the literature can be classified into three categories: (1) conformal mapping, (2) algebraic grid generation methods and, (3) elliptic grid generation methods. Among
these methods, the third type of method has the best potential for the generation of grids in complex three-dimensional configurations. In the present study, the elliptic grid generation method proposed by Thompson (1985) is adopted. The method is based on three elliptic partial differential equations. When proper grid nodes are specified at the boundary of a domain, a smooth grid can be generated by solving these equations.

In the grid generation equations, the inhomogeneous terms are problem-dependent functions (which are commonly called control functions). The choice of an appropriate scheme for the evaluation of the control functions is one of the important considerations in an elliptic grid generation method. Methods to achieve certain grid quantities through the control functions, such as stretching and orthogonality, have been implemented in the code. When these grid quantities are initially specified by users, the code can choose the appropriate source terms to obtain the desired grids automatically.

In an elliptic grid generation method, a suitable solution method has to be developed to solve the three nonlinear, elliptic, differential equations. The multigrid method is an ideal solver for the grid generation equations due to the fully elliptic nature of these equations. In the present study, a multigrid method is developed to solve these equations. It is found that the method produces a much faster convergence rate than the traditional single grid method.

For complex configurations, it becomes necessary to partition the physical domain into a number of subregions. Grids are generated in the different subregions. A number of papers have been reported in the literature for generating multi-block (composite) grids in various complex configurations. A detailed discussion can be found in the review paper of Thompson et al (1982). In the MBEGG code, a multi-block method is used to allow the treatment of multi-region geometries. The development of the MBEGG code together with the methods adopted is described in the following sections.
6.2 Elliptic Grid Generation

The elliptic grid generation method proposed by Thompson (1985) is based on the following well-known Possion equations:

\[
\nabla^2 \xi_k = P_k(x_1, x_2, x_3), \quad k = 1, 2, 3, \tag{6.1}
\]

where \((x_1, x_2, x_3)\) are the Cartesian coordinates in a physical domain and \(\xi_i\) \((i=1, 2, 3)\) are the curvilinear coordinates in a regular domain. Equation (6.1) has the same form as the heat conduction equation, where \(P_i(x_1, x_2, x_3)\) are heat source terms. The equations establish a correspondence between the Cartesian coordinates \((x_1, x_2, x_3)\) in a complex physical domain and the curvilinear coordinates \((\xi_1, \xi_2, \xi_3)\) in a cuboid domain. However, the equations in this form, yielding \((\xi_1, \xi_2, \xi_3)\) for given \((x_1, x_2, x_3)\) would be difficult to use, especially when specifying the boundaries. Therefore, the following transformed Poisson equations are usually used in the actual grid generation procedure:

\[
\frac{a_{11}}{\xi_1^2} \frac{\partial^2 x_k}{\partial \xi_1^2} + \frac{a_{22}}{\xi_2^2} \frac{\partial^2 x_k}{\partial \xi_2^2} + \frac{a_{33}}{\xi_3^2} \frac{\partial^2 x_k}{\partial \xi_3^2} + 2a_{12} \frac{\partial^2 x_k}{\partial \xi_1 \partial \xi_2} + 2a_{13} \frac{\partial^2 x_k}{\partial \xi_1 \partial \xi_3} + 2a_{23} \frac{\partial^2 x_k}{\partial \xi_2 \partial \xi_3} + J^2 \left( P_1(\xi_1, \xi_2, \xi_3) \frac{\partial x_k}{\partial \xi_1} + P_2(\xi_1, \xi_2, \xi_3) \frac{\partial x_k}{\partial \xi_2} + P_3(\xi_1, \xi_2, \xi_3) \frac{\partial x_k}{\partial \xi_3} \right) = 0, \tag{6.2}
\]

where the coefficients \(a_{ij}\) are given by the following expression:

\[
a_{ij} = \sum_{m=1}^{3} b_{mi} b_{mj}
\]

and where \(b_{ij}\) is the co-factor of the \((i, j)\) element in the transformation matrix

\[
M = \left( \frac{\partial x^i}{\partial \xi^j} \right)_{3 \times 3}
\]

with \(J=\text{det}(M)\) as the Jacobian determinant. In the above equations, the \(P_i\) are problem-dependent functions which can be used to control the grid characteristics, such as orthogonality and grid stretching. Thus, an important part of the work in the elliptic grid
generation method is to develop an appropriate scheme for the evaluation of the control functions. When a grid is specified at the boundary of a domain, the smoothest possible grid can be obtained by solving the above grid generation equations.

6.3 Control Functions

To obtain the desired grids, proper control functions have to be constructed. In the MBEGG code, two types of control functions are calculated from the boundary grid nodes which may be specified by the user. The first type of control function controls the grid stretching, and the second controls the grid orthogonality near the boundaries. Such control functions are implemented in the code to allow the users to generate the required grids. The two types of control functions are calculated from the boundary grid nodes prior to the solution procedure. The calculation of the two types of control functions is described in the following paragraphs.

For the convenience of our discussion, the surfaces in a three-dimensional block are numbered. This is illustrated in Figure 6.1. Face 1, for example, is the boundary surface where \( \xi_1 \) is fixed to zero.

The stretching functions used here are based on the method of Thomas and Middlecoff (1980). These functions have the following form,

\[
P_i^s = -(x_{\xi_1} x_{\xi_1} + y_{\xi_1} y_{\xi_1} + z_{\xi_1} z_{\xi_1})/(x_{\xi_1}^2 + y_{\xi_1}^2 + z_{\xi_1}^2), \quad i = 1, 2, 3
\]  

(6.3)

where the superscript \( 's' \) indicates that the functions control stretching and the subscripts \( \xi_i \) indicate differentiation. With these stretching functions, the stretching of the grid at boundaries can be transmitted into the interior.

In the MBEGG code, the \( P_i^s \) functions are calculated on all the boundaries where \( \xi_i \) is not a constant. For instance, \( P_1^s \) is calculated on faces 3) to 6) but not on face 1) or 2). This is because the \( P_1^s \) function is defined by the derivatives with respect to \( \xi_1 \) which can
not be calculated from the boundary nodes on surfaces 1) and 2). This function can be calculated on faces 3) to 6) by using certain difference approximations. In the MBEGG code, a second order difference scheme is used to discretize all the derivatives involved in the $P_i^s$ functions. After the $P_i^s$ functions are calculated, they are then interpolated into the interior of the grid using certain interpolation methods. These control functions are calculated only once at the beginning of the solution process. This type of control function is very useful for most grid generation problems.

The control functions used to control grid orthogonality near the boundaries used in the MBEGG code are based on those proposed by Steger and Sorenson (1979). The control functions are assumed to have the following form:

$$P_i(\xi_1, \xi_2, \xi_3) = P_i^s(\xi_1, \xi_2, \xi_3) + \sum_{n=1}^{6} R_i^n(\xi_1, \xi_2, \xi_3),$$  \hspace{1cm} (6.4)$$

where the index $n$ is the surface number from 1) to 6) (see Figure 6.1). The first term on the right-hand side of equation (6.4) is the stretching function described in the last paragraph, and the second term is the function to control the orthogonality near the
boundary. Each $R_i^n$ is a function which can be used to control the cell height and orthogonality on face 'n'. The $R_i^n$ are determined as follows. Taking $R_1^1$ ($i=1,2,3$) as examples, the functions are assumed to have the following form,

$$R_1^1(\xi_1, \xi_2, \xi_3) = Q_1(\xi_2, \xi_3)e^{-a\xi_1}$$

(6.5)

where $a_i$ are positive constants. To define appropriate $Q_i$, equations (6.2) are applied on face 1) to obtain three linear equations for $Q_1$, $Q_2$ and $Q_3$. These equations can be solved to obtain $Q_i$ ($i=1,2,3$) if all the derivatives involved in equation (6.2) can be calculated from grid nodes on face 1). This means that all possible first and second partial derivatives of $x_i$ with respect to $\xi_i$ must be determined. Derivatives involving only $\xi_2$ or $\xi_3$ can be found by simply differencing the given boundary grid nodes. However, derivatives involving $\xi_1$ can not be calculated in an obvious manner from the boundary grid nodes. These derivatives are found from the constraints imposed upon a line of varying $\xi_1$ which intersects face 1) as follows: (a) it must be normal to the tangent vector along the $\xi_2$ direction, (b) it must be normal to the tangent vector along the $\xi_3$ direction, (c) the length along that line from the surface to the next node must be controlled. These geometric constraints can be expressed in the following equations:

$$\frac{\partial x_1}{\partial \xi_1} \frac{\partial x_1}{\partial \xi_2} + \frac{\partial x_2}{\partial \xi_1} \frac{\partial x_2}{\partial \xi_2} + \frac{\partial x_3}{\partial \xi_1} \frac{\partial x_3}{\partial \xi_2} = 0,$$

(6.6)

$$\frac{\partial x_1}{\partial \xi_1} \frac{\partial x_1}{\partial \xi_3} + \frac{\partial x_2}{\partial \xi_1} \frac{\partial x_2}{\partial \xi_3} + \frac{\partial x_3}{\partial \xi_1} \frac{\partial x_3}{\partial \xi_3} = 0,$$

(6.7)

$$\frac{\partial x_1}{\partial \xi_1} \frac{\partial x_1}{\partial \xi_1} + \frac{\partial x_2}{\partial \xi_1} \frac{\partial x_2}{\partial \xi_1} + \frac{\partial x_3}{\partial \xi_1} \frac{\partial x_3}{\partial \xi_1} = S^2,$$

(6.8)

where $S$ is the desired distance to the first point from face 1). From these equations, the first derivatives with respect to $\xi_1$ can be solved. The only derivatives remaining to be determined are the second partial derivatives with respect to $\xi_1$. Those can be found by differencing the existing solution in the iteration process. After all the derivatives
involved in equation (6.2) are calculated, these equations are treated as a $3 \times 3$ linear algebraic system for the unknowns $Q_1$, $Q_2$ and $Q_3$. The orthogonal control functions $R_i$ can then be found using equation (6.5).

With the control functions expressed in equation (6.4), boundary stretching can be conserved in the interior and orthogonal grids at boundaries can be obtained. These two types of control functions can be used separately or in combination.

6.4 Multigrid Solver

The numerical solution of equation (6.2) can be obtained by iterative methods, such as Gauss-Seidel iteration. Although iterative solution procedures have been widely used, they become computationally expensive for finer grids and for higher accuracy. Thus, there is a need to devise faster solution procedures. The multigrid method is an ideal solver for the grid generation system, due to the fully elliptic nature of these equations. In order to obtain an efficient grid generator, a multigrid method is developed to solve these equations. The Full Approximation Scheme (FAS) of Brandt (1980) in conjunction with Full Multigrid Cycling (FMG) is adopted. The basic idea of the FMG scheme is to provide a good initial solution for the finer grids by prolongating from the solutions on coarse grids. This avoids the need for an algebraic grid generation procedure for initial solutions, which is often necessary for single-grid methods in order to avoid singularities.

A multigrid method includes four major components: discretization, smoothing (solution solver), restriction, and prolongation, which are summarized in the following paragraphs.

Discretization of equations (6.2) is obtained using the second-order, central difference scheme for all derivatives involved. The resulting discrete equations are solved on a cuboid domain with a Dirichlet boundary condition. The discrete governing equations
are then written as seven-point formulas as follows,

\[ a_P \phi_P = a_E \phi_E + a_W \phi_W + a_N \phi_N + a_S \phi_S + a_T \phi_T + a_B \phi_B + C \]  

(6.9)

where the variable \( \phi \) expresses the three unknown \( x_k \) (k=1,2,3) and the subscripts W, E, etc. indicate the six neighbouring positions corresponding to node \( P \).

Since the coefficients \( a_{ij} \) in equation (6.2) are functions of the coordinate derivatives, the singular case, i.e. \( J=0 \), and the anisotropic case where the coefficients \( a_{11}, a_{22} \) and \( a_{33} \) have different orders of magnitude, e.g., \( a_{11} \ll a_{22} \), may occur. The point Gauss-Seidel type relaxation is not efficient for the anisotropic case, such as \( a_{11} \ll a_{22} \), since it is only smoothed in the \( \xi_2 \) direction and not in the \( \xi_1 \) direction. This can be remedied partially by simultaneously solving for those unknowns along a line parallel to the \( \xi_2 \) direction. To prevent all the possible anisotropic cases, the alternating line-coupled Gauss-Seidel iterative procedure is used as the smoother.

Singular cases may also happen during iteration (for example, zero initial guess solution will result in \( a_{11} = a_{22} = a_{33} = 0 \)). For such cases \( a_P = 0 \), and the Gauss-Seidel type relaxation fails as a smoother. To avoid this case, an artificial damping quantity is introduced. That is, a positive quantity \( \beta \phi_P \) is added to both sides of equation (6.9), where \( \beta \) is a positive constant and is chosen depending on the problem to be solved. Therefore, the source term \( C \) is augmented by an amount of \( \beta \phi_P \) while the coefficient \( a_P \) of the main diagonal term is increased to \( a_P + \beta \).

Restriction is a process by which contents of a fine grid are transferred to a coarser grid after a few sweeps of relaxation. Two quantities, namely, the approximate solution \((x_1, x_2, x_3)\) and the residual are transferred to the coarse grid by two different types of operators. Pure injection is used for the restriction of the solution. In order to preserve the high frequency contents of the fine grid residuals, full weighting is applied in the transfer operator for residue restriction.
Prolongation is a process by which the corrections and solutions \((x_1, x_2, x_3)\) in the coarse grid are interpolated onto the fine grid. Its order depends on the order of the differencing scheme and for a second order difference scheme, it is sufficient to apply linear interpolation for prolongation to avoid large magnification of the high frequency components. In the program, bilinear interpolation is used.

6.5 Multi-Block Grid Generation

Although in principle it is possible to establish a correspondence between any physical region and a single rectangular type domain by solving the elliptic grid generation equations, the resulting grid is likely to be too skewed and irregular to be usable for certain complex 3D configurations, such as that for the film cooling of a turbine blade. For complex configurations it becomes necessary to partition the physical domain into a number of subregions. Grids are generated in different subregions.

In the MBEGG code, a multi-block grid generation method is used to generate grids for complex geometries. In this method, the entire complex physical domain is segmented into different sub-domains called grid blocks. Grids are generated in each block and patched together to produce a multi-block grid.

The topology to define the block structure in a multi-block method can be complicated for complex configurations. In the MBEGG code, the multiblock topology is defined in the following manner. First, a data file is created to provide the basic geometric information, such as the number of blocks, the neighbouring blocks, the grid dimensions of each block, and block types. Secondly, a Cartesian coordinate system is chosen referring to the given configuration to define the coordinates of each point in the domain.

A subroutine is used to define the block structure from the information provided by the user. Each block is defined by six boundary surfaces. Each surface is defined by
four edges. The shape of each edge is specified by the user as either a line or a curve segment. For line segments, only the coordinates of the two end points are required. For a curved segment, a function or certain constraints have to be given. A rule for the grid distribution in each edge is specified by the user, such as uniform distribution or nonuniform distribution with a given cell-dimension ratio. From this information, the grid nodes in an edge are calculated. After all the edges have been defined, the grid for each boundary surface can be generated. There are two types of boundary surfaces; one is a plane surface and the other is a curved surface. For a plane surface, the two-dimensional, elliptic, grid generation equations are solved to generate the smoothest grid on the surface. The grid generation for a curved surface is somewhat more involved. In the present study, an indirect technique is used. First, the curved surface is mapped into a 2D plane area according to certain rules. A grid is then generated for the plane area by solving the 2D, elliptic, grid generation equations. The grid for the curved surface is obtained by mapping the 2D plane grid back onto the curved surface.

With the specified grid coordinates on the six surfaces of each block, the inner grid in each block can be obtained by solving equation (6.2) while the grid coordinates of the six surfaces are used as boundary conditions. For multi-block grids, the blocks share common boundary surfaces called interfaces. The grids near the interfaces have to be controlled in order to establish good relations between adjacent blocks. The grid lines in adjacent blocks might be made to meet at the interface with complete continuity, with continuous grid line but with discontinuous slope, or perhaps not to meet at all. Matched grid lines across the interface can be achieved by simply specifying the same grid coordinates for two adjacent blocks at the interface. This type of grid is adopted in all our calculations. For a multi-block grid, smooth grid lines across the interfaces are preferred. This can be achieved by specifying both the same grid coordinates and same grid line slopes at the interface. Unfortunately, the elliptic grid generation system only permits one type
of boundary condition to be specified in order to have a solution. In the present study, generating grids with smooth grid lines across the interfaces was not sought. Instead, efforts are made in the CMGFD code to allow for the use of discontinuous grid line slopes across the interface.

6.6 The Code Structure

This code includes a 2D, elliptic, grid generation package and a 3D, elliptic, grid generation package which can be used to generate grids in arbitrary 2D or 3D single-block domains. The 2D grid generation code solves a two-dimensional, elliptic, grid generation system and can be used to generate grids on the boundary surfaces of each block which serve as boundary conditions for three-dimensional grid generation. The 3D grid generation code solves the three-dimensional, elliptic, grid generation system and can be used to generate grids in hexahedral domains of arbitrary shape. The automatic choice of control functions is implemented in both packages. Designed grids can be obtained by specifying the control functions. Both the 2D and 3D code packages are written using a full multigrid and full approximation scheme. The code package described in chapter 5 for the multigrid method is modified for the present use. The MBEGG code is constructed by using the two single-block generation codes and some subroutines for domain decomposition and linkage.

6.7 Application of the Code

The code has been applied to generate grids in various geometries, such as curved pipes and turbine blades, to support the application of the CMGFD code. The generation of those grids, such as the multi-block grids over a turbine blade, have been shown in the chapters where the problems are solved. In this section, only the generation of a grid in
a 2D domain is presented to demonstrate the performance of the multigrid method.

Figure 6.2 shows the domain to be considered. This domain is related to the configuration of a turbine blade to be studied in the next chapter. Here, the circular edge represents the blade surface in the cross-blade section. Such a domain will be used as a boundary surface in a multi-block grid over the turbine blade.

Computation is carried out using a 6-level multigrid with the coarsest grid containing only $2 \times 2$ cells. Convergence was considered to be achieved when the maximum residues for all the three governing equations were less than a prescribed tolerance, which for these tests was set at $5 \times 10^{-5}$. The converged solution is plotted for a finer grid ($32 \times 32$) in Figure 6.3.

It was found that the full multigrid method which first started on the coarsest grid had significant contributions to numerical stability for the grid generation. Because of the strong nonlinearity of the grid generation equation, an inadequate initial guess will cause numerical instability. Computations using the single-grid method showed that it was difficult to converge for fairly dense grids. An algebraic grid generation procedure was used in the single-grid method to achieve a good initial solution. With heavy relaxation a solution was obtained for a grid of $32 \times 32$ cells. However, convergence could not be obtained for grid dimensions beyond $32 \times 32$. The convergence behavior for the multigrid and the single-grid calculations are compared in Figure 6.4. It can be seen that the multigrid method produces a much faster convergence rate.

6.8 Closure

A multigrid and multi-block grid generation code was developed. An elliptic grid generation method is used, which generates grids by solving three, elliptic, differential equations. Methods to achieve certain grid quantities through the control functions are implemented
Figure 6.2: The mesh generated for a finer grid with $32 \times 32$ cells.

Figure 6.3: Convergence behavior, (a) multigrid calculation with the finest grid of $64 \times 64$. (b) single-grid calculation with $32 \times 32$ grid.
Figure 6.4: A two-dimensional domain to be considered.
in the code. A multigrid method was developed to solve these equations. The developed multigrid algorithm dramatically reduces the computational effort required to solve the system of elliptic grid generation equations. Fast convergence has been achieved with a zero initial guess. A domain segmentation technique was developed to generate block-structured grids. The code can be used to generate grids in arbitrary 2D or 3D domains. The combination of the MBEGG and CMGFD codes allows for flow simulations in arbitrary geometries.
Chapter 7

Prediction of Film Cooling Over A Turbine Blade

Extensive experimental studies of leading edge film cooling have been carried out at UBC by Gartshore et al (1993) and Salcudean et al (1993, 1994a) based on a large turbine blade model. In this chapter, computations are carried out based on such a blade model and are compared with the experimental data. This model has a semi-circular leading edge with four rows of film cooling orifices positioned symmetrically about the stagnation line. Lateral injection is used and the cooling orifices are inclined at 30° to the blade surface in the spanwise direction.

The computational methods and codes described in previous chapters are used to analyze the flow and related heat transfer in this complex geometry. The computational domain follows the blade geometry and includes not only the curved blade surface but also the inclined circular coolant orifices. The computational domain is segmented into a number of sub-domains and separate curvilinear grids are employed for different flow regions. Grids are generated using the methods and codes described in the previous chapter. A block-structured, non-orthogonal grid is used to exactly represent the curved blade surface as well as the circular injection orifices. Computations over the cooled turbine blade model are carried out for overall mass flow ratios of 0.52 and 0.97. The relative mass flow ratios from each orifice are specified to match experimental values. Density ratios of coolant to free stream were taken to be unity (constant density). The predicted results are compared with the experimental results of Salcudean et al (1994).
7.1 Problem Description

The film cooling model under consideration is that of an experimental turbine blade model at UBC, as shown in Figure 7.1. This experiment was designed to study the film cooling effectiveness near the leading edge of turbine blades. The model has a semi-circular leading edge diameter of 127 mm, spanwise top and bottom lengths of 1.2 m (between fences), and a chordwise length of 2.3 m. Coolant was injected through four rows of circular orifices which are inclined at 30° in the spanwise direction and perpendicular to the blade surface in the streamwise direction on the cylindrical leading edge. These four rows of orifices are located symmetrically at ±15° and ±44° with respect to the stagnation line. Each injection tube has a diameter \( d \) of 12.7 mm and each row has orifices whose spanwise spacing was \( 4d \).

Exploiting the advantage of the flow symmetry about the stagnation line and periodicity in the spanwise direction, only half of the physical region with one period in the spanwise direction was taken as the computational domain. Figure 7.2 shows the domain used in the present study, where \( d \) is the diameter of the injection orifice. The computational domain includes a main flow region, two half injection orifices in the first row, and one injection orifice in the second row. The main flow region extends 10\( d \) upstream from the leading edge, 40\( d \) downstream (in the positive x-direction) from the end of the semi-cylinder, and 30\( d \) in the z-axis vertical direction from the leading edge. Since the circular injection tubes are inclined at 30° to the spanwise direction, the orifices become ellipses with a semi-major axis of \( 2d \) in the y-direction, as shown in Figure 7.2. The length of the injection hole is \( 4d \).
Figure 7.1: Illustration of the turbine blade model used in the experimental study of Salcudean et al (1994).

Figure 7.2: Illustration of the computational domain, including a main flow region, two half injection-hole ducts in the first row and one injection hole duct in the second row.
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7.2 Computational Grid

The grid was generated using the MBEGG code described earlier. The computational domain is segmented into four subdomains, a "hot" flow region over the blade, a coolant hole in the second row and two half coolant holes in the first row. In order to obtain a continuous grid at the interface, a rectangular type grid is used for the injection holes instead of cylindrical grids. The generated grid is shown in Figure 7.3. The fine grid used for the present study contains $101 \times 17 \times 37$ nodes in the main flow region and $9 \times 9 \times 19$ nodes for each injection orifice duct. Figure 7.4 shows the grid on the blade surface and in the injection orifice regions. The grids in the orifice ducts match with the grids in the main flow region at the interface.

7.3 Solution Model

Since the comparable film cooling experiments were done in a low, speed incompressible flow with isothermal conditions and a heat/mass transfer analogy, the computations to compare with the experiments are made with a steady, incompressible, constant density code. The 3D, incompressible, Reynolds-averaged, Navier-Stokes equations together with the energy equation are solved. Turbulence closure is attained by the use of the standard $k-\varepsilon$ model with the 'wall function' treatment described by Launder and Spalding (1974). The shortcomings of the $k-\varepsilon$ model are well known for the prediction of film cooling problems. These are mainly due to the anisotropic and non-equilibrium turbulence caused by flow curvature, film jet spreading, flow complexity, and unsteadiness near the injection orifice exits, as well as the heat transfer to the wall in the near-wall, viscosity-affected sublayer. However, the present calculations are for an adiabatic wall and, therefore, do not involve heat transfer to the wall. It is useful to determine how well the standard $k-\varepsilon$ model can predict the film cooling over an actual geometry with a curved blade surface.
Figure 7.3: The grid generated for the present calculation containing $101 \times 17 \times 37$ grid nodes in the main flow region and $9 \times 9 \times 17$ grid nodes in one injection hole.
Figure 7.4: Computational grid at the curved blade surface and the injection hole ducts.
and the injection orifice ducts.

In addition to the Reynolds-averaged Navier-Stokes equations and the $k-\epsilon$ equations described in chapter 3, the following thermal energy equation is solved:

$$\nabla \cdot (\rho u T - \left( \frac{\mu}{Pr} + \frac{\mu_t}{Pr_t} \right) \nabla T) = 0,$$

where $T$ is temperature, $Pr$ and $Pr_t$ are the Prandtl number and turbulent Prandtl number respectively.

7.4 Boundary Conditions

Five types of boundary conditions; inlet, outlet, wall, no-flux, and periodic, are used. The treatment of boundary conditions on each side can be described as follows:

- **Mainstream:**
  
  The inlet plane of the mainstream (the west plane of the main flow region) is located $10d$ upstream from the leading edge where all the dependent variables except pressure are prescribed to match the experimental values. The mean velocity is taken as $U_\infty = 10 \text{ m/s}$ following the experiments. The turbulence energy and turbulence dissipation were evaluated using the following formulas:

$$k = 1.5U^2(u/U)^2, \quad \epsilon = C_{\mu}^{\frac{3}{2}} k^{\frac{3}{2}} / l$$

where $u/U$ is the turbulence intensity and $l$ is the turbulence length scale. The turbulence intensity is assigned a value of $u/U = 0.5\%$ and the turbulence dissipation is calculated based on a length scale equal to the height of the wind tunnel $l = 1.6 \text{ m}$. Since the turbulence intensity is very small, these assumptions should not affect the results significantly. The temperature is assigned a non-dimensional value of 1.
• Coolant Inlets:
The velocities at coolant duct inlets are specified from the mass flow ratios and discharge rates measured in the experimental study of Salcudean et al (1994a). The $k$ and $\epsilon$ values at the duct inlets are evaluated from equation (7.2). The turbulence intensity $u/U$ is specified as 5% and the length scale $l$ is taken to be the diameter $d$ of the injection orifice. The temperature is assigned a non-dimensional value of 0.

• Adiabatic Wall:
The wall at the turbine blade surface (from the leading edge line to the outlet) is assumed to be adiabatic and impermeable with zero tangential velocity. The standard 'wall function' described by Launder and Spalding (1974) is used. The front section before the stagnation line at the bottom of the main flow region is treated as a zero flux and free-slip condition due to the flow symmetry about the stagnation line.

• Periodic Condition:
The periodic (cyclic) condition is used on the boundaries in the spanwise direction (i.e., the south and north planes). Such a boundary condition assumes that there are an infinite number of orifices in the spanwise direction.

• No-Flux Condition:
The top boundary is located at a distance $30d$ in the $z$-direction from the symmetry planes, where the impermeable, free-slip condition is imposed.
• Outlet Condition:

The outflow boundary is located at a distance \(40d\) downstream from the semi-cylindrical end. The zero-gradient condition in the streamwise direction is imposed for all dependent variables at the outlet boundary. It was sufficiently far downstream to ensure that the flow in the upstream region was not affected by downstream conditions.

### 7.5 Computational Procedure

The CMGFD code described in Chapter 5 was used to carry out computations of flow and film cooling effectiveness for mass flow ratios of \(M_\infty = 0.52\) and \(M_\infty = 0.97\), where \(M_\infty\) is the overall mass flow ratio averaged from all injection orifices which is defined as \(M_\infty = \frac{U_c}{U_\infty}\). Here \(U_{\infty}\) is the free-stream velocity and \(U_c\) is the average coolant injection velocity. Due to the strong pressure gradient near the leading edge, the mass flow from the first row (located at \(\pm 15^\circ\) of the semi-circle from the stagnation line) is less than that in the second row (located at \(\pm 44^\circ\)). Following the notation of Salcudean et al (1994a), the mass flow ratio for the first and the second rows are denoted as \(M_{15}\) and \(M_{44}\), respectively. The mass flow ratios \(M_{15}\) and \(M_{44}\) were obtained by Salcudean et al (1994a) by measuring the discharge flow rate and are given by the following relations.

1. If \(M_\infty = 0.52\), then \(M_{15} = 0.3\) and \(M_{44} = 0.75\).

2. If \(M_\infty = 0.97\), then \(M_{15} = 0.86\) and \(M_{44} = 1.08\).

These values were used to calculate the turbulence kinetic energy and dissipation rate at the coolant duct inlets. For both mass flow ratios, the coolant duct Reynolds number \(Re\) is equal to 4200 as in the experimental study, where \(Re = \frac{\rho U_c d}{\mu}\) is based on the overall...
average coolant velocity $U_c$, injection orifice diameter $d$, and the viscosity and density of the air at STP.

A two-level multigrid was used for the computations of the mass flow ratio $M_\infty = 0.52$. No special effort was made for the initialization of the solution. On the coarse grid, all the dependent variables except $k$ and $\epsilon$ were set to zero, and $k$ and $\epsilon$ were set equal to the values in the free stream. The converged solution was prolonged to the fine grid where the FAS procedure was applied.

It was observed that heavy under-relaxation was necessary to obtain a converged solution. This is mainly due to the first row of injection holes where the jet exits are located in the high pressure region. Convergence was not obtained until $\alpha_m$ and $\alpha_p$ were reduced to 0.5 and 0.3 respectively, where $\alpha_m$ is the under-relaxation factor for momentum equations, and $\alpha_p$ is the under-relaxation factor for pressure and the $k - \epsilon$ equations. Furthermore, under-relaxation of the turbulence production rate, the turbulence viscosity, and near wall turbulence quantities was applied to facilitate convergence of the computations. For the mass flow ratio $M_\infty = 0.97$ convergence was even more difficult to obtain. To overcome this difficulty, the converged solution for $M_\infty = 0.52$ was used as the initial solution for this calculation. This approach was found to be very useful. The maximum residuals of all the discrete governing equations dropped by 4 orders of magnitude in about 400 iterations for $M_\infty = 0.52$ and 480 iterations for $M_\infty = 0.97$. Further iterations were carried out to achieve a residual drop of 8 orders of magnitude. Grid independence studies have shown that, for the number of computational nodes equal to half of that used in the final calculations, the film cooling effectiveness was lowered as much as 20% while decreasing the number of nodes by 30% lowered effectiveness by 5%. One can conclude that the results predicted here for the finest grid are approaching grid independence. Full grid independence can not be achieved with the standard wall treatment in turbulent flows.
7.6 Results and Discussion

The computational results are presented in this section. It should be mentioned that the solutions are not presented in the complete computational domain in most of the figures for reasons of clarity. The flow region near the curved blade surface and the injection orifice exits contains the most rapid changes of dependent variables, while the region far from the curved blade surface tends to be more uniform. Therefore, most of the figures show the region near the blade surface and injection orifice exits.

Figure 7.5 presents the calculated solutions in the xz-plane and in a plane through the centerline of the injection orifice (that is, the north or south plane) in the first row for \( M_\infty = 0.52 \). It should be noted that the orifice length projected on the xz-plane is only half of the length of the orifice as viewed in the figures due to the inclination angle in the spanwise direction. Here, Figure 7.5a shows a local velocity field around the curved blade surface. Figure 7.5b shows the pressure distribution in the xz-plane for the entire computational domain. The non-dimensional pressure is expressed as \( \frac{p}{p_{ref}} \), where \( p_{ref} \) is the pressure at the center of the stagnation line. Figures 7.5c & 7.5d show close-up views of the velocity and pressure fields, respectively, near the orifice exit and curved blade surface. It can be seen that the orifice exit is located in a high pressure region. The coolant in the front region of the orifice is not blown out directly into the main flow due to the high pressure near the leading edge which causes some of the hot fluid to flow into the coolant orifice. The velocity in this region is nearly parallel to the blade surface. Figure 7.5e shows the distribution of non-dimensional temperature \( \theta \), where \( \theta = \frac{T - T_c}{T_\infty - T_c} \). It can be seen that the temperature is higher than the coolant temperature in a small interior region near the coolant tube exit. Non-dimensional temperature in this case is equal to non-dimensional concentration, the number 0 being assigned to the pure coolant and the number 1 being assigned to the free stream fluid. Figure 7.5f shows
Figure 7.5: $M_{\infty} = 0.52$; Solutions at the streamwise plane (xz-plane) through the centerline of the 15° coolant orifice: (a) local velocity field around the curved blade surface, (b) pressure distribution in the whole xz-plane, (c) local velocity field (near the orifice exit) and (d) local pressure, (e) local temperature, (f) local turbulence kinetic energy.
Figure 7.6: $M_\infty = 0.97$; Solutions at the streamwise plane through the centerline of the 15° coolant orifice: (a) local velocity field around the curved blade surface, (b) pressure distribution in the whole xz-plane, (c) local velocity field (near the orifice exit) and (d) local pressure, (e) local temperature, (f) local turbulence kinetic energy.
the distribution of the turbulence kinetic energy normalized as $\frac{10k}{U^2_\infty}$. It can be seen that the turbulence is mainly produced in the region downstream of the orifice and is close to the blade wall.

Figure 7.6 presents the results for $M_\infty = 0.97$ in the same manner. Unlike the previous result for $M_\infty = 0.52$, the coolant in the upstream region of the orifice is blown directly into the hot flow field, although the velocity profile at the exit is still strongly non-uniform. From Figure 7.6e it can be seen that there is little dilution of the coolant flow in the coolant duct. From both the distribution of non-dimensional temperature and turbulence kinetic energy, it can be seen that the coolant penetrates farther into the hot air for $M_\infty = 0.97$ than for $M_\infty = 0.52$. This is one of the reasons why a higher mass flow ratio may not produce higher film cooling effectiveness. Figures 7.7 and 7.8 present similar results in the xz-plane through the coolant tube of the second row for $M_\infty = 0.52$ and $M_\infty = 0.97$ respectively. Unlike the first row, the second row injection is located in a lower pressure region. The lowest pressure occurs just downstream of the injection orifice.

The turbulence kinetic energy is larger at $M_\infty = 0.97$ than that at $M_\infty = 0.52$. It is also larger for the second row than for the first row. It should be noted that the turbulence kinetic energy at the entrance of the coolant orifice which is specified as the inlet boundary condition is not convected to the interior of the orifice. This is because the source terms are dominant in the $k-\epsilon$ equations and the convection terms are small. The inlet $k$ and $\epsilon$ values have little influence on the interior turbulence and the turbulence is mainly produced by the generation term (contained in the source terms of $k-\epsilon$ equations) and 'wall function'. Therefore, the use of estimated, uniform $k-\epsilon$ values at the inlet boundaries is likely adequate.

Comparison of Figures 7.5-7.8 shows that, as expected, the coolant penetrates further
Figure 7.7: $M_\infty = 0.52$; Solutions at the streamwise plane through the centerline of the 44° coolant orifice: (a) local velocity field around the curved blade surface, (b) pressure distribution in the whole $xz$-plane, (c) local velocity field (near the orifice exit) and (d) local pressure, (e) local temperature, (f) local turbulence kinetic energy.
Figure 7.8: \( M_\infty = 0.97 \); Solutions at the streamwise plane through the centerline of the \( 44^\circ \) coolant orifice: (a) local velocity field around the curved blade surface, (b) pressure distribution in the whole \( xz \)-plane, (c) local velocity field (near the orifice exit) and (d) local pressure, (e) local temperature, (f) local turbulence kinetic energy.
into the hot fluid with increasing mass flow ratio. The velocity at the orifice exit is very complex and depends on the orifice location and mass flow ratio; an assumption of a uniform velocity profile at the exit plane can be very inaccurate. The pressure distribution shows that the highest pressure occurs upstream of the first row and the lowest pressure occurs at the downstream edge of the second row. This produces a more non-uniform distribution of the flow at the coolant tube exit in the first row than in the second row. This effect is more noticeable at low mass flow ratios than at high mass flow ratios.

Figure 7.9 shows the development of vortices for \( M_\infty = 0.52 \) in planes which are perpendicular to the blade surface and which are between the first and the second rows. Here, angle "\( \alpha \)" indicates the angular position of the plane on the semi-circular blade surface. The figure is shown with a longer domain in the y-direction for reasons of clarity by extending the computational domain using the periodic boundary condition. Figure 7.9a shows the velocity field in the plane through the centerline of the first row of orifices. The velocity is generally directed downward except in the region near the blade surface. This is not surprising since the plane through the first row forms a sharp angle (15°) with the free stream direction. No vortices are observed in this plane. The high pressure at the exit of the orifices causes the field to flow in both directions and the effect of the lateral injection can not be observed.

Figure 7.9b shows the velocity field in the cross plane at \( \alpha = 22^\circ \), which is approximately at \( x/d = 0.6 \) downstream from the centerline of the first row of orifices. Figures 7.9c and 7.9d show the velocity vectors in the cross planes at \( \alpha = 28^\circ \) \( (x/d = 1.2) \) and \( \alpha = 36^\circ \) \( (x/d = 1.8) \) respectively, which clearly show the streamwise vortices. Figure 7.10 presents velocity vectors for \( M_\infty = 0.97 \) in the same manner. Unlike the previous case, the lateral injection is obvious at \( \alpha = 15^\circ \) \( (x/d = 0) \) and in the positive \( y - axis \) direction close to the wall. No vortices can be observed in this plane, but they can be seen along
Figure 7.9: $M_{\infty} = 0.52$; Velocity fields at cross-stream planes which are perpendicular to the blade surface: (a) $\alpha = 15^\circ$, (b) $\alpha = 22^\circ$, (c) $\alpha = 28^\circ$ and (d) $\alpha = 36^\circ$. 
Figure 7.10: $M_\infty = 0.97$; Velocity fields at cross-stream planes which are perpendicular to the blade surface: (a) $\alpha = 15^\circ$, (b) $\alpha = 22^\circ$, (c) $\alpha = 28^\circ$ and (d) $\alpha = 36^\circ$. 
Figure 7.11: $M_\infty = 0.52$; Velocity fields at cross-stream planes which are perpendicular to the blade surface: (a) $\alpha = 44^\circ$, (b) $\alpha = 55^\circ$, (c) $\alpha = 60^\circ$ and (d) $\alpha = 80^\circ$.

the other three locations. It can be seen that the vortices formed above the orifices are displaced spanwise to the right side as the plane moves downstream.

Figures 7.11 and 7.12 show the velocity fields in cross planes downstream of the second row of coolant orifices. The flow pattern differs significantly from those presented in the previous figures. Vortices are now formed closer to the orifice centerline and are stronger. It is worthwhile mentioning that the formation of vortices is quite different from that reported by Vogel (1994) for streamwise injection. In the latter, the large
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Figure 7.12: $M_{\infty} = 0.97$; Velocity fields at cross-stream planes which are perpendicular to the blade surface: (a) $\alpha = 44^\circ$, (b) $\alpha = 55^\circ$, (c) $\alpha = 60^\circ$ and (d) $\alpha = 80^\circ$. 
vortices tend to lift the coolant from the surface, enhance mixing and thereby decreasing cooling effectiveness. For the present, lateral injection, the vortices are smaller, form further downstream, and further from the blade surface than with streamwise injection.

The predicted film cooling effectiveness on the blade surface for $M_\infty = 0.52$ is shown in Figure 7.13. It can be seen that the coolant from the first row of orifices flows through the surface located between the cooling orifices of the second row, providing good coverage of the blade surface. This broad coverage, with flow from the first row covering the span between second row of orifices was also obtained by Salcudean et al (1994a). The measured film cooling effectiveness is shown in Figure 7.14 for comparison. The spanwise average effectiveness is shown in Figure 7.15 for $M_\infty = 0.52$ together with the experimental curve. Here the x-axis is the curved distance $x/d$ from the stagnation line and the y-axis is the spanwise averaged film cooling effectiveness. The agreement between the two results is good.
Figure 7.14: Contours of measured FCE for $M_\infty = 0.52$ at the blade surface.

The film cooling effectiveness on the blade surface for $M_\infty = 0.97$ is shown in Figure 7.16. For comparison, the experimental contours of film cooling effectiveness are shown in Figure 7.17 for a mass flow ratio of $M_\infty = 0.97$. There are some discrepancies between the predicted and measured results. It can be seen that the coolant from the first row of orifices is blown toward the orifices of the second row, leaving a significant region of the blade surface with poor coolant coverage. This observation is in agreement with experiments (Salcudean et al 1994a). The predicted spanwise averaged film cooling effectiveness together with the experimental curve is shown in Figure 7.18. The agreement is fair but not as good as for $M_\infty = 0.52$. At high mass flow ratios the coolant penetrates deeper into the outer flow field and produces a much more complex flow involving anisotropic film jet spreading and non-equilibrium turbulence. Therefore, the treatment of turbulence using the standard $k-\epsilon$ model does not represent the flow as accurately.
Figure 7.15: $M_\infty = 0.52$; Comparison of the spanwise averaged film cooling effectiveness with the measured result.

Figure 7.16: Contours of predicted FCE for $M_\infty = 0.97$ at the blade surface.
Figure 7.17: Contours of measured FCE for $M_\infty = 0.97$ at the blade surface.

Figure 7.18: $M_\infty = 0.97$; Comparison of the spanwise averaged film cooling effectiveness with the measured result.
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7.7 Closure

Computations of film cooling are carried out for a UBC experimental blade model using the methods described in this thesis. From the present calculations, the following observations are made:

- The flow field shows significant differences between the first row and the second row because of the pressure variation on the blade surface. Flow at the exit of the orifices is very non-uniform, particularly at the front row.

- The interaction between the main flow and coolant shows a different vortex formation in the present spanwise injection from that observed in streamwise injection. The vortices are weaker, form further downstream, and are further from the blade surface. Therefore, the lifting of the coolant from the surface which occurs for streamwise injection is not as significant for spanwise injection.

- Examination of the film cooling effectiveness shows good coverage for $M_\infty = 0.52$, where the coolant from the first row flows between the orifices of the second row. For $M_\infty = 0.97$ the coolant from the first row of orifices blows toward the orifices of the second row and therefore the coverage is poor. A comparison of film cooling effectiveness with experimental observations shows good agreement for $M_\infty = 0.52$ and fair agreement for $M_\infty = 0.97$.

- The present study shows that the computational methods and codes developed in this thesis have the potential to model the complex cooling process in an actual turbine blade geometry.

Further improvements of the computational results may be possible with improvements of the turbulence and near wall modeling, and extension of the computational domain to include a part of the plenum.
Chapter 8

Conclusions And Recommendations

8.1 Conclusions

A computational capability has been developed for the prediction of film cooling of turbine blades. This includes the development of two comprehensive numerical codes and the associated methods. The codes involve several numerical methods, including curvilinear coordinate-based calculations, multigrid acceleration, domain segmentation, and grid generation. A detailed investigation of these methods is carried out and novel techniques are proposed to improve the methods. Conclusions on theory development and application are given in the following.

- A computational method using general curvilinear grids is proposed. The method uses a novel discretization to overcome the difficulties associated with the use of non-smooth grids. The numerical scheme is formulated directly using the coordinate-invariant governing equations and the physical geometric quantities which include the cell-surface areas, the surface normal vectors, and the cell volumes, instead of the commonly-used covariant and contravariant vectors. This method avoids the coordinate derivatives of transformation which are not well defined for non-smooth grids and allows for the use of significantly non-smooth grids. A new scheme for handling the non-orthogonal terms in the momentum equations is proposed. This scheme contributes to the main diagonal terms in the resulting coefficient matrix and allows for an implicit treatment of the non-orthogonal quantities,
without increasing the number of computational molecules. This treatment of the non-orthogonal terms enhances computational stability and convergence rate. The physical tangential velocity components, resulting from the velocity expansion in the unit tangent vector basis, are proposed as dependent variables in the momentum equations. A coupled solution procedure is used in place of the pressure-correction equation associated with grid non-orthogonality. A number of flow problems have been studied using the proposed method which include flows in a skewed cavity, flows in a curved pipe and ducts, and flows through a circular cylinder.

• Calculations of turbulent flow in curvilinear coordinates have been investigated. The curvilinear coordinate-based method developed for laminar flows in complex geometries has been generalized to turbulent flows. The \( k-\epsilon \) two-equation model together with the 'wall function' treatment is used as the turbulence closure. Discretization of the \( k-\epsilon \) equations is presented with particular attention to the linearization of the source terms and calculation of the turbulence energy generation rate. Methods are introduced to facilitate the calculation of the energy generation rate and enhance the computational stability. A formulation for the 'wall function' in general curvilinear grids is presented. The performance of the developed method is studied through several three-dimensional, turbulent flows.

• Multigrid acceleration of three-dimensional, laminar flows in general curvilinear grids is studied. It was found that the discrete governing equations on different grid levels can become inconsistent in some curvilinear grids due to complex flow boundaries, thus reducing the efficiency of the multigrid algorithm. A novel technique has been proposed to solve this problem. Computations using grids with both significant non-orthogonality and strong curvature showed that the developed
multigrid algorithm is very efficient. Unlike the phenomenon reported in the literature, the number of effective grid levels useful for the multigrid method was not limited by the geometrical complexities of the computational domain with the present method, even for seriously degraded coarse grids.

• Several techniques which help the performance of the multigrid method in turbulent flows are introduced. Particularly, it is found that the formulation of the coarse-grid defect equation using the 'wall function' can cause inconsistency of the governing equations between fine and coarse grids. This problem is discussed in detail and a novel practice is proposed to allow the successful implementation of the multigrid method in turbulent flows. A similar approach was also developed independently by Sun (1994).

• Calculations using block-structured (multi-block) curvilinear grids are investigated. The method developed for single-domain computations in general curvilinear grids is generalized to multi-domains by using a domain segmentation technique. Particular attention has been given to the communication between different domains. The performance of the multi-block method is investigated through several computational examples which show that the developed method works well and allows for the use of significantly discontinuous grid slopes at interfaces.

• One of the contributions of the present thesis is that a block-structured, curvilinear coordinate-based, finite-volume code, CMGFD, has been developed based on an existing Cartesian coordinate-based CFD code. The methods described in this thesis, such as the curvilinear coordinate-based method, have been implemented in the code in several steps, from simple cases to complex ones. At each step, detailed investigations of the method and validations of the code are performed in order to achieve an efficient and accurate code. An efficient multigrid method
is implemented in the code and promises fast convergence for both laminar and turbulent flows. This code has the capability to deal with arbitrary geometries by using separate curvilinear grids in different flow regions. There is no restriction for curvilinear grids to be used and no limitation on the number of segments which can be used in the flow region.

- A multi-block and multigrid grid generation code, MBEGG, has been developed to support the application of the CMGFD code. The code is based on an elliptic grid generation method which solves three elliptic, partial differential equations. Methods to achieve certain grid quantities, such as stretching and orthogonality, through the use of control functions have been implemented in the code. When these grid quantities are initially specified by users, the code can choose the appropriate source terms to obtain the desired grid. A multigrid method is developed to solve the three elliptic equations which provides an efficient grid generator. The capability of the code is demonstrated through the application to a number of problems. It can be used to generate block-structured curvilinear grids in arbitrary 2D or 3D domains.

- Computations are carried out for film cooling of a turbine blade model at UBC. In these calculations, the flow and the associated heat transfer are solved using a block-structured, curvilinear grid generated by the MBEGG code which exactly represents the inclined, round film-holes and the curved blade surface. Detailed flow field and heat transfer data are obtained which improves the understanding of the complex flow. The predicted vortex structures show how the coolant is lifted and mixed with hot flows. Comparisons with experiments show good agreement at low mass flow ratios, however, the agreement deteriorates at higher mass flow ratios due to deficiencies of the $k – \epsilon$ turbulence model with 'wall function' treatment.
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Further improvement is expected by using more sophisticated turbulence models.

8.2 Recommendations for Future Work

Some recommendations for future work are made as follows:

- The turbulence modeling is a major source of numerical errors for many engineering flow calculations. The present study shows that the $k - \epsilon$ model with the ‘wall function’ treatment is inadequate for predicting film cooling of turbine blades with high mass flow ratios. Further studies are needed in this area, possibly using non-isotropic, higher-order closure turbulence models or multiple-time-scale models. The near-wall turbulence treatment to represent the increased mixing occurring at high mass flow ratios should be further investigated.

- At the time of this study the CMGFD code is limited to incompressible flows with constant density. However, many engineering flows involve variable density, such as the film cooling problem with cool air or $CO_2$ as coolant. Therefore, it is worthwhile to generalize the CMGFD code to include variable density flows.

- The film cooling efficiency of a turbine blade is influenced by many factors, such as the mass flow ratio, and the shape and location of the injection orifices. Therefore, in order to achieve an optimal design for film cooling, a parametric study should be carried out. This is possible with the numerical codes developed here.

- The transfer of data between subdomains is critical for multi-domain calculations. It is often the source of numerical error and slow convergence, especially for non-matched grids at interfaces. Some methods use one set of overlapping cells while other methods use two sets of overlapping cells to facilitate the data transfer between neighbouring subdomains. However, there is a lack of detailed information
about the efficiency of these methods. Further investigations would be useful in order to achieve an efficient and accurate solver.

- The numerical scheme adopted in this thesis is based on the power-law profile of Patankar (1980) for convection-diffusion which is a low-order scheme. Most of the applications of higher-order schemes are limited to Cartesian coordinates. The development and investigation of higher-order schemes in curvilinear grids would be very worthwhile.

- Grid generation is one of the major tasks in numerical simulation for flows in complex geometries. The developed grid generation code, MBEGG, can be used for generating block-structured, curvilinear grids in complex geometries. However, there are several aspects which require further consideration. In particular, the code has no capability for generating grids with continuous grid slopes across the interfaces for multi-domains. One possible method is to iteratively adjust the source terms near the interface to achieve smooth grids.

- Although the CMGFD and MBEGG codes are able to simulate laminar/turbulent flows in arbitrary 2D/3D geometries, the application of these codes is problem/user dependent. It would be very useful to develop these codes into a user-friendly package.
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