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Abstract

This thesis applies a numerical technique to a central bank control problem. The bank tries to control the inflation by influencing the nominal interest rates using the bank rates. The mathematical model is a two-dimensional singular control problem. The numerical method used is the Markov chain approximation method. We compute the optimal control and have some heuristic discussion on the convergence of the numerical method. Then we estimate the parameters in our model by the method of moments. We analyze the results from computing the control in the model with the estimated parameters and an economic interpretation is given.
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Chapter 1

Introduction

In recent years, using numerical methods to solve stochastic singular control problems has become an active area of research. Loosely speaking, we can think of a singular control as a sequence of small impulses, but the control cannot be represented as an integral of a “control rate”, because the “rate” might not be a bounded function. The interest in this class of stochastic singular control problems has been increasing rapidly due to the fact that this type of problems has been frequently used in modeling the real world systems, especially economic systems (such as the one in this thesis). However, only limited analytical results are available for singular control problems. Even if the existence of an optimal control can be shown under some assumptions (such as in Haussmann and Suo [9] and [10]), usually we are not able to find that optimal control analytically. So people have started to look for a numerical approach.

Generally, there are two methods of discretization. The first one is the discretization of a variational inequality that the value function satisfies. (In the language of control theory, the variational inequality is called Hamilton-Jacobi-Bellman (HJB) equation.) This method is an extension of the numerical schemes for deterministic differential equations. Examples in this category can be found in Tourin and Zariphopoulou [21], Bancora-Imbert, et al. [2] and Akian, et al. [1]. The second method is a direct discretization of the continuous stochastic process. Usually, we call this the Markov chain approximation. The approximate Markov chain can be constructed by purely probabilistic methods which do not require the use of the analytical properties of the HJB equation. (Although sometimes the HJB equations can be suggestive of good approximate Markov chains.) This is one of the advantages of the second method over the first one since for many classes of problems, little is known about the analytical properties...
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of the HJB equations. In this category, there is an example by Fitzpatrick and Fleming [6], although they dealt with a regular control problem. A systematic and detailed explanation can be found in Kushner and Martins [16], and Kushner and Dupuis [15]. In this thesis, we apply the methods in [16] and [15] to a central bank control problem.

In Chapter 2, we introduce the mathematical model for the central bank control problem. According to Binhammer [3] (cf. pp.309-310, pp.317-327), the Bank of Canada uses bank rates as one of its control factors to affect the short term interest rates so that the money supply growth is held in a certain range and thus the inflation is kept at some target level. We try to describe this behavior in terms of stochastic processes. Our model, based mainly on the work of Chiarolla and Haussmann [5], is a two-dimensional infinite horizon stochastic singular control problem. The stochastic processes of the nominal interest rate and the inflation rate are jointly dependent. The bank rate, which plays the role of control, is assumed to affect the interest rate directly and additively. The value function reflects the bank's desire to keep the interest rates and the inflation low over the long run and its reluctance to make large changes in the bank rate.

Chapters 3 and 4 explain how the Markov chain approximation method in [16] and [15] is applied to the model introduced in Chapter 2. Chapter 3 deals with the construction of a Markov chain that approximates the continuous system. For the purpose of numerical computations, in Section 3.1, we modify our model a bit by restricting the process to a finite domain. Sections 3.2 through 3.4 obtain the transition probabilities for the approximate chain in different cases. The control problem for the approximate chain is established in Section 3.5. Methods for solving the discretized control problem are given in Chapter 4. In Section 4.1, the dynamic programming equation for the chain is derived. Section 4.2 compares the dynamic programming equation with the HJB equation. Sections 4.3 and 4.4 explain the iteration methods for computing the dynamic programming equation by iteration. Section 4.5 makes some observations on the convergence of the iteration methods and the convergence of the Markov chain approximation.
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The numerical results are included in Chapters 5 and 6. In Chapter 5, we test our approximation method on the model using artificial parameters. There are three test problems and the results confirm the convergence comments made in Section 4.5. Chapter 6 analyzes our model using the data from Statistics Canada. Section 6.1 describes the data we use. Section 6.2 explains the method of moments that we use and the results are given in Section 6.3. Section 6.4 shows the control results by using the parameters derived in Section 6.3, and the economic interpretation is given.

We conclude in Chapter 7.
The continuous model introduced in this chapter is from the work of Chiarolla and Haussmann [5]. Let \((\Omega, \mathcal{F}, \mathcal{P})\) be a fixed complete probability space and \((\mathcal{F}_t)_{t \geq 0}\) a given filtration. We suppose that the stochastic differential equations of nominal interest rate and inflation rate are

\[
\begin{align*}
    dx_1(t) &= (a_1 + b_{11}x_1(t) + b_{12}x_2(t))dt + \sigma_1 dW(t) + cdk(t) \\
    dx_2(t) &= (a_2 + b_{21}x_1(t) + b_{22}x_2(t))dt + \sigma_2 dW(t)
\end{align*}
\]

with initial values

\[
\begin{align*}
    x_1(0^-) &= x_1 \\
    x_2(0^-) &= x_2
\end{align*}
\]

where \(x_1(t)\) and \(x_2(t)\) represent the nominal interest rate and inflation rate at time \(t\) respectively. \(k(t)\) represents the bank rate at time \(t\) and the constant \(c\) measures the rate of influence that the change of bank rate will have on interest rate. \(W(t) = (w_1(t) \ w_2(t))^t\) is an \(\mathbb{R}^2\)-valued standard Brownian motion with \(w_1(t)\) and \(w_2(t)\) independent of each other, representing uncertainty in the economy. \(\sigma_1 = (\sigma_{11} \ \sigma_{12})\) and \(\sigma_2 = (\sigma_{21} \ \sigma_{22})\) are volatility coefficients. \(a_1, b_{11}, a_2, b_{21}, b_{22}\) are constants.

Let

\[
    X(t) = \begin{pmatrix} x_1(t) \\ x_2(t) \end{pmatrix}, \quad X = \begin{pmatrix} x_1 \\ x_2 \end{pmatrix}, \quad \sigma = \begin{pmatrix} \sigma_1 \\ \sigma_2 \end{pmatrix}, \quad K(t) = \begin{pmatrix} ck(t) \\ 0 \end{pmatrix}
\]

\[
    B(X(t)) = \begin{pmatrix} a_1 + b_{11}x_1(t) + b_{12}x_2(t) \\ a_2 + b_{21}x_1(t) + b_{22}x_2(t) \end{pmatrix}
\]
then (2.1) and (2.2) can be rewritten in a short form
\[
dX(t) = B(X(t))dt + \sigma dW(t) + dK(t)
\]
(2.3)
\[
X(0^-) = X.
\]
(2.4)

The set \( \mathcal{U}(X) \) of admissible controls is the collection of adapted stochastic processes \( k(t) \) which are right continuous with limits on the left, having locally bounded variation and \( k(0^-) = 0 \). The process \( X(t) \) is thus right continuous with left hand limit and (2.3) and (2.4) are equivalent to:
\[
X(t) = X + \int_0^t B(X(s))ds + \sigma \int_0^t dW(s) + K(t)
\]
for \( t \geq 0 \).

The cost function corresponding to the control \( k \) is defined as
\[
J_X(k) = E_X \left\{ \int_0^\infty \frac{1}{2} \left( \mu x_1^2(t) + x_2^2(t) \right) e^{-\rho t} dt + \alpha \int_0^\infty e^{-\rho t} dv_k(t) \right\}
\]
(2.5)
where \( E_X \) denotes expectation given the initial condition \( X = (x_1, x_2) \) and \( v_k(t) = \text{var}(k : [0^-, t]) \). \( \alpha \) and \( \mu \) are weights with \( \alpha > 0 \) and \( \mu \geq 0 \). \( \rho \) is a given positive discount factor. The problem is to minimize \( J \) over all admissible controls and to find the value function
\[
V(X) = \inf_{\mathcal{U}(X)} J_X(k).
\]
(2.6)

We are here facing an infinite horizon singular control problem which is similar to the one in Chiarolla and Haussmann [5], although they used a finite horizon. Compared to their optimal cost function, ours is time independent. That is why in (2.6) \( V \) is only a function of \( X \). From their results, we expect that our \( V(X) \) has weak second derivatives in \( L^\infty(\mathbb{R}^2) \) and satisfies the following variational inequality
\[
\min \left\{ \mathcal{L}V - \rho V + \frac{1}{2}(\mu x_1^2 + x_2^2), \min\{\alpha - V_{x_1}, \alpha + V_{x_1}\} \right\} = 0
\]
(2.7)
where
\[
\mathcal{L}V = (a_1 + b_{11}x_1 + b_{12}x_2)V_{x_1} + (a_2 + b_{21}x_1 + b_{22}x_2)V_{x_2} + \frac{1}{2} \sum_{i,j=1}^{2} a_{ij} \frac{\partial^2 V}{\partial x_i \partial x_j}
\]
(2.8)
and

\[ a_{ij} = \sum_{k=1}^{2} \sigma_{ik} \sigma_{jk} \]

so if \( a = (a_{ij}) \), then

\[ a = \sigma \sigma'. \]  \hspace{1cm} (2.9)

In the following chapters we are going to approach this singular control problem from a numerical perspective.
Chapter 3

Markov Chain Approximation

In this chapter we are going to find a discrete Markov chain that approximates the system (2.1) and (2.2) and the associated discretized control problem for which the desired computation can be carried out. The approximating Markov chain is chosen such that certain “local” properties of the approximating chain are “similar” to those of the original controlled process. We follow Kushner and Martins [16] and Kushner and Dupuis [15].

3.1 The numerical boundary and the numerical grid.

The state space for the process (2.1) and (2.2) is on the whole plane. However, for the purpose of numerical computation, we need to constrain the process to take values in a finite domain which should be big enough to retain the essential features of the process and the corresponding control problem. The boundary of the finite domain thus defined is called the numerical boundary because it is not a real boundary. The finite domain we use is a two dimensional box $G = [A_{11}, A_{21}] \times [A_{12}, A_{22}]$ as shown in Figure 3.1. (Nb. Restricting the domain to a suitably large rectangle has little effect on the result, cf. Figure 6.8.)

With the numerical boundary, we must add a boundary condition. A direct and intuitive choice is to make the boundary reflecting. So (2.1) is revised to the following:

\[
\begin{align*}
dx_1(t) &= (a_1 + b_{11}x_1(t) + b_{12}x_2(t))dt + \sigma_1dW(t) + cdk(t) + dY_1(t) - dU_1(t) \\
\end{align*}
\]

\[
\begin{align*}
\frac{dx_2(t)}{dt} &= (a_2 + b_{21}x_1(t) + b_{22}x_2(t))dt + \sigma_2dW(t) + dY_2(t) - dU_2(t)
\end{align*}
\]

where $Y_i(\cdot) (i = 1, 2)$ and $U_i(\cdot) (i = 1, 2)$ are reflection terms which are nondecreasing. $Y_i(\cdot) (i = 1, 2)$ can increase only when $x_i(t) = A_{1i} (i = 1, 2)$ and $U_i(\cdot) (i = 1, 2)$ can increase only when $x_i(t) = A_{2i} (i = 1, 2)$. This is illustrated in Figure 3.1. The other symbols in (3.1) are
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Figure 3.1: Numerical boundary

same as in (2.1). Here we have assumed that the reflection direction is perpendicular to the boundary. Note that at the corner of the rectangular boundary, the reflection direction can be any combination of \( Y_i(\cdot) (i = 1, 2) \) and \( U_i(\cdot) (i = 1, 2) \) as long as it points into \( G \).

Since the discrete Markov chain will be defined on a discrete state space, first we need to discretize the region \( G \). This is shown in Figure 3.2. Let \( h \) be an approximation parameter (\( h \) is a scalar here, but it could be vector valued, that is, the grid spacing could depend on the direction, cf. Kushner and Dupuis [15], Section 5.3.1), then define the \( h \)-grid \( G_h \) on \( G \) by

\[
G_h = \{(A_{11} + mh, A_{12} + lh) : 0 < m < (A_{21} - A_{11})/h, 0 < l < (A_{22} - A_{12})/h\}
\]

where we assume, without loss of generality, that \( (A_{21} - A_{11}) \) and \( (A_{22} - A_{12}) \) are integral multiples of \( h \). Define the “extended \( h \)-grid” \( G^+_h = \{ (A_{11} + mh, A_{12} + lh) : -1 < m < (A_{21} - A_{11})/h + 1, -1 < l < (A_{22} - A_{12})/h + 1 \} \). Define \( \partial G_h = G_h \cap \partial G \), the grid points on the boundary of \( G \) and the “reflecting boundary” \( \partial G^+_h = G^+_h \cap \partial G \). The extended grid \( G^+_h \) and \( \partial G^+_h \) are introduced to simplify the exposition.
With all the preparation above, we are ready to construct a Markov chain that “behaves like” (3.1), a controlled diffusion process with reflection on the boundary. Intuitively, the control term $k(\cdot)$ and the reflection terms $Y_i(\cdot)(i = 1, 2)$ and $U_i(\cdot)(i = 1, 2)$ act either “instantaneously” or “impulsively”. So we can “split” the process into three cases:

1. Diffusion without control inside the domain.
2. Pure control inside the domain.
3. Reflection at the boundary $\partial G_h^+$.

The chain and the control will be chosen so that only one of the three cases happens at each step.

In the following sections, $\xi^h_n (n < \infty)$ is the discrete approximate Markov chain on $G_h^+$. 

---

Figure 3.2: h-grid $G_h$ and $G_h^+$
3.2 The transition functions: case 1.

This is the case when $\xi_n^h = X \in G_h$ and no control is applied. Following the method in Kushner and Dupuis [15], the transition functions are chosen such that the first two moments of $\Delta \xi_n^h = \xi_{n+1}^h - \xi_n^h$ are close to those of $\int B dt + \int \sigma dW$ over a small time interval. To be precise, the following "local consistency" conditions have to be satisfied:

\begin{align*}
E^h_{X,n} \Delta \xi_n^h &= B(X)\Delta t^h(X) + o(\Delta t^h(X)), \\
E^h_{X,n} [\Delta \xi_n^h - E^h_{X,n} \Delta \xi_n^h][\Delta \xi_n^h - E^h_{X,n} \Delta \xi_n^h]' &= a\Delta t^h(X) + o(\Delta t^h(X))
\end{align*}

where $a$ is the same as defined in (2.9) and $E^h_{X,n}$ denotes the conditional expectation given $\{\xi_i, i \leq n, \xi_n^h = X\}$.

Following the examples in Kushner and Dupuis [15], we constructed the transition functions by using a finite difference approximation of the derivatives in the uncontrolled problem's Hamilton-Jacobi-Bellman (HJB) equation:

\begin{equation}
-\mathcal{L}V + \rho V - \frac{1}{2}(\mu x_1^2 + x_2^2) = 0
\end{equation}

where $\mathcal{L}V$ is defined by (2.8).

Using a one sided scheme to approximate the first derivatives gives,

\begin{equation}
\frac{\partial V(X)}{\partial x_i} \to \begin{cases} 
\frac{[V(X + e_i h) - V(X)]}{h} & \text{if } B_i(X) \geq 0 \\
\frac{[(V(X) - V(X - e_i h)]}{h} & \text{if } B_i(X) < 0
\end{cases} (i = 1, 2)
\end{equation}

where $(B_1(X), B_2(X)) = B(X)$ (as in (2.4)) and $e_i (i = 1, 2)$ is the $i$th standard basis element in $\mathbb{R}^2$.

The difference scheme approximating the second derivatives is the following.

If $i = j (i, j = 1, 2)$,

\begin{equation}
\frac{\partial^2 V(X)}{\partial x_i \partial x_i} \to \frac{V(X + e_i h) + V(X - e_i h) - 2V(X)}{h^2}
\end{equation}

This is a standard central difference scheme for second derivatives.
Chapter 3. Markov Chain Approximation

If \( i \neq j \) and \( a_{ij} \geq 0 \) \((i, j = 1, 2)\),
\[
\frac{\partial^2 V(X)}{\partial x_i \partial x_j} \longrightarrow \frac{2V(X) + V(X + e_i h + e_j h) + V(X - e_i h - e_j h) - V(X + e_i h) - V(X - e_i h) - V(X + e_j h) + V(X - e_j h)}{2h^2} \tag{3.7}
\]
To make the above approximation clearer, the right hand part can be rewritten as
\[
\frac{1}{2} \left\{ \frac{V(X + e_i h + e_j h) - V(X + e_j h) - V(X)}{h} \right\} \left\{ \frac{V(X - e_i h) - V(X - e_j h) - V(X)}{h} \right\} / h
\]
So the idea is to approximate \( \frac{\partial V}{\partial x_i} \) first, then approximate the mixed second derivative. The grid points involved in the above scheme are shown in Figure 3.3(a). Note that the diagonal which has points on it is in the “forward direction”. Hence this scheme for mixed second derivatives shares the same principle as the one sided first derivative scheme.

If \( i \neq j \) and \( a_{ij} < 0 \) \((i, j = 1, 2)\), similarly, we have
\[
\frac{\partial^2 V(X)}{\partial x_i \partial x_j} \longrightarrow -\frac{2V(X) + V(X + e_i h - e_j h) + V(X - e_i h + e_j h)}{2h^2} + \frac{V(X + e_i h) + V(X - e_i h) - V(X + e_j h) + V(X - e_j h)}{2h^2} \tag{3.8}
\]
The grid points used is shown in Figure 3.3(b). Note that the diagonal which has points on it is in the “backward” direction.

![Figure 3.3: Grid points](image)

We assume that at each step the approximate chain only moves to the adjacent grid points as shown in Figure 3.4 (so there are eight possible positions each time). After some calculation
(cf. Appendix A) and recalling that $a_{12} = a_{21}$, we get the following transition probabilities. Notation $p^h((x_1, x_2), (y_1, y_2))$ stands for the transition probability from point $(x_1, x_2)$ to point $(y_1, y_2)$ and $X = (x_1, x_2)$.

\[ p^h((x_1, x_2), (x_1 + h, x_2)) = \left[ \frac{a_{11}}{2} - \frac{|a_{12}|}{2} + hB^+_1(X) \right] / Q^h(X) \]  

\[ p^h((x_1, x_2), (x_1 - h, x_2)) = \left[ \frac{a_{11}}{2} - \frac{|a_{12}|}{2} + hB^-_1(X) \right] / Q^h(X) \]  

\[ p^h((x_1, x_2), (x_1, x_2 + h)) = \left[ \frac{a_{22}}{2} - \frac{|a_{21}|}{2} + hB^+_2(X) \right] / Q^h(X) \]  

\[ p^h((x_1, x_2), (x_1, x_2 - h)) = \left[ \frac{a_{22}}{2} - \frac{|a_{21}|}{2} + hB^-_2(X) \right] / Q^h(X) \]  

\[ p^h((x_1, x_2), (x_1 + h, x_2 + h)) = \frac{1}{2} a_{12}^+ / Q^h(X) \]  

\[ p^h((x_1, x_2), (x_1 - h, x_2 - h)) = \frac{1}{2} a_{12}^- / Q^h(X) \]  

\[ p^h((x_1, x_2), (x_1 - h, x_2 + h)) = \frac{1}{2} a_{12}^+ / Q^h(X) \]  

\[ p^h((x_1, x_2), (x_1 + h, x_2 - h)) = \frac{1}{2} a_{12}^- / Q^h(X) \]
\[ p^h((x_1, x_2), (x_1 + h, x_2 - h)) = \frac{1}{2} a_{12}/Q^h(X) \]  

(3.16)

where the normalization factor (to make the \( p^h \)'s sum to 1) is

\[ Q^h(X) = a_{11} + a_{22} - \frac{1}{2}(|a_{21}| + |a_{12}|) + h(|B_1(X)| + |B_2(X)|). \]  

(3.17)

To make the probabilities well defined, that is, to make the probabilities nonnegative and the denominators in the above formulas nonzero, we need

\[ a_{11} > |a_{12}| \quad a_{22} > |a_{21}| \]  

(3.18)

If this restriction does not hold, we must look for other consistent transition probabilities (cf. Kushner and Dupuis [15], pp.109-110). Fortunately, the parameters we get for the model satisfy this condition (cf. Chapter 6).

If we define the interpolation interval

\[ \Delta t^h(X) = \frac{h^2}{Q^h(X)} \]  

(3.19)

then the chain defined by (3.9)-(3.16) is locally consistent with the uncontrolled diffusion process in a sense described by (3.2) and (3.3). Actually, it can be shown (cf. Appendix B) that

\[ E_{X,n}^h \Delta \xi_n^h = B(X) \Delta t^h(X) \]  

(3.20)

\[ E_{X,n}^h [\Delta \xi_n^h - E_{X,n}^h \Delta \xi_n^h] [\Delta \xi_n^h - E_{X,n}^h \Delta \xi_n^h]' = a \Delta t^h(X) + o(\Delta t^h(X)). \]  

(3.21)

### 3.3 The transition functions: case 2.

This is the case when \( \xi_n^h = X \in G_h \) and control is exerted. Since the control is "impulsive", we let \( \Delta t^h(X) = 0 \). Referring to (3.1), we can see that the control is one dimensional, so there are only two possible directions of the control: either increasing or decreasing along \( x_1 \)-axis. We let \( \Delta k_n^h \) denote the control action along \( x_1 \) direction at step \( n \). For programming simplicity, we restrict \( \Delta k_n^h \) so that the process only moves to the adjacent grid points. See Figure 3.5. If
control is exerted at $X$, then the process moves to the grid point either to the right or to the left of $X$. The restriction on the size of the control at each step that we have used here will yield the same limit results as using arbitrary values for $\Delta k_n^h$. (cf. Kushner and Martins [16], Section 5.)

![Figure 3.5: Control step](image)

We can express the above idea in terms of conditional probabilities. That is

$$p^h((x_1, x_2), (x_1 - h, x_2)|\Delta k_n^h = -h) = 1$$

$$p^h((x_1, x_2), (x_1 + h, x_2)|\Delta k_n^h = h) = 1.$$

We will see later that the control defined here give rise to a natural numerical procedure. In fact, it is very similar to a finite difference approximation of (2.7).

### 3.4 The transition functions: case 3.

This is the case when the approximate chain reaches the artificial boundary $\partial G_h^+$. The numerical step we are going to use is a simple and straightforward approximation of the reflection terms in (3.1). It takes $X = \xi_n^h \in \partial G_h^+$ to the nearest point on $G_h$ as shown in the figure 3.6. If we let $\Delta Y_{n,i}^h (i = 1, 2)$ and $\Delta U_{n,i}^h (i = 1, 2)$ denote the reflection at step $n$, then we have
$\Delta Y_{n,i}^h = h(i = 1, 2)$ and $\Delta U_{n,i}^h = h(i = 1, 2)$ when necessary.

![Figure 3.6: Reflection step](image)

Let $\Delta Y_n^h = (\Delta Y_{n,1}^h, \Delta Y_{n,2}^h)$ and $\Delta U_n^h = (\Delta U_{n,1}^h, \Delta U_{n,2}^h)$ and combine section 3.3 and section 3.4, then we can define

$$Y_n^h = \sum_{i=0}^{n-1} \Delta Y_i^h, \quad U_n^h = \sum_{i=0}^{n-1} \Delta U_i^h, \quad k_n^h = \sum_{i=0}^{n-1} \Delta k_i^h$$

### 3.5 The control problem for the chain.

We say that a control policy $k^h$ is admissible if it preserves the Markov property

$$P\{\xi_{n+1}^h = Y_i, \Delta k_i^h, i \leq n, \xi_0^h = X\} = p^h(X, Y|\Delta k_n^h).$$

Let $\Delta t_n^h = \Delta t_i^h(\xi_n^h)$ if $n$ is a pure diffusion step, and set $\Delta t_n^h = 0$ otherwise. Define $t_n^h = \sum_{i=0}^{n-1} \Delta t_i^h$. Note that $\{\Delta k_n^h\}$ is a discrete time process here and is known at time $t_n^h$. With initial condition $\xi_0^h = X$, the cost function for the approximating chain under control policy $k^h$ is

$$J_X^h(k^h) = \mathbb{E}_X \left\{ \sum_{n=0}^{\infty} \frac{1}{2} e^{-\rho t_n^h} (\mu(\xi_{n,1}^h)^2 + (\xi_{n,2}^h)^2) \Delta t_n^h(\xi_n^h) + \alpha \sum_{n=0}^{\infty} e^{-\rho t_n^h} |\Delta k_n^h| \right\}$$  \hspace{1cm} (3.22)

where $\xi_{n,i}^h (i = 1, 2)$ represents the $i^{th}$ component of $\xi_n^h$ and the objective is to minimize $J_X^h$. 
over all the admissible $k^h$'s and to find the value function

$$V^h(X) = \inf_{k^h} J^h_X(k^h).$$

(3.23)

(3.22) and (3.23) are discretized versions of (2.5) and (2.6). Next we are going to discuss methods for dealing with this discrete optimization problem.
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In this chapter, a dynamic programming equation for (3.22) and (3.23) will be derived and numerical methods for solving the equation will be suggested. Also there is discussion on convergence.

4.1 The dynamic programming equation for the chain.

Assume for now that \( X \in G_h \), and we will deal with the case when \( X \) is on the boundary (that is, when \( X \in \partial G^+_h \)) later on. We now proceed to obtain a functional equation for \( V^h(X) \) in (3.23). At current state \( X \), we need to decide whether to apply the control or not. If we do not apply the control, whether or not the decision is optimal, then there is an immediately realized cost

\[
\frac{1}{2}(\mu x_1^2 + x_2^2)\Delta t^h(X)
\]

as well as costs to be realized in the future. In order to get the optimal value function (least cost), we will have to use an optimal policy from the next step on, from whatever position the system finds itself in at that time. This is called "the principle of optimality". In this spirit, the mean value of the future cost, discounted to the present, is

\[
e^{-\rho \Delta t^h(X)}E(V^h(\xi_{n+1})|\xi_n = X) = e^{-\rho \Delta t^h(X)}E_X V^h(\xi_1) = e^{-\rho \Delta t^h(X)} \sum_Y V^h(Y)p^h(X,Y)
\]

(4.2)

where the sum is over all the states that the chain can reach in one step from \( X \). By (4.1) and (4.2), the total cost for not applying any control is

\[
e^{-\rho \Delta t^h(X)} \sum_Y p^h(X,Y)V^h(Y) + \frac{1}{2}(\mu x_1^2 + x_2^2)\Delta t^h(X)
\]

(4.3)

where \( X = (x_1, x_2) \).
If control is exerted, we have two choices, either move the chain to the left or to the right. If we move it to the right, then the total cost is the cost of the control plus optimal cost of the right point, that is

$$\alpha h + V^h(x_1 + h, x_2)$$

(4.4)

The optimal cost function $V^h(x_1 + h, x_2)$ is not discounted to the present as in the diffusion case, because the control is "impulsive", which means no time has elapsed during this step. Similar argument will lead to the cost of moving to the left, so it is

$$\alpha h + V^h(x_1 - h, x_2)$$

(4.5)

The control direction we choose should be the one that has least cost, so the cost for exerting control is

$$\min \{V^h(x_1 + h, x_2) + \alpha h, V^h(x_1 - h, x_2) + \alpha h\}$$

(4.6)

The final optimal decision to be taken is the decision which attains the minimum of the costs over the two possibilities, which are: (1) exerting control, (2) no control and then acting optimally in the future. Hence, the optimal cost must satisfy the equation

$$V^h(X) = \min \left\{ e^{-\rho \Delta t^h(X)} \sum_Y p^h(X, Y)V^h(Y) + \frac{1}{2}(\mu x_1^2 + x_2^2)\Delta t^h(X), \right.$$  
$$\left. \min \left\{ V^h(x_1 + h, x_2) + \alpha h, V^h(x_1 - h, x_2) + \alpha h \right\} \right\}$$

(4.7)

This is called the dynamic programming equation and it is true for all $X \in G_h$.

When $X$ is on the numerical boundary, that is, when $X \in \partial G_h^+$, since the reflection step costs nothing and requires no time, by "the principle of optimality", the cost function is

$$V^h(X) = E_X V^h(\xi_1) = \sum_Y p^h(X, Y)V^h(Y)$$

(4.8)

where the sum is over all the points $Y$ that the chain is reflected to from $X$. In our case, the reflection step takes the chain to the nearest grid point on $G_h$, so there is only one $Y$ in (4.8).
and (4.8) becomes

\[ V^h(X) = V^h(\text{the nearest point to } X \text{ on } G_h) \]  

(4.9)

This says that when \( X \) is on the numerical boundary, we take the value function \( V^h(X) \) the same as the value function of the nearest grid point.

### 4.2 Comparison of the dynamic programming equation and HJB equation.

By moving \( V^h(X) = V^h(x_1, x_2) \) to the other side in equation (4.7), it becomes

\[
\min \left\{ e^{-\rho \Delta t^h(X)} \sum_Y p^h(X, Y) V^h(Y) + \frac{1}{2} (\mu x_1^2 + x_2^2) \Delta t^h(X) - V^h(X), \right.
\]

\[
\left. \min \left[ V^h(x_1 + h, x_2) - V^h(x_1, x_2) + \alpha h, V^h(x_1 - h, x_2) - V^h(x_1, x_2) + \alpha h \right] \right\} = 0
\]

(4.10)

The first part in the braces above can be considered as a "diffusion part". If it is divided by \( \Delta t^h(X) \), after a long calculation, it can be seen that it is a finite difference approximation to the first part in (2.7), which is the same as (3.4)—the uncontrolled problem’s HJB equation. It is not surprising because we derived the transition functions for the diffusion step by discretizing (3.4).

If the second part in the braces above is divided by \( h \), then it is very straightforward to see that

\[
\min \left( \frac{V^h(x_1 + h, x_2) - V^h(x_1, x_2) + \alpha h}{h}, \frac{V^h(x_1 - h, x_2) - V^h(x_1, x_2) + \alpha h}{h} \right)
\]

\[
\approx \min(\alpha + V^h_{x_1}, \alpha - V^h_{x_1})
\]

which is very similar to the second part in the HJB equation (2.7) if the superscript \( h \) is dropped. Moreover, (4.9) implies that \( \frac{\partial V^h}{\partial n} \big|_{G_h} = 0 \) where \( n \) is the unit outward normal.

### 4.3 Preparation.

Before we go into the details of the methods for solving (4.7) and (4.9), we need to make some changes and introduce some notation.
(4.7) and (4.9) are equations of $X \in G_h^+$. For programming simplicity, we substitute (4.9) into (4.7) where appropriate and thus eliminate the reflection states (that is, all $X \in \partial G_h^+$).

We are going to illustrate the method by an example, cf. Figure 4.1, (a). $X_0$ is a reflection state in the middle of the boundary. By (4.9), we have

$$V^h(X_0) = V^h(X_2).$$

We want to substitute (4.11) into (4.7) where $V^h(X_0)$ shows up in (4.7). According to the definition of the transition probabilities in Chapter 3, $X_0$ has connection with $X_1$, $X_2$ and $X_3$. So there are three equations in (4.7) that have $V^h(X_0)$ in them, that is, $V^h(X_1)$, $V^h(X_2)$ and $V^h(X_3)$.

Check $V^h(X_1)$ first. The chain can go from $X_1$ to $X_0$ and $X_2$. By (4.7), we can write

$$V^h(X_1) = \min \left\{ e^{-\rho \Delta t^h(X_1)} \sum_{Y \neq (X_0, X_2)} p^h(X_1, Y) V^h(Y) + e^{-\rho \Delta t^h(X_1)} \left( p^h(X_1, X_0) V^h(X_0) + p^h(X_1, X_2) V^h(X_2) \right) + \frac{1}{2} (\mu x_{1,1}^2 + x_{1,2}^2) \Delta t^h(X_1), V^h(x_{1,1} + h, x_{1,2} + \alpha h, V^h(x_{1,1} - h, x_{1,2} + \alpha h) \right\}$$

with $X_1 = (x_{1,1}, x_{1,2})$. By (4.11), the underlined part becomes

$$(p^h(X_1, X_0) + p^h(X_1, X_2)) V^h(X_2).$$
So we can define

\[ \hat{p}^h(X_1, X_2) = p^h(X_1, X_2) + p^h(X_1, X_0). \] (4.13)

Thus \( V^h(X_0) \) is eliminated from the right hand side of \( V^h(X_1) \) in (4.7).

Similarly, we can define

\[ \hat{p}^h(X_3, X_2) = p^h(X_3, X_2) + p^h(X_3, X_0) \] (4.14)

so that \( V^h(X_0) \) is eliminated from (4.7).

As to \( V^h(X_2) \), the chain might move from \( X_2 \) to \( X_0 \), but it does not stay at \( X_2 \). By (4.7), we can write

\[
V^h(X_2) = \min \left\{ e^{-\rho \Delta t^h(X_2)} \sum_{Y \neq X_0} p^h(X_2, Y)V^h(Y) \\
+ e^{-\rho \Delta t^h(X_2)} p^h(X_2, X_0)V^h(X_0) \\
+ \frac{1}{2} (\mu x_{2,1}^2 + x_{2,2}^2) \Delta t^h(X_2), \\
V^h(x_{2,1} + h, x_{2,2}) + ah, V^h(X_0) + ah \right\}
\] (4.15)

with \( X_2 = (x_{2,1}, x_{2,2}) \). So \( V^h(X_0) \) appears in both diffusion and control terms. By (4.11), the first underlined part in (4.15) becomes

\[ p^h(X_2, X_0)V^h(X_2). \]

So in a diffusion step, we define

\[ \hat{p}^h(X_2, X_2) = p^h(X_2, X_0). \] (4.16)

Similarly, we substitute the second underlined part in (4.15) by (4.11), and define in a control step

\[ \hat{p}^h(X_2, X_2 | \Delta k_n^h = -h) = 1. \] (4.17)

By (4.16) and (4.17), \( V^h(X_0) \) is eliminated from the right hand side of \( V^h(X_2) \) in (4.7).

We have to be more careful when we define \( \hat{p}^h(X_2, X_2) \) in a diffusion step when \( X_2 \) is a corner point as shown in Figure 4.1, (b). As we can see, \( X_0 \) communicates with \( X'_0, X''_0 \) and
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By (4.7),

\[
V^h(X_2) = \min \left\{ e^{-\rho \Delta t^h(X_2)} \sum_{Y \notin (X_0^\prime, X_0^\prime, X_0^\prime)} p^h(X_2, Y)V^h(Y) + e^{-\rho \Delta t^h(X_2)} \left( p^h(X_2, X_0^\prime)V^h(X_0^\prime) + p^h(X_2, X_0^\prime)V^h(X_0^\prime) \right) + p^h(X_2, X_0^\prime)V^h(X_0^\prime) \right\} \]

(4.18)

By (4.9), we have

\[
V^h(x_2, 1, x_2, 2) = V^h(x_2, 1, x_2, 2) + \alpha h, V^h(x_0^\prime) + \alpha h \}
\]

So the first underlined part in (4.18) can be written as

\[
(p^h(X_2, X_0^\prime) + p^h(X_2, X_0^\prime) + p^h(X_2, X_0^\prime))V^h(X_2).
\]

Hence in a diffusion step, we define

\[
\hat{p}^h(X_2, X_2) = p^h(X_2, X_0^\prime) + p^h(X_2, X_0^\prime) + p^h(X_2, X_0^\prime).
\]

(4.19)

The definition for the control step is the same as before.

Similarly, we can eliminate other points on \( \partial G^+_h \). By this elimination, we will actually solve (4.7) with the newly defined transition probabilities \( \hat{p}^h \)'s. (Nb. \( \hat{p}^h = p^h \) when boundary points are not involved.)

To calculate \( V(X) \) for each state \( X \), we want an ordering of \( G_h \). The ordering we use is shown in Figure 4.2. Assume that there are \( N \) intervals in the \( x_1 \) direction and \( M \) intervals in the \( x_2 \) direction. We start from the left bottom corner node (0), go horizontally all the way to the rightmost node (\( N \)), then jump to the leftmost node (\( N + 1 \)) on the next level up, all the way to the rightmost node (\( 2(N + 1) - 1 \)). Repeat this procedure until we reach the top right corner node (\( (M + 1)(N + 1) - 1 \)).

With this ordering and the elimination of \( \partial G^+_h \), we can express (4.7) in vector form. Define a matrix \( R^h = \{r^h(X, Y), X, Y \in G_h \} \) by \( r^h(X, Y) = e^{-\rho \Delta t^h(X)} p^h(X, Y) \). Because we have \( (M + 1)(N + 1) \) states in \( \partial G_h \), the dimension of \( R^h \) is \( (M + 1)(N + 1) \) by \( (M + 1)(N + 1) \). The
form of $R^h$ is shown in Figure 4.3. Each block represents one level of the grid. As we can see, $R^h$ is a nine-diagonal matrix. Then we can write (4.7) as

$$V^h = \min \left\{ R^h V^h + C^h, \min \{ M_r V^h + ah \times 1, M_l V^h + ah \times 1 \} \right\} \quad (4.20)$$

where the minimum is taken elementwise. $V^h = \{ V^h(X), X \in G_h \}$ is a 1 by $(M+1)(N+1)$ vector. And $C^h = \{ \frac{1}{2}(\mu x_1^2 + x_2^2)\Delta t^h(X), (x_1, x_2) = X \in G_h \}$ is a 1 by $(M+1)(N+1)$ vector as well. $M_r$ and $M_l$ are defined as the following:

$$M_r = \begin{bmatrix} U & \cdots & U \\ \end{bmatrix}_{(M+1) \text{blocks}} \quad M_l = \begin{bmatrix} L \\ \vdots \\ L \end{bmatrix}_{(M+1) \text{blocks}} \quad (4.21)$$

Figure 4.2: Ordering of the state space
where

\[
U = \begin{bmatrix}
0 & 1 \\
0 & \ddots & 1 \\
\vdots & \ddots & \ddots & 1 \\
1 & \cdots & \cdots & \cdots & \cdots & 1 \\
\end{bmatrix}_{(N+1) \times (N+1)}
\]

\[
L = \begin{bmatrix}
1 & 0 \\
1 & \ddots & 1 \\
\vdots & \ddots & \ddots & \ddots & \ddots & 1 \\
& \ddots & \ddots & \ddots & \ddots & \ddots & 1 \\
\end{bmatrix}_{(N+1) \times (N+1)}
\]

(4.22)

\(I\) is a 1 by \((M + 1)(N + 1)\) vector with 1 as its elements.

---

**Figure 4.3:** \(R_h\)
4.4 Computational methods for dynamic programming equation.

There are two types of classical methods: the approximation in policy space method and the approximation in value space method. We use both methods for our model.

i) Approximation in value space.

We tried two methods under this category: the Jacobi iteration and the Gauss-Seidel iteration.

Algorithm for Jacobi Iteration:

1) Choose an initial value function \( V_0^h(X) \).
2) The \((n + 1)\)st iteration is

\[
V_{n+1}^h(X) = \min \left\{ e^{-\rho \Delta t^h(X)} \sum_Y p^h(X, Y)V_{n+1}^h(Y) + \frac{1}{2}(\mu x_1^2 + x_2^2)\Delta t^h(X), \right. \\
\left. \min \left[ V_n^h(x_1 + h, x_2) + \alpha h, V_n^h(x_1 - h, x_2) + \alpha h \right] \right\}.
\]

(4.23)

Note, if \( X \) is on the left boundary of \( G_h \), that is, when \( x_1 = A_{11} \) (cf. Figure 3.1), then in a control step, \((x_1 - h, x_2)\) will be on \( \partial G^+_h \). By (4.9), we use \( V_n^h(\text{the nearest point to } (x_1 - h, x_2) \text{ on } G_h) \) instead. Similar argument can be applied when \( x_1 = A_{21} \).

3) If \( \max_X |V_{n+1}^h(X) - V_n^h(X)| < \epsilon \), stop and take \( V_{n+1}^h(X) \) as the result. Otherwise repeat step 2. (\( \epsilon \) is the stopping criteria set by the user and the maximum is over all the states in the state space.)

Algorithm for Gauss-Seidel Iteration

1) Choose an initial value function \( V_0^h(X) \).
2) The \((n + 1)\)st iteration is

\[
V_{n+1}^h(X) = \min \left\{ e^{-\rho \Delta t^h(X)} \left( \sum_{Y < X} p^h(X, Y)V_{n+1}^h(Y) + \sum_{Y \geq X} p^h(X, Y)V_n^h(Y) \right) \right. \\
\left. + \frac{1}{2}(\mu x_1^2 + x_2^2)\Delta t^h(X), \min \left[ V_n^h(x_1 + h, x_2) + \alpha h, V_{n+1}^h(x_1 - h, x_2) + \alpha h \right] \right\}
\]

(4.24)

where "\( Y < X \)" means that point "\( Y \)" is ordered before "\( X \)" and "\( Y \geq X \)" has similar meaning. If \( X \) is on the left or right boundary of \( G_h \), we need to treat it the same as in Jacobi method.
3) If \( \max_X |V_{n+1}^h(X) - V_n^h(X)| < \epsilon \), stop and take \( V_{n+1}^h(X) \) as the result. Otherwise repeat step 2. (The meaning of \( \epsilon \) and maximum is the same as in Jacobi iteration.)

ii) Approximation in Policy Space.

In our model, there are only three choices for the control: no control, force to the left and force to the right. We use \( k = 0 \), \( k = -h \) and \( k = h \) respectively to denote the above three cases.

Algorithm

1) Choose initial control for each grid point. For simplicity, We start from \( k_0 = 0 \) at each point, then solve

\[
V_0^h(X) = e^{-\rho \Delta t^h(X)} \sum_Y p^h(X, Y)V_0^h(Y) + \frac{1}{2} (\mu x_1^2 + x_2^2) \Delta t^h(X)
\]

for \( V_0^h(X) \).

2) At the \( (n+1) \)st iteration, compute the control first.

Let \( k_{n+1}^h = 0 \), if

\[
e^{-\rho \Delta t^h(X)} \sum_Y p^h(X, Y)V_n^h(Y) + \frac{1}{2} (\mu x_1^2 + x_2^2) \Delta t^h(X) \leq \min \left( V_n^h(x_1 + h, x_2) + \alpha h, V_n^h(x_1 - h, x_2) + \alpha h \right).
\]

If the above inequality is not true, then let \( k_{n+1}^h = h \), when

\[
V_n^h(x_1 + h, x_2) + \alpha h \geq V_n^h(x_1 - h, x_2) + \alpha h
\]

and, let \( k_{n+1}^h = -h \) otherwise.

With the control just defined, solve the linear system

\[
V_{n+1}^h(X) = \begin{cases} 
    e^{-\rho \Delta t^h(X)} \sum_Y p^h(X, Y)V_{n+1}^h(Y) + \frac{1}{2} (\mu x_1^2 + x_2^2) \Delta t^h(X) & \text{if } k_{n+1}^h = 0 \\
    V_{n+1}^h(x_1 + h, x_2) + \alpha h & \text{if } k_{n+1}^h = h \\
    V_{n+1}^h(x_1 - h, x_2) + \alpha h & \text{if } k_{n+1}^h = -h
\end{cases}
\]

(4.25)

Note that similarly, when \( X \) is on the left or right boundary of \( G \), we need to treat it specially as in Jacobi method.
3) If \( \max_x |V_{n+1}^h(X) - V_n^h(X)| < \epsilon \), stop and take \( V_{n+1}^h(X) \) as the result. Otherwise repeat step 2. (The meaning of \( \epsilon \) and maximum is the same in Jacobi iteration.)

The above algorithm requires the solution of a linear system to obtain \( V_{n+1}^h(X) \) in step 2. Since the system is very big, the usual way to solve it is to use iterative methods, such as Jacobi or Gauss-Seidel iteration methods.

### 4.5 Discussion of convergence.

There are two types of convergence we need to consider. The first one is the convergence of the iteration method that is used to find \( V^h(X) \) for each \( h \). The second one is the convergence of \( V^h(X) \) to the exact value function \( V(X) \).

As to the convergence of the iteration method, it depends very much on the iteration matrices. So first we are going to explain what is an iteration matrix. Let us start from the method of Jacobi iteration in value space. As in (4.20) We can write (4.23) in vector form,

\[
V_{n+1}^h = \min \left\{ R^h V_n^h + C^h, \min \{ M_r V_n^h + \alpha h \times \mathbb{1}, M_l V_n^h + \alpha h \times \mathbb{1} \} \right\}
\]

where the minimum is taken componentwise. To explain the concept of iteration matrix, we want to write (4.26) as

\[
V_{n+1}^h = R^h(k_n) V_n^h + C^h(k_n) \quad (n = 1, 2 \ldots)
\]

where \( R^h(k_n) \) and \( C^h(k_n) \) are composed in the following way. Suppose we consider \( (V_{n+1}^h)_i \). The \( i \)th row of \( R^h(k_n) \) is chosen from the \( i \)th row of \( R^h \) (cf. Figure 4.3), \( M_l \) or \( M_r \) (cf. (4.21) and (4.22)) and the \( i \)th element of \( C^h(k_n) \) is chosen from the \( i \)th element of \( C^h \) or the number \( \alpha h \), depending on where the following minimum is achieved:

\[
\min \{ \text{i}^{\text{th}} \text{ row of } R^h \cdot V^h + \text{i}^{\text{th}} \text{ row of } C^h, \text{i}^{\text{th}} \text{ row of } M_r \cdot V^h + \alpha h, \text{i}^{\text{th}} \text{ row of } M_l \cdot V^h + \alpha h \}
\]

where \( \cdot \) is a dot product of a row vector and a column vector. So \( R^h(k_n) \) is a \((M + 1)(N + 1)\)
by \((M + 1)(N + 1)\) matrix \((M \text{ and } N \text{ are the same as in Figure 4.2})\), and we call this \(R^h(k_n)\) the iteration matrix. For each \(n\), \(R^h(k_n)\) might be different. For each row of \(R^h(k_n)\), as we have seen, there are three choices, and there are \((M + 1)(N + 1)\) rows of \(R^h(k_n)\). So theoretically there are \(3^{(M+1)(N+1)}\) choices for \(R^h(k_n)\) \((n = 1, 2, \ldots)\). This \(R^h(k_n)\) will also appear in the method of Gauss-Seidel iteration in value space and the method of iteration in policy space as shown below.

For the method of Gauss-Seidel iteration in value space, we can write (4.24) in vector form as well. By an argument similar to the one used for the Jacobi method, we have

\[
V^h_{n+1} = L^h(k_n)V^h_{n+1} + U^h(k_n)V^h_n + C^h(k_n)
\]

where \(L^h(k_n)\) is the strict lower triangular matrix (not including the main diagonal) of \(R^h(k_n)\), and \(U^h(k_n)\) is the upper triangular matrix including the main diagonal. Similarly, for the method of iteration in policy space, we can write (4.25) in vector form

\[
V^h_{n+1} = R^h(k_{n+1})V^h_{n+1} + C^h(k_{n+1}).
\]

The usual convergence argument (such as the one in Kushner and Dupuis [15], pp.154-157) needs the contraction property of \(R^h(k_n)\), that is

\[
(R^h(k_n))^i \to 0 \quad \text{as } i \to \infty.
\]

We only know that \(R^h(k_n = 0) = R^h\) as defined in (4.20) has this contraction property. The reason is stated below.

According to the definition of \(R^h\), the sum of the absolute values of the elements in a row is

\[
\sum_{Y \in \mathcal{G}_h} |r^h(X, Y)| = \sum_{Y \in \mathcal{G}_h} e^{-\rho \Delta t^h(X)}p^h(X, Y) = e^{-\rho \Delta t^h(X)} \sum_{Y \in \mathcal{G}_h} p^h(X, Y)
\]

where \(\sum_{Y \in \mathcal{G}_h} p^h(X, Y)\) is the probability that \(X\) moves to all the state in the state space which gives 1. So we have

\[
\sum_{Y \in \mathcal{G}_h} |r^h(X, Y)| = e^{-\rho \Delta t^h(X)} < 1.
\]
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This is true for every row, so the $l_\infty$ norm of $R^h$ is less than 1, that is

$$||R^h||_\infty = \max_X \sum_{Y \in G_h} |r^h(X,Y)| < 1.$$  

Let $|\lambda|$ denote the largest magnitude of the eigenvalue of $R^h$. Then $|\lambda| \leq ||R^h||_\infty < 1$, (cf. Noble and Daniel [18], p.268). Hence $(R^h)^i \to 0$ as $i \to \infty$ (cf. Noble and Daniel [18], p.378).

For arbitrary $R^h(k^n)$, we can see from the construction of $R^h(k^n)$ that some of the rows of $R^h$ are replaced either by the corresponding rows of $M_r$ or the corresponding rows of $M_l$. From (4.21) and (4.22), we see that each row in $M_r$ or $M_l$ has all entries zero except one which is 1, but that makes $||R^h(k_n)||_\infty = 1$. So the above argument for $R^h$ does not apply any more. Also $R^h(k_n)$ is non-symmetric. Besides that, as we mentioned before, the matrix form of $R^h(k_n)$ has a huge amount of choice in the minimization. All these factors make the study of the properties of $R^h(k_n)$, and correspondingly the study of the convergence of the iteration methods, very hard. Fortunately, our numerical tests seem to converge. In fact, pathological non-convergence could only occur if the process does not spend an infinite amount of time with $k = 0$, i.e. away from the "free boundary".

Our discussion of the convergence of $V^h(X)$ to the exact value function $V(X)$ is based on Kushner and Martins [16], Section 5, and Kushner and Dupuis [15], Section 11.2. We define

$$k^h(t) = \sum_{n_t^h \leq t} \Delta k^h_n$$  \hspace{1cm} (4.28)

where $t^h_{n+1}$ is defined in Section 3.5 and $\Delta k^h_n$ is defined in Section 3.4.

Now let us examine some properties of our model.

- The process defined in (3.1) has continuous drift and volatility because the drift is linear and the volatility is constant. And we have a continuous utility function $\frac{1}{2}(\mu x^2 + x^2_2)$.

- $\sup_x E_x |k^h(t)| < \infty$ for each $t$ where $| \cdot |$ denotes total variation. The reason is the following. First, we show that $\sup_x J^h_X(0)$ (0 stands for no control) as defined in (3.22) is
finite. By (3.22), we have
\[
J_X^h(0) = EX \left\{ \sum_{n=0}^{\infty} \frac{1}{2} e^{-\rho t_n} (\mu(\xi_{n,1})^2 + (\xi_{n,2})^2) \Delta t^h(\xi_{n}) \right\}.
\] (4.29)

Since the chain is defined in the finite box \(G\), we have
\[
\mu(\xi_{n,1})^2 + (\xi_{n,2})^2 \leq C_1
\]
where \(C_1\) is a positive constant which is independent of \(h\). This gives
\[
J_X^h(0) \leq \frac{1}{2} C_1 EX \left\{ \sum_{n=0}^{\infty} e^{-\rho t_n} \Delta t^h(\xi_{n}) \right\}.
\] (4.30)

As \(\Delta t^h(\xi_{n}) \to 0\), the sum in (4.30) is an approximation to the integral
\[
I = \int_0^{\infty} e^{-\rho t} dt.
\]
The positivity of the \(\rho\) in our model guarantee that \(I < \infty\). Hence
\[
\sum_{n=0}^{\infty} e^{-\rho t_n} \Delta t^h(\xi_{n}) \leq C_2
\]
where \(C_2\) is a positive constant independent of \(h\). So
\[
J_X^h(0) \leq \frac{1}{2} C_1 C_2.
\]

Because \(C_1\) and \(C_2\) are independent of \(h\), we have \(\sup_h J_X^h(0) \leq \infty\). By (3.23),
\[
\sup_h V^h(X) \leq \sup_h J_X^h(0) < \infty.
\] (4.31)

As everything in (3.22) is positive, by (4.31), we can say that
\[
\sup_h EX \sum_{n=0}^{\infty} e^{-\rho t_n} |\Delta k_n^h| < \infty
\]
\[
\Rightarrow \sup_h EX \sum_{n:t_n+1 \leq t} e^{-\rho t_n} |\Delta k_n^h| < \infty
\]
\[
\Rightarrow e^{-\rho t} \sup_h EX \sum_{n:t_n+1 \leq t} |\Delta k_n^h| < \infty \text{ because } e^{-\rho t_n} > e^{-\rho t}
\]
\[
\Rightarrow e^{-\rho t} \sup_h EX |k^h(t)| < \infty \text{ because } \sum_{n:t_n+1 \leq t} |\Delta k_n^h| = |k^h(t)| \text{ by (4.28)}
\]
\[
\Rightarrow \sup_h EX |k^h(t)| < \infty \text{ because } e^{-\rho t} \text{ is a fixed number.}
\]

So we have shown that \(\sup_h EX |k^h(t)| < \infty\).

- \(\{k_{n+1}^h - k_n^h : h, n\}\) is a uniformly integrable family of random variables. This is because at each step our approximate control only takes value 0 or \(h\).
• The uncontrolled problem has a weak sense unique solution for each initial condition. (cf. [15], p.27.)

• For each \( \delta > 0 \), there is some \( \delta \)-optimal control for (3.1) with the cost (2.6) for which the solution to (3.1) is unique in the weak sense. This assertion would be true in a continuous control case. Since any singular control can be approximated by a continuous control, we deduce that this is true.

The above properties mean that our model satisfies the assumptions that were made in [16] to get convergence. We use \( k^h \) to denote the optimal control for (3.23). In [16], Theorem 5.3 says that \( k^h \) converges weakly to some admissible control \( \hat{k}(\cdot) \) and the approximate Markov chain under the control \( k^h \) converges weakly to a continuous process under control \( \hat{k}(\cdot) \). Moreover, Theorem 5.4 says that

\[
J^h_X(k^h) = V^h(X) \rightarrow J^\hat{h}(\hat{k}(\cdot)).
\]

(4.32)

At the same time, Theorem 5.6 tells us that

\[
V^h(X) \rightarrow V(X).
\]

(4.33)

(4.32) and (4.33) show that \( J_X(\hat{k}(\cdot)) = V(X) \). This means that \( \hat{k}(\cdot) \) is an optimal control. These observations say that our \( V^h(X) \) and \( k^h(X) \) are approximations of the real \( V(X) \) and the optimal \( k(X) \).
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Test Results

In (2.1) and (2.5), we have parameters $a_1, a_2, b_{11}, b_{12}, b_{21}, b_{22}, c, \mu$ and $\alpha$. We pick some parameters to test the numerical methods suggested in the previous chapters and show the results. We do not consider the economic meaning of the parameters in this chapter.

As is stated in chapter 4, there are two classical numerical methods: iteration in policy space (IPS) and iteration in state space (ISS). Under the category of state space iteration, we have Jacobi and Gauss-Seidel methods. The numerical tests we did using the above mentioned methods show that:

1. The running time of IPS and ISS are the same, although the iteration number for IPS is much smaller than that for ISS. The explanation is that at each iteration step of IPS, there is a big linear system to be solved which consumes the most computer time.

2. The Gauss-Seidel method is approximately twice as fast as Jacobi method; this is a well known numerical result.

Whatever the method we use, one thing is certain: they all lead to the same numerical approximation. So in the following discussion, we are not going to mention the method we chose. Our numerical results show that the control solution divides the whole area into three regions: i) a so called “no-control” region. Actually when the process reaches the boundary of this region (we call it “free boundary”), the control will push the process a little bit, just enough to keep the process inside the region. Otherwise, the control is not applied. ii) a region where the control pushes the process right into the “no-control region” in one step, and then stays in the “no-control region” thereafter; iii) a region where the control pushes the process left into the “no-control region” in one step, and then stays in the “no-control region” thereafter.
Another point we have to keep in mind when we do numerical tests is the restriction (3.18) on the covariance matrix of the stochastic process. Throughout this chapter, the coefficients are such that (3.18) is satisfied.

5.1 Test 1: uncontrolled problem.

We got the exact cost function for the uncontrolled process and compared it with the results from the Markov chain approximation.

In the uncontrolled problem, \( c = 0 \) and \( \alpha = 0 \). For simplicity, we let \( b_{12} = 0 \) and \( \mu = 0 \). So we are solving the following problem

\[
\begin{align*}
\frac{dx}{dt} &= (a_1 x + b_{11} x_1(t))dt + \sigma_1 dW(t) \\
\frac{d^2 x}{dt^2} &= (a_2 + b_{21} x_1(t) + b_{22} x_2(t))dt + \sigma_2 dW(t)
\end{align*}
\]

with initial values (2.2) and cost function

\[
J_x(0) = E \left\{ \int_0^\infty \frac{1}{2} x_2^2(t)e^{-\rho t} dt \right\}.
\]

The notation in (5.1) and (5.2) is the same as in (2.1) and (2.5). The way to solve (5.1) and (5.2) analytically is illustrated in Appendix C.

We use \( a_1 = 0.05, b_{11} = -1, a_2 = 0.1, b_{21} = -1, b_{22} = -3, \sigma_1 = (0.03, 0.01), \sigma_2 = (-0.01, 0.02) \) and \( \rho = 1 \) with grid size \( h = 0.005 \) and \( h = 0.01 \) over a region \([-0.2, 0.3] \times [-0.2, 0.3] \). That is, \( A_{11} = -0.2, A_{12} = -0.2, A_{21} = 0.3 \) and \( A_{22} = 0.3 \) (cf. Figure 3.1). This region is shown in Figure 5.1. The results are shown in Figure 5.2, Figure 5.3 and Figure 5.4. When reading Figure 5.3 and Figure 5.4, please refer to Figure 5.1 for the names of the different lines in the region.

Some observations can be made from these figures:

1. The Markov chain approximation gives a very close estimate of the real solution.

2. As the mesh size \( h \) gets finer, the error in the approximation gets smaller. Figure 5.3 and 5.4 show that the error with \( h = 0.01 \) is noticeable but with \( h = 0.005 \) is negligible. This shows the convergence of the approximation.
3. Errors at the points on the numerical boundary are bigger than those at the interior points.

5.2 Test2: diagonal drift matrix.

In this test, we let $b_{12} = b_{21} = 0$. This means that the drift in the $x_1$ direction is independent of $x_2$ and vice versa. Since the control is only exerted in the $x_1$ direction, the decision whether to or not to apply the control is not going to influence the process in the $x_2$ direction. Consequently, the control is not going to influence the cost arising from the $x_2$ direction. Hence we expect the region in which the control is active to be perpendicular to the $x_1$ direction. This is exactly what we get from our numerical test: We used $a_1 = 0.05$, $b_{11} = -1$, $a_2 = 0.1$, $b_{22} = -3$, $\sigma_1 = (0.03,0.01)$, $\sigma_2 = (-0.01,0.02)$, $\mu = 0.1$, $\alpha = 0.003$ and $\rho = 1$ on the region $[-0.2,0.3] \times [-0.2,0.3]$ with $h = 0.005$. The control is shown in Figure 5.5.
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Figure 5.2: Cost function on the region $[-0.2, 0.3] \times [-0.2, 0.3]$

- exact solution to the uncontrolled problem
- numerical solution to the uncontrolled problem ($h = 0.01$)
- numerical solution to the uncontrolled problem ($h = 0.005$)
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$J_X(0)$ and $J^h_X(0) : X = (x_1, -0.2)$

$h = 0.01$

$h = 0.005$

$J_X(0)$ and $J^h_X(0) : X = (x_1, 0.05)$

$h = 0.01$

$h' = 0.005$

$J_X(0)$ and $J^h_X(0) : X = (x_1, 0.3)$

$h = 0.01$

$h = 0.005$

Figure 5.3: Comparison of different grid sizes on horizontal lines
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Figure 5.4: Comparison of different grid sizes on vertical lines

$h = 0.01$

$h = 0.005$
5.3 Test3: different grid size.

In this test, we use \( a_1 = 0.05, b_{11} = -1, b_{12} = 0.5, a_2 = 0.05, b_{21} = -1, b_{22} = -4, \sigma_1 = (0.03, 0.01) \) and \( \sigma_2 = (-0.01, 0.02) \) with \( \rho = 1, \mu = 0.1 \) and \( \alpha = 0.002 \). We calculate the control using different grid sizes \( h = 0.01, h = 0.005, h = 0.001 \), and compare the free boundaries thus derived. The results are in Figure 5.6 and Figure 5.7. It shows that as \( h \) decreases, the numerical solutions seem to converge. (Nb. The free boundaries for \( h = 0.005 \) and \( h = 0.001 \) are almost identical.)

5.4 Test 4: heuristic discussion of the relationship between the deterministic differential equations and the control.

In this test, we have two cases. The parameters used for the two cases are in Table 5.1 and we used the grid size \( h = 0.005 \).

The control for the two cases is shown in Figure 5.8. The difference between the two cases is in the coefficients for the drift part. This difference leads to a different control region: the "no-control strip" in case 1 has positive slope while for case 2 it has negative slope.
Figure 5.6: Comparison of different grid sizes

$\chi = 0.01$

$\chi = 0.005$

$\chi = 0.001$

grey: control to the right
black: control to the left

grey: control to the right
black: control to the left

Figure 5.6: Comparison of different grid sizes
To understand the reason for this difference, we analyzed the corresponding deterministic linear differential equations:

\[
\begin{align*}
\frac{dx_1(t)}{dt} &= 0.05 - x_1(t) + 0.5 x_2(t) \\
\frac{dx_2(t)}{dt} &= 0.23 - 2.5 x_1(t) - 4x_2(t)
\end{align*}
\]  

(5.3)

and

\[
\begin{align*}
\frac{dx_1(t)}{dt} &= 0.05 - x_1(t) + 0.5 x_2(t) \\
\frac{dx_2(t)}{dt} &= -0.09 + 2.5 x_1(t) - 3x_2(t)
\end{align*}
\]  

(5.4)

(5.3) and (5.4) are autonomous systems where the independent variable \( t \) does not appear explicitly. By setting the right hand sides of (5.3) and (5.4) equal to zero, we get the same equilibrium points for (5.3) and (5.4): (0.06, 0.02). The \( X \) coefficient matrices for (5.3) and (5.4) are:

\[
\begin{bmatrix}
0.05 & 0.5 \\
-2.5 & -4
\end{bmatrix}
\]

and

\[
\begin{bmatrix}
0.05 & 0.5 \\
2.5 & -3
\end{bmatrix}
\]
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(5.4) are

\[
\begin{pmatrix}
-1 & 0.5 \\
-2.5 & -4
\end{pmatrix}
\quad \begin{pmatrix}
-1 & 0.5 \\
2.5 & -3
\end{pmatrix}
\]

The eigenvalues for the first matrix are \(-3.5\) and \(-1.5\) with eigenvectors \((-1,5)\) and \((-1,1)\) respectively. And the eigenvalues for the second matrix are \(-3.4\) and \(-0.5\) with eigenvectors \((-1,5)\) and \((1,1)\) respectively. From the theory of ordinary differential equations, we know that the equilibrium points are stable because of the negative eigenvalues.

Comparing Figure 5.8 and Figure 5.9, we see that the control pushes in the direction in which the trajectory goes to the equilibrium point slowly, i.e. the no-control regions are transverse to the direction of “slow” attraction. In case 1, this direction is \((-1,1)\) and in case 2, it is \((1,1)\), i.e. it is the direction determined by the eigenvector corresponding to the larger eigenvalue. The trajectories of (5.3) and (5.4) in the phase planes are shown in Figure 5.9. This test tries to give some intuition on how the control region relates to the corresponding deterministic differential equations. That is why we call it “heuristic”.

Up to now, we just picked some numbers for the parameters in the model to test our numerical approximation method. The parameters we have used are for the purpose of test, so
Figure 5.9: Phase plane
they do not involve any economics. Next we are going to describe our parameter estimation from “real data” and the results.
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Data Fitting

In (2.1), we need to estimate parameters $a_1, b_{11}, b_{12}, a_2, b_{21}, b_{22}, c, \sigma_1$ and $\sigma_2$ to give the model economic meaning. This is the topic for the first part of this chapter. After the estimation, we run the model with the estimated parameters and discuss the results.

6.1 Description of the data.

All the data are from a data base called CANSIM, which is produced by Statistics Canada. It is available at the web site http://www.datalib.ubc.ca/finance/cansim. We use the 3-month Canadian Treasury Bill rate as the nominal interest rate $x_1$, we take the Bank of Canada’s rate as the bank rate $k(t)$, and we calculate the inflation rate $x_2$ from the Canadian Consumer Price Index. The frequency of the data is monthly and the data cover a period of six years from January 1983 to December 1988 as depicted in Figure 6.1, Figure 6.2 and Figure 6.3.

![Figure 6.1: Canadian treasury bill rates](image-url)
6.2 Estimation method.

Since the data we have are in discrete form, we need to discretize the continuous time process before using an estimation method. A straightforward way is to change all $d$'s to $\Delta$'s in (2.1). So a discrete-time approximation is

\[
\begin{align*}
\Delta x_1(t) &= (a_1 + b_{11} x_1(t) + b_{12} x_2(t)) \Delta t + \sigma_1 \Delta W(t) + c \Delta k(t) \\
\Delta x_2(t) &= (a_2 + b_{21} x_1(t) + b_{22} x_2(t)) \Delta t + \sigma_2 \Delta W(t)
\end{align*}
\]

where $\Delta W(t) = \sqrt{\Delta t} (\varepsilon_1, \varepsilon_2)'$ and the $\varepsilon_i$'s ($i = 1, 2$) are independent random variables with standard normal distribution, because $W(t)$ is an $\mathbb{R}^2$-valued standard Brownian motion. Now the question is how good is this approximation. If $X(t)$ is the linear interpolation of the discrete time process $X(t_i), (i = 1, 2, \ldots)$ that satisfies (6.1), and $X^c(t)$ is the continuous process that satisfies (2.1), then we have (cf. Kloeden and Platen [14], p.343)

\[
E \sup_t |X^c(t) - X(t)| \leq K \sqrt{\Delta t}
\]
where $K$ is a constant. This shows that $X(t)$ is a strong approximation of order 1/2. And for each smooth function $g$, we have (cf. Kloeden and Platen [14], p.473)

$$\sup_t |E\{g(X^c(t)) - g(X(t))\}| \leq K_g \Delta t$$

where $K_g$ is a constant depending on $g$. This shows that $X(t)$ is a weak approximation of order 1.

We use the notation $x_1(i)$ for $x_1(t_i)$, $\Delta x_1(i)$ for $\Delta x_1(t_i)$, $x_2(i)$ for $x_2(t_i)$, $\Delta x_2(i)$ for $\Delta x_2(t_i)$ and $k(i)$ for $k(t_i)$. If $CPI(i)$ stands for the consumer price index at time $t_i$, we calculate $x_2(i)$, which is the inflation rate, by $x_2(i) = (CPI(i) - CPI(i - 1))/CPI(i - 1)$. The inflation rates thus derived are shown in Figure 6.4. We derive $\Delta x_1(i)$, $\Delta x_2(i)$ and $\Delta k(i)$ using $\Delta x_1(i) = x_1(i + 1) - x_1(i)$, $\Delta x_2(i) = x_2(i + 1) - x_2(i)$ and $\Delta k(i) = k(i) - k(i - 1)$ respectively. We use a different way of calculating $\Delta k(i)$ because it is to be a control variable, hence adapted.

If we let $y_{\jmath}(i) = \Delta x_{\jmath}(i)$ ($\jmath = 1, 2$), $f(i) = \Delta k(i)$, $\alpha_{\jmath} = a_{\jmath} \Delta t$ ($\jmath = 1, 2$), $\beta_{kj} = b_{kj} \Delta t$ ($k, j = 1, 2$) and $\gamma_{kj} = \sigma_{kj} \sqrt{\Delta t}$ ($k, j = 1, 2$), then we can write (6.1) as

\[
\begin{align*}
\begin{cases}
y_1(i) &= \alpha_1 + \beta_{11} x_1(i) + \beta_{12} x_2(i) + cf(i) + (\gamma_{11}, \gamma_{12})(\epsilon_1, \epsilon_2)' \\
y_2(i) &= \alpha_2 + \beta_{21} x_1(i) + \beta_{22} x_2(i) + (\gamma_{21}, \gamma_{22})(\epsilon_1, \epsilon_2)'
\end{cases}
\end{align*}
\]

(6.2) is a linear statistics model. We make different assumptions on $\beta_{12}$ and $c$ and compare the results. Altogether we have four cases as shown in Table 6.1.

We use the method of moments for estimation. We are going to use case 3 for the explanation of our method, but the idea is exactly the same for the other cases. Since $c = 1$ in case 3, we
move $f(i)$ to the other side of the equation and let $y'_1(i) = y_1(i) - f(i)$, then we have

$$
\begin{align*}
y'_1(i) &= \alpha_1 + \beta_{11}x_1(i) + \beta_{12}x_2(i) + (\gamma_{11}, \gamma_{12})(\varepsilon_1, \varepsilon_2)'
y_2(i) &= \alpha_2 + \beta_{21}x_1(i) + \beta_{22}x_2(i) + (\gamma_{21}, \gamma_{22})(\varepsilon_1, \varepsilon_2)'.
\end{align*}
$$

(6.3)

Since $\varepsilon_1$ and $\varepsilon_2$ are mutually independent standard normal variables, and are independent of $x_1$ and $x_2$, we have the following equations if we let $\xi_1 = y'_1 - \alpha_1 - \beta_{11}x_1 - \beta_{12}x_2$ and $\xi_2 = y_2 - \alpha_2 - \beta_{21}x_1 - \beta_{22}x_2$:

$$
E\xi_1 = 0
$$

$$
E[[\xi_1 - E\xi_1](x_1 - Ex_1)] = E(\xi_1x_1) = 0
$$

$$
E[[\xi_1 - E\xi_1](x_2 - Ex_2)] = E(\xi_1x_2) = 0
$$

$$
E\xi_2 = 0
$$

$$
E[[\xi_2 - E\xi_2](x_1 - Ex_1)] = E(\xi_2x_1) = 0
$$

$$
E[[\xi_2 - E\xi_2](x_2 - Ex_2)] = E(\xi_2x_2) = 0
$$

$$
E\xi_1^2 = \gamma_{11}^2 + \gamma_{12}^2
$$

$$
E\xi_1\xi_2 = \gamma_{11}\gamma_{21} + \gamma_{12}\gamma_{22}
$$

$$
E\xi_2^2 = \gamma_{21}^2 + \gamma_{22}^2.
$$

If we use “average” for the expectation, then we have

$$
\frac{1}{N} \sum_{i=1}^{N} (y'_1(i) - \alpha_1 - \beta_{11}x_1(i) - \beta_{12}x_2(i)) = 0
$$

(6.4)

$$
\frac{1}{N} \sum_{i=1}^{N} [(y'_1(i) - \alpha_1 - \beta_{11}x_1(i) - \beta_{12}x_2(i)) x_1(i)] = 0
$$

(6.5)

$$
\frac{1}{N} \sum_{i=1}^{N} [(y'_1(i) - \alpha_1 - \beta_{11}x_1(i) - \beta_{12}x_2(i)) x_2(i)] = 0
$$

(6.6)

$$
\frac{1}{N} \sum_{i=1}^{N} (y_2(i) - \alpha_2 - \beta_{21}x_1(i) - \beta_{22}x_2(i)) = 0
$$

(6.7)
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\[
\frac{1}{N} \sum_{i=1}^{N} [(y_2(i) - \alpha_2 - \beta_{21}x_1(i) - \beta_{22}x_2(i))x_1(i)] = 0
\]  
(6.8)

\[
\frac{1}{N} \sum_{i=1}^{N} [(y_2(i) - \alpha_2 - \beta_{21}x_1(i) - \beta_{22}x_2(i))x_2(i)] = 0
\]  
(6.9)

\[
\frac{1}{N} \sum_{i=1}^{N} (y''_1(i) - \alpha_1 - \beta_{11}x_1(i) - \beta_{12}x_2(i))^2 = \gamma_{11}^2 + \gamma_{12}^2
\]  
(6.10)

\[
\frac{1}{N} \sum_{i=1}^{N} [(y''_1(i) - \alpha_1 - \beta_{11}x_1(i) - \beta_{12}x_2(i)) (y_2(i) - \alpha_2 - \beta_{21}x_1(i) - \beta_{22}x_2(i))] = \gamma_{11}\gamma_{21} + \gamma_{12}\gamma_{22}
\]  
(6.11)

\[
\frac{1}{N} \sum_{i=1}^{N} (y_2(i) - \alpha_2 - \beta_{21}x_1(i) - \beta_{22}x_2(i))^2 = \gamma_{21}^2 + \gamma_{22}^2.
\]  
(6.12)

We solve (6.4)-(6.6) for \( \alpha_1, \beta_{11} \) and \( \beta_{12} \) and (6.7)-(6.9) for \( \alpha_2, \beta_{21} \) and \( \beta_{22} \). (6.10)-(6.12) give the elements in the covariance matrix of \( \xi_1 \) and \( \xi_2 \). We assume that \( \gamma_{12} = \gamma_{21} \), then we can find the solutions of \( \gamma_{kj} (k,j = 1,2) \). This assumption of symmetry does not influence our result, because in practice, the information we really want is the covariance matrix of \( \xi_1 \) and \( \xi_2 \), that is, the information about how \( \xi_1 \) and \( \xi_2 \) correlate with each other, rather than the information about each process itself. Also in the Markov chain approximation in Chapter 3, all we need is the covariances \( a_{ij} \)'s \((i,j = 1,2)\). The \( a_{ij} \)'s \((i,j = 1,2)\) never show up explicitly in the method.

The final step is to change the \( a_j (j = 1,2) \), \( b_{kj} (k,j = 1,2) \) and \( \gamma_{kj} (k,j = 1,2) \) back to \( a_j (j = 1,2) \), \( b_{kj} (k,j = 1,2) \) and \( \sigma_{kj} (k,j = 1,2) \). The results are in the next section.

6.3 Estimation Results.

The results are shown in Table 6.2. Note that we also calculate the equilibrium points, which are derived in the same way as in Section 5.4.

While the estimation method we have used is fairly basic, the results we obtain do display some meaningful characteristics. First, we have almost the same equilibrium points in all four cases. Second, the values of the \( \sigma_{kj} \)'s \((k,j = 1,2)\) give us a diagonally dominant covariance matrix so that the restriction on our numerical method (3.18) is satisfied. Third, the sign of \( b_{kj} \)'s \((k,j = 1,2)\) shows a certain pattern: \( b_{11}, b_{21} \) and \( b_{22} \) are negative while \( b_{12} \) positive. This
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\begin{table}
\centering
\begin{tabular}{|c|c|c|c|c|}
\hline
 & case 1 & case 2 & case 3 & case 4 \\
\hline
a_1 & 0.171 & 0.116 & 0.149 & 0.084 \\
b_{11} & -1.805 & -1.215 & -1.705 & -1.058 \\
b_{12} & 0 & 0 & 0.307 & 0.446 \\
e & 1 & 0.354 & 1 & 0.341 \\
a_2 & 0.971 & 0.971 & 0.971 & 0.971 \\
b_{21} & -4.151 & -4.151 & -4.151 & -4.151 \\
\sigma_{11} & 0.0199 & 0.0156 & 0.0199 & 0.0152 \\
\sigma_{12} = \sigma_{21} & 0.0005 & 0.0004 & 0.0005 & 0.0004 \\
\sigma_{22} & 0.0830 & 0.0830 & 0.0830 & 0.0830 \\
equilibrium point & (0.095, 0.041) & (0.095, 0.041) & (0.095, 0.041) & (0.096, 0.041) \\
\hline
\end{tabular}
\caption{Estimation results}
\end{table}

pattern makes the equilibrium point of the deterministic differential equation a stable one. The reason is the following. According to the theory of ordinary differential equations, the stability of the equilibrium point is determined by the following 2 eigenvalues:
\[
(b_{11} + b_{22}) \pm \sqrt{(b_{11} + b_{22})^2 - 4(b_{11}b_{22} - b_{12}b_{21})}
\]

The part under the square root is always less than \(|b_{11} + b_{22}|^2\) because \(b_{11}b_{22} - b_{12}b_{21} > 0\) (cf. point three above). If the part under the square root is nonnegative, then the eigenvalues are real, negative. If the part under the square root is negative, then we have two complex eigenvalues with negative real part. Both cases give us a stable equilibrium point. A stable equilibrium point means that over the long run, the interest rate and inflation rate tend to return to this point if perturbed away from it. This is one of the properties that a stable economy should possess.

But when we did estimation using the data on a longer time interval, for example, from July 1982 to December 1988, or even a longer period, from October 1978 to October 1994, the sign pattern we mentioned in point three above does not hold, although the equilibrium points were still close and the covariance matrices were diagonally dominant. The major change was that the sign of \(b_{21}\) turned positive. \(b_{21}\) measures the effect of the interest rate on the inflation rate. If \(b_{21}\) is positive, then high interest rate will push up the inflation rate. If \(b_{21}\) is negative,
then high interest rate will drive down the inflation rate. Practically, the Bank of Canada has operated under the assumption that $b_{21}$ is negative for the past fifteen years. But it is not clear at this stage what causes the sign difference of $b_{21}$ in our estimation. It might be that the data we use are not accurate or appropriate. It might be that we need a more advanced estimation method or it might be that we need to modify the original continuous stochastic model. The research is ongoing. Right now, we consider the situation when $b_{21}$ is negative.

6.4 Control results and interpretation.

We use the grid size $h = 0.005$ for all the numerical calculation in this section. Figure 6.5 shows the control in the four cases with $\mu = 0.1$, $\alpha = 0.002$, $\rho = 0.1$. The control regions look very similar to each other, so we use the parameters of case 4 to do the remainder of the tests.

Figure 6.6 compares the control for case 4 with different $\rho$'s: 0.1, 0.05 and 0.02 and $\mu = 0.1$, $\alpha = 0.002$. As $\rho$ gets smaller, more control shows up, but the difference is not significant.

Figure 6.7 compares the control for case 4 with different $\mu$'s: 0, 0.1 and 0.5 and $\alpha = 0.002$, $\rho = 0.05$. The graph for $\mu = 0$ is not very clear because we only get one side of the control. To see the whole picture, we run our program on a bigger region $[-0.2, 0.55] \times [-0.45, 0.3]$. The result is shown in Figure 6.8. When we compare these graphs, we can see that as $\mu$ gets smaller, the "no-control strip" not only gets wider but also turns clockwise. A smaller $\mu$ means that we care less about what $x_1$ is, so we use less control to move $x_1$. We would rather use control to get at $x_2$.

Figure 6.9 compares the control for case 4 with $\mu = 0.1$, $\rho = 0.05$ and $\alpha$ taking values 0.002 and 0.005. As we can see, as $\alpha$ getting bigger, less control shows up because larger $\alpha$ raises the relative cost of the control.

As we said before, we use this model to study the dynamics of the nominal interest rate and the inflation rate, with a central bank trying to control the inflation rate by influencing the nominal interest rate. From this point of view, the model with parameters $\alpha = 0.002$, $\mu = 0.1$
and \( \rho = 0.05 \) give us an appealing result. Please refer to Figure 6.6 (case 4: \( \rho = 0.05 \)). Since usually we have nonnegative interest rates and inflation rates, let us look at the graph in the region \([0,0.3] \times [0,0.3]\). What this picture tells us is the following:

- When the interest rate is relatively low, the inflation tends to go up. So the bank tries to stem this tendency by raising the short term interest rate. This corresponds to the grey area in the graph.

- When the interest rate is relatively high and the inflation is in a reasonable range, the bank wants to stabilize the economy by lowering the interest rate. This corresponds to
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Figure 6.6: Comparison of different $\rho$'s

case 4: $\rho = 0.1$

grey: control to the right
black: control to the left

case 4: $\rho = 0.05$

case 4: $\rho = 0.02$

Figure 6.6: Comparison of different $\rho$'s
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case 4: $p = 0$

case 4: $p = 0.1$

case 4: $p = 0.5$

grey: control to the right
black: control to the left

Figure 6.7: Comparison of different $\mu$'s
case 4: $\mu = 0$ on region $[-0.2, 0.3] \times [-0.2, 0.3]$

the smaller box is region $[-0.2, 0.3] \times [-0.2, 0.3]$

grey: control to the right
black: control to the left

Figure 6.8: Control on a bigger region
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Figure 6.9: Comparison of different $\alpha$'s

case 4: $\alpha = 0.002$

grey: control to the right
black: control to the left

case 4: $\alpha = 0.005$

there black area in the graph.

- There is a region where the bank tends to do nothing (corresponding to the white area in the graph), either when the interest rate and the inflation rate are in a reasonable range, (which means that the economy is healthy at that moment, so no adjustment is needed) or when both the interest rate and the inflation rate are high (this is a very complicated economic phenomena and there are different explanations, but a common view is that under such circumstance the interest rates are high enough to drive down the inflation rates.)

Another comment we can make is about $\mu$. As we can see, the number we take for $\mu$ is small. What this says is that, although the bank wants to keep both the interest rate and the inflation rate in a certain range, it would be willing to sacrifice the interest rate to control the inflation rate.
In this thesis, we used the Markov chain approximation method to solve a central bank control problem. In our model, the central bank changes the bank rate to affect the interest rate aiming to control the inflation rate. In terms of mathematical language, our model, mainly from the work of Chiarolla and Haussmann [5], is a two-dimensional stochastic singular control problem with infinite horizon.

We constructed a Markov chain to approximate the continuous process and established the corresponding discretized control problem by following Kushner and Martins [16] and Kushner and Dupuis [15]. We derived a dynamic programming equation from the discretized control problem and solved the dynamic programming equation using two iteration methods, namely, the iteration in policy space and the iteration in value space. The convergence of the iteration methods and the convergence of the Markov chain approximation were discussed heuristically.

Then we tested our methods on some examples for which we know the results. Those test results confirmed our convergence discussion and showed that the optimal control divides the state space into a “no-control” region and a “control-active” region. The “no-control” region is where the control is not applied when the process stays inside the region. But when the process reaches the “free boundary”, the control will push the process a little bit to keep it inside the region. So we actually abuse the word “no-control” here. The “control-active” region is where the control pushes the process into the “no-control” region instantly and the process stays in the “no-control” region thereafter. The “control-active” region has two subregions: one is where the bank rate is raised to increase the interest rate and the other is where the bank rate is reduced to lower the interest rate. The “no-control” region is “hourglass” shaped and squeezed...
between the two "control-active" subregions. Also, we showed heuristically how the slope of the "no-control hourglass" relates with the corresponding deterministic differential equations. At the end, we used some "real" data from Statistics Canada to estimate the parameters in our model and run our program with the estimated parameters. Then we interpreted the control results thus obtained in an economic context.

As we have noted, different time series of the data gave us different patterns of the parameters and hence different control results. At present, we are not clear about the reason for this. This gives us some hints for future work. For example, we might need to look for other data sources for the interest rates and the inflation rates. Also, we might need to investigate a better estimation method. Another possibility is that the model itself does not reflect the dynamics of the real financial world very well. As is mentioned at the end of Chiarolla and Haussmann [5], maybe we should take the influence of the foreign currency exchange rates into consideration. Generally speaking, our current model is a starting point for studying the central bank control problems, and the numerical solutions gives us a vivid illustration of how realistic or not the model is.
Appendix A

Derivation of the Transition Probabilities for the Diffusion Case

We mentioned in Section 3.2 that we constructed the transition functions for the diffusion case by using a finite difference approximation to the derivatives in the uncontrolled problem's HJB equation (3.4). In this appendix, we are going to show how to derive (3.9)-(3.16) from the difference scheme (3.5), (3.6), (3.7) and (3.8). The notation in this appendix is the same as in Section 3.2.

Suppose we already have a "locally consistent" Markov chain \( \{\xi^n\} \), with transition probabilities \( p^h(X,Y) \) \( (X,Y \in G_h) \) and time step \( \Delta t^h(X) \), that approximates the uncontrolled process, then by the same argument as in the first part of Section 4.1, the value function \( V^h(X) \) at point \( X \) for this Markov chain satisfies the following dynamic programming equation:

\[
V^h(X) = e^{-\rho \Delta t^h(X)} \sum_Y p^h(X,Y)V^h(Y) + \frac{1}{2}(\mu x_1^2 + x_2^2)\Delta t^h(X)
\]  

(A.1)

Now our objective is to find \( p^h(X,Y) \) \( (X,Y \in G_h) \) and \( \Delta t^h(X) \).

We substitute (3.5), (3.6), (3.7) and (3.8) into (3.4), collect terms, let the term involving \( V(X) \) and the other terms stay on different sides of the equation, and note that \( a_{12} = a_{21} \) and that (3.5) implies

\[
B_i(X) \frac{\partial V(X)}{\partial x_i} \rightarrow B_i^+(X)\frac{V(X + e_i h) - V(X)}{h} - B_i^-(X)\frac{V(X) - V(X - e_i h)}{h}
\]

where \( B_i^+(X) = \max[B_i(X),0] \) and \( B_i^-(X) = \max[-B_i(X),0] \). We can write (3.7) and (3.8) in a similar way. Then we have

\[
\frac{1}{k^2}[a_{11} - (a_{12}^+ + a_{12}^-) + a_{22} + (B_{11}^+ + B_{11}^-)h + (B_{22}^+ + B_{22}^-)h + \rho h^2]V(x_1, x_2)
= \frac{1}{k^2}[\frac{1}{2} a_{11} - \frac{1}{2} a_{12} - \frac{1}{2} a_{12}^- + h B_{11}^+]V(x_1 + h, x_2)
+ \frac{1}{k^2}[\frac{1}{2} a_{11} - \frac{1}{2} a_{12} - \frac{1}{2} a_{12}^- + h B_{11}^-]V(x_1 - h, x_2)
\]
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\[ + \frac{1}{h^2} \left[ \frac{1}{2} a_{11} - \frac{1}{2} a_{12} - \frac{1}{2} a_{11} + h B^+_2 \right] V(x_1 + h, x_2) \]
\[ + \frac{1}{h^2} \left[ \frac{1}{2} a_{11} - \frac{1}{2} a_{12} - \frac{1}{2} a_{11} + h B^-_2 \right] V(x_1 - h, x_2) \]
\[ + \frac{1}{h^2} \left[ \frac{1}{2} a_{12} V(x_1 + h, x_2 + h) + \frac{1}{h^2} \frac{1}{2} a_{12} V(x_1 - h, x_2 - h) \right] \]
\[ + \frac{1}{2} a_{12} V(x_1, x_2) \]
\[ + \frac{1}{2} a_{12} V(x_1 + h, x_2) + \frac{1}{2} a_{12} V(x_1 - h, x_2) \]
\[ + \frac{1}{2} a_{12} V(x_1 + h, x_2 + h) + \frac{1}{2} a_{12} V(x_1 - h, x_2 + h) \]
\[ + \frac{1}{2} (\mu x_1^2 + x_2^2) \]  

(A.2)

If we use \( Q^h(X) \) as defined in (3.17), then the coefficient of \( V(x_1, x_2) \) becomes

\[ \frac{1}{h^2} (Q^h(X) + \rho h^2) = \frac{Q^h(X)}{h^2} \left( 1 + \frac{\rho h^2}{Q^h(X)} \right) . \]  

(A.3)

If we divided both sides of (A.2) by (A.3) and note that when \( h \) is small, \( \rho h^2/Q^h(X) \) is small, we can say that

\[ 1 + \frac{\rho h^2}{Q^h(X)} \sim e^{\frac{\rho h^2}{Q^h(X)}}. \]

Also, for a real number \( r \), we have \( r^+ + r^- = |r| \). Then (A.2) is approximately equivalent to

\[ V(x_1, x_2) = V(X) \]
\[ = e^{\frac{-\rho h^2}{Q^h(X)}} \left\{ \right. \]
\[ - \frac{1}{Q^h(X)} \left[ \frac{1}{2} a_{11} - \frac{1}{2} a_{12} - \frac{1}{2} a_{11} + h B^+_2 \right] V(x_1 + h, x_2) \]
\[ + \frac{1}{Q^h(X)} \left[ \frac{1}{2} a_{11} - \frac{1}{2} a_{12} - \frac{1}{2} a_{11} + h B^-_2 \right] V(x_1 - h, x_2) \]
\[ + \frac{1}{Q^h(X)} \left[ \frac{1}{2} a_{12} - \frac{1}{2} a_{12} - \frac{1}{2} a_{12} + h B^+_2 \right] V(x_1, x_2 + h) \]
\[ + \frac{1}{Q^h(X)} \left[ \frac{1}{2} a_{12} - \frac{1}{2} a_{12} - \frac{1}{2} a_{12} + h B^-_2 \right] V(x_1, x_2 - h) \]
\[ + \frac{1}{Q^h(X)} \left[ \frac{1}{2} a_{12} V(x_1 + h, x_2 + h) + \frac{1}{Q^h(X)} \frac{1}{2} a_{12} V(x_1 - h, x_2 - h) \right] \]
\[ + \frac{1}{Q^h(X)} \left[ \frac{1}{2} a_{12} V(x_1 + h, x_2) + \frac{1}{Q^h(X)} \frac{1}{2} a_{12} V(x_1 - h, x_2) \right] \]
\[ + \frac{1}{2} (\mu x_1^2 + x_2^2) e^{\frac{-\rho h^2}{Q^h(X)}}. \]  

(A.4)

If we compare the coefficients of \( V \)'s in (A.4) with those in (A.1), we get (3.9)–(3.16). Note that the difference scheme has been used suggestively for the construction of transition probabilities. The important thing of the derived transition probabilities is the "local consistency", which is shown in the next appendix.
Appendix B

Verification of Consistency Conditions

In Section 3.2 we mentioned that our approximate Markov chain satisfies the local consistency conditions (3.20) and (3.21). In this section, we are going to show how (3.20) and (3.21) are derived. All the notation in this section is the same as in Section 3.2.

First, we show (3.20) is true. According to Figure 3.4, there are eight values for \( \Delta \xi_n^h \), namely, \((h, 0),(-h, 0),(0, h),(0, -h),(h, h),(-h, -h),(-h, h),(h, -h)\). So we have

\[
E_{X, n}^h \Delta \xi_n^h = \begin{pmatrix} h \\ 0 \end{pmatrix} p^h((x_1, x_2), (x_1 + h, x_2)) + \begin{pmatrix} -h \\ 0 \end{pmatrix} p^h((x_1, x_2), (x_1 - h, x_2)) \\
\begin{pmatrix} 0 \\ h \end{pmatrix} p^h((x_1, x_2), (x_1, x_2 + h)) + \begin{pmatrix} 0 \\ -h \end{pmatrix} p^h((x_1, x_2), (x_1, x_2 - h)) \\
\begin{pmatrix} h \\ h \end{pmatrix} p^h((x_1, x_2), (x_1 + h, x_2 + h)) + \begin{pmatrix} -h \\ -h \end{pmatrix} p^h((x_1, x_2), (x_1 - h, x_2 - h)) \\
\begin{pmatrix} -h \\ h \end{pmatrix} p^h((x_1, x_2), (x_1 - h, x_2 + h)) + \begin{pmatrix} h \\ -h \end{pmatrix} p^h((x_1, x_2), (x_1 + h, x_2 - h))
\]

If we put (3.9) to (3.16), (3.17) and (3.19) into the above equation, we get (3.20).

Next we show that (3.21) is true. Because

\[
[\Delta \xi_{n, 1}^h - E_{X, n}^h \Delta \xi_{n, 1}^h][\Delta \xi_{n, 2}^h - E_{X, n}^h \Delta \xi_{n, 2}^h]' = \\
\begin{bmatrix}
(\Delta \xi_{n, 1}^h - E_{X, n}^h \Delta \xi_{n, 1}^h)^2 & (\Delta \xi_{n, 1}^h - E_{X, n}^h \Delta \xi_{n, 1}^h)(\Delta \xi_{n, 2}^h - E_{X, n}^h \Delta \xi_{n, 2}^h) \\
(\Delta \xi_{n, 1}^h - E_{X, n}^h \Delta \xi_{n, 1}^h)(\Delta \xi_{n, 2}^h - E_{X, n}^h \Delta \xi_{n, 2}^h) & (\Delta \xi_{n, 2}^h - E_{X, n}^h \Delta \xi_{n, 2}^h)^2
\end{bmatrix}
\]

where \( \Delta \xi_{n, i}^h (i = 1, 2) \) denotes the \( i \)th component of the vector \( \Delta \xi_n^h \). So we are going to prove
(3.21) element by element. \( \Delta \xi_{n,1}^h \) assumes only the values 0, \( h \) and \( -h \), and we have

\[
p^h(\Delta \xi_{n,1}^h = h) = p^h((x_1, x_2), (x_1 + h, x_2)) \\
+ p^h((x_1, x_2), (x_1 + h, x_2 + h)) \\
+ p^h((x_1, x_2), (x_1 + h, x_2 - h)) \\
p^h(\Delta \xi_{n,1}^h = -h) = p^h((x_1, x_2), (x_1 - h, x_2)) \\
+ p^h((x_1, x_2), (x_1 - h, x_2 - h)) \\
+ p^h((x_1, x_2), (x_1 - h, x_2 + h)) \\
p^h(\Delta \xi_{n,1}^h = 0) = p^h((x_1, x_2), (x_1, x_2 + h)) \\
+ p^h((x_1, x_2), (x_1, x_2 - h)),
\]

\[
E(\Delta \xi_{n,1}^h - E_{X,n}^h \Delta \xi_{n,1}^h)^2 \\
= E(\Delta \xi_{n,1}^h)^2 - (E \Delta \xi_{n,1}^h)^2 \\
= 0^2 p^h(\Delta \xi_{n,1}^h = 0) + h^2 p^h(\Delta \xi_{n,1}^h = h) + (-h)^2 p^h(\Delta \xi_{n,1}^h = -h) \\
- (B_1(X) \Delta t^h(X))^2 \\
= a_{11} \Delta t^h(X) + \underbrace{|B_1(X)| \Delta t^h(X) h - B_1^2(X) (\Delta t^h(X))^2} \overset{\text{o}(\Delta t^h(X))}{\longrightarrow}.
\]

Similarly, we get

\[
E(\Delta \xi_{n,2}^h - E_{X,n}^h \Delta \xi_{n,2}^h)^2 \\
= a_{22} \Delta t^h(X) + \underbrace{|B_2(X)| \Delta t^h(X) h - B_2^2(X) (\Delta t^h(X))^2} \overset{\text{o}(\Delta t^h(X))}{\longrightarrow}.
\]

And

\[
E(\Delta \xi_{n,1}^h - E_{X,n}^h \Delta \xi_{n,1}^h)(\Delta \xi_{n,2}^h - E_{X,n}^h \Delta \xi_{n,2}^h) \\
= E(\Delta \xi_{n,1}^h h \Delta \xi_{n,2}^h) - (E \Delta \xi_{n,1}^h)(E \Delta \xi_{n,2}^h) \\
= (h \cdot 0)p^h((x_1, x_2), (x_1 + h, x_2)) + (-h \cdot 0)p^h((x_1, x_2), (x_1 - h, x_2)) \\
+ (0 \cdot h)p^h((x_1, x_2), (x_1, x_2 + h)) + (0 \cdot (-h))p^h((x_1, x_2), (x_1, x_2 - h)) \\
+ (h \cdot h)p^h((x_1, x_2), (x_1 + h, x_2 + h)) + ((-h) \cdot (-h))p^h((x_1, x_2), (x_1 - h, x_2 - h)) \\
+ ((-h) \cdot h)p^h((x_1, x_2), (x_1 - h, x_2 + h)) + (h \cdot (-h))p^h((x_1, x_2), (x_1 + h, x_2 - h)) \\
- (B_1(X) \Delta t^h(X))(B_2(X) \Delta t^h(X))
\]
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\[ a_{12} \Delta t^h(X) + \frac{(-B_1(X)B_2(X)(\Delta t^h(X))^2)}{o(\Delta t^h(X))} \]

\[ = a_{21} \Delta t^h(X) + o(\Delta t^h(X)). \]

Here we use the fact that \( a_{12} = a_{21} \).

These equations have shown that (3.21) is true.
Appendix C

Cost Function of the Uncontrolled Problem: the Exact Solution

The first test we did in Chapter 5 was to compare the exact solution and the numerical solution to the problem defined by (5.1) and (5.2). In this section, we are going to show how to solve (5.1) and (5.2) analytically. The notation here is the same as in Chapter 2.

If we switch expectation and integral in (5.2), by Fubini’s theorem, it becomes

\[ J_X(0) = \int_0^\infty \frac{1}{2} E_X(x_2^2(t))e^{-xt}dt. \]  

(C.1)

Now the problem of looking for the cost function is turned into looking for \( E_X(x_2^2(t)) \).

By Itô’s lemma,

\[ d(x_1^2(t)) = 2x_1(t)(a_1 + b_{11}x_1(t))dt + a_{11}dt + 2x_1(t)\sigma_1dW(t) \]  

(C.2)

where \( a_{11} \) is as defined in (2.9).

If we write (C.2) in integral form, then we have

\[ x_1^2(t) = x_1^2(0) + \int_0^t (2a_1x_1(t) + 2b_{11}x_1^2(t) + a_{11})dt + 2\int_0^t x_1(t)dW(t). \]  

(C.3)

If we take expectation on both sides, then we have

\[ E_X x_1^2(t) = E_X x_1^2(0) + E_X \int_0^t (2a_1x_1(t) + 2b_{11}x_1^2(t) + a_{11})dt + 2E_X \int_0^t x_1(t)dW(t). \]  

(C.4)

Since \( E x_1^2 < \infty \) because \( x_1(t) \) with \( x_1(0) = x_1 \) is a solution to (5.1) (cf. [12], p.289), we have:

\[ E_X \int_0^t x_1(t)dW(t) = 0 \]

because the stochastic integral is a martingale (cf. [12], pp.137–139). And if we switch the expectation and integral in (C.4), then we can write (C.4) as

\[ E_X x_1^2(t) = E_X x_1^2(0) + \int_0^t E_X (2a_1x_1(t) + 2b_{11}x_1^2(t) + a_{11})dt, \]
or

$$dE_x(x_1^2(t)) = (2a_1 E_x(x_1(t)) + 2b_{11} E_x(x_1^2(t)) + a_{11}) dt.$$  \hspace{1cm} (C.5)

Similarly,

$$dE_x(x_2^2(t)) = (2a_2 E_x(x_2(t)) + 2b_{21} E_x(x_1(t) x_2(t)) + 2b_{22} E_x(x_2^2(t)) dt \hspace{1cm} (C.6)$$

$$dE_x(x_1(t) x_2(t)) = (a_2 E_x(x_1(t)) + a_1 E_x(x_2(t)) + (b_{11} + b_{22}) E_x(x_1(t) x_2(t)) + b_{21} E_x(x_1^2(t)) + \frac{1}{2}(a_{11} + a_{12}) dt \hspace{1cm} (C.7)$$

$$dE_x(x_1(t)) = (a_1 + b_{11} E_x(x_1(t))) dt \hspace{1cm} (C.8)$$

$$dE_x(x_2(t)) = (a_2 + b_{21} E_x(x_1(t)) + b_{22} E_x(x_2(t)) dt \hspace{1cm} (C.9)$$

(C.5) through (C.9) is a linear system of differential equations for $E_x(x_1(t))$, $E_x(x_2(t))$, $E_x(x_1^2(t))$, $E_x(x_2^2(t))$ and $E_x(x_1(t) x_2(t))$ with initial condition

$$
\begin{align*}
   E_x(x_1(0)) &= x_1 \\
   E_x(x_2(0)) &= x_2 \\
   E_x(x_1^2(0)) &= x_1^2 \\
   E_x(x_2^2(0)) &= x_2^2 \\
   E_x(x_1(0) x_2(0)) &= x_1 x_2
\end{align*}
$$

Starting from (C.8), we can solve (C.8), (C.9), (C.5), (C.7), (C.6) one by one for $E_x(x_1(t))$, $E_x(x_2(t))$, $E_x(x_1^2(t))$, $E_x(x_1(t) x_2(t))$, and $E_x(x_2^2(t))$. The result is

$$E_x(x_1(t)) = (x_1 + \frac{a_1}{b_{11}}) e^{b_{11} t} - \frac{a_1}{b_{11}}$$

$$E_x(x_2(t)) = \frac{b_{21} C_{11}}{b_{11} - b_{22}} e^{b_{11} t} + \left( \frac{a_2 - b_{21} C_{12}}{b_{22}} - \frac{b_{21} C_{11}}{b_{11} - b_{22}} x_2 + x_2 \right) + \frac{a_2 - b_{21} C_{12}}{b_{22}}$$

$$E_x(x_1^2(t)) = \frac{2a_1 C_{11}}{-b_{11}} e^{b_{11} t} + \left( x_1^2 + \frac{a_{11} - 2a_1 C_{12}}{2b_{11}} + \frac{2a_1 C_{11}}{b_{11}} \right) e^{2b_{11} t} + \frac{a_{11} - 2a_1 C_{12}}{-2b_{11}}$$

$$E_x(x_1(t) x_2(t)) = \frac{a_{12} C_{12}}{b_{11} - b_{22}} e^{b_{11} t} - \frac{a_{12} C_{12}}{b_{22}} + \frac{a_{11} C_{11}}{b_{11} - b_{22}} x_1 + \frac{a_{11} C_{11}}{b_{22}} x_2$$

$$E_x(x_2^2(t)) = \frac{b_{22} C_{21}}{b_{11} - b_{22}} e^{b_{11} t} + \left( \frac{a_{22} - b_{22} C_{21}}{b_{11} - b_{22}} x_1 + x_2 \right) + \frac{a_{22} - b_{22} C_{21}}{b_{11} - b_{22}}$$

$$E_x(x_1(0) x_2(0)) = x_1 x_2$$
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\[ E_X(x_1(t)x_2(t)) = \frac{D_{12}}{-b_{22}} e^{b_{11}t} + \frac{D_{13}}{-b_{11}} e^{b_{22}t} + \frac{D_{14}}{b_{11} - b_{22}} e^{2b_{22}t} \]

\[ + \left( \frac{D_{11}}{b_{11} + b_{22}} + \frac{D_{12}}{b_{22}} + \frac{D_{13}}{b_{11}} - \frac{D_{14}}{b_{11} - b_{22}} + x_1 x_2 \right) e^{(b_{11} + b_{22})t} + \frac{D_{11}}{-(b_{11} + b_{22})} \]

where

\[ D_{11} = \frac{1}{2}(a_{21} + a_{12}) - a_2 C_{12} + a_1 C_{23} + b_{21} C_{33} \]

\[ D_{12} = a_2 C_{11} + a_1 C_{21} + b_{21} C_{31} \]

\[ D_{13} = a_1 C_{22} \]

\[ D_{14} = b_{21} C_{32} \]

and

\[ E_X(x_2^2(t)) = \frac{D_{22}}{b_{11} - 2b_{22}} e^{b_{11}t} + \frac{D_{23}}{-b_{11}} e^{b_{22}t} + \frac{D_{24}}{2b_{11} - 2b_{22}} e^{2b_{11}t} \]

\[ + \left( \frac{D_{21}}{2b_{22}} + \frac{D_{22}}{2b_{22} - b_{11}} + \frac{D_{23}}{b_{22}} - \frac{D_{24}}{2b_{11} - b_{22}} - \frac{D_{25}}{b_{11} - b_{22}} + x_2^2 \right) e^{2b_{22}t} \]

\[ + \frac{D_{25}}{b_{11} - b_{22}} e^{(b_{11} + b_{22})t} + \frac{D_{21}}{-2b_{22}} \]

where

\[ D_{21} = a_{22} + 2a_2 C_{23} + 2b_{21} C_{45} \]

\[ D_{22} = 2a_2 C_{21} + 2b_{21} C_{41} \]

\[ D_{23} = 2a_2 C_{22} + 2b_1 C_{42} \]

\[ D_{24} = 2b_{21} C_{43} \]

\[ D_{25} = 2b_{21} C_{44}. \]

Note that we solve the differential equations when \( b_{11} \neq b_{22} \) and \( b_{11} \neq 2b_{22} \) because this is the case for our test problem.
Appendix C. Cost Function of the Uncontrolled Problem: the Exact Solution

With the solution of $E_X(x_2^2(t))$, we then find the cost $J_X(0)$ as in (C.1). The improper integral is well defined because $b_{11}$ and $b_{22}$ are negative and $\rho$ is negative so that $E_X(x_2^2(t))e^{-\rho t}$ is exponentially decaying. We have

$$J_X(0) = \frac{1}{2} \left( \frac{C_{51}}{-b_{11} + \rho} + \frac{C_{52}}{-b_{22} + \rho} + \frac{C_{53}}{-2b_{11} + \rho} + \frac{C_{54}}{-2b_{22} + \rho} + \frac{C_{55}}{-b_{11} - b_{22} + \rho} + \frac{C_{56}}{\rho} \right)$$
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