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Abstract

Cells that move in response to an external signal are crucial for diverse physiological processes
such as embryogenesis, neurogenesis, wound healing and immune eurveillance. Motile cells
are also implicated in dlsease processes such as rheumatmd arthritis and metastatic cancer.
Polymerization of the protem actin, one of the three protelns in a cell’s cytoskeleton generates
the force required to propel a cell in response to a stimulus. The goal of this thesis is to use
mathematical modelling to gain a better understanding of how spatial asymmetries in signalling
molecules are established and how these signalling molecules direct actin polymerization to
produce characteristic actin densities and persistent directed motion.

As a first step in understanding the complicé.ted signalling cascades activated by an eﬁcter—
nal signal, I identify modules important for regulation of actin polymerization in motile cells.
Based on experimental evidence, I foeus on phosphoinositides (PIs), membrane-bound lipids
that mediate sensing of external gradients, and Rho proteins, potent regulatore of the actin
cytoskeleton. I‘ consider models of actin dynamics, Rho proteins and PIs in isolation based on
known or observed biochemical events. I then formulate a combined model that simulates actin
polymerization dy_narnics under the regulation of beth PIs and Rho proteins. I base all the
models proposed here on experimental ebservations that indicate how PIs and Rho proteins
interact with each other and how they affect actm dynamlcs

The models presented here generate behavmurs cons;stent w1th experlmental observations of
both normal and mutant cells and suggest possible mechanisms for recent experimental observa-
tions. I show that a model based on biological evidence using reasonable parameter values gives
rise to spatial profiles of signalling molecules and actin filaments that are consistent with exper-
imental observations. I find that crosstalk between Rho proteins is required for maintenance of
directed motion. I suggest how actin polymerization could be involved in the maintenance of

the spatial gradients of PIs and propose experiments to test my hypothesis. These testable hy-

potheses can be used to guide experiments that could then be used to further refine the models
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and shed light on the regulatofy :l)r.océssés,involved in cell motility.
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Chapter 1
Introduction ’and motivation

1.1 Introdu‘ction

If cells did not have the ability to move, organisms from amoebae to vertebrates would not be
able to sﬁrvive. Motile cells that respond to external stimuli are required for many fundamental
physiological processes. Fibroblasts crawl to the site of a wound or tissue injury and provide a
scaffold upon which healthy tissué can grow. Neutrophils migrate in response to an infection and
kill invading bacteria. Cells must correctly interpret and respond to chemical signals for proper
neural and embryonic development. Cell motility is also implicated in pathdlogical processes.
Metastatic cancer cells migrate to distant parts of the body where they pro_liferéte and cause
damage. Pathogens such as Listeria and E coli hijack many of the proteins used for cell motility
to ensure their own survival and propagation.

Actin is a common protein found in virtually all eukaryotic cells. Most motile cells rely
on polymerization of actin to genérate sufficient for‘ce fof membrane protrusion and movement.
Actin polymerizes into thin ﬁlafnents that cross link to form bart of a cell’s internal scaffolding,
called the cytoskeleton

Actin filaments are continually adding and losing individual actin monomers. The dynamic
nature of the cytoskeleton allows cells to respond swiftly to external stimuli. Stimuli can cause
internal changes in cells that mamfest as asymmetrlc protem distributions and cytoskeletal
rearrangement, which in turn leads to d1rected cell rnovement

The aim of this thesis is to develop and exploreAmodels of actin polymerization and its
regulation by upstream effectors. Many signalling cascades are activated by external signals
but not all of these cascades lead to directed movement. By investigating and assimilating
experimental results, I identify major modules containing families of signalling molecules that
are invoived in the cascade that leads to directed movement. The goal is to develop a better

understanding of how these various signalling molecules conspire to give rise to directed cell

movement and How those interactions lead to characteristic behaviours of both normal and
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mutant cells.

1.2 Cell types studied

Many cell types have the ability to move in response to a stimulus. The following are some of the
most common cell types used in experiments to explore the regulation of actin polymerization

during cell movement.
1.2.1 Fibroblasts and neutrophils

Fibroblasts and neutrophils move by extending long thin processes called filopodia, followed by
the extension of a lamellipodium, a thin membrane sheet which is hundreds of nanometers thick
and tens of microns wide. Filopodia and lamellipodia are discussed further in Chapter 2. The
extension of filopodia and lamellipodia cause large cell membrane deformations and leads to an
overall cell shape change from a rounded cell, when stationary, to a tear-drop shape with a long,
flat lamellipodium at the leading edge, when moving. A migrating fibroblast is shown in Figure
1.1 while a migrating neutrophil is shown in Figure 1.2. The membrane at the leading edge
of a fibroblast or neutrophil is constantly reshaping as filopodia and lamellipodia extend and
retract. Movement of fibroblasts tends to be slow (approximately 0.02 pm/s, Nobes and Hall

(1995)) while neutrophils move more rapidly (around 0.3 pm/s, Iijima and Devreotes (2002)).

Figure 1.1: Image of a migrating fibroblast. Reprinted with permission from JM Vasiliev:
Cytoskeletal mechanisms responsible for invasive migration of neoplastic cells. International
Journal Of Developmental Biology 48(5-6):425-439 (2004).

1.2.2 Neural growth cones

During development, neurons also display a form of motility. The axon, which relays electrical
signals to target cells, must migrate to appropriate target cells during formation of the nervous

system. While the cell body itself does not move, an actin rich process called the growth cone
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Figure 1.2: Image of a migrating neutrophil. Reprinted from Current Opinion In Cell Biology
16(1), CA Parent, Making all the right moves: chemotaxis in neutrophils and Dictyostelium,
4-13 (2004), with permission from Elsevier.

migrates along a chemical gradient, extending the axon (Kalil and Dent, 2005), as shown in
Figure 1.3. Many of the same proteins that regulate motile cells are required for proper growth
cone movement. Hence, growth cones are also studied as a model system for cell motility

(Giniger, 2002; Gungabissoon and Bamburg, 2003).
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Figure 1.3: Image of a neural growth cone. Reproduced, with permission, from RA Gungabis-
soon and JR Bamburg: Regulation of growth cone actin dynamics by ADF/cofilin. Journal of
Histochemistry & Cytochemistry 51(4):411-420, 2003.

1.2.3 Keratocytes

In contrast to fibroblasts and neutrophils, keratocytes (fish epithelial cells that rapidly repair
wounds) maintain a consistent shape during movement. Typically, motile keratocytes take on
a crescent shape with a long flat lamellipodium leading the way and a large bulge containing
the nucleus at the rear of the cell. The shape of a keratocyte has been compared to a fried egg
or a taco, as shown in Figure 1.4. Keratocytes do not extend filopodia during motility and do
not exhibit large membrane deformations. Keratocytes move swiftly, at approximately 0.3-0.5
pm/s (Pollard and Borisy, 2003; Svitkina et al., 1997).

Unfortunately, it is difficult to produce mutant keratocyte cells to explore the role of various
proteins in cell motility so there is little data available specifically for keratocytes. However,
theoretical models of cell motility often use keratocytes as a model system (Grimm et al., 2003;
Marée et al., 2006; Mogilner and Edelstein-Keshet, 20025 for the following reasons. Keratocytes
have smooth, gliding motion at constant speed, with only minor shape deformation. Their
adhesion to the substrate is relatively uniform, and hence plays a secondary role in motility
compared to forward protrusion. Keratocytes have prototypical behaviours that form a basic
repertoire upon which more elaborate behaviours are superimposed. Many other cell types with
more complex dynamics have mutant forms that display such phenotypical behaviours, such
as the epithelial cell line NBT-II, which can display keratocyte-like movement under certain
conditions (Huang et al., 2003a). Thus, kerat;)cytes present a good model system as a starting

point for exploring directed movement.
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In all the cell tybes discussea hére, actin pol‘}rmérization dynamics are regulated by a variety
of signalling proteins and membrane bound lipids. A common feature of many motile cells is the
asymmetric distribution of signalling molecules that is set up in response to an external signal.
This leads to greater actin polymerization in one érea of the cell, which then leads to. membrane
- protrusion and cell migration. Although the models developed in this thesis explore keratocyte
motility, data about the signalling pathways in keratocytes is lacking. Hence, I exploit the
similarities in actin polymerization regulation by the cells described here by relying on results

from different cell types to motivate and justify the models. proposed in this thesis.

1.3 Experimental techniques to study cell motility

Motile cells are imaged and manipulated by experimentalists in an effort to understand how
motile cells initiate and maintain directed movement. Below I briefly discuss some of the major

experimental techniques used :to"_“produ‘cé“'"t'h;e' data referred to in this thesis.
1.3.1 Electron mic_ros.copy‘and gold particle tagging

Viewing cells using electron microscopy (EM) allows experimentélists to visualize details of
fixed cells at extremely high resolution, on the order of tens of nanometers (Egelman, 1985).
~EM uses a beam of electrons instead of visible light'to examine a sample, giving a magnification
of approximately 500,000x. This imaging process provides information about the shape and
structure of a samplé and in motile cells, it is possible to visualize individual actin filaments in
a lamellipodium (an electron micrograph of a keratocyte :laméllipodium is shown in Figure 1.4).
To prepare a cell for EM imaging, the cell is fixed, halting all biochemical activity. The cell
is then processed. Exposing the cell to a detergent removes the cell membrane, exi)osing the
actin cystoskeleton in the lamellipodium. Once the cell is prepared, the actin meshwork can
be directly imaged by an electron microscope. Experiments comparing EM images with details
of the actin meshwork visible in live cells using phase contrast microscopy confirmed that the
fixation process does not distl:dr‘t:the a'cti;i? meshworkand the angular structure of the actin
meshwork is preserved during fixation (Verkhovsky et al., 2003):
It must be remembered that EM images are a static picture of a highly dynamic structure, in

this case the lamellipodium, that do not capture temporal changes. This point was eloquently

expressed by Dr. Lionel Harrison (Harrison (1993), p. 30):
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The electron micrograph is like a mariner’s chart or a map in an atlas. A famous
story among opera lovers is that the conductor Franz Lachner, while rehearsing
Wagner’s The Flying Dutchman in 1864, complained about ”the wind that blows
out at you wherever you Q‘pgr} tl;le‘s‘c'ore."’ 'Anyone"can feel this wind on hearing the
remarkably evocative muéié played. Only a fully trained musician can feel it when
looking silently at the printed score. When one contemplates an electron micrograph,
and then a diagram of chemical changes in biochemical cycles, one should feel first
the storm which raises the question and t?hen the great determined flows through it

which shape the organism.

EM can also be uéed in conjunction with other.experimental techniques to reveal additional
information about the actin meshwork in a lamellipodium. During cell processing, antibodies
attached to gold particles can be used to tag specific proteins in the cell. The gold particles
visible in an EM image are counted to give an approximéute count of a certain protein in an
imaged area. This technique was used in Bailly et al. (1999) to determine the number of free
filament tips and branch points in the lamellipodium of a motile cell, compared to my model

predictions in Chapter 4.
1.3.2 Fluorescence 1mag1ng o

A popular technique that can be used with both live and fixed cells relies on fluorescent markers -
to indicate the spétial localization of specific proteins. When used with live cells, this allows
experimentalists to observe dynamic changes in both the spatial localization and the relative
increase or decrease of specific proteins. Proteins attached to fluorescent tags can be introduced
into cells by permeabilization (where the cell membrane is slightly degraded to allow the passage
of the large fluorescent molecules attached to the proteins of interest), by microinjection (where
the tagged proteins are directly inserted into the céll) or using mutant cells (cells that express
a fluorescent tag along with the protein of interest). Detectors collect the light emitted by the
fluorescent proteins when excited, giving snapshots of protein localization and density at a series
of time points. |

Fluorescence microscopy, at much lower resolution than electron microscopy, can resolve

features no closer together than 200nm (Stark et al., 2003). Fluorescence microscopy does not

give an indication of the absolutfgéi_.ﬁuanti‘tyizdf a parficular protein (unlike gold tagged proteins
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in EM discussed above), but does provide a relative rﬁeasure \that can be used to determine the
relative increase or decrease-of a particular protein.

In this thesis, I use fluorescence data to determine the time course of the increase or decrease
of particular molecules (Chapter 8, data taken from Huang‘ et al. (2003b); Insall and Weiner
(2001)) as well as the spatiai profile of particular proteins in a moving cell (Chapter 4, data
taken from Bailly et al. (1999); Redmond and Zigmond (1993); Svitkina and Borisy (1999)).

1.3.3 Regulation of protein expression

The techniques described abc.)\'r.é','ﬁél'éétf‘c)ﬁ'rlv and ﬁuoréséer;éé nﬁcroscopy, are useful for imaging the
localization and dynamics of specific proteins, but not to examine the effect of individual proteins
on cell motility. Fortunately, there are experimental techniques that allow an experimenter to
adjust (up or down regulate) the expression of a particular protein, or modify its behaviour.

RNA interference (RNAi) is an experimental protocol used to block translation of specific
RNA sequences into a protein. Double stranded RNA (dsRNA), containing the sequence for the
target protein to be downregulated, is introduced into a cell. This causes the degradation of all
RNA with the target sequence before they can be translated into proteins. In Chapter 8, I use
data from RNA interference experiments in the construction of a model.

Experimentalists use mutant cells to observe the effect of different proteins in cell motility.
To produce a mutant cell, the DNA sequence corresponding to a certain protein is altered so
that the target protein created in this cell does not behave like the normally expressed protein.
Target proteins in mutant cells can either have no effect on downstream effectors (constitutively
inactive) or a stronger effect :t':hqrtl"usualv (‘Cbné,ti{;utively active). Data from mutant cells that
express constitutively active or ir;éjlcfivé proteins>is used in Chapter 6.

To understand the role of certain proteins in cell motility, mutant cells or RNAI treated.
cells are exposed to a chemoattractant and the resulting behaviour is observed and compared to
unaltered motile cells. Comparing observations of mutant and normal cells provides clues about

which proteins are crucial for directed migration and what role those proteins play.

1.4 Structure of a motile cell

Figure 1.4 is an electron micrograph of a keratocyte, a scale of the fish Black tetra, at various

levels of magnification, showing the organization of the actin cytoskeleton in the lamellipodium.
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The cell is oriented so that the direction of motion is toward the top of the i)age in all images.

Here I discuss features of the actin meshwork that are visible at each level of magnification.
1.4.1 Size scale of tens of microns

At the lowest magnification, Figure 1.4 (a), the entire cell is visible. A keratocyte is several tens
of microns across its largest diameter: In Figure 1.4 (a), the lamellipodium is the thin sheet-like
structure extended in the direction of motion (toward the top of the page), with width ~10 um.
Keratocyte lamellipodia are approximately 200 nm thick (Abraham et al., 1999). The lighter
area in this figure is the cell boay, containing the nucleus, organelles aﬁd other cell cbmponents
(several microns thick, Laurent et al. (2005)). Unlike other motile cells, the leading edge of the

keratocyte lamellipodium is smooth, with no visible filopodia.
1.4.2 Size scale of ten microns

At the next level of magnification, Figure 1.4 (b), the overall structure of the actin cytoskeleton in
the lamellipodium is more apparent. Most filaments are oriented in the direction of motion and
are interconnected to form a dense meshwork. The meshwork shown here extends approximately

9 pm into the cell. The scale bar shown in the image represents 1 pm.

1.4.3 Size scale of one micron

As the magnification is increased further (Figure 1.4 (c) and (d)), individual actin filaments
can be distinguished. Near the leading edge, (c), many barbed ends are visible and there is
little distance between branch points. Farther from the leading edge, (d), barbed ends are less

apparent and there is greater distance between branch points along a single filament.

1.4.4 Size scale of 0.1 microns

Figure 1.4 (e)-(h) show details of the actin meshwork at high magnification. In these images,
it is possible to identify sihglé fiiﬁfr‘n'ent's:;,énd'their branches. These images show the branch
points nucleated by.the Actin Related Protein, Arp2 /3 (Arp2/3 associatés with actin filaments,
forming a new filament oriented at 70° to the parent filament). Arp2/3, and its role in actin
polymerization, is discussed further in Chapters 2 and 3. At this magnification, it is also possible

to see how filaments weave together as they grow, giving rise to a crosslinked network that can

resist deformation under the applied load force during cell motility.
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1.5 Cell repertoire of interest

Motile cells exposed to an external stimulus go through a series of steps to initiate directed
motion. Here, I outline this rgﬁértdifé and indicate which aspects of cell motility I will be

modelling in this thesis.

1.5.1 Gradient detection

In order to migrate toward a source of chemoattractant, motile cells must be able to detect a
gradient as shallow as 1-2% across the diameter of the cell (Servant et al., 2000). A gradient
of chemoattractant can be established by molecules diffusing from a micropipette (Wang et al.,
2002; Weiner et al., 1999), or by experimental methods that 'cqhstruct a stable spatial gradient
(Fisher et al., 1989). In normal motile cells, the direction of the gradient determines the eventual
direction of cell movement. Motile cells remain sensitive to chemoattractant gradients and are
able to turn and follow a new gradiént if the micropipette is moved (Iijima et al., 2002; Xu et al.,
2003). A gradient of chemoattractant is not always necessary for directed movement as some
cell types appear to initiate directed movement in the absence of spatial cues (Wedlich-Soldner

and Li, 2003). In this thesis, I explore how:lde{:ection of an external gradient can lead to directed

Ly

movement (Chapters 7 and 9)
1.5.2 Polarization

Once a cell has detected an external signal, the cell polarizes, establishing a distinct front and
back. This results from internal responses that differ along the length of the cell, causing various
proteins to accumulate and different biochemical processes to occur at the front and back of
the cell (Iijima et al., 2002; Ridley et al., 2003). The direction of polarization determines the
eventual direction of movement. A more détailed ‘desc‘riptio‘n, and qualitative modelling will
be an important focus in Chapters 3, 6 and 8. Using. mlathematical modelling, I simulate cell
polarization and investigate how a cell can establish and maintain a distinct front and back in

response to an external signal (Chapters 8 and 9).
1.5.3 Amplification and adaptation

In a polarized cell, various proteins and lipids establish internal gradients {Merlot and Firtel,

2003; Weiner et al., 2002). The x'ﬁécfdscdpié internal gradients observed in polarized cells have a

similar magnitude in response to both weak and strong external signals (Levchenko and Iglesias,
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2002; Wang et al., 2002). Internal amplification of shallow external gradients allows a motile
cell to respond consistently to signals of differing strengths. In contrast to internal amplifica-
tion to an external gradient, cells exposed to a uniform increase in chemoattractant display a
transient increase in certain molecules. After approximately one minute, the cell édapts to the
homogeneous stimulus and returns to its resting state (Janetopoulos et al., 2004). However,.
not all motile cells adapt to a uniform stimulus; some randomly choose a direction and initiate
- directed motion \(Wedlich-Soldrl‘ér‘ and. L1, '2‘003)“:.:‘ In the models presented here, I am concerned

- with gradient amplification an‘d. 1 do not explore possible mechanisms for adaptation.
1.5.4 Cytoskeletal remodelling and cell shape changes

The events despribed above, gradient detection, polarization and amplification, culminate in re-
organization of the actin cytoskeleton. This causes the cell to change its shape from a rounded
resting cell, to a tear-drop, or crescent shaped cell, with a lamellipodium extended in the di-
rection of motion. In this thesis, I implement the proposed models in a 1D cell transect in the
direction of motion. I do not exblore shape changes that occur as a result of cell polarization.
However, in my joint paper (Marée et al., 2006), we develop and explore a model similar to ‘the
one I present in Chapter 8, implemented in 2D. In that paper, we specifically addresses how cell

shape change and polarization can occur.

1.5.5 Directed movement

Reorganization of the actin‘cyfco‘svkéletdﬁ gives'rise to thg:lamellipodium and to directed motion
up the chemoattractant gradient’ (chemota.x_is). Polariz_ation of the cell gives rise to a front and
back and a defined leading edge. The cell remains sensitive to changes in the external signal
and readjusts its trajectory quickly when fhe chemoattractant source is moved (Xu et al., 2003).
Initiation and persistence of directed motion in response to an external signal will be explored

in Chapters 7 and 9.

1.6 Signalling cascade

Research in molecular biology has uncovered a huge number of molecules, interactions, and
functions relevant to cell motility. Out of such work, pictures such as Figure 1.5 have emerged.

These signalling diagrams represent the current state of the art in experimental biology. Dif-

ferent experimental groups. working on different signalling molecules contribute their results to
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enormous databases such as KEGG (Kyoto Encyclopedia of Genes and Genomes), from which
Figure 1.5 was taken. This exhaustive information is then assembled like pu;zle pieces, to form
immensely complicated signalling pathways. Even with access to aﬁ enormous quantity of data,
not all components involved in signalling to the actin cytoskeleton are included in Figure 1.5.
Further, it is not at all clear which components are essential for cell motility, and which are not.
It is also not possible to deduce from these signalling diagrams how these components interact
with each other, both spatially and temporally, to produce typical behaviours of motile cells.

In the next phases of cell biology, it will be desirable to use the vast experimental literature
investigating cell motility to make sense of the dynamic behaviour of the components in the
signalling pathways, not just the effect of the presence or absence of different components.
Identifying regulatory modules or ”circuits”, understanding their individual functions, how they
interconnect, and what roles the;sé play 1n "cell behaviour will be important. My thesis addresses
a limited part of this go‘al in the context of cell motility.

Based on a review of the literaturé, I focus on the following modules involved in cell motility:
phosphoinositides (PIs), discussed in Chapter 8, Rho proteins, presented in Chapter 7, and actin .
polymef‘ization dynamics are introduced in'Chapter 3 and considered further in Chapters 7 and
9. PIs mediate detection of external signals and regulate Rho proteins and actin dynamics. Rho
proteins act as biological switches z;nd intefact with the PIs in a positive feedback loop. This
results in accumulation of PIs and Rho pfoteins at the leading edge (polarization), in response
to an external signal. Actin dynamics are crucial for cell‘ motility as polymerization of actin
generates the mechanical force needed for directqd movement. In Chapter 9, I demonstrate
that spatial regulation of actin dynamics by PIs and Rho proteins gives rise to the character-
istic macroscopic spatial profiles of actin filaments in motile cells, as well as typical aspects of
behaviour described in Section 1'.5" »

Some members of PI, Rho protem and ac':'ti‘ﬁ‘ moéuléé; indicated by a thick circle, are in-
cluded in the signalling cascadé éhown in Figure 1.5. A simplified signalling cascade showing
the. modules investigated in this thesis.is given in Figure 1.6 and a more detailed schematic

showing some interactions and localization of the lipids and proteins in Figure 1.7. The specific

components shown in Figure 1.7 are discussed in more detail in Chapter 2.
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Figure 1.4: Electron micrograph of a migrating keratocyte with its typical crescent shape,
showing details of the actin meshwork in the lamellipodium. The membrane is removed during
the fixation process to reveal the actin meshwork. The whole cell, shown in (a), is moving
toward the top of the page. The lamellipodium is the flat, broad structure extended in front
of the cell. The cell body, containing the nucleus and other organelles, is thicker than the
lamellipodium and appears brighter in this image. (b) shows more detail of the actin meshwork
in the lamellipodium, enlarged from the box in (a). Filaments in the actin meshwork form
a uniform angular mesh with a characteristic angle of 70° due to branching by the protein
Arp2/3. The shape of the cell is preserved as it moves (not shown). The scale bar is 1 um.
(c) and (d) are further enlargements of the actin meshwork from the two boxes in (b). At
this magnification, individual filaments in the actin meshwork are visible. (e)-(h) show even
further detail of actin filaments in the meshwork. Branch points are clearly visible and the
intertwining of filaments is apparent. The scale bars in (e)-(h) indicate 50 nm. Reproduced
from Svitkina et al. (1997), Journal of Cell Biology, 1997, 139, 397-415, by copyright permission
of The Rockefeller University Press.
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Figure 1.5: Some of the signalling cascades activated by an external signal that regulate actin polymerization in motile cells. Note that not all
interactions between molecules are indicated, and many molecules known to regulate actin polymerization are not included. Some components
of the signalling pathway considered in this thesis are indicated by a thick circle. Reprinted with permission from KEGG: Kyoto Encyclopedia
of Genes and Genomes, (Kanehisa et al., 2006).
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Figure 1.6: A simplified signalling cascade believed to regulate actin polymerization in motile
cells and investigated in this thesis. Arrows indicate positive interactions.
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Figure 1.7: Schematiclbof‘ g,impliﬁed;isiglnallir_xg cascade considered in this thesis.

1.7 Modelling cell movement in a 1D domain

In this thesis, I implement all models in a 1D domain, representing a 1D transect of a keratocyte
lamellipodium, shown schematically in Figure 1.8. While this modelling approach cannot take
into account all the features of a lamellipodium shown in Figure 1.4, I believe that this approach

is able to capture the essential dynamics in a cell that lead to polarization and directed move-
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ment. By taking a 1D transect, I am assuming that the actin meshwork in a large area in the
middle of the lamellipodium is homogeneous and that the number of barbed ends growing into
the transect is equivalent to the number growmg out Whlle I do not keep track of individual
actin filaments, new filaments nucleated by Arp2/3 in the transect at a 70° angle to the par-
ent filament will be lost from the domain as the filament grows, but approximately the same
number of new filaments will be vgained as filaments nucleated outside the 1D transect grow
into the domain. This allows the flux of filaments across the transect to remain close to zero.
I am also assuming that the lamellipodium is not very thick so that the vertical thickness can
be ignored. This has been verified experimentally, showing the thickness of the lamellipodium
is approximately 200 nm, while the width and length of the lamellipodium is tens of microns
(Abraham et al., 1999). .I

Investigating dynamics in a 1D domain has advantages over more complicated 2D or 3D
implementations. A simple domain is important for proof of principle and provides more in-
sight into underlying dynamics than more complicated domains. It is best to analyze complex
signalling pathways in 1D to gain. a thorough understanding of the underlying dynamics before
extending the models to 2D Current (Maree et al 2006) and future work that 1nvest1gates ‘
these models in a 2D setting arose out of a collaboration that rehed on the model being 1n1-‘
tially developed and analyzed in 1D. This thesxs descrlbes those initial investigations, where the

models are developed, parameters are estimated and the resulting behaviour is analyzed.

1.8 General questions addressed in this thesis

In order to gain a better understanding of cell motility, and motivated by a wealth of empirical
observations of moving cells, I use mathematical modelling to investigate the following general

questions:
1. How do we begin to understand pathways tliat signal to actin? (Chapters 2, 7, 9)
2. Is it possible to identify modules that are involved in cell motility? (Chapters 3, 6, 9)
3. How do these modules,behaye_ and";llow;are ,they»ylji_rilced? (Chapters 4, 6, 7, 9)

4. How do biochemical rates affect the speed of a cell and the spatial distribution of actin

filaments? (Chapters 4, 7, 9)
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a) Top view
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Figure 1.8: Geometry of the model. Shown is a schematic diagram of a moving keratocyte. (The
arrow indicates the direction of filament growth and the direction of protrusion.). The boundary
+oo is ahead of the cell, —oo is at the rear of the lamellipodium (a thin sheet-like structure
that forms at the leading edge of the cell). a) is a top view of a keratocyte lamellipodium,
showing the 1D transect used as the modelling domain in this thesis. b) is a side view, showing
the relative thickness of the lamellipodium, as compared to the rest of the cell body. A typical

distribution of actin filament density predicted by our model (and seen experimentally) is shown
along the axis on the bottom. Figure courtesy of Leah Edelstein-Keshet.
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polymerization by Rho
proteins in a 1D model cell

lcn 10: Results and discussiol

Figure 1.9: Flow chart of the thesis, indicating connections between the different chapters.

5. Which signalling cascades or direct or indirect feedback loops or interactions could lead

to spatially stable actin profiles? (Chapters 7, 8, 9)

6. Which interactions within and between modules are crucial for cell motility? (Chapters

9, 10)
1.9 Structure of the thesisv

In this thesis, I focus on regulation of actin polymerization and itsl role in initiating and main-
taining directed motion. I do not 'take“: into account mahy mechanical aspects of cell motility
such as cell adhesion to the subst?éte or contraction of the cell body. Each chapter in this thesis
explores modules involved in actin dynamics in motile cells. Below is a short summary of each -

chapter and Figure 1.9 is a flow diagram indicating the relationship between the chapters.

Chapter 2: This chapter gives an in-depth introduction to actin and actin-related proteins, surveys

current experimental research and poses general questions arising from experimental ob-

servations.
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Figure 1.10: Schematic of interactions investigated in Chapters 3 - 5. To indicate a negative
effect, the symbol - is used, while a positive effect is indicated using —.

Chapter 3: In this chapter, I develop a inodel of actin dynamics to investigate the distribution of
actin filaments in a 1D lamellipodium. Under simplifying assumptions, it is possible to
determine an analytic solution that demonstrates how cell speed and actin density are
influenced by biochemical parameters. Chapters 3 - 5 formed the main subject of my

paper Dawes et al. (2006).

Chapter 4: This chapter builds on the actin model developed in Chapter 3 and uses simulations to
| explore cases not easily solved using analytic techniques. 1 dgscribe how parameter values

are determined and I investigate the effect of these parameters on membrane speed. I

compare experimental datéi“:v{/it‘li‘t.}‘lé”-spéti“al ﬁréﬁléé produced by the model to determine

which type of filament .b}anéhihg is most likely.

Chapter 5: In this chapter, I incorporate a small rearward flow of the actin meshwork, termed ret-
A rograde flow, into the actin model presented in Chapter 3. Retrograde flow of the actin
meshwork has been observed in lamellipodia of motile cells and I wish to determine what
effect, if any, this flow has on the membrane speed and spatial profile of actin as determined

by my model.

T~

Figure 1.11: Schematic of interactions investigated in Chapter 6

Chapter 6: Rho proteins, shown schematically in Figure 1.11, form a module in my proposed simplified
signalling cascade, Figure 1.6. In this chapter, L review a model of interactions between

Rho proteins developed in jifkine'(?bOS) and M‘aré‘é et al. (2006). These interactions lead

to spatially asymmetric profiles in response to a graded signal.

Chapter 7: In this chapter, I present expérimental evidence suggesting how Rho protein regulate actin
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Figure 1.12: Schematic of interactions investigated in Chapter 7

polymerization dynamics. I modify and combine the models presented in Chapters 3 and 6
to simulate Rho protein regulation of actin dynamics in a 1D model of a lamellipodium. I
find that combining these two modules leads to directed movement at biologically reason-

able speeds in response to a graded stimulus, although some behaviours are not consistent

with experimental observations. These aspects are corrected in following chapters.
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Figure 1.13: Schematic of interactions investigated in Chapter 8

Chapter 8: I introduce the final module in th§ 'Simpliﬁed signalling cascade (Figure 1.6), phospho- .
inositides (PIs). Phosphoinbsitides are membrane-bound lipids that are most upstream in
the signalling cascade modelled here. I present experimental evidence indicating how Pls
interact with Rho proteins. I propose a model of PI dynamics and couple it to the model
of Rho proteins from Chapter 6 to investigate how PIs may relay the detection of an ex-
ternal signal and how Rho proteins can interact with PIs to maintain spatially asymmetric
distributions. I use this combined model of PIs and Rho proteins to suggest mechanisms
for observations of knockout cells that can initiate directed motion but cannot prdperly

detect a gradient. I also suggest a mechanism to explain the observed spatial exclusion of

two apparently non-interacting niolecules, namely Cdcd2 and PTEN.




Chapter 1. Introduction and motivation 21

Arp2/3
activation\

Barbed ,
Ends \F_

actin

i

Figure 1.14: Scﬁé‘rﬁatic-(l)'f"i‘h"té‘racti(')ris investigated in Chapter 9

Chapter 9: The final model proposed in this thesis combines the modules of actin dynamics (Chap-
ter 3), Rho proteins (Chapter 6) and PIs (Chapter 8) into one whole system. I review
evidence suggesting how Pls regulate actin dynamics and modify the models accordingly.
I investigate initiation of movement in response to a gradeéd stimulus and compare the

_resulting spatial profiles to experimental observations. I use‘ this model to investigate the
effect of actin polymerization on PIs and propose experiments to further elucidate the role

of actin polymerization in the signalling cascade shown in Figure 1.5.

Chapter 10: In this Chapter, I summa\rize the results of my thesis and address the general questions
posed in Chapter 2. Mathematical modelling can help to make sense of the interactions
within and between modules and I discuss how this work expands our understanding of

actin polymerization in motile cells. I suggest Ways that the models proposed here can

guide experiments, and eventually.be refined and expanded.
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C.hapter 2

Introductio_g to actin and cell
motility .

Thg protein actin polymerizes to form long, thin filaments. 4Thes'e filaments crosslink to form a
" major part of a cell’s cytoskeleton. The cytoskeleton provides an iﬁternal scaffold, determining
a cell’s shape and providing mechanical resistance to external forces. The cytoskeleton is a
dynamic structure that undergoes continuous actin polymerization and can rapidly remodel
itself in response to a stimulus. Motile cells respond to an external stimulus, such as a gradient
of chemoattractant, by polarizing. This manifesfs as segregation of PIs and Rho proteins in
specific areas of the cell. Among their other downstream effects, these molecules influence
actin polymerization, causing enhanced actin polymerization in one area of the cell. The force
generated by actin polymerization against the cell membrané is sufficient to propel the cell
forward. The aim of this thesis is to develop mathematical models to better understand how
actin polymerization is spatially ;egl\llat..e'(:i.ih' a rriotilé\lcelvl‘.'
In this chapter, I discuss the protein actin and the role played by actin polymerization and
its regulators in motile cells. In Chapter 3, I propose a model of actin dynamics in a motile cell

based on the biological background presented here.

2.1 Actin

Actin, a small protein with molecular weight ~40 kDa, polymerizes from a monomeric form
(G—actin)‘ into long ﬁlaménts (F-actin). G-actin binds to the nucleotide Adenosine ’I‘riphdsphate
(ATP) which hydrolyzes to Adenosine Diphosphate (ADP). Actin filaments are polar with dif-
ferent monomer association and dissociation kinetics at the so called ”barbed” and ”pointed”
ends, shown schematically in Figure 2.1. ATP-bound éctin monomers have faster barbed end
binding kinetics than fhe ADP form. ‘At a free barbed end of a filament, the newly assembled

portion of F-actin is ATP-bound, forming an ATP-actin cap. Eventually the ATP is hydrolysed

and older parts of a filament Cpnsist: of ADP-actin, which are more prone to breakage and disas-
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sembly. Overall, the rate of monomer addition is higher at the barbed end, and polymerization

occurs more favourably there.

Pointed end G‘“"“ ‘ Barbed end
. . v

B ﬂ.,m%mg_wg?z% EEE <Z

depolymerization ATP-actin cap polymerxzaj;lon

3 T

ADP-actin =~ ATP-actin '

Figure 2.1: Schematic of actin filament polymerization. ATP-bound actin monomers are white
while ADP-bound actin monomers are gray.

Actin binding proteiﬁs regulate the concentration of actin monomers available for polymer-
ization. Sequestering prbteins bind to actin monomers, preventing them from associating with
filament barbed ends. Other proteins such as profilin, bind to actin monomers and catalyze
the exchange of ADP for ATP, increasing the pool of monomers available for polymerization.
I do not focus on the various bound forms of actin monomers in this thesis (see Mogilner and
Edelstein-Keshet (2002) for a thorough treatment of the actin monomer cycle and its effect on

filament growth at the leading edge of a motile cell).

2.1.1 Speed of actin polymerization

Actin monomers associate with both the barbed and pointed ends of a filament, but with different
kinetics. In vitro experiments have determmed the monomer association (k%) and dissociation _
(k™) rates for ATP-actin at both ends of a filament (kb at the barbed end and k::h for the pointed
end, shown schematically in Figure 2.1). At the barbed end, kb =11.6pM"1s71, ky, = 1.4s‘1,7
and at the pointed end, k; = 1_.3uM_.ls‘1, ky = 0.8s™1 for ATP-actin (Bonder et al., 1983).
A filament gains approximately § =2.7 nm of length when a monomer is added. The typical
concentration of ATP-actin monomers available for pblymerization (ie. those monomers not
sequestered or otherwise made unavailable for polymerization) in a cell is approximately a =
20 uM (Pollard et al., 2000). At this monomer concentration, there is a greater net gain of
monomers at the barbed end than at the pointed ‘end.. “This leads to filament ?treadmilling”

where a monomer added to the barbed end cycles through the filament and is eventually lost

from the pointed end. It is possible to determine the speed at which a barbed end grows in a
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motile cell as a result of actin polymerization:

v = (rate of monomer addition — rate of monomer loss)length gained
= (kfa—ky)é o (21)
~ 0.6um/s. (2.2)

for a monomer concentration of a = 20uM. For this estimate, I do not take into account
polymerization at the pointed end since most filament pdihted ends are capped by Arp2/3 and
unavailable for polymerization. Continuous disassembly of the actin meshwork at the rear of
the lamellipodium maintains the pool of actin monomers availablg for polymerization.

From these rate constants, it is possible to determine the critical concentration of ATP-actin
(acrit), the concentration of monomers below which polymerization will not occur (Pollard,
1986). If the rate of monomer dissociation (k™) is greé’cer than or equal to the rate of monomer

addition (k*), a filament cannot grbwj ‘At the pointed end, the critical concentration is

ks 0.8s71
af =Lt = ———— =06uM.
crit k;— 1-3,U,M_18_1
Similarly, the critical concentration at the barbed end is
ky Lldse!
P I T M— ~0.12uM.

erit T kF T 11.6pM 157!

Note the critical concentration at the barbed end is lqwer than at the pointed end due to
different monomer binding kinetics. I do not explicitly keel; track of actin monomers in the
models presented here but instead assume that monomers are freely available and filament
polymerization takes place at a constant rate everywhere in the cell. The rate of barbed énd

growth is an important parameter in the model of actin polymerization dynamics proposed in

Chapter 3.
2.1.2 Force generation by actin polymerization

It has been proposed that act'ir‘iv'ﬁl'amervxts‘ operate as Bi‘(')v'vnian ratchets that exert a forward
force on the membrane when monomers are added (Oster, 2002). Peskin et al. (1993) hypoth-
esized that actin filaments are rigid and thermal fluctuations in the membrane create a space
between the filament tips and the membrane. When this gap is sufficiently large, a monomer

can associate, lengthening the filament. The membrane can no longer diffuse back to its original
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position. Many such monomer addition events compel the membrane to move forward. It was
later proposed in Mogilner and Oster (2003, 1996) that the actin filaments are subject to greater
thermal fluctuations than the membrane; creating a gap large enough for monomer addition.
After monomer addition, the ne'vrly iengthened ﬁl_ament exerts force on the membrane as it
straightens. By averaging over many barbed ends and assuming that each barbed end shares
the load force of the membrane equally, Mogilner and Oster (1996) derived a force-velocity rela-
tion that specifies the velocity of the membrane due to the force exerted by polymerizing barbed
ends, described briefly below.

Mogilner and Oster (1996) first consider the case of a single filament with fast thermal
fluctuations compared to the rate of monomer addition. The velocity of the membrane, ¢, is

then approximately given by:
c= a(zc,;*aoe-éf/kBT “ k), C(2.3)

where f is the load force of the membrane, @0 is concentration of actin monomers at the mem-
brane; kp is the Boltzmann constant, T is temperature and ki and § have the same meaning
as above. The load force f is a comblnatlon of two factors: membrane surface tension and
binding energy dissipation as the membrane is pushed forward (Mogilner and Edelstem—Keshet
2002). Membrane surface tens1on exerts an inward force since the membrane resists deforming
in response to pushing filaments, due to stretch and compression of the membrane lipid bilayer.
Binding energy dissipation occurs as links between the actin cytoskeleton and the membrane
are severed as the membrane is pushed forvrard.

However, as shown in Section 2.1.1, the rate of monomer dissociation at the barbed end
is small compared to the rate of addition, provided the concentration of actin monomers is
sufficiently high. In typical motile cells, actin monomers are freely available, making monomer
loss from bar‘bed ends insignificant (filament length gaihed in one second is ~ 0.63um while

length loss is ~ 0.004um). The velocity of the membrane can then be written as:
cw 5k;'aoe'5f/kBT. (2.4)

~6f/ksT

This equation can be understood as follows. The eprnential term e is the probability

—Jf/kBT

that a gap of size § forms, where O <e < 1. The factor determmmg this probability,

ﬁ%, is a ratio of two energies. The numerator is the energy required to make a é-sized gap,
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and is analogous to the ”activation energy” in physical chemistry since it is the minimum
energy necessary for monomer addition. The denominator is the thermal energy, which uses
Boltzmann’s constant to determine kinetic energy at the temperature T'.

To extend this relation to a large number of barbed ends pushing on the membrane, it is
assumed that each barbed end shares the load force of the membrane equally, so that each
barbed end feels a force f = F/By where F is the membrane resistance force and By is the
nufnber of barbed ends pushing on the_xﬁeinbrane_. This leads to the following expression for

the force-velocity relation for m@hy barbed ends pushing on the membrane:

Fé :
c=vexp (— kBTBo) 4 (2.5)

where v = 6kif ap is the free polymerization speed in the absence of the membrane. I use this

Brownian ratchet force-velocity relation to determine the speed of membrane movement in the
actin polymerization model developed in Chapter 3.

The idea of actin filaments operating as Brownian ratchets has been explored further in recent
papers‘. Expanding on their earlier model, Mogilnér and Oster {2003) separate actin ﬁlamenfs
into two groups: attachied filaments that are transientl); bound to the membrane and exert a
force opposite to the direction of motion, and working filaments that are actively pushing on the
membrane. They use this model to investigate the motion of the pathogen Listeria and specially
coated polystyrene beads. Dickinson and Purich (2002); Dickinson et al. (2004) suggest that
proteins that track the tips of actin filaments are responsible for monomer addition, not thermal
fluctuations. Future work indu'dés ekplbriné different ,}hechanisms for membrane protrusion

suggested by these theoretical ihVeétigations.

2.2 Actin Associated Proteins

Many proteins are involved in regulating actin polymerization dynamics in motile cells. Some
directly influence actin polymerization and depolymerization while others provide structural
stability or sequester actin monomers. The biochemical rates that result from the activity of

these proteins are listed in Table 2.1. These are used extensively in the models developed in

this thesis.
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2.2.1 Capping Proteins

Capping proteins bind to barbed ends of actin filaments, preventing further polyrﬁerization

-activity. In the absence of capping protein, filaments grow unconstrained until the concentration

of monomers falls below a.ri;. Capping proteins (ivncluding'gelsolin and CapZ in muscle cells)
bind to barbed ends with a high.affinity (k+ = 3uM~! s71) and unbind very slowly (k_ =
5 x 10~4s~1); it takes over 1000 s for a barbed end to be uncapped (Feinberg et al., 1998;
Pollard et al., 2000; Schafer et al., 1996). At the concentration of capping proteins found in
cytoplasm, a free barbed end has a half life of about 0.25 s (Pollard et al., 2000). Regulation
of capping in motile cells ensures that free barbed ends are polymerizing only in specific areas
of the cell. I incorborate the activity of capping pfotein into the model for actin dynamics in

Chapter 3.

2.2.2 Nucleating Proteins

Arp2/3, a seven subunit complex that associates with actin, has been identified as the key nu-
cleator of new filaments. Arp2/3 mediates branching of actin filaments by binding to an existing
filament and creating a new tip oriented at 70° to the parent ﬁlame_nt (Cameron et al., 2001).
It is not entirely clear if Arp2/3 binds to the tip (Falet et al., 2002; Pantaloni et al., 2000) or

the side (Amann and Pollard, 2001; Fujiwara et al., 2002) of existing filaments. While it is not_

'possible to directly observe the nucleation activity of Arp2/3, current theoretical and experi-

mental analyses strongly suggest that side 'branching is the most likely mechanism (Carlsson

et al., 2004; Dawes et al., 2006). I explore different branching mechanisms in Chapter 4 -and

provide further evidence that side branching by Arp2/3 is most likely. On average, branches

nucleated by Arp2/3 appear 1.56 pm from the barbed end of a parent filament with an average
densit}.r of one branch every 4.4 um (Amahn and Pollard, 2001).

Arp2/3 is required for cell motility and is responsible for the orthogonal meshwork of actin
filaments observed in lamellipod'i;a; (thin éctiﬁ-rich protrusions that are characteristic of many
motile cells, Bailly et al. (2001)). Arp2/3 is distributed in the cytoplasm of unstimulated cells
and accumulates at the leading edge of stimulated cells (Falet et al., 2002) where it interacts
with the membrane-associated protein WASp (found mostly iﬁ hematopoetic cells Orange et al.

(2004)) or N-WASp (found in many different cell types). WASp and N-WASp dramatically

enhance the rate of Arp2/3 nucleation (Suetsugu et al., 2001). Once Arp2/3 nucleates a new
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barbed end, it remains localized to the branch point in the actin mesh with the pointed end of
the new filament attached to the parent filament (Cameron et al., 2001). I explicitly include the
concentration of active Afp2 /3 1n ‘the models for actin dynamics éxplored in Chapters 3, 7 and

9._
2.2.3 Filament Depolymerizing Proteins

Filament disassembly frees up actin monomers, making them available for polymerization else-
where in the cell. Filament decay can occur by several means including depolymerization at the
pointed end, severing, or degradation of older parts of an actin filament. While monomers do
spontaneously dissociate from filaments, this pro_céss can be accelerated by actin depolymerizing
factor (ADF)/cofilin (Bamburg, 1999), which severs filament portions that are ADP-bound. Ob-
servations of filament assembly and disassembly in motile cells shows that actin filaments turn
over approximately every 30 s (Pollard et al., 2000). In the models discussed in Chapters 3, 7
and 9, I do not keep track of whether a filament is ATP or ADP bound and instead assume that

all filaments have an average lifetime of 30 seconds.
2.2.4 Sequeste'rin_g Profeins,

Sequestering proteins vary the availability of monomers, enhancing or impeding the rate of
filament growth.  Proteins such as thymosin 84 bind to G-actin, making the monomer unavailable
for polymerization. Profilin binds to G-écfin, enhancing polymerization by rapidly exchanging
ADP for ATP (Dos Remedios et al., 2003). The actin monomer cycle and its influence on actin
polymerization dynamics near the leading.edge of a motile cell is not explicitly considered here

(see Mogilner and Edelstein-Keshet (2002) for an investigation of sequestering proteins).

2.2.5 Time scales of actin dynamics

Actin dynamics have a variéty of time scales, as discussed above. Bound capping protein has a
half-life of 1000 s while a filament in a motile cell turns over approximately every 30 s. Since cap-
ping protein binds to filament tips away from the leading edge, this binding persistence ensures
that filaments are disassembled and recycled back into the pool of available monomers without
becoming uncapped and re‘sumi_n;"g_l pqur;léfiz‘ation. ‘Capping brotein also prevents depletion of
the monomer pool, since ﬁlamén‘t.growth is rabid compared to filament turn over. Without

capping protein limiting the number of actively polymerizing barbed ends, the rate of filament
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decay would be insufficient to replenish the monomer pool.

2.3 Signalling Molecules

Cytoskeletal remodelling in reéponse to an external signal results from the spatial redistribution
of signalling molecules that influence actin dynamics. Below I briefly describe specific signalling
molecules that are known to regulate actin dynamics in motile cells. An integrated model that

combines these signalling molecz‘.;‘le:s' with actin dj}namiéé is investigated in Chapter 9.
2.3.1 Rbho Proteins

The Rho proteins Cdc42, Rac and Rho, also called Rho GTPases, are known regulators of the
actin cytoskeleton. Cdc42 leads to activation of Arp2/3 (via enhanced activation of N-WASp,
Higgs and Pollard (2000)) while Rac inhibits the activity of capping protein (Arcaro, 1998).
Although I do not include the downstream effects of the Rho protein Rho here, Rho inhibits
depolymerizatioh by inactivating ADF /cofilin (Gungabissoon and Bamburg, 2003) and enhances
pblymerizlation by increasing the .activity of profilin (Da Silva et al., _2003). The Rho proteins
act as molecular switches by cycling between an inactive GDP-bound (guanosine diphosphate,
the nucleoside guanosine bound to two phosphates) state and an active GTP-bound (guanosine
triphosphate, guanosine bound to three phosphates) staté. There is crosstalk between the Rho
proteins with experiments indicating that Cdc42 activates Rac which activates Rho and there
is evidence for an antagonistic rélatiopship'-bétween qu42 and Rho (Burridge, 1999; Giniger,
2.002; Liet al., 2002), which I dlscuss in more Idetajmil in Chapter 6. Rho proteins form asymmetric
spatial gradients when a motile cell is exposed to an external signal. I explore a model of Rho

protein regulation of actin dynamics in Chapter 7.
2.3.2 Phosphoinositides

Phosphoinositides (PIs), membrane associated lipids, are required for cell métility as they me-
diafe spatial sensing of external signals (Wang et al., 2002). Pls directly affect actin dynamics.
by inhibiting capping (DiNubile and Huang, 1997; Schafer et al., 1996) and indirectly affect
actin dynamics by influencing the activation state of Rho proteins (Aoki et al., 2005; Li et al.,
2003; Welch et al., 2002). Rho proteins in turn affect the PIs (van Hennik et al., 2003; Welch
et al., 2003). A model of PI and Rho protein interaction is expiored in Chapter 8. Like the Rho

proteins, PIs form spatial gradients in stimulated cells (Weiner et al., 2002).
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PIs and Rho proteins act cooperatively. to regulate actin polymerization, decreasing the rate
of capping (Tolias et ai., 2000) and increasing the rate of Arp2/3 nucleation (Higgs and Pollard,
2000). A schematic of the general signalling cascade believed to regulate actin polymerization
in motile cells and the basis for the models developed in fhis thesis is shown in Figure 1.6. A

model that combines PIs and Rho proteins with actin dynamics is explored in Chapter 9.

2.4 Stages of cell movement

A series of events must occur for a cell to move in response to an external signal. These events

are regulated by signalling molecules that determine where in a cell the activity takes place.
2.4.1 Spatial asymmetries in signalling molecules

Phosphoinositides are the first s'i.'gnallinlg molecudes to establish spatial gradients in response to
an external signal (Merlot and Firtel, 2003; Wang et al., 2002; Weiner et al., 2002). After the
establishment of a PI asymmetry, the Rho proteins establish spafial asymmetries with Cdc42
and Rac elevated at the front of the cell and Rho elevated at the rear (Kraynov et al., 2000;
Nalbant et al., 2004; Srinivasan et al., 2003; Xu et al., 2003). It is not clear if the observed
spatié.l asymmetries of PIs and Rho proteins are due to interactions between the Rho proteins

and PIs or if PIs and Rho proteins maintain their own asymmetries in isolation.

2.4.2 Cytoskeletal rearrangement

The asymmetry of PIs and Rho proteins spatially regulate actin polymerization dynamics, lead-
ing to changes in cell shape. In particular, there is a massive generdtion of new barbed ends and

enhanced actin polymerization in response to a stimulus at the.leading edge of a motile cell.
Extension of filopodia

Cdc42 causes the formation of bﬁ.l‘oipodia, iong thin structures that protrude from the leading
edge of the cell, generally in the direction of motion (Burridge, 1999; Matozaki et al., 2000;
Ridley, 2001c; Takai et al., 2001). Filopodia consist of parallel bundles of actin filaments, that
may form in areas of the cell where capping is inhibited (Mejillano et al., 2004). Filopodia are
usually 0.2 to 0.4 um in diameter (Jacinto and Wolpert, 2001), and 5 -35 pum long but can grow
to 70 pum in length (Adams, 2001; Jacinto and Wolpert, 2001; Wood and Martin, 2002). They

can extend and retract at approximately 10 pum/min (Jacinto and Wolpert, 2001; Wood and
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‘Martin, 2002). Filopodia are not necessary for gradient sensing or directed movement as some

motile cells do not display these. membrane instabilities.
Extension of lamellipodia

Actin polymerization drives the extension of lamellipodia (Adams, 2001), a broad but thin
actin-rich protrusion. Lamellipodia vary greatly in size but can spread several um across and
extend many pm into a cell (Small et al., 2002). Arp2/3 is required for lamellipodium formation
and causes the actin filaments to be organized into an orthogonal mesh with a characteristic
branching angle of 70° (Cameron et al., 2001; Svitkina and Borisy, 1999). In the lamellipodium,
approximately 80% of the actin filaments are oriented with their barbed ends toward the leading
edge (Svitkina et al., 1997). Most filaments are oriented at an angle of £35° to the membrane,
making moﬁomer addition more likely during thermal fluctuations than filaments that are ori-
ented perpendicular to the membrane. Also, filaments oriented at i35°‘ are able to exert more
force on the membrane than those filaments oriented away from the membrane (Maly and Borisy,
2001). I do not keep track of filament orientation in the models presented here but I assume
that all filaments are oriented iﬁ‘the direction of motion, as discussed in Chapter 3. Please see

Marée et al. (2006) for a model of actin dynamics that does consider filament directionality.
Retraction of the cell body

As the cell extends forward, adﬁesions keep the cell from slipping backward (Wehrle-Haller and
Imhof, 2002). However, the cell can exténd only so far before the connection between the rear
of the cell and the substrate must be severed.

Rho enhances contraction of the cell body, allowing the rear of the cell to detach from the
substrate (Burridge, 1999; Ridley, 2001b). In this thesis, I do not include cell body retraction,
but several models have investigated the role of cell body adhesion and contraction in cell motil-

ity. Gracheva and Othmer (2004) developed a viscoelastic model of a motile cell to investigate
the effect of contraction and adhesion on the speed of movement. Marée et al. (2006) propbsed a
2D model of a motile cell that includes retraction of the cell body. Another model, presented in
Bottino et al. (2002); Bottino ‘z‘ind'F_éUci (1998, treats thé actin meshworl; in the lamellipodium
as a lattice of interconnected sprlngs |

For sustained cell movement, extension and retraction must be continuously and smoothly

coordinated, suggesting that actin polymerization is tightly regulated in motile cells.
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2.5 Observations of motile cells

The typical speed of cells that rely on actin polymerization for movement caﬂ vary widely.
Amoebae and neutrophils (immune surveillance cells) have beeh observed moving at speeds
around 0.3 pum/s (lijima and Devreotes, 2002) (the speed of free actin polymerization, Section
2.1.1) while keratocytes (fish epithelial cells) move at approximately 0.3-0.5 um/s (Pollard and
Borisy, 2003; Svitkina et al., 1997) Iﬁ ‘f::ghtfast, ﬁbrbbi'asts' (cells involved in wound healing)

move more slowly at approximately 0.02 um/s (Nobes and Hall, 1995). In this thesis, I focus on

display smooth, persistent motion at a roughly constant speed, have few membrane instabilities
(such as extension and retraction of filopodia) and maintain a regular shape that varies little

during motion, making keratocytes a good choice of cell for the purposes of modelling.

|
|
keratocytes as a model cell. In contrast to fibroblasts and other motile cell types, keratocytes
|
\
\

Parameter | Meaning Value Source
K rate of capping . 1 sec™! 1]
v rate of depolymerization 1/30 sec™? 2]
v growth rate of uncapped barbed end | 0.1 um/sec 3]
7 rate of nucleation by Arp2/3 100 um~tsec™! | [1]

Table 2.1: Typical biochemical rates involved in actin dynamics. Cited sources: [1]: Pollard
et al. (2000), [2]: Mogilner and Edelstein-Keshet (2002), [3]: Sanger et al. (1996).
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Chapter 3

Actin filament branehing and
protrusion velocity in a simple
1D model of a motile cell!

In the previous chapter, I presented expenmentally determined information about actin and the
regulation of actin polymerlzatlon in motlle cells In this chapter, I formulate and analyze a 1D
model for the spatial distribution of actin density at the leading edge of a motile cell, assuming
the cell is already polarized and in motion at a constant speed. The model incorporates nucle-
ation, capping, growth and decay of actin filaments, and known parameter values based on the
literature, as discussed in Chapter 2. As polymerization of actin is known to generate the force
| required for membrane protrusion, I develop this model to investigate under what conditions a
polarized cell can maintain steady state motion and characteristic actin profiles. Using a simpli-
fied geometry, and reasonable assumptions about the biochefnical processes, 1 derive PDEs for
the density of actiﬁ filaments and their tips. This model of actin dynamics is the focus of this
thesis. However, this model of actin dynamics cannot address cell polarization or initiation of

motion so in later chapters, I use a variant of this model to investigate actin dynamics regulated

by upstream effectors, such as Rho proteins (Chapter 7) and phosphoinositides (Chapter 9).
3.1 Regulation of actin polymerization in motile cells

Polymerization of actin in the lémellipodium is tightly regulated by many factors that cap,

nucleate, and depoiymerize the filaments (Small et al., 2002; Wood and Martin, 2002).

3.1.1 Role of filament capping and decay

Regulation of the number of actively polymerizing barbed ends by capping protein is necessary

for efficient cell protrusion; otherwise the pool of available actin monomers would be quickly

1A version of the material presented in Chapters 3-5 is in press. AT Dawes, GB Ermentrout, EN Cytrynbaum
and L Edelstein-Keshet. Actin filament branching and protrusion velocity in a simple 1D model of a motile cell.
Journal of Theoretical Biology, In Press, 2006. '
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depleted by a large number of polymerlzmg barbed ends. Filaments are disassembled by sim-
ple loss of monomers, by cuttmg, or by some combination thereof. Experiments suggest that
depolymerization tends to occur more frequently away from the leading edge (Vallotton et al.,
2004), where filaments are more likely to be in the ADP-actin form. In the model presented
here, I g.séume barbed end capping occurs.at a constant rate, meaning thaf capping protein is
plentiful everywhere in the cell. I also assume filament decay occurs at a constant rate regardless

of the age or position of the filament in the cell.
3.1.2 Role of Arp2/3 nucleation

It is known that Arp2/3, essential for cell motility (Bai~lly et al., 2001), is responsible for the
branched actin network seen in the lamellipodium (Suetsugu et al., 2002). It is not cleaf if
Arp2/3 must remain bound to the membrane, or if it diffuses away from the membrane before
binding to a filament and nucleating a new barbed end. Once activated by membrane bound
proteins such as WASp or N-WASp, Arp2/3 can assoc1ate with an existing filament to nucleate a
new barbed end at 70° to the parent ﬁlament (Amann and Pollard, 2001). Arp2/3isincorporated
into the filament during the nucleation process. I explicitly include Arp2/3 concentration in the
model developed here so that new barbed ends are generated only in areas where active Arp2/3

is present.
3.1.3 Localization of Arp2/3 and barbed ends in motile cells

As discussed in Chapter 2, active. polymerization in motile cells occurs almost exclusively at
the leadingledge (Bailly et al., 1999; Ponti et al., 2004; Redmond and Zigmond, 1993; Svitkina
et al., 1997). Moreover; Arp2/3 is also incorporated intb the actin meshwork near the leading
edge (Bailly et al., 1999; Falet et al., 2002; Svitkina and Borisy, 1999). Electron micrographs
6f fixed cells that have gold particles attached to Arp2/3 and barbed ends, provide an absolute
measure of the. number of free tips and branch points in some small region near the leading
edge. These measures are consistent with fluorescence experiments, showing most barbed endé
within 0.5 um of the leading edge and Arp2 /3 mcorporated into the meshwork over 2-3 yzm near
the leading edge (Bailly et al., 1999 Sv1tk1na and Borlsy, 1999) Experiments using both live
and fixed imaging of motile cells have determined that approximately 80% of filaments up to 8

pm away from the leading edge are oriented with their barbed ends pointing toward the leading

edge (Small et al., 1995; Svitkina et al., 1997; Verkhovsky et al., 2003). To simplify the model
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of actin dynamics, I assume all barbed ends are oriented toward the leading edge.

3.2 Previous modelling efforts

A number of models have been proposed to mvestigate actin dynamics in motile cells. Some
models focus primarily on the: actm monomer cycle and actm polymerization at the leading edge
(Grimm et al., 2003; Mogilner and Edelstem—Keshet 2002). Using a 1D model, Mogilner and
Edelstein-Keshet (2002) showed how membrane speed depends on. barbed ends and ATP-actin
monomer concentration at the leading edge of a cell. Grimm et al. (2003) made predictions
regarding the shape of the leading edge. Both papers employed a force-velocity relationship as
the basis for membrane protrusion, but neither is concerned with the profiles of actin density or
the biochemistry of branching mediated by Arp2/3. Edelstein-Keshet and Ermentrout (2000)
proposed a model to investigate actin length distribution in a 1D strip of the lamellipodium but
the focus was on cutting and severing, rather than branching. A

Carlsson (2001) used a stochastic 3D model to simulate the growth of an actin network
against an obstacle. While this approach was able to qualitatively reproduce many of the
features of the actin meshwork in lamellipodia, it was not possible to draw general conclusions
regarding the branching mechanism of Arp2 /3 based on these simulations. To investigate more
fully whether Arp2/3 nucleates new ﬁlaments off the tlp or side of existing filaments, Carlsson
et al. (2004) combined in vitro experimental work w1th a model of actin dynamics in a well—.v
mixed, spatially homogeneous settmg. Comparison between the simulation and experimental
data provided compelling evidence that side branching is the most likely mechanism.

The model of actin dynamics proposed in this chapter complements previous approaches in
several respects. First, (like Edelstein-Keshet and Ermentrout (2000) but unlike Mogilner and
Edelstein-Keshet (2002)) I am concerned with spatial distribution of actin filaments and their
barbed ends; the model can then be used to compare against actin density distributions observed
in experiments. I explore actin density evolution in a simpliﬁed 1D geometry (see Figure 1.8)
to investigate the interplay between filament branching, growth, and decay in proximity to
the leading edge. As with many previous models mentioned above, I use both analytic (this
chapter) and simulation techniques (Chapter 4) to explore different possible behaviours of actin

dynamics in motile cells. However, since I study a minimal model, it is possible to find (in

the simplest case) explicit forms of travelling waves thet represent the steady state motion of a
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motile cell. This leads to analytic expressions for experimentally measurable quantities such as
protrusion velocity and spatial density profiles in terms of kinetic parameters such as rates of
capping, nucleation, polymerization and disassembly of filaments. A primary focus is on the role
of Arp2/3 in initiating branches on filaments. By explicitly incorporating Arp2/3 éctivation at
the leading edge, its diffusion, and its role as a nucleator of new actin filament tips that push
the membrane, 1 can investigate consequences of distinct types of branching on the resultant

actin dynamics, distribution and cell speed.
3.3 Questions to address

Taking into account experimental'observations and the results of previous modelling efforts, I

wish to address the following questions this chapter:

1. Can a minimal model for actin filament nucleation, capping, and depolymerization account

for observed typiéal density profiles in a rapidly moving cell?

2. Under what conditions can this actin profile sustain traveling wave solutions typical of

steady state cell motion?

3. By comparing model outputs with experimental data, is it possible to determine if Arp2/3

nucleation is more likely to form side or tip branches?

3.4 Assumptions about model geometry

| The following simplifying assumptions are made regarding the geometry of the model cell.

1. The lamellipodium is a thin flat s_heet,.apprqximately 10 pm long. Its vertical thickness

(~200 nm, Abraham et al. :(’_1999)j is here ignored.
2. The domain is a one dimensional strip of lamellipodium (see Figure 1.8).

3. Forward protrusion of the leading edge occurs at a rate that depends on the number of
barbed ends at the membrane. I mainly consider steady state motion for which the rate

of membrane protrusion is constant.
4. The membrane provides constant resistance to movement.

5. Dynamic processes such .as capping, branching and depolymerization are modelled using

first order kinetics.
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6. The actin dynamics of iﬁtérest take place near the leading edge, assumed to be far from
4
any physical barriers.

7. The number of barbed ends at the rear of the lamellipodium is negligible.

Assumption 1 about the lamellipodium geometry, made for analytical ease, is reasonable
since the lamellipodium is long and flat. Assumption 2 is a simplification. 2D and 3D effects
could be important, and will be examined in a later treatment. This 1D transect includes both
cytoplasm and membrane. Because the lamellipodium"is very thin, membrane and cytoplasmic
components can easily interact and I do not treat the membrane and cytoplasm as distinct
physical compartments. I use the thermal ratchet mechanism for membrane protrusion derived
by Mogilner and Oster (1996). Here I simplify the dependence of the membrane speed on the
number of barbed ends in assumptions 3 and 4. Capping and nucleation dynamics (Assumption
5) are likely to be more cémplicated than linear kinetics and I ignore saturation effects due to
limited pools of the required prét-eins (ie.. Arp2 / 3 and ééi)ping proteins). Assumptions 6 and 7
are based in experimental evidéhcé sﬁggesfing that active actin polymerization takes place only

at the leading edge of motile cells. Since all uncapped barbed ends are capable of polymerizatibn,

Assumptions 6 and 7 are reasonable.

3.5 Model deﬁnitiohs

The model employs the following variables and parameters:

B(z,t) Density of actively growing barbed ends, #/um
F(z,t) Filament length density, um/pm

A(z,t) Arp2/3 concentration, scaled

Tedge Position of leading edge

c Membrane speed, um/s

v Speed of tip g;owt_h, :um/'s R
T Spatial coordina‘.té"“' o
t Time coordinate |

z Position relative to leading edge in moving coordinates
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3.6 Assumptions about actin dynamics

I make the following further assumptions about actin dynamics in the model:
8. Nucleation events (spontaneous, tip or side branching) require active Arp2/3.

9. Arp2/3 is activated only at the membrane where it interacts with membrane-associated

proteins of the SCAR/WASp family.
10. Arp2/3 diffuses in the cell and advects due to the motion of the leading edge.
11. Arp2/3 is used up by nucleation events.

12. All filaments point toward the membrane and grow in the direction of motion at a constant

rate of polymerization, v.
13. Filaments are fixed with respect to the substrate and cannot cross the membrane.
14. At the leading edge, Arp2/3 is maintained at a constant concentration.

I assume that the rate of increase of barbed ends due to nucleation by Arp2/3 (in full
generality) is 7oA + m AB + 1n24F, where 7, the spontaneous de novo nucleation rate, n; and
72, the tip and side branching raﬁes‘, are here approximafed as constants (possibly zero). Barbed
ends are capped by capping profein that stops polymerization from occurring at that tip. I take
barbed end loss due to. capping as —kB where & is a per tip mean rate of capping. Filaments are
static but barbed ends move at the speed of polymerization v, which I assume to be constant.
Arp2/3 is generated at the leading edge and maintained at a constant level there, diffuées freely
on the domain with diffusion rate Dg, and is used up by nucleation events. I consider three
possible nucleation events: spontaneous nucleation,-tip branching, and filament side branching
(each proportional to Arp2/3 concentration, with rates g, 71,72 > 0, respectively.) The level of
Arp2/3, A, is scaléd with respect to its maximal value at the cell membrane so A is dimensionless
and ranges between 0 and 1. |

Filaments grow by elongation at a rate that depends on tip velocity: the rate of filament
length density gain by polymerization is Bv. I model filament loss. és a simple linear decay, ie.

—F~ where 1/v is mean filament lifetime, and represents active filament turnover. Note that

this is general degradation, not merely depolymerization at the pointed end of the filament.




Chapter 3. Filament branching and protrusion velocity in a 1D model of a motile cell 39

3.7 Model equations

The model keeps track of freely polymerizing barbed ends (B), filament Iength density (F) and
the density of Arp2/3 (A).

3.7.1 Derivation of model equations using conservation laws

Here I derive the flux terms of the actin equations in a 1D domain by keeping track of the flux
of each variable, using conservatg%on 1awstp ensure I am using the apf)ropriate equations in my
model. | .' | ‘

I divide the domain into equally spaced subintervals, with size Az (Figure 3.1). In general, 1
wish to determine the amount of a certain variable (barbed ends or Arp2/3) entering and leaving
the subinterval (z,z + Az). I do not consider the flux of filaments since I am assumiﬁg that
filaments are fixed with respect to the substrate (Assumption 13). As discussed in Edelstein-

Keshet (1988), the rate of change of a particular variable can be expressed in terms of the flux

as follows:
rate of change in (z,z + Az) per unit time = rate of gain in (z,z + Az) per unit time
— rate of loss in (z,z + Ax) per unit time
+ rate of local creation/decay per unit time
Ax insidecell . outsidecell

=

x,t)  J+Ax,t)

/ .
X X+AX Xedge

Figure 3.1: Schematic diagram of the one dimensional domain to determine the flux of barbed
ends and Arp2/3. ‘

'
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Flux terms for barbed ends

As discussed in Chapter 3, I assume all barbed ends are oriented toward the leading edge and
those inside the cell grow at a constant rate v, while those at the membrane grow at the rate of

membrane movement. I define the following quantities.

B(z,t) = number of barbed ends per unit length at (z,t),
Ja(z,t) = flux of barbed ends at (z,t), -
6p(z,t) = -creation/decay of barbed ends per unit time in (z,1),
Az = length of grid space.
Then,
Js(z,t) = (tips growing from left to righﬁ across )
—(tips growing from right to left across x)
= vB(z — Az,t) — 0.
Similarly,

Je(z + Az, t) = vB(x,t).

Balancing the units so that both sides of the equation have units of number per unit length

per unit time, the rate of change of barbed ends is

/

%(B(:z:, HAz) = Jg(z,t) — Jg(z + Az,t) + 6p(z, t) Az
0 v
= EB(x,t) = E(B(z—Aw,t) —B(a:,t))+QB(a:,t).
Taking Az — 0, -
: ., 0B _ 0B ‘
] E = —’U'é‘:; + 03(.’1/', t), ‘ (31)

which is Equation (3.2a).

Using a similar argument, it is possible to derive equations describing the diffusion and

advection of Arp2/3.
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3.7.2 Model equations with kinetic terms

The model equations are:

0B 0B . ' .
‘ E = —’UE-:; + 770A + 7]1AB + 772AF - K,B, (32&)
0A 0 0A
OF :
E = | Bv — F’)’. (3'2C)

where ¢ is advective movement of Arp2/3 molecules due to cytoplasmic flow. I assume that

monomers are pulled by the leading edge at the rate of motion so that

_ Zedge

dt
-In these equations, first order spatial derivatives capture the retrograde flow and/or other con- .
~ vective processes such as tip motion. For ease, I absorb the units and magnitude of the source
of Arp2/3 at the membrane into the nucleation parameters 7;.

The corresponding boundary conditions are:,

B{=o00,t) = 0, (3.3a)
A(=c0,t) = 0, ' (3.3b)
ATedge,t) = Ao  (3.3¢)

The boundary conditions for barbed ends and Arp2/3 away from the leading edge (at z =
—00) are derived from Assumptions 7, 9 and 11 which suggest that barbed ends and active
Arp2/3 are not found far from the leading edge. The boundary condition for Arp2/3 at the
membrane is from Assumption 9, indicating that active Arp2/3 is generated only at the leading
edge"and is maintained at a constant level there. Since A is séaled with respect to its maximum
value and the only source of active Arp2/3 is at the membrane, Ay = 1.

I use a force-velocity relation based on the thermal ratchet mechanism (see Section 2.1.2 and
Mogﬂner and Oster (1996)) to determine the speed of the membrane:

66

dIedye
kT B(edge)

2 ) =vexp (-u/B(Eese)), (3.4

= vexp(—

where .qS is the load force carried by a siﬁgle filament tip, & is the filament length gained by the

~ addition of a single monomer, kg is the Boltzmann constant, T is temperature, and w = ¢4 /kgT
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is assumed to be constant. B(Zegge) is the number of barbed ends at the membrane. I assume
that barbed ends cannot cross the membrane. Equation 3.4 means that, at the membrane, tips
move more slowly than immediétely further back, but capping prevents unlimited accumulation
of tips at the membrane. The model investigated here consists of Equations (3.2) and by
looking at travelling wave solutions, I wish to determine the membrane speed, ¢ (Equation

(3.4)). Parameter values used with this model are discussed in Section 4.2.

3.8 Analysis of travelli'n‘g“wiave solutions: spontaneous
‘branching

In this section, I consider the situation where barbed ends are formed only by spontaneous

Arp2/3 nucleation events (19 # 0, m1 = 72 = 0). The model equations are:

aB 0B

_at = —'U_'ax + nOA - I‘\',B, (3-5)
0A 0 A

% - oa (fDRa “’A> ~mA, (3.6)
oF .

5 = vB-7F ) (3.7

with boundary conditions and edge motion as above.
I investigate whether this model can give rise to travelling wave solutions. I assume that the

membrane moves to the right with constant speed

. dmedge
C= ————
dt

so that ¢ = ¢. I designate the moving coordinate as z = z — ct and specify that the membrane
lies at the origin in this moving frame.

Transforming to moving coordinates so that

b(z) = b(z — ct) = B(z,1), a(z) = a(z — ct) = A(x,t) and f(2) = f(z — ct) = F(z,1);

db
(v— c)a = mnoa — kb, (3.8)
da d%a da
_CE; = DRE'; - Cd—z — Noa, (39)
—cﬁ = vb—1f, ‘ (3.10)
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with boundary conditions:

b(—oo)‘ = 0, (3.11)
a(—0) = 0, o (3.12)
f(O) =0, : (3.13)
a(0) = Ao.. | (3.14)

Equation (3.9) is a second order linear ODE with constant coeflicients and is thus fully
solvable in explicit form. Conéider solutions for a of the form a = Zexp(Az). Substituting this

expression into equation (3.9), I find the characteristic equation:

. DR\ —np =0

R U B '
At =%, /DR’ (3.15)

where Ay > 0, A_ <0, and A4 are always real valued. Then, the general solution to Equation

which has two roots:

(3.9) is:

a(z) = c1eM* + cpe*-7, (3.16)

However, there is no active Arp2/3 far from the membrane (a(-—o00) = 0) making ¢z = 0. I

also specify a(0) = Ap which makes ¢; = Ap. So the specific solution for a is
a(2) = AgeM=. (3.17)

Substituting the solution for a into equation 3.8 for barbed ends and using b(—o0) = 0, I find

that the solution for b is

2) = n0Ao Az
b(».,) OIS Wy g R (3.18)

I now substitute the solution for b into the equation for f (equation 3.9) and since there are no

filaments at the membrane (f(0) = 0), the solution for f is

v

2) = 10 Aov velo _ ez
/) c(w =)+ +5/(v = )\ —7/e) (e ) : (3.19)

The spatial profiles of B, A and F are shown in Figure 3.2, using parameter values from

-Table 4.1. Using biologically reasonable parameter values, discussed in Chapter 2 and explored

" further in Chapter 4, the analytic solution derived here produces spatial profiles of barbed end
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and filament density that are consistent with experimental observations, satisfying Question 1.

As shown in Figure 3.2, barbed ends.are located very close to the leading edge while the filament

_density increases away from the leading edge before decaying. Active Arp2/3 is found close to

the leading edge, ensuring that new barbed ends are generated where they can exert force

on the membrane. This analysis shows that non-trivial tfévelling wave solutions are possible,

addressing Question 2.
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Figure 3.2: Comparison of analytic and simulation results. Plot of analytic solution (solid
line) of a travelling wave solution in the spontaneous branching case as determined in Section
3.8 using 7o = 100, and other parameter values as given in Table 2.1. (a) Profile of barbed
ends, (b) Profile of Arp2/3 concentration, (c) Filament length density profile over the region
—4 < z < 0, where z is position in um relative to the cell membrane. Also shown is the
simulation result (dotted line) discussed in Chapter 4. Arbitrary initial density distributions -
converged, after some transient, to the steady state wave profile shown, indicating the stability
of these travelling wave solutions. There is good agreement between the analytic result and the
simulations (the profiles are almost indistinguishable), suggesting this numerical implementation
is adequate for capturing the model dynamics.
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3.8.1 Membrane speed in terms of parameter values

I can also determine an expression for the membrane speed in the spontaneous branching case

in terms of parameters. Using equations (3.4) and (3.18), I find

¢ =vexp (_B"(%) = vexp (— ws(v = o) ha ")) . | (3.20)

noAo
For the case of spontaneous branching, this is an implicit equation that difectly relates
biochemical rates to the speed of membrane protrusion. In the case of spontaneous branching,
it is clear from ‘Equation (3.20) that the membrane speed will increase as the polymerization
speed or nucleation rate increases and decrease as the membrane resistance force or capping
rate increases. The membrane speed depehdence on parameters will be explored more fully in
Chapter 4. The membrane speed determined by Equation 3.20 using the parameters in Table

4.1 is ¢ = 0.3um/s, which is consistent with observed cell speeds (Section 2.5).
3.8.2 Tip and side branching

In the case of tip (71 # 0, o = 12 = 0) and side (72 # 0, np = m = 0) branching, equations
(3.2) are nonlinear and not easily solved using analytic techniques. To explore these two cases,

I will rely on numerical simulations to produce the solution to this model in the next chapter.

3.9 Discussion

The model proposed in this chapter addresses experimental observations and builds on previous
_theoretical modelling efforts by studying the profile of barbed ends and filaments behind the
leading edge, while taking into account spatial effects of biochemical events such as nucleation
and capping. I also incorporate the ”ratvchet"’ mechanism for actin filament ends pushing forward
on the membrane and genegétiﬁ‘él the forcethat éaﬁseslx;fStrusion. |

By making simplifying assufnptiohs in constructing the model, I am able to determine an
analytic formula connecting membrane speed to kinetic parameters, at least for one model
variant (spontaneous nucleation). In this variant, the analytic solution for barbed end and
filament length density demonstrates the existence of travelling wave solutions and produces
spatial profiles and membrane speeds that correspond to exp'eri-mental observations when bio-

logically reasonable parameter values are used, even though this minimal model includes only

basic events such as actin filament nucleation, capping, and depolymerizatio_n. However, with
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these analytic tools I cannot easily address the stability of the travelling waves (local or global),
what happens from arbitrary initial conditions or how to handle the more complicated branch-
ing types (m # 0, 12 # 0). I am also not able to compare the spatial profiles of the different

branching mechanisms using the analytic approach of this chapter. For this, I perform numerical

simulations, investigated in the next Chapter.
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Chapter 4

Dependence of membrane speed
on biochemical rates in a 1D
model of a lamellipodium

In Chapter 3, I derived a model to describe the density of actin nucleated by Arp? /3 close to
the cell membrane. I studied this model analytically in the case of spontaneous branching. In
this chapter, I'describe how biological parameter values are determined and how the equations
are simulated numerically. I use simulations in this chapter to explore other cases such as tip
and side branching that can not Be easily solved analytically, to determine the stability of this
model and its sensitivity to initial conditions. I also compare the resulting spatial profiles with

experimental data to determine if certain branching types provide a better fit to the data.

4.1 Simulations

Simulating Equations (3.2) proved challenging, but.‘tyans_forming the equations to moving coor-
dinates with variable membrane_' speed allowed me to produce a numerically stable computing

algorithm. As stated, Equations (3.2) are in PDE form, and the membrane moves. forward at

!

the rate zg4,,

(Equation (3.4)) which depends on the the number of barbed ends adjacent to
the membrane. In all numerical implementations discussed here, first order transport terms are
discretized using Forward Euler while second order diffusion terms are discretized using explicit
centered differencing, This fully explicit scheme is often referred to as the FTCS (Forward Time
Centered Space) scheme (Press et al., 1992). All simulations are performed on a 1D domain

with equal grid spacing with space step size Az. Readers not interested in the details of the

initial attempts may skip ahead to Section 4.1.2.

4.1.1 Initial attempts

In my first attempt to simulate Equations 3.4, I used two variables to track the position of

the membrane as it moved forward, as shown Figure 4.1. The first real valued variable, R,,,
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kept track of the distance travelled by the membrane during each time step while the second
integer variable, Z,,, kept track of the grid space occupied by the membrane. For numerical
stability, the membrane was not able‘ to move the distance spanned by one grid space in one
time step so several time step were needed before the membrane moved into the next grid space,
incrementing the second variable, Z,,. '

Although this method could be successfully implemented, I found that ”jumps” in the mem-
brane position represented by Z,, created an empty grid space immediately behind the leading
edge, containing no barbed ends or fillaments. This led to large variations in the number of
barbed ends pushing on the membrane, -_making. the membrane speed highly variable. Since I
am interested in the steady s.tate;behé,vibur of thfs mddel, this implementation was not satis-

factory.

Rt)

’

I

20

’

. R (t+At)

.
Z(t+ )

R (t+k At)

[~

/
Z,(t+kAY | .

Figure 4.1: Schematic of first attempt at a computational algorithm using two variables to track
the membrane position: R,, kept track of the actual membrane position as it changed at each
iteration while Z,, kept track of the integer grid position designating the membrane position.

My next attempt sought to eliminate this variation caused by the membrane jumps by allow-
ing barbed ends and filaments to grow in the space between the membrane and the closest grid

space inside the cell, shown schematically in Figure 4.2. In this implementation, a sliding grid

square, that contained densities of barbed ends, filaments and Arp2/3, tracked the membrane
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position. The portion of the sliding' grid square with width Az~ that overlapped an interior
grid square adopted the densities of that interior grid square, multiplied by the fraction of the
grid space covered by the sliding grid square (Az,,-1/Az). The portion of the sliding grid
square Azx,, that did not overlap any interior grid spaces updated the variables in the usﬁal
manner using the existing densities from the previous time step. - These densities were then
multiplied by (Az,,/Axz) to reflect the proportion of the sliding grid square occupied by these
quantities. Note that Az,,—; + .Azm = Az so the sum of the densities from these two parts
of the sliding grid square is equivalent to ‘an entire grid squafe used in the simulations. For
instance, suppose the membrane is locafed between the boundaries of grid spaces k£ and k41,
as shown in Figure 4.2. To determine the number of barbed ends in .the sliding grid square,
I use the flumbér of barbed ends already calculated for grid square k to get BxAz,-1/Az. 1
then use the density of barbed ends from the previous time step to calculate Bgy1 which adds

Byy1Az,, /Azx barbed ends to the sliding grid square. . Adding these densities together, I have
Bm‘ = (BkA(Em_l + Bk+‘1A:E}n)/A2:,

where B,, is the number of barbed ends in the entire sliding grid square.
However, the membrane can sometimes move very small distances, making Az very small
and forcing the time step to be very small at each iteration for numerical stability. Even with

a variable time step, this method is highly unstable and uses a substantial amount of computer

%< R() k+l
Ax / '
A

P

time.

m .

Ax,., Ax

Figure 4.2: Schematic of second attempt at a computational algorithm using a sliding grid space
(dashed line) to avoid membrane jumps. R,, denotes the membrane position while k and k + 1
denote the grid space boundaries closest to the membrane position. Az,,—i is the width of
overlap with an internal grid space and Ax,, is the distance from the kth boundary and the
membrane position R,,.
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4.1.2 Successful computational algorithm

For my final attempt, I transformed Equations-(3.2) to moving coordinates, as done in Section
3.8, but without assuming a constant membrane speed, shown séhematically in Figure 4.3. The

moving coordinates are:

'

The resulting transformed equations are:

b , b

- or = (Tedge — v)é-; + moa + mab + n2af — kb, (4.1a)
da d%a :
a9 DR@ — noa — mab — nzaf, ‘ (4.1b)
of _ ., of
a9r . Zedge 52 +bv - fr, . (4.1c)

where z,,. is calculated according to Equation (3.4) at each iteration using the number of

barbed ends in the grid space adjacent to the membrane position (which is the origin in moving
coordinates).

Although these are still PDES, the frame of reference is fixed on the membrane and the
equations are easily discretized and implemented nurﬁerically. I use this method for all the
simulations presented in this thesis and a copy of my C code for simulating Equationsl (4.1) is

given in Appendix A.

Xedge=0

\

’
Xedge :

Figure 4.3: Schematic of successful final computational algorithm: I transformed Equations 3.2
to moving coordinates with variable speed. The membrane is stationary and located at the
origin and barbed ends, filaments and Arp2/3 appear to experience a rearward flow at speed .
z’edge in this coordinate system. ' '

As mentioned above, the model is simulated numerically using explicit (upwind) differencing
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for transport terms and centered differencing for diffusion terms. Where possible, the simulation
results are tested against analytical predictions of Sectic;n 3.8. The discretized equations of the
model in moving coordinates, coded in C, are iterated on a 1D domain 10 gm in length with
step size Az = 0.0luym and an appropriate time step At for stability. The simulations can
be initiated from arbitrary initial distributions of the variables, but all runs are started with a
non-zero density of barbed ends to assure propagation in all branching variants.

To ensure that the boundary conditions B(—o0) = 0 and A(—o0) = 0 are satisfled, B
and A are initially set to zero on. ‘the_lef’t boundary ém}cj are not changed during the course of
the simulation. A simulation rﬁn t:ermin‘at‘es at t = 200 seconds. Unless otherwise indicated,

parameter values from Table 4.1, discussed in Section 4.2, are used.

4.2 Parameter values

Before I simulate Equations 3.2, I require parameter values. Some of these can be estimated
directly from reported biological experiments. I use the capping, polymerization and filament

decay rates discussed in Chapter 2 and compiled in Table 2.1.

4.2.1 Rate of Arp2/3 branching

There are no direct observations of rates of Arp2/3 nucleation in motile cells. To derive reason-
able estimates for branching rates, I compared the three types of b.lranching mechanisms, in the
hypothetical case that each acts on its own. Since each branching'parameter (0, M1, m2) has a
distinct set of units, to make this comparig_on, I picked values that would lead to a similar ievel
of actin density at the leading eéée. N .

For spontaneous Branéhing aione (o # 0, ;1 = 12 = 0) at steady state locomotion, there
should be a balance between nucleation and capping so that 1794 ~ xB. Since I have scaled
the activated Arp2/3 concentration so that its maximal value is A = 1, the parameter 7) is an
effective maximal spontaneous ‘nucleation rate. This rate is corrected by the fraction of Arp2/3
available in a given location, relative to that at the membrane. Experiments suggest there are
approximately B(0) = 100 barbed ends along ea‘ch micron of membrane at the leading edge
(Abraham et al., 1999; Bailly et al., 1999). At steady state cell locomotion, using the known

capping rate, this leads to the estimate hvo ~ kB(0) so that ny = 100um~!s~!. For side

branching on its own (19 = 71 = 0), the balance between branching and capping at the leading
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edge implies 72 AF ~ kB, leading to the estimate 75 = kB(0)/F A. I assume that at the leading

1s=1, Finally, using

edge, there is roughly one tip per 1 um length filament, then 7 ~ lum~
the fact that average spacing bet\'veen branch points is ~0.1 um (Wiesner et al., 2003), I can
determine an equivalent value of the branching parameter in the case 6f tip branching on its
own, ie. 71 ~ (lum~'s7!)(0.1pm) = 0.1s~*. This reasoning leads to the set of approximately

comparable branching rates:

o ~ 100,um_1s_1, m~01s7!, m~1lum~is~h

These values would produce a roughly similar leading edge density of actin if each of the three
nucleation mechanisms were acting alone. Note that because in 1D the filament density is

essentially dimensionless (length of filaments per unit distance), the units of 79 and 72 coincide.
4.2.2 Rate of Arp2/3 diffusion

To determine the diffusion rate of Arp2/3, Dg, 1 note the diffusion coefficient of an actin
monomer, whose molécular weight is approximately 40 kDa, is 50 um? /s in pure water but due to
effects of electrolytes, other globular proteins, and possible non-specific binding to intracellular
structures, it has been revised downwards' to 5 um?/s (James McGrath, Diffusion. of actin
monomers in the cell, ICAMS workshop on Biophysics of actin-based motility, Aspen Co, Sept
3-6, 2004, http://icam.ucop.edu/workshops.html). Since Arp2/3 has a molecular weight of
approximately 220 kDa, I use the Stokes-Einstein relation to approximate its diffusion coefficient

as D ~ 3um?/s.

| Parameter | Meaning | Value | Source
Dr diffusion rate of Arp2/3 3 um?/s Pollard et al. (2000)
v polymerization velocity 0.3 um/s Pollard and Borisy (2003)
Uy retrograde flow rate 0.01 pm/s Vallotton et al. (2005)
Mo spontaneous nucleation rate 100 pm~1s~* estimated in text
T nucleation rate: tip branching | 0.1s7! estimated in text
72 nucleation rate; side branching ;| 1 um=!s~* estimated in text
K capping rate o st Schafer et al. (1996)
5 depolymerization rate 1/60-1/300 s~! | Pollard and Borisy (2003)

Table 4.1: Definitions of model parameters and typical values based on biological literature.
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4.3 Results

Results shown here are for a linear initial profile of barbed ends. All other variables were set
to 0 at t = 0. The diffusion of Arp2/3 ‘rffoml ‘the eggigel then leads to nucleation of new tips,
whose growth fills the domain with ﬁldments. ’I tested the simulations with a variety of other
initial barbed end distribution profiles (with compact support, i.e. B(z,0) =0 for £ > Zedge)
and found that all simulations converge after some time to a similar steady state profile. Under

certain conditions, described in Section 4.3.4, steady state motion is established.

4.3.1 Analytic and simulation results of spontaneous branching case
agree

As shown in Figure ‘3.2, the profile of barbed ends and filament length density produced by
the code (dotted line) matches the analytic solution (solid line) well in the spontaneous branch-
ing case. This ensures that the simulations are accurately capturing the model dynamiés and
boundary conditions. Further, as shown in Figure 4.8(a), the membrane speed predicted by
the numerical simulations matches the analytically predicted speed (the solid line indicating
the membrane speed as determined by simulations is indistinguishable from the analytically

predicted membrane speed (dot-dash lipq_)_)_.: .

4.3.2 All three brar{chihg types support travelling wave solutions

Figures 3.2 and 4.4 show the travelling wave solutions in the spontaneous, tip and side branching
cases. 'Simulations of the spontaneous branching case agree with the analysis, while simulations
of the tip and side branching extend the results to variants of the model that are not easy
to treat analytically.. The simulations also provide evidence for the stability of the traveling
wave solutions, an issue that was not treated analytically. In all three cases, Arp2/3 has its
highest value near the membrane, as expected, since Arp2 / 3 is activated by membrane-associated
proteins (Figures 3.2, middle plot, and 4.4). Barbed ends achieve a peak density at or close to
the membrane and decay rapidly towards the rear (Figures 3.2, top plot, and 4.4), while filament
length density peaks further away from the membrane and decays towards the rear (Figures 3.2,

bottom plot, and 4.4).
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Spontaneous branching case

In the spontaneous branching case, Figure 4.4 (a), the profile of barbed ends reflects the Arp2/3
distribution since, at steady state motion, nor ~ &b (from Equation 3.8). Thus the Arp2/3

profile, determined by diffusion from a source at x = 0, essentially leads to the b profile.
Tip branching case

In the tip branching case, Figure 4.4 (b), there is exponential growth of the barbed ends very
close to the membrane Where'_n“l'"A‘ > ;n‘”z"m'd exponential ‘decay further back. Thus, Arp2/3 is

depleted at the membrane before it can diffuse into the cell.
Side branching case

In the side branching case, Figure 4.4 (c), the profile of barbed ends is a compromise between the
area of high Arp2/3 and the area of high filament density. Since, by mass action, the creation
of new tips is a product of the concentration of Arp2/3 and filament density, the side branching
rate used in Figure 4.4 (12 = 25um/s) is much higher than estimated in Section 4.2 due to an
overestimate of the filament density near the leading edge.

In all three cases, the filament density profile is an integral of the barbed end profile, ie. a

record of barbed end motion, discounted by the actin filament decé.y rate.
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Figure 4.4: Travelling wave solutions in (a) the spontaneous nucleation, (b) tip, and (c) side

branching cases. Parameter values are (a) 7o = 100um~!s™1, (b) 7 = 1.2s71, (¢) 72 = 25um™1, .
and all other values as in Table 2.1. Solid line: Barbed ends (divided by 100 in (b) to enhance

visibility on the same plot), dotted line: Arp2/3 (multiplied by 50 for visibility), dashed line:

filament length density. Stable nontrivial travelling wave solutions exist in all three cases. Note

that Arp2/3 level is maximal at the leading edge. The profiles of barbed ends and filaments

are model-dependent: In the spontaneous and tip branching cases, barbed ends are maximal at

the leading edge, whereas in the side branching case, their profile peaks inside the cell, at some

small distance from the membrane. In the tip branching case (b), values of 1, that lead to a

travelling wave profile produce explosive growth and an unrealistically high number of tips.
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4.3.3 Side branching provides best fit to experimental data

I used experimental results from Baﬂlx et al. (1999) to compare the experimental observations
with the model predictions of the number of barbed ends near the leading edge. As the tip
branching case produces en unrealistic explosive growth of tips, I omit this case from parameter
fitting. Figure 4.6 shows the best fit of the spontaneous and side branching cases to the data
published in Bailly et al. (1999), when the data is recalibrated to include data points that appear
to be outside the cell. The best fit was determined by using least squares, i.e., I minimized the
sum of square differences between data points and predicted points. The parameter value that

led to the smallest sum was chosen.
Experimental data

In Bailly et al. (1999), the number of barbed ends in a motile cell was detefmined by capping
barbed ends with gelsolin then tagging gelsolin with gold particles. These gold particles could
then be counted from an electron micrograph of a fixed cell. Filament density is determined from
fluorescence, images of polymerized actin in fixed cells. Electron and fluorescence microscopy
were discussed in Chapter 1. A

With this experimental protocol, the membrane is .destroyed during the fixation process and’
is not visible in the imaged sample. They assert the membrane position is determined by the
presence of a dense actin meshwork, making the peak number of barbed ends occur at the
membrane. However, ca:reful scrutiny of their data reveals barbed ends lying outside the cell.
They believe these barbed ends continued polymerizing after permeabilization, causing tﬁem to
grow past the membrane. Under theee assumptions, the data presented in Bailly et al. (1999)
is consistent with new barbed ends being generated by spontaneous branching, as shown in
Figure 4.6. However, if I herizontally recalibrate their data so that non zero data points are
located inside the cell, the data is consistent with side branching (Figure 46) Away from the
leading edge, the number of barbed ends in the experimental data decays to a non-zero value.
Fluorescence imaging in live cells suggests free barbed ends are iny found very close ﬁo the
leading edge in motile cells (Lorenz et al., 2004; Redmond and Zigmond, 1993; Symons and
Mitchison, 1991). It may be that the antibody staining used in Bailly et al. (1999) is detecting

barbed ends that were previousiy capped by endogenous gelsolin. To account for this, I also

vertically recalibrate the experimental data for the purpose of data fitting.
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Estimate of capping rate based on experimental data

In moving coordinates, Equation 3.8 for barbed ends far from the leading edge, assuming nu-

cleation is negligible, is:

. db K- k.
—co-w —kb, = b(z) = exp (EZ) , = 1In(b(z)) = P2

The value of x/c can thus be estimated from avplot of the natural logarithm of the number
of barbed ends as a function of distance from the leading edge, as shown in Figure 4.5. The
trailing edge of the profile of barbed ends, and least squares minimization for points 0.8 - 1.1
pm away from the leading edge, suggests that x/c ~0.3 - 0.5 um™~L. If the leading edge were to
move at close to its maximum speed, ¢ = 0.3um/ s, then I estimate that x ~ 0.09 — 0.15s~. By
taking sample points closer to the leading edge, I can find higher capping rate estimates. For
the broﬁles shown in Figure 4.6, I use x = 0.1s~!. This is surprisingly low, given that capping

rates in the lamellipodium are estimated to be in the range of 1 s7!.
Estimate of nucleation rate based on experimental data

I find those values for the nucleation rate that best match the peak value of barbed ends in

1 1

the experimental data to be 1o ~ 25um~s~! and 7y ~ 2um~1s~!. The ratio of 19/72 is much
smaller here than would be expected from the estimates in Section .4.2 due to an overestimate
of the filament density at the leading edge. The lower absolute value of both nucleation rates
is due to the lower capping ratt_a':’fi'barbéd?'é:nds' are not cébped as quickly so do not need to be

nucleated as quickly.
Comparison of barbed end spatial profiles to experimental data

Figure 4.6 shows the predicted model profiles in comparison to the manually re-digitized data
from Bailly et al. (1999). Both the spontaneous nucleation (Figure 4.6(a))v and the side branching
(Figure 4.6(b)) cases are shown. Some aspects, including quantitative comparison, demonstrate
differences. ‘

When the ekperimental data is shifted 0.2 um to the left and down by 25 #/um, the side
branching case (b) matches the experimental data better, especially close to the leading edge. It
is possible to shift thé peak of barbed ends to bettver match the experimental data by increasing

the capping and nucleation rates, but this causes an even sharper decay in the barbed end

profile. .
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Figure 4.5: Experimental data from Bailly et al. (1999) (dotted line with circles), plotted as
the natural log of the number of barbed ends, In(B), as a function of distance from the leading
edge. The slope of this curve (as shown by the solid lines) is used to estimate the range of x/c
in the model, from which we estimate the effective capping rate, x. See Section 4.3.3 for details.
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Figure 4.6: Model predictions of barbed end profiles (solid line) fit to experimental data (dotted
line) in the spontaneous (a) and side (b) branching cases. The experimental data is reproduced
from Bailly et al. (1999), Figure 10, left panel, then shifted down and to the left, as discussed
in Section 4.3.3. The tip branching case is omitted due to explosively high tip growth. The
parameter values used to produce the profiles shown here are k = 0.1s™! in both plots, 70 =
25um~ 15! in (a) and7np = 2um~1s7! in (b). (The parameters 7; were adjusted to fit the height
of the profiles.) See Section 4.3.3 for a discussion of the capping rate approximation. The side
branching case provides the best fit to the data. ’
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Comparison of filament density profiles to experimental data

I compare the predicted filament density profile in the side branching case to data from Bailly
et al. (1999) that has been scaled to have the same ma,ximum value as the simulation profile.
I find that a depolymerization rate of v = 0.1s~! provides the best fit to experimental data
when the experimental data is shifted 0.4 pm to the left (Figure 4.7(a)). The profile of filament
. density in the side branching case isélsbv consistent with fluorescence profiles of polymerized
actin in Svitkina and Borisy (1999) and Redmond and Zigmond (1993) (not shown).
Fluorescence profiles of Arp2/3 concentration in lamellipodia have been published in Bailly
et al. (1999) and Svitkina and Borisy (1999), but these include Arp2/3 that has been incorpo-
rated into branch points of the actin meshwork which does not allow for a direct comparison to
this model. Overall, I find that the side branching case in this model captures the dynamics at

' the leading edge better than the spontaneous or tip branching cases.
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Figure 4.7: Model predictions of filament density profiles (solid line) fit to experimental data
(dotted line) in the side branching case. The height of the experimental data has been scaled
to match the height of the simulation result. (The spontaneous and tip branching cases are not
considered here, as the side branching case was found to produce the best fit to experimental
data for the number of barbed ends near the leading edge; see Figure 4.6). The best fit of filament
density in the side branching case to the experimental data from Bailly et al. (1999) was found
using v = 0.1s~! and shifting the experimental data 0.4 um to the left. The simulation profile
also matches favourably to fluorescence data of filament density in Svitkina and Borisy (1999).

'
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4.3.4 Dependence of membrane speed in biochemical rates

AI compared the dependence of membrane speed on various parameters in the three branching
_variants of the model. In general, influences that lead to a reduction in the density of barbed

ends at the membrane will impede protrusion, whereas processes that lead to an increase in
those barbed ends will lead to higher protrusion velocity. To base é comparison on the values of
the branching rates, I chose a range of values of each of the parameters 79, 71,72 in proportion
of 100: 0.1: 1 units, as explained in Section 4.2. Figures 4.8 and 4.9 were generated by running
simulations of Equations 4.1 with different parametér sets for 200 seconds, ensuring that a
steady-state velocity was reached. ‘Parameters were varied one at a time and the resulting

membrane speeds were compiled in Figures 4.8 and 4.9.
Effect of nucleation rate

Figure 4.8(a) shows that the membrane speed increases as the nucleation rate increases. This
is intuitively clear sinée, all else being equal, for greater nucleation rates, there will be a highér
density of barbed ends pushing the membrane. As shown in Figure 4.8(b), in all three cases,
the cell moves very slowly at a rate close to zero if the nucleation rate is too low; very low
values of nucieation cannot sustain traveling wave solutions in the model because not enough
barbed ends-are available to push the membrane forward. The few barbed ends pushing on the
membrane are unable to overcome the membrane’s resistance to movement and the cell moves
at a very slow rate (from Equation 3.4, the membrane speed can only be zero when =0, but
for low nucleation rates, the membrane speed is very close to zero). In the spontaneous and sidé
branching cases, the membrane speed smoothly increases as 79, 72 increases.

For tip branching, the membrane speed jumps from zero to near its maximum (see equation

1 with all other parameter values as

3.4) as m varies in a small range from' 1.1 to 1.2 s
given in Table 2.1. This can be understood from equation (3.2a): if mr < &, the solution
decays to zero everywhere whereas for mr > k, the solution grows exponentially. In this tip
branching case, the discontinuity in the membrane speed suggests ﬁhat the model is inadequate:

a higher nonlinearity in the tip decay term would be required to prevent explosive growth, as,

for example, with logistic growth. Based on these simulations, the tip branching case, as is, '

cannot be considered as a workable mechanism, and requires modification.
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Figure 4.8: Dependence of the predicted cell protrusion speed, ¢, on parameters in the model.
Speed increases as nucleation rates and Arp2/3 diffusion rate increase (with all other parameters
as in Table 2.1.) In each panel the spontaneous (solid line), tip (dotted line) and side (dashed
-line) branching cases are shown. (a) Speed versus nucleation rates over a range equivalent to
0 < no < 4um~! s71: Note that the rates 7,72 used for tip and side branching were scaled in .
proportion to 7o as discussed in Section 4.3.4. (The analytically predicted membrane speed in the
spontaneous branching case agrees so closely with the simulation predictions that it superimposes

exactly on the solid curve.) (b) Same as in (a) but for a smaller range 0 < 7o < 0.4um~1 571,

showing that the cell stalls (¢ =~ 0) if nucleation rates are too low. (c) Speed c versus Arp2/3
diffusion. Membrane speed increases to a maximum value determined by Equation 3.4 as Arp2/3
diffusion increases. The membrane speed increases sharply for Arp2/3 diffusion in the range
0 < Dg < 0.1um?/s, significantly lower than our estimated Arp2/3 diffusion rate of 3 um?/s. In
the spontaneous and side branching cases, the membrane speed varies smoothly as parameters
of interest are varied while in the tip branching case, motion is all-or-none.
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Effect of Arp2/3 diffusion rate -

I find that increasing the rate of Arp2/3 diffusion causes the membrane speed to increase, up to
a maximum value determined by Equation 3.4 (Figure 4.8(c)). In:creasing the Arp2/3 diffusion
rate causes the profile of Arp2/3 to decay more slqwly, allowing more barbed ends to be nucleated
further into the cell, away from the Iead‘.ing‘edgé. These tips then grow forward to the merﬁbrane
(since polymerization speed is faster than the membrane speed) where they exert force on the

membrane.
Effect of membrane resistance, filament decay and capping rate

Increasing membrane resistance leads to a slight decrease in membrane speed (Figure 4.9(a)).
This is consistent with the thermal ratchet equation (Equation 3.4) sincé membrane resistance
impedes motion. Importantly, increasing the rate of filament decay causes a decrease in the
membrane speed only in the side branching case as fewer filaments are available for new tip

formation (Figure 4.9(b)). The decrease in the membrane speed as the capping rate increases

is due to barbed ends being capped more rapidly (Figure 4.9(c)).
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Figure 4.9: Membrane speed versus (a) capping rate (s™!), (b) depolymerization rate (s~!), and
(c) membrane resistance (#/um). (all other parameters as in Table 2.1). The spontaneous (solid
line), tip (dotted line) and side (dashed line) branching cases are shown. As the depolymeriza-
tion rate increases in (b), only the side branching case displays decreased membrane speed, as
expected. As in Figure 4.8, the membrane speed in the spontaneous and side branching cases
varies smoothly as parameters of interest are varied while in the tip branching case, motion is
all-or-none. '
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4.4 Discussion

In this chapter, I explored Arp2/3-mediated actin dynamics (Equations (3.2)) numerically. I

found that analytic and simulation results agree to close precision. Simulations of the side

branching case, which is analytically challenging even with simplifying assumptions, provides

support for the existence of traveling wave solutions. Travelling wave solutions can be interpreted
s ”steady state” motion of a crawling cell.

I explored distinct nucleation mechanisms (spontaneous, tip branching, or filament side
branching) to study how these would affect the observed density profiles and speeds. Tip
branching in the presence of linear capping kinetics generates aberrant behaviour, including
explosive growth or collapse of the barbed end density close to the membrane. Thus, this variant
of the model should be rejected, or modified with suitable nonlinear (e g. logistic) growth terms
to be biologically relevant. These results suggest that the tip branching of actin filaments
would be a less robust or rehable mechamsm than ﬁlament side branching for controlling actin
density. Some papers in the literature have suggested that Arp2/3 mediates tip-branching
(Pantaloni et al., 2000). Recently, experimental and theoretical evidence for side branching has
been compelling (see, for example, Carlsson et al. (2004), and references therein). The model
presented here provides further support that the tip-branching hypothesis has some difficulties.

I investigated the dependence of the wave speed (i.e. the motility of the cell) on biochemical
parameters. Under the conditions of the model, and assuming all parameters are.non-zero, the
model supports travelling waves in the spontaneous and side branching cases except when the
nucleation rate is too small. These results suggest that membrane speed can be smoothly varied
by extracellular signals that lead to downstream adjustment of parameters such as the rate of
Arp2/3 activation or the capping rate (for example, by pathways that impinge on Rho proteins).
The case of tip branching is less relevant biologically: there are ranges of each parameter value
for which travelling wave solutions do not exist.

Finally, I used the observed actln den51t1es to estlmate some of the biochemical parameters
by comparing the spatial proﬁles obtalned from our model with experimental profiles from
Bailly et al. (1999). The best fit was obtained by shifting the data 0.2 um to the left and 25
#/pm down. I speculate that the horizontal shift was needed to compensate for the difficulty

of identifying the true position of the membrane experimentally, as the membrane is destroyed

in the process of preparing the cell for FDS imaging (Bailly et al., 1999). The vertical shift may
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stem from a background of barbed ends that had been capped by endogenous gelsolin prior to
. the experiment.

In the side branching case, the nucleation rate that provided a close fit to the experimental
data (72 = 2um~!s™!) was close to the estimate based on experimental evidence. However,
the capping rate found by analyzing the decay ‘rate of the experimental data is lower than the
usual capping rate of 1s~! quoted in the literature (Pollard et al., 2000; Schafer et al., 1996).
(But note at the leading edge the céupping rate may be of order 0.1 s‘lv according to Grimm
et al. (2003) and Mogilner and Edelstein-Keshet (2002).) The depolymerization rate found
by comparing fluorescence data with simulation results is higher than estimates of filament
depolymerization by ADF /cofilin found in the literature (Pollard et al., 2000). This discrepancy
is not surprising since there are many other factors in a motile cell that sever or otherwise degrade
filaments, leading to a faster decay rate than for ADF/cofilin acting alone. The depolymerization
rate v = 0.1s7! gives a mean filament life-time of 10 s which is consistent with exﬁerimental
observations of filament turnover time in lamellipodia (Theriot and Mitchison, 1991). Shifting
the experimental data for filament density from Bailly et al. (1999) 0.4 um to the left provided
the best fit. While the data is taken from a different cell, the cell is prepared in the same
manner as described for the barbed end data, requmng destruction of the cell membrane. I
cannot dismiss the fact that this model may fail to captl'ue some essential processes that would
account for the discrepancy between model and experimental data. This suggests that further
investigation of capping dynamics near the leading edge, perhaps by modifying this model to
include a distinct cappiﬁg zone, is in order. |

This model of actin dynamics is already capable of reproducing many of the qualities observed
in motile cells, including spatial profiles of barbed ends and filament density and protrusion
velocities. However, I have assumed that biochemical rates that control capping and Arp2/3
activation are constant. I have also assumed the cell. is already polarized and in motion so

this model cannot explain how a cell polarizes and initiates movement. In Chapter 6, I discuss

Rho proteins, known regulators of actin dynamics and in Chapter 7, I connect a model of actin
J : .
dynamics with a model of Rho protein dynamics.
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In the next chapter, I extend the model investigated here to include retrograde flow, a bulk
rearward flow of the actin meshwork, observed in lamellipodia of motile cells. I wish to determine

what effect, if any, retrograde flow has on membrane speed and s.patial profiles predicted. by this

model.
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Chapter 5

Effect of retrograde flow on
spatial profiles and membrane
speed in a 1D model of a
lamellipodium

A small rearward flow of the actin meshwork with respect to the leading edge has recently
been observed in the lamellipodia of moving keratocytes {(Jurado et al., 2005; Ponti et al.,
2004; Vallotton et al., 2005). This had been observed previously in slower moving cells such’
as fibroblasts (Henson et al., 1999; Ponti et al., 2005). In keratocytes, the lamellipodium is
separated from the cell body by a band rich in myosin II, a motor protein that binds to actin
filaments and moves towards the barbed end of a filament (Svitkina and Borisy, 1999). Since
- most a(;,‘t;in filaments in the lamellipodium are oriented with their barbed ends in the direction of
motion (Svitkina and Borisy, 1999), the interaction of myosin II with the actin filaments in the
lamellipodium causes a bulk flow of the actin meshwork aWay from the leading edge. Retrograde
flow in keratdcytes is smallest in the middle of the lamellipodium (approximately 0.01 pm/s)
increasing to approximately 0.05 um/s at the edges, in cells moving 0.2-0.3 um/s (Jurado et al.,
2005; Vallotton et al., 2005). In the previbus chapter, this retrograde flow was no.t considered.

Reviewers of our manuscript, Dawes et al. (2006), pointed out that Equations 3.2 did not
take into account a feature that has been studied experimentally, namely this rearward flow of
the cytoskeleton. To respond to thls suggestlon, I modlﬁed the model developed in Chapter 3
and studied the effect of such a ﬁow on the behaviour of thls model.

In this chapter, I consider the effect of retrograde flow on membrane speed and spatial

profiles of actin filaments and barbed ends. I consider only spontaneous and side branching as

tip branching case produces aberrant behaviour (Chapter 4).
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5.1 Model incorporating retrograde flow

I make the following additional.assumptidhs to clarif‘y.the role of retrograde flow in the model

of actin dynamics.

3

1. In the fixed (lab) frame of reference, retrograde flow is constant with rate v, and spatially

homogeneous.

2. Barbed ends and filaments experience a retrograde flow away from the leading edge.

3. Arp2/3 diffuses in the cell and possibly advects, due to the motion of the leading edge

and/or retrograde flow.

Filaments and barbed ends flow away from the leading edge at rate of retrograde flow v, and
barbed ends also move at the speed of polymerization v, which I assume to be constant. The

modified model is then:

OB oB
o (vr — U)% +m0A+mAB +n2AF — kB, (5.1)
. 0A - 824 . . 0A
a5 PRw--— noA — mAB — 1 AF + 'Ubulk%, (5.2)
oF OF < '
. E = UT% +B'U—F"Y, (5.3)

where

' !
Ubulk = Q1Ur — Q2T gge-
!

I consider three limiting forms for the bulk advection, vpuik, of Arp2/3 in which vpyx is
(i) precisely equal to forward membrane protrusion (a3 =0, ag = 1), ‘
(ii) determined only by retrograde flow (a1 =1, az =0)
and (iii) a superposition of the two (a1 =1, a2 = 1).
Of these options, (iii) would be most realistic.
I take the boundary conditions as before (Equations (3.3)) and modify the force-velocity

relation describing the speed of the membrane to take into account retrograde flow:

dz(;:ge ¢6 ) ) = (’U - UT) exp (_w/B(zedge)) (54)

= (v—vy) exp(.— FoTBloo) oo

where w = ¢6/kpT is assumed tobe constant.
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5.1.1 Analysis of modified model

I again consider spontaneous branching (mo # 0,71 = 72 = 0) and transform the model to

moving coordinates.

db db :
e = (vr — v)a; + noa — kb, (5.5)
da d*a da ‘ ,
—oz; = Drgm —met g, (5:6)
L df
—Cco. = Uro +vb—~f, (5.7)

with boundary conditions b(—o0) = 0, r(—oco) =0, f(0) =0, r(0) = Ao.

Using the same technique as in Chapter 3, I find

a(z) = Ape?*?, ' (5.8)
_ 10 Ao iz

b(z) = R TRe +2 (5.9)
_ M0 AoV . z2/(vrtc) _ A4z ’

f(z) = (@ = — s + (@ + s —7) (e" te) _ et ) , (5.10)

where

+,/22, (1)

/\:i: = —(vr+c):l:\/2(g‘:c)2+4Dnno, (“) (5.11)
—vet f 214D
- 2121:2 Rno’ (s49)

for the three cases,‘(i)‘ a1 =0,a2 =1, (ii) @1 =1, az = 0 and (iii) a1 = 1, a2 = 1. As before,
Ay >0, /\_/ < 0, and Ay are alWayS_real.vailued.

Using equations (5.4) and (5.9), I obtain an implicit equation for the speed c,

¢ = (v—vy)exp (‘b%)) — (v =) exp (—“’()‘*(” —ur o)+ ”)) . | (5.12)

noAo

5.2 Retrograde flow and Arp2/3 transport mechanism
have little effect on the spatial profile of barbed
ends, Arp2/3 and filament density

The measured velocity of retrograde flow in the lamellipodium of keratocytes ranges from 0.01
pm/s to 0.05 im/s (Jurado et al., 2005; Vallotton et al., 2005). For simulation purposes, and

since the domain of interest is in the middle of the lamellipodium, away from aﬁy edges, I use

v =0.01 um/s. Figure 5.1 is a plot of the spatial profiles of barbed ends, Arp2/3 and filament
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density for three different values of retrograde flow: v, = 0, 0.01 and 0.1 um/s. There is very
little difference in the spatial profiles: onlsf the ﬁlarﬁent density shows a small difference for the
different values of retrograde flow. A similar result occurs in simulations of the side branching
case (Figure 5.2) when I compare the spatial profiles resulting from different retrograde flow
rates. In the side branching case, there are slight differences in both the barbed ends and filament
density profile due to retrograde flow. However, the differences are minor and retfograde flow
again appears to have little effect on the spatial distribution of barbed ends, Arp2/3 or filament
density in both the spontaneous and side branching cases. Figure 5.3 shows that membrane
speed decreases as the retrograde flow rate increases, as expected.
A comparison between the three typés of Arp2/3 transport was also made. The three options

are: B | | " |
(i) 'Arp2 /3 is transported forward by the action of the membrane protruding (a1 =0, a2 = 1),
(ii) Arp2/3 is trapped iﬁ the actin meshwork and is pulled away from the leading edge at the
rate of retrograde flow (a; =1, az =0), ‘
(iii) Arp2/3 experiences both forward transport and backward pulling (a3 =1, ag = 1).

" The spatial profiles produced by these three options in both the spontaneous and side branch-
ing cases are indistinguishable when plotted, so only option (i) is shown in Figures 5.1 and 5.2.
This suggests that diftusion is the primary method of Arp2/ 3 transport and that backward ad-

vection due to retrograde flow has no significant impact on the spatial distribution of Arp2/3,

at least in the parameter regime characteristic of keratocytes.
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Figure 5.1: Comparison of spatial profiles in the presence of retrograde flow in the spontaneous
branching case showing that retrograde flow has no significant impact on spatial profiles. The
three possible scenarios of Arp2/3 transport ((i) a1 = 0, a0 = 1, (ii) a1 = 1, ag = 0, (iii)
a1 = 1, ap = 1, see Section 5.2 for details) produce indistinguishable spatial profiles so only
option (i) is plotted here (solid line). The spatial profile of option (i) in the absence of retrograde
flow is indistinguishable from the profile that occurs in the presence of retrograde flow. Also
shown is the spatial profile when the retrograde flow rate is increased ten-fold to v, = 0.1um/s
(dashed line). Top: Profile of barbed ends, middle: Profile of Arp2/3 concentration, bottom:
Filament length density profile over the region —4 < z < 0, where z is position in um relative to
the cell membrane. Parameter values used are given in Table 4.1. When considering diffusion and
advection of Arp2/3, there is very little difference between the profiles, indicating that diffusion
is primarily responsible for the spatial distribution of Arp2/3 which, in turn, determines the
spatial profiles of barbed ends and filament density. It is also apparent that retrograde flow
(assumed constant) even at ten times the experimentally determlned speeds in keratocytes has
little effect on the spatial profiles.




Chapter 5. Effect of retrograde flow on spatial profiles and membrane speed 74

8 2 g
T T T

s
T

B, Number of barbed ends, #/pm

i ! 1 [l

<

-3 2 -1
Distance from membrane, um

o
[
T

A, Arp2/3 density, scaled

1

0 L L
-3 2 -1
Distance from membrane, pm

1 1 1 " 1

F, Filament length density, pm/um

°

4 3 2 -1
Distance from membrane, ym

Figure 5.2: As in Figure 5.1 showing that retrograde flow has little effect on spatial profiles in
the side branching case. The spatial profile of option (i) in the absence of retrograde flow is not
visible as it coincides with the plotted spatial profiles. Also shown is the spatial profile when
the retrograde flow rate is increased ten-fold to v, = 0.1um/s (dashed line). Parameter values
used are given in Table 2.1. As in the spontaneous branching case (Figure 5.1 ), there is little
difference in the spatial profiles as a result of retrograde flow.
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Figure 5.3: Effect of retrograde flow speed on calculated membrane speed for the three possible
scenarios for Arp2/3 transport in the spontaneous branching case. All three options (solid
line) agree very closely, to within five digits of accuracy, and are indistinguishable from each
other. Also shown is the effect of retrograde flow on membrane speed in the side branching
case using option (i) (dashed line). This suggests that, not only is this model insensitive to the
manner of Arp2/3 transport (provided diffusion is sufficiently fast), but also that this model
is not significantly affected by neglecting retrograde flow at the rates observed in keratocyte
lamellipodia (v, = 0.01pm/s).




Chapter 5. Effect of retrograde flow on spatial profiles and membrane speed 76

5.3 Discussion

This version of the model attempts to address the effect of retrograde flow on the characteristic
actin densities seen in motile cells. Retrograde flow in keratocytes is slow (~ 1 — 3um/min,
Jurado et al. (2005); Ponti et al. (2004); Vallotton et al. (2005)), compared to observations
of retrograde flow in slow moving cell types, such as neural growth cones (~ 2 — 10um/min,
Jurado et al. (2005); Lin et al. (1996)). However, this model does not apply to slow moving cells
as I do not take into account inhomogeneous adhesion and contraction forces, nor membrane
instabilities due to filopodial extension. Also, this model is concerned with actin dynamics
in the middle of a keratocyte lamellipodium, not at the sides where geometiy and membrane
tension play a more signiﬁoant'role. Invthe centre forward part of a keratocyte lamellipodium,
retrograde flow is small (0.01 um/s, Jurado et al. (2005); Vallotton et al. (2005)) and even
when it is increased ten-fold to 0.1 um/ s, retrograde ﬂow has a negligible effect on actin spatial
profiles and membrane speed predlcted by:the model I also find that diffusion plays the most
significant role in determining the spatial profile of Arp2/3.

I made a number of simplifying assumptions when incorporating retrograde flow in this
model of actin dynarnics. For instance, retrograde flow may not be constant. In slow moving
cells, retrograde flow appears to vary periodically (Ponti et al., 2005). Incorporating this peri-
odic variation in retrograde flow does lead to periodic variation in the number of barbed ends
at the leading edge but has little effect on the filament density profile. I also didn’t consider
spatially 1nhomogeneous retrograde flow where the flow may be faster or slower at the leading
edge compared to farther back in the lamellipodium, although this has not been observed exper-
.imentally. Provided the retrograde flow has no large discontinuities, spatially inhomogeneous
retrograde flow would sharpen or widen the distribution of barbed ends near the leading edge
and conseqdently the filament distribution. This effect can be duplicated by varying biochemical
parameters such as the rate of capping or Arp2/3 diffusion. | |

Based on these results, I conclude that retrograde ﬂow does not significantly impact this
model of actin dynamlcs and I do not mcorporate retrograde flow into future versions of this

model used to investigate regulation of actin dynamics by upstream effectors (Chapters 7 and

9).
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Chapter 6
Rho proteins and cell motility

In Chapters 3-5, I investigated actin dynamics in a 1D model of a lamellipodium. Using ‘rea—
sonable assumptions about branching dynamics in lamellipodia and assuming the biochemical
rates that govern branching and capping are constant everywhere in the eell, the side branching
model produced spatial profiles of barbed ends and actin filaments that are consistent with
experimental data. The model predicted reasonable cell speeds based on the number of barbed
ends exerting force on the membrane. It also appears that retrograde flow at speeds typical
of keratocytes has little effect on actin dynamics. However, actual biochemical rates that gov-
ern nucleation, capping and other processes are not constant but are regulated by upstream
signalling molecules. I also assumed the cell was already polarized and moving in a specific
direction. Here I start to address how polarization and directed movement could be initiated in
a motile cell. Important regulators of the actm dynamlcs are a family of proteins called the Rho
protems Some of the downstream effects of these protems are shown in Figure 6.1. The Rho
proteins act as molecular switches by converting between an active and inactive state. When a
cell is exposed to an external signal, active Rho proteins form spatial gradients, influencing the
activation of other Rho proteins through crosstalk and spatially regulating actin polymerization
by influencing biochemical rates.

This chapter reviews a model of Rho protein dynamics developed in Jilkine (2005) and
Marée et al. (2006). I present these details since Rho proteins are significant regulators of actin
dynamics and provide important background for my 1D model that incorporates the actiQity of
upstream signalling molecules and their effect on actin dynamics, explored further in' Chapters

7 and 9.

6.1 Biological background

6.1.1 Small G'proteins

Small G proteins are GTPases‘? :rﬁember,_s of the G prote‘i.h family, which bind to the nucleotide

guanine and associate with the inner surface of the plasma membrane. Small G proteins consist
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Figure 6.1: General signalling cascade of the Rho-proteins Rho, Rac and Cdc42 showing
some upstream activators as well as downstream effects. GPCR=G protein coupled receptor,
RTK=receptor tyrosine kinase, Gg,=07 subunit of G protein, PI3K=PI-3 kinase, SRC=steroid
receptor coactivator, PIX,=Cdc42 GEF, PIP3=phosphoinositide, Vav2=Cd42/Rac GEF.

of only one subunit and have a molecular weight of 20-40 kDa (Takai et al., 2001), distinguishing
them from heterotrimeric G proteins which consist of three subunits. All G proteins, including
small G proteins, act as molecular switches by cycling between a GTP (guanosine triphosphate,
guanosine bound to three phosphates) bound state and a GDP (guanosine diphosphat-e, the
nucleoside guanosine bound to two phosphates) state (see Figure 6.2). GTP-bound small G
proteins are considered active. s1nce they can interact w1th downstream effectors while GDP-
bound srnall G proteins are inactive. In the models proposed in this thesis, I assume small G
proteins are always in their active form, unless otherwise indicated. Members of‘the small G
protein family have been divided into five subfamilies: Ras family, Rho family, Rab and Sarl/Arf

family and the Ran family. I focus on the Rho family of small G proteins.

6.1.2 Rho protein subfamily of small G proteins

Rho (Ras Homologous) prote.ins were first isolated in 1985 (Madaule and Axel, 1985). The Rho
proteins control the growth and organization of the actin cytoskeleton (Mackay and Hall, 1998;
Ridley, 2001c), and are crucial for cell motility (Chung et al., 2000; Ridley, 2001a; Wedlich-

Soldner et al., 2003), neuronal development (Kuhn et al., 2000; Yamaguchi et al., 2001}, and
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membrane traﬂicking (Ridley, 2001b). I focus on the best studied members of the Rho subfamily,
Cdc42H, Racl and RhoA (referred to hereafter as Cdc42, Rac and Rho). These Rho proteins

" are expressed by many different cell types such as fibroblasts, neutrophils and neurons.
6.1.3 Polarization and total concentration of the Rho proteins

Cdc42, Rac and Rho contain a hydrophobic region, requiring them to associate with the plasma
membrane, unless associated with GDI, a protein that regulates their state (see Section 6.1.4).
Since GDI preferentially binds GDP-bound Rho proteins (Fukumoto et al., 1990}, GDP-bound
Rho proteins are found in the cytoplasm and the membrane while GTP-bound forms are only
found on the membrane. In a resting cell, the Rho proteins are evenly distributed. When a cell
is stimulated by a spatially graded signal, some members of the Rho protein family polarize by
reorganizing into spatially distinct domains with Cdc42 and Rac high at the leading edge and
Rho elevated at the rear (Kraxpov' et. v‘al.._, _42100,0;; Nalbant, et al., 2004; Srinivasan et al., 2003;
Xu et al., 2003). There are no‘di.rect measurements of the concentration of Rho proteins in
motile cells. However, experiments with fibroblasts estimated the total weight of Rho proteins
in fibroblasts (Michaelson et al., 2001). Using the moiecular weight of the Rho proteins and
approximating cells as‘spheres of diameter 10 um, the Baseline concentration of Rho proteins
in both the active and inactive form is estimated as Cdcd2oia1=2.4 uM, Raciota=7.5 uM,
Rhotota=3.1 uM (see Marée et al. (2006)).

6.1.4 GAPs, GEFs and GDIs regulate Rho protein activation

Cycling between an active and inactive state allows the Rho proteins to act as biological switches.
In the absence of regul.atory agents, GDP/GTP exchange and GTP hydrolysis are very slow..
However, there are three classes of protein that accelerate and regulate the switching of the Rho
proteins between the active and inactive state, shown schematically in Figure 6.2.

Rho proteins are activated by GEFs (guanine-nucleotide exchange factors). These proteins
associate with a GDP-bound ‘Rho- prét‘éiﬁ, causing GDP to be released. The GEF is then
exchanged for GTP and the Rho protein is activated (Schmidt and Hali, 2002; Zheng, 2001).
Rho proteins are inactivated by GAPs (GTPase activating protein), proteins tha‘é bind to GTP-
bound Rho proteins and accelerate GTP hydrolysis (Moon and Zheng, 2003). GDIs, guanine

dissociation inhibitors, preferentially associate with GDP-bound Rho proteins (Miura et al.,

1993). GDIs prevent GDP from dissociating, keeping the Rho protein in the inactive state.
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GDIs also shield the hydrophobic region of the Rho protem allowmg the GDI-Rho protein
complex to remain in the cytoplasm.

While GAPs, GEF's and GDIs are not exphcltly 1ncorporated into the model discussed here,
their activity is reflected in the ‘biochemical rates governing the activation and inactivation of

the Rho proteins.

Rho-GTP
GEF GAP
‘ Rho-GDP - Membrane ‘ , |
i T ' Cytoplasm - . ,
: Rho-GDP-GDI

Figure 6.2: Schematic diagram of Rho protein localization and activation cycle, mediated by
GEFs, GAPs and GDIs.

6.1.5 Role of Rho proteins in cell motility

Since their discovery, it has been demonstrated that Rho proteins play a crumal role in cell
motility by spatially regulatmg actm polymerlzatlon dynamlcs (Raftopoulou and Hall, 2004)
" In stimulated cells, Rho proteins are activated by upstream signals such as phosphomos1t1des,
| membrane-bound lipids that are discussed further in Chapter 8. Rho proteins influence each
other through crosstalk (discussed further in Section 6.1.6) and establish distinct spatial domains
with active Cdc42 and Rac high at the leading edge and active Rho elevated at the rear. Under
the influence of the Rho proteins, the cytoskeleton is remodelled changmg from a rounded
resting cell to a tear drop or crescent shaped cell with a long, flat lamellipodium protruding in
the direction of motion.

Each Rho protein has a distinct effect on actin polymerization, discussed below. E)cperiments
designed to investigate the effects of Cdc42, Rac end Rho on motile cells focus on two main
cell types, excitable and non-excitable cells. As discussed in Chapter 1, excitable cells, such
as neurons and»neuron—like cells, extend an actin rich process called a growth cone during
development (which will eventually adhere and form an axon) while the cell body remains

stationary. Non-excitable cells such as ﬁbroblasts, eplthehal cells, keratocytes and neutrophils,

extend a lamellipodium at the Ieadmg edge while myosin-based contractions at the rear detach
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the cell from the substrate, allowing the en’tire\ cell to translocate in response to a stimulus.
Despite the differences between excitable and non-excitable cells, growth cones and lamellipodia
share many structural similarities and regulate actin polymerization using Rho proteins in a
similar manner. The next chabter (Chapter 7) explores Rho protein regulation of actin dynamics

in more detail. A general signalling cascade involving the Rho proteins is shown in Figure 6.1.
Role of Cdc42

Cdc42, the first Rho protein to'be activéted in a stimulated cell, is required for proper gradient
sensing and stimulates de novo actin pol&merization by increasing the rate of branching by
Arp2/3. Active Cdc42 forms a gradient in motile cells, with high levels at the leading edge,
decreasing into the cell (Nalbant et al., 2004; Srinivasan ét al., 2003). Cdc42 interacts with
WASp or N-WASp, membrane associated proteins, to increase the activation of Arp2/3, causing
filament branching and new barbed end formation at the leading edgé (Cicchetti et al., 2002;
Ridley, 2001¢; Schmitz et al., 2000). Cells microinjected with constitutively active Cdc42 form
filopodia at the site of ‘injection and initiate movement with the Cdc42-enriched area of the
cell formiﬂg the leading edge (Bird et al., 2003; Kozma et al., 19955. Cells expressing inactive
Cdc42 (Cdc42-GDP) can‘initiaté movement in response to a stimulus but are unable to detect
a gradient and move in random directions (Jones et al., 1998). In the models developed in
Chaptgrs 7 and 8, I incorporate Cdc42 activation of Arp2/3 and 'investigate the role Cdc42

plays in gradient sensing and polarization.

Role of Rac -:.-;!a' . b ‘“

Rac is required for sustained cell movement and, like Cdc42, is important for gradient sensing
(Ridley, 2001a). Direct observations indicate that Rac, again like Cdc42, is elevated at the front
of migrating cells, decreasing toward the rear (Kraynov et al., 2000; Ridley, 2001a; Wittmann
and Waterman-Storer, 2001). Rac is required for the extension of lamellipodia (Burridge, 1999;
Matozaki et al., 2000; Nobes and Hall, 1995; Ridley, 2001c; Takai et al., 2001). Rac enhances
actin polymerization in motile cells by decreasing the rate of barbed end capping near the leading
edge. In Chapter 7, I modify the capping rate in the 1D model of actin dynaniics to depend

on the concentration of Rac and in Chapter 8, I investigate the role of Rac in sustained cell

movement.
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Role of Rho

Rho is requir_ed for cell adhesion (Burridge, 1999; Mackay and Hall, 1998; Matozaki et al.,
2000; Nobes and Hall, 1995; Ridley, 20015; Takai et al., 2001) and myosin-mediated cell body
contraction (Burridge, 1999; Ridley, 2001b). Active Rho has also been visualized in rﬁotile cells,
where it forms a reéiprocal gradient to Cdc42 and Rac with high concentration at the rear
and low concentration at the leading edge Raftopoulou and Hall (2004); Wong et al. (2006).
This reciprocal gradient is not unexpected since the downstream effects of Rho are antagonistic
to those of Cdc42 and Rac and Rho-mediated activities such as cell body contraction occur
primarily at the rear of the cell. I do not directly incorporate the effect of Rho on actin dynamics
here, but please see Marée et al. (2006) for a model that includes Rho-mediated contraction of

a motile cell.
6.1.6 Crosstalk betWeéh the Rho prdteins

The Rho proteins Cdc42, Rac and Rho not only influence actin polymerization dynamics, they
also interact with each other, regulating their activation state. It is thought that this crosstalk
is responsible for the_: establishment and maintenance of Rho proi:ein gradients in motile cells,
ensuring that downstream targets of the Rho proteins are activated in appropriate areas of the
cell (eg. Arp2/3 activation at the leading edge and cell body contraction at the rear). However,
experiments investigating Rho protein crosstalk produce different, and often contradictory, re-
sults. Some proposed pathways for Rho protein crosstalk based on experimental evidence are
shown in Figure 6.3.

Some components of Rho protein crosstalk have been clearly established. It has been demon-
strated in many cell types that Cdc42 activates Rac and Rac activates Rho (Burridge, 1999; Li
et al., 2002; Nobes and Hall, 1995). It is less clear how Rho interacts with Cdc42 and/or Rac to
produce the spatial segregation seen in motile cells. As shown in Figure '6.3, some experiments
indicate that Rho inhibits Rac.am’:l Ra:c:in.hibits-' Rho (L1 et al., 2002; Mackay and Hall, 1998;
Yamaguchi et al., 2001). Recent experiments suggest the most likely pathway involves mutual '
inhibition of Cdc42 and Rho (Burridge; 1999; Giniger, 2002). Crosstalk between the Rho pro-
teins has been demonstrated by observing downstream effects or the spatial localization of Rho

proteins in mutant cells. The mechanism used by the Rho proteins to activate or inhibit each

other remains unknown.
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" Figure 6.3: Proposed interactions of Rho/Rac/Cdc42 as put forth in 1) Yamaguchi et al. (2001),

2) Li et al. (2002), 3) Mackay and Hall (1998), 4) Burridge (1999), 5) Yasui et al. (2001), 6)
Nobes and Hall (1995) and 7) Giniger (2002).

6.1.7 Theoretical models of Rho protein crosstalk

Recent theoretical work has attempted to model Rho protein crosstalk to understand the role
of the Rho proteins in motile cells. To date, only two models have been proposed to investigate
crosstalk in Rho proteins and both rely on a pathway much like that suggested in Giniger (2002),
Figure 6.4, which incorporates mutual inhibition of Cdc42 and Rho as well as the established
cascade of Cdc42, Rac and Rho activation.

The first model of Rho protein crosstalk was proposed by Sakumura et al. (2005) to investi-
gate neuronal axon guidance. This model is very similar to that proposed in Giniger (2002) with
the addition of autocatalytic activation of Rac. Their model displays two behaviours, oscillatéry
or steady state, depending on the parameter regime. They believe the extension and retraction
of neural growth cones is a result »Qfl Rho _p_rotei_n dynamics switching between 6scillatory and

steady-state behaviours. Monte C}_aﬂo simulations of the signalling pathway indicate that neither

autocatalytic Rac activation or activation of Rac by Cdc42 is required to produce this switching
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behaviour. While this paper provides an interesting analysis of Rho protein crosstalk, there is
no connection made to the actin dynamics underlying growth cone extension and retraction.
Another model, also based on the pathway proposed in Giniger (2002), was invesfigated in
our group by Jilkine (2005) and Marée et al. (2006). This model for Rho protein dynamics is
able to produce spatially distinct domains with Cdc42 and Rac elevated at the front and Rho
elevated at the rear in response to a spatially graded external stimulus. It was determined that
mutual inhibition of Cdc42 and: ’R}.‘lo and rapid diffusion of the inactive Rho proteins is reqﬁired
to achieve spatial segregation. 1 briefly review that model in this chapter, then explore its
dynamics when coupied with a model of actin dynamics (Chapter 7) as well as phosphoinositides

(upstream effectors of Rho proteins, Chapter 8).

6.2 Observations and questions to address with a
theoretical model

Experimental observations have determined that Rho proteins are spatially segregated in motile
cells. Here, I review the ﬁlodel developed in Jilkine (2005) and Marée et al. (2006), based on
biologically reasonable assumptions. I report those results here, demonstrating that this model
can give rise to the correct spatial localization of Rho proteins observed in motile cells. Please
see Jilkine (2005) and Marée et al. (2006) for a more in depth investigation of the Rho protein

model, addressing additional observations and questions.
6.3 Spatial model of Rho protein dynamics

This model is based on Rho protein interactions proposed in Giniger (2002), shown in Figure
6.4, and in more detail in Figure 6.5. It includes the established cascade of Cdc42 activating
.Rac and Rac activating Rho as well as mutual inhibition of Cdc42 and Rho. It is assumed the
Rho proteins affect the activity of the GEFS to enhance or inhibit the activation rate in this
crosstalk model. This model keeps ‘track of both the active and inactive forms of Cdec42, Rac

and Rho.
6.3.1 Model variables

Experimental measurements of Rho proteins cannot separately quantify the concentration in

the cytosol versus the cytoplasm. For this reason, I define an ”effective” concentration for these
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m
o+ +
2

Cdc4who

Figure 6.4: Proposed Rho protein crosstalk as presented in Giniger (2002).

Cdc42—GfTP\ljc—GTP Rho-GTP

Cdc42-GDP Rac-GDP . Rho-GDP

Figure 6.5: Schematic of Rho protein interactions modelled with Equations 6.2. - indicates
inhibition while — indicates activation.. ' ’

variables in vertical slice of the cell. I assume a constant thickness (as shown in Figure 6.6) and
ignore the bulge of the nuclear region. The variables G and G; are then given in uM for the

appropriate number of molecules per unit volume in such a slice.

C  Concentration of active Cdc42, uM

C; Concentration of inactive Cdc42, uM
R Concentration of active Rac, uM |
R, Concentration of inactive Rac, uM
p  Concentration of active Rho, uM
~p;  Concentration of inactive Rho, uM

x  Spatial coordinate

“t Time coordinate
6.3.2 Model assumptipns
The following assumptions were ;Iillramde m construbting this model:
1. Cdc42 enhances the activation of Rac and Rac enhances the activation of Rho.
2. Mutual inhibition of Rho and Cdc42 is achieved by inhibiting the activation rate.

3. Rho proteins are not made or degraded but only converted between active and inactive

states.
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3D concentration
in cytosol and membrane

cytosol membrane

3D "effective" concentration

j———— 1D "effective" concentration

Figure 6.6: "Effective” Rho protein concentration combines concentrations in both membrane
and cytoplasm. :

4. Active Rho proteins are found only on the membrane, where they diffuse at a relatively

slow rate (see Assumption 5).

5. Inactive Rho proteins are found both on the membrane and in the cytoplasm and diffuse

at a higher rate than the active membrane-bound forms.

6. Rho proteins affect activation dynamics at a rate that increases proportionally to their

increase in concentration from a baseline value.

\

6.3.3 Model equations

General Rho protein equation in the absence of crosstalk

In this model, a general Rho protein, G, is activated from the inactive form, G;, at a baseline
rate, Ig. Activation is assumed to depend linearly on G;/Gio¢ Which is the ratio of the inactive
form to the total conéentration of the Rho protein, G0, which is assumed to be constant (see
Assumption 3). In experiments it is possible to measure the felative but not absolute levels of
inactive and active forms of the Rho proteins'(although the total amounts are known from other
sources). For this reéson, I use the scaled form, G;/Giot, in this model. The conversion from

the active to the inactive form is assumed to occur at a rate proportional to the active form,

with rate dg. According to Assumptions 5 and 4, the active form diffuses at the rate D,,, while
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the inactive form diffuses at a different rate D,,. where D,,, < D,,.. Since Cdc42, Rac and Rho
have approximately the same molecular weight, it is aésuﬁled that D,, is the diffusion rate for
all active forms and Dmc is the diffusion rate for all inactive forms.

As discussed in Chapter 3 regarding Arp2/3, cytoplasmic proteins advect at the rate vpyk
which can range from zero (where the proteins are immobilized due to binding to the actin
meshwork or other stationary c‘éli ‘strlictures) to the speed of membrane protrusion (where the

proteins are pulled forward with the cytoplasm as the membrane moves). As with Arp2/3,

!

I assume that vpux = Tedge

so that inactive Rho proteins, which are found mainly in the
cytoplasm, are pulled forward by the motion of the membrane.

The active Rho proteins are found only on the membrane, and experimental evidence suggests
they also advect as the cell moves. Experiments that -photobleached areas of the membrane or
that attached gold beads to the membrane of moving keratocytes found that there is no bulk

membrane flow in motile keratocytes and the gold beads maintained an approximately constant

distance from the leading edge (Kucik et al., 1990). This suggests that membrane-bound prdteins

!

and lipids experience an advective flow at the speed of membrane protrusion, zg,,.

This leads to the following PDE describing the dynamics of a general active and inactive

Rho proteins in the absence of crosstalk:

G G , 86 #G

5% = ’_ I'GGtot :[daG + Tedge 97 + D, 972’ (6.1a)
8G, LGP, 86 G,

o = —log +daG + Thige 5t + Dme it (6.1b)

General Rho protein crosstalk terms

To model crosstalk of the Rho proteins, it is assumed in this model that crosstalk is mediated
by GEFs, based on evidence presented in Burridge and Wennerberg (2004). By interacting with
the GEFs, a Rho protein G’ can enhance or inhibit the activation rate of the Rho protein G
To model enhanced activation of G, the Rho protein G’ increases the rate of G activation
proportionally to the concentrati/on of G' with rate a. The activation term in Equation 6.1a
then becomes:
G

4 ——
(Ig + oG )th.

To model inhibition of G by G’, 1 use a saturating sigmoidal function as appeared, for

example, in the toggle switch model developed by Gardner et al. (2000). The toggle switch
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model relies on a sigmoidal term of the form

B G/n _ 188’
B% +G™  BR, +G™

1

which is highest when G’ = 0 and decreases as G’ increases. In the Rho protein model, this

toggle switch is incorporated into the activation term to model G’ inhibition of G activation:

G < B ) _ _16Gi/Gior
Grot \ B +G™ 1+ (G"/Be )™

In Jilkine (2005); Marée et al. (2006), it was determined that the Hill coefficient n must be

Ig

greater than 1 to achieve spatially asymmetric profiles, suggesting G’ acts cooperatively to

inhibit the activation of G.
Cdc42, Rac and Rho equations

Based on the general equations discussed above, the Rho protein equations are:

= (I + aC) B/ Ruot) — dr Rt g, 2 m%%%’ (6:2¢)
O o (h + OB/ Ru) + 4R + 2y, O 4 D, T T (62d)
%o S v ol o0

where I, I;, I, are the baseline activation rates.and d; d., d, are the baseline inactivation rate
of Cdc42, Rac and Rho, respectively. The Cdc¢42 activation rate, I., is varied spatially and
temporally to simulate the effect of an external signal. In Chapter 8, I incorporate PIs which
directly affect the activation rates of Cdc42 and Rac (I and I..). Ciot, Riot, Prot are the total
c_oncentrations of Cdc42, Rac and Rho. a; and ay are the Rho and Cdc42 concentratioﬁs that
elicit a half-maximal inhibition of Cdc42 and Rho activation, respectively. a determines the rate
of Cdc42-enhanced activation of Rac and 3 determines the rate of Rac-enhanced Rho activation.

D,, and D, are the diffusion rates of the active and inactive forms.

No-flux boundary conditions are imposed in both the.active and inactive forms to prevent
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" the Rho proteins from diffusing past the membrane:

oG
Oz
Izzedgmzedgc_L

where z.qg¢ is the membrane position and L is the length of the cell. Parameter values used to

simulate the Rho protein equations are discussed in the next Section and compiled in Table 6.1.

6.4 Parameter values

The parameter values used to simulate Equations (6.2), taken from Marée et al. (2006) and
Jilkine (2005), and are compiled in Table 6.1. The diffusion rate of Rho proteins in the membrane
and cytoplasm, were based on estimates of diffusion coefficients of G proteins (members of
the superfamily that contains small G proteins) that were reported to be 0.1 um?/s on the
membrane and 10-50 ym?/s in the cytoplasm (Postma and Van Haastert, 2001; Postma et al.,
2004). For these simulationé, 1tls éss{imé;d 'the.RHo prdﬁeins have similar diffusion cdefﬁcients.
Experimental data of the decay of Rac (Sako et al., 2000) and Rho (Zhang and Zheng, 1998)
was used to determine the decay rate of active Rho proteins, giving approximately dg =1 s~ 2.
These decay rates, along with the steady state concentrations of each Rho protein discussed in
Section 6.1.3 were used to determine approximate activation rates. It is estimated that the basal
activation rates for Cdc42, Rac and Rho are approximately I.=3.4, Ir =0.5 and I, =3.3 uMs~ .
The half maximal concentrations of the Rho proteins used in the toggle switch inhibition terms
(a1 and ag) were assumed to be in the same range as their steady state concentrations. The

Hill coefficient n was chosen sufficiently large to ensure that the ODE version of the equations

(in the absence of diffusion) leads to the coexistence of two stable steady states.

6.5 Simulations

This model (Equations 6.2) and variants of it, were explored in Jilkine (2005). That work
investigated polarization of a Cdc42, Rac and 'Rho m’pdule in a resting 1D domain (not a
moving cell). The domains considered were 1D cell tranéects, as shown in Figure 1.8 as well
as the perimeter of the cell (a 1D domain with periodic boundary conditions). In preparation
for combining this model of Rho proteins with a model of actin dynamics explored in Chapters

3-5, I investigated this model numerically using my own C code, on a 1D domain representing

a transect of a lamellipodium, as shown in Figure 1.8. I assumed the cell was at rest, making
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Parameter | meaning value source

Ch typical level of active Cdc42 1 uM 1], [2]

Ry typical level of active Rac 3 uM (1], [2]

Pb typical level of active Rho 1.25 uM 1], 2]
Chot total level of Cdcd2 2.4 uM | 1], [2], (3]
Ry total level of Rac - 7.5 uM (1], 2], (3]
Py total level of Rho 3.1 uM 1], 2], [3]

Ic Cdc42 activation rate 3.4 pMs™t | [1], [2]

Ir Rac activation rate 0.5 uMs~t | (1], [2]

I, Rho activation rate 3.3 uMs™t | [1], [2]

ay Rho level for half-max inhibition of Cdc42 1.25 uM 1], 2]

as Cdc42 level for half-max inhibition of Rho 1 uM 1], [2]

n Hill coefficient of Cdc42-Rho mutual inhibition response | 3 1], [2]

o Cdc42-dependent Rac activation rate 4.5s71 1], [2]

Jé] Rac-dependent Rho activation rate 0.3 571 1], 2]

dc,dr,d, | decay rates of activated Rho-proteins 1571 [4], 5]
D, diffusion coefficient of active Rho-proteins 0.1 um?s~1 | [6], [7]
D diffusion coeflicient of inactive Rho-proteins 10 um2s~! | [6], [7)

Table 6.1: Parameter estimates relevant to the Rho-proteins and their interactions. Cited
sources: [1]: Jilkine (2005), [2]: Marée et al. (2006), [3]: Michaelson et al. (2001), [4]: Sako et al.
(2000), [5]: Zhang and Zheng (1998), [6]: Postma and Van Haastert (2001), [7]: Postma et al.
(2004). '

Tegee = 0. Equations (6.2) were simulated on a 10 um grid with a step size of Az =0.01

pm. The time step was chosé'n’:‘ according to the fastest diffusion rate to ensure numerical .

stability. Diffusion terms were discretized using centered differencing and time derivatives were i

discretized using Forward Euler. Initial conditions, unless otherwise indicated, of the active
Rho proteins were set to their steady state concentrations (G = Gp where G is Cdc42, Rac or
Rho) and the inactive forms were set to the total level minus the concentration of the active
forms (G; = Giot — G). The simulations were halted at 200 s, after a steady state distribution
had been established. By ensuring that my independent simulations gave the same results as

in Jilkine (2005); Marée et al. (2006), I could verify that this aspect of my code was working

properly before connecting the Rho protein module to actin dynamics (Chapter 7) or a model

of phosphoinositides (Chapter 8).
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6.6 Results

6.6.1 Small G proteins establish stable spatial domains in response -
to a spatially graded input to Cdc42 :
To determine the response of this model to an external graded stimulus, a gradient was imposed
in the activation rate of Cdc42, I.. The stimulus was applied for one second, during which
the activation rate I. increased linearly from zero at the left bdundary of the domain to its
usual value at the right boundary, glven in Table 6.1. At all other times, I, had a constant
value everywhere on the domam As shown in Figure 6 7 Cdc42, Rac and Rho establish stable
asymmetric spatial proﬁles in response to a graded initial distribution of active Cdc42. These
asymmetric spatial domains are consistent with experimental observations, with Cdc42 and Rac

high at the front and Rho high at the rear, consistent with the results in Jilkine (2005); Marée

et al. (2006).
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Figure 6.7: Active Cdc42 (top), Rac (middle) and Rho (bottom) establish stable asymmetric
spatial profiles in response to a graded transient gradient in the activation rate of Cdc42, con-
sistent with experimental observations. The spatial profiles are shown before (dotted line) and
after (solid line) application of the stimulus.
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6.6.2 Small G proteins establish stable spatial domains in response
to a random input to Cdc42
To determine the response of this model to a random stimulus, the activation rate of Cdc42, I,
was assigned a random value at each grid point with values ranging from zero to twice the usual
activation rate. The random stimulus was applied for one second, after ‘which the activation
rate of Cdc42 was returned to its usual value everywhere on the domain. .Figure 6.8 shows the
spatial profile of Cdc42, Rac and Rho before, during and after the application of the stimulus.
As shown, a random stimulus leads to spatially asymmetric domains but there is no defined
front or back along the length of the cell. This demonstrates that this model can establish
stable asymmetric spatial domains in response to a random stimulus but the spatial profiles can
~have more than one area with high concentrations of Cdc42 and Rac. These multiple domains

of high Cdc42 are not observed in motile cells, suggesting that the Rho proteins are regulated

by other upstream factors that prevent these multiple domains from forming.
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Figure 6.8: Active Cdc42, Rac and Rho establish stable spatial profiles with multiple domains
with high Cdc42 and Rac in response to a random activation of Cdc42. As in Figure 6.7 but
showing changes in response to a transient random change in the activation rate of Cdc42.
The spatial profiles are shown before (dotted line), during (dot-dash line) and after (solid line)
application of the stimulus.
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6.6.3 Rho proteins establish domains on both sides of the cell in
response to two stimuli

It has been shown in immobilized cells that two stimuli placed on opposite sides of the cell will-
produce two domains with high Cdc42 and Rac at bo‘ph the front and the back, with high Rhoin
the middle (Janetopoulos et al., 2004). I simulate this experiment by increasing the activation
of Cdcd42 at the front and back of the domain and decreasing it in the middle. The activation
rates of Rac and Rho are unchanged. The stimulus is applied for one second after which the
activation rate is returned to its baseline value everywhere on the domain. As shown in Figure
6.9, this model establishes separate stable domains of Cdc42 and Rac at both the front and

back of the model cell with Rho high in the middle of the cell, consistent with the experimental

observations.
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Figure 6.9: As.in Figure 6.7 but showing spatial profiles in response to a transient stimulus
that decreases Cdc42 activation in the middle of the domain, simulating two chemoattractant
sources placed on opposite sides of the cell. The Rho proteins are able to establish stable profiles
with active Cdc42 and Rac elevated at the front and back of the cell and active Rho elevated in
middle. The spatial profiles are shown before (dotted line) and after (solid line) application of
the random stimulus. '
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6.7 Discussion

There is some controversy about how the Rho proteins influence each other and it is not yet
entirely clear what mechanisms the Rho proteins may be using to affect each other’s activation.
However, a model based on reas(_)nable biOIQgical_ assumptions of Rho protein regulation leads to
spatial profiles that are consisténf witfl évxperibnxlental ‘obslervations. In particular, mutual inhi-
bition of Cdc42 and Rho is required to establish distinct spatial domains that are characteristic
of motile cells. When subjected to a graded stimulus, corresponding to a gradient of chemoat-
tractant, the Rho proteins respond by establishing stable, spatially asymmetric domains with
Cdc42 and Rac elevated at the front and Rho elevated at the rear, consistent with experimen-
tal observations. The Rho proteins also establish stable asymmetric domaiﬁs in response to a
random stimulus. In that case, the cell can establish more than onev domain where Cdc42 and
Rac are high and Rho is low. This suggests that Rho proteins alone will not always properly
polarize a cell but this is corrected in Chapter 8 when I add phosphoinositide regulation of Rho
protein activation. .

By simulating this preexisting model for Cdc42, Rac and Rho, I am able to link it to my
model of actin dynamics (Chapter 7) as well as to further upstream signalling events (Chapter

8). In the next chapter, I explore how this model of Rh(_) proteins can influence actin dynamics

in a 1D model of a motile cell.  : 
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Chapter 7

Regulation of actin
polymerization by Rho proteins
in a 1D model cell

In the previous chapter, I reviewed a model of Rho profein crosstalk that responds to a graded
stimulus by establishing stable asymmetric spatial profiles. In this chapter, I discuss which
. aspects of actin dynamics are regulated by Rho proteins and incorporate that information into
a variant of the actin model investigated in Chapters 3-5. By’ combining the models for Rho
proteiﬂs and actin dynamics, I am able to explore how spatial segregation of the Rho proteins
in response to an external signal can lead to enhanced actin polymerization at the leading edge

of a cell and initiation of directed motion.

7.1 Regulation of actin polymerization by Rho proteins

I

. Rho proteins in their active form impinge on cytoskeletal processes. Figure 7.1 summarizes the
result of experimental data suggesting specific pathways through which the Rho proteins affect

actin dynamics.

Cded2™ = Rac: / Rho
WASP PiP2 LIM kinase ADF kinase
Arp2/3 Capping\ Uncapping ADF/cofilin " Profilin

(branching) (depolymerization) (polymerization)

Figure 7.1: Schematic diagram of Rho protein signalling to the actin cytoskeleton. - indicates
inhibition while — represents enhanced activation. Not all these interactions are direct and may
occur through other downstream effectors or signalling molecules.
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7.1.1 Cdc42 enhances nucleation by Arp2/3

Cdc42 greatly enhances the activation rate of Arp2/3, increasing the branching rate.As discussed
in Chapter 2, the protein complex Arp2/3 creates new barbed ends at the leading edge of motile
cells by nucleating new branches off existing filaments. Arp2/3 is activated by membrane-
associated members of WASp/SCAR family such as WASp or N—WASp. In the presence of active
Cdc42, WASp activation of Arp2/3 is increased two-fold (Cicchetti et al., 2002; Ridley, 2001a;
Schmitz et al., 2000). Rac and Rho enhance nucleation by Arp2/3 by enhanciﬁg activationlof
WASP (Cicchetti et al., 2002; Ridley, 2001a), but to a lesser extent than Cdc42. In this model,
I replace the constant membrane source of Arp2/3, shown in Equations (3.2) v;rith source terms
everywhere on thé domain that rely on the local concentration of Cdc42 and Rac (see upcoming

Equations (7.1)).
7.1.2  Rac inhibits capping of barbed ends

Rac plays an important role in .keeping barbed ends free for polymerization by inhibiting the
activity of capping proteins. Capping proteins and gelsolin bind tightly to filament tips, pre-
venting furthgr polymerization éctivity. In resting cells, most barbed ends are capped and in
motile cells, capping is used to regulate the number of polymerizing barbed ends. Too many
polymerizing barbed ends at the leading edge of a motile cell will quickly deplete the pool of
available monomers while too few will not generate sufficient force for membrane protrusion.
The effect of Rac on capping is indirect, as active Rac enharices accumulation of the phospho-
inositide PIP; (discussed further in Chapter 8). PIP, (.ii.srupts binding of capping protein to
" filament tips, and dis.sociates c’apping protein from filament tips (Cicchetti et al., 2002; Ridley,
2001a). Since I do not keep track of capped filaments, I only model the inhibition of capping in

the presence of active Rac (this chapter) or PIP; (Chapter 9) in the models presented here.
7.2 Observations and questions to address with a model

Using Equations (3.2), I demonstrated in Chaptér 4 that a model of actin dynamics establishes
distinct spatial profiles in motile cells with most free barbed ends and active Arp2/3 located very
close to the leading edge while the filament density increases more slowly away from the leading

edge, gradually decaying toward the rear of the lamellipodium. Experimental evidence discussed

in Chapter 6 indicated that Cdc42 and Rac are elevated at the front of motile cells while Rho
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is elevated in the rear. In this chapter, I integrate a variant of the actin model developed in

Chapter 3 with the Rho protein model reviewed in Chapter 6 to.address the following questions:
1. Can a cell initiate directed ._movemé‘nt in response to a graded stimulus in the Rho proteins?
2. Are the resulting profiles of barbed ends, Arp2/3 and filament density in agreement with

experimental observations?

7.3 Integrated model of Rho proteins and actin dynamics

7.3.1 Additional assumptions

Based on the above discussion, Rho proteins are incorporated into the model of actin dynamics
to explore actin dynamics in response to a stimulus to Cdc42. In addition to the modelling
assumptions listed in Chapter 3 for the actin model and Chapter 6 for the Rho protein model,

the following assumptions were made when combining the actin and Rho protein modules:
1. Arp2/3 nucleates new barbed ends only through side branching.

2. Side branching is modelled as a saturating process dependfng on both filament density

and active Arp2/3, preventing unlimited creation of new barbed ends.
3. Activation of Arp2/3 depéhds on the concentration of Cdc42 and Rac.
4. Capping is inhibited by Rac.

5. Active and inactive forms of the Rho proteins are puiled forward in the bulk flow created

by protrusion of the leading edge.

Since the actin model assumes all barbed ends are oriented toward the leading edge, a threshold
term is added to prevent activation of Arp2/3 in a resting cell when Cdc42 and Rac are at or

below their baseline concentrations. Otherwise, even a small amount of active Arp2/3 would

lead to new barbed end creation, resulting in a slow but non-zero membrane speed.
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7.3.2 Model equations

As before, the model variables are:

B(z,t) Density of actively growing barbed ends, #/um
F(z,t) Filaméntilength density, pm/pm

A(z,t)  Arp2/3 concentration, uM

C(z,t) Concentration of active Cdc42, uM

Ci(z,t) Concentration of inactive Cdc42, uM

R(z,t) Concentration of acfi_ve Rac, .,uM |

R;(z,t) Concentration of inactive Rac, uM

p(z,t)  Concentration of active Rho, uM

pi(z,t)  Concentration of inactive Rho, uM

The equations for actin dynamics are used here are a combination of Equations (3.2) and

those proposed in Marée et al. (2006).
Side branching by Arp2/3

Based on the results of Chapter 4, I consider new tip formation to occur only through side
branching. I modify the nucleation term to depend sigmoidally on both the concentration of

Arp2/3 and the amount of F-actin, according to Assumption 2:

~ _ nAF
A F) = o— T

where 7 is the side bfanching rate of Arpé/3_, K,, is the saturation constant for side branching
and [ is a conversion factor tha.t‘:'rellates the units of F' to the units of A. The spétial profiles
produced using this branching term are qualitatively similar to those produced using Equations
(3.2). This branching term prevents unlimited barbed end creation when Arp2/3 concentra-
tion or filament density is very high. The conversion factor [, derived in Appendix B, is the .

concentration of Arp2/3 that binds to 1 um/um of F-actin.
Inhibition of capping by Rac

As discussed above and stated in Assumption 4, the capping rate is decreased in areas with high

concentrations of Rac. I use the following equation to describe the capping rate as a function
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of Rac concentration:

R

K(R) = kmaz — kRm-
In the absence of Rac, capping occurs at the rate kjq; and decreases to kpqx — kr as Rac

increases. The capping rate is always positive so kr << kmaz.
Cdc42 and Rac activation of Arp2/3

Instead of a constant source of Arp2/3 at the membrane, as in Equation (3.3), Arp2/3 is now

activated everywhere in the cell and depends on the local concentration of Cdc42 and Rac. In

order to prevent activation of Arp2/3 when Cdc42 and Rac are at their baseline concentrations,

I include a sigmoidal term that is very small when the concentration of Cdc42 and Rac is low.

The Hill coefficient in the sigmbidal function is chosen to be large to act as a switch: when
the concentration of Cdc42 or Raé exceeas Chatf Or Rhaiy, the activation of Arp2/3 proceeds

at its maximum rate. This ensures that low concentrations of Cdc42 and Rac do not lead to:
Arp2/3 activation but a sufficiently large increase in their concentrations (as determined byr
the parameters Chpaiy and Rhaif), will lead to Arp2/3 activation. The activation of Arp2/3 is

determined as follows:

C'nc Rnr

Arp2/3 activation = oC mr———e + ftr R,
rp2/3 activation = p, iz, + O + pr R, + R

where (i, are the activation rates of Arp2/3 by Cdc42 and Rac and ne,r are the Hill coefficients

in the sigmoidal switching term.
Modified actin equations

Based on the above modifications, the equations for the actin dynamics are:

0B ~ OB
E = TI(A1 F) - K(R)B - U%ﬁ ‘ (71)
6A C’nc Rnr
2 -y 4y R— — (A, F) — da A
ot~ MCene om T Rpm e 1AE)
oA |, 04 '

+DA—6$2 - .'L‘edgea—m, (7'2)

oF :

The boundary condition for barbed ends is given by Equation (3.3) and I impose no-flux
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boundary conditions on Arp2/3:

0A
oz |

T=Tedge :xcdgc“[l '

=0

where, as before, Zeqqe is the membrane position and L is the length of the lamellipodium.
Rho protein equations

Equations (6.2) are used for the Rho proteins:

oc _ I.Ci[Crot .. oc 8*C

Bt = 3+ (pfay) O Tenegg HPmger (7.4)
OR _ , OR 82R

E - (Ir -+ aC)(Rz/Rtot) - drR - Iedg-ea + DmW’ (7'5)
@ _ (Ip 4+ BR)(pi/ Prot) _ o ?ﬁ gie

ot 1+ (C/ag)” dpp = Tedge o + Dm 522" (7.6)

The equations for the inactive forms C;, R; and p; are the same as the active forms with reversed
signs on the activation and inactivation terms and with faster diffusion, as discussed in Chapter

6.

7.4 Parameters

Most parameters used in simulating Equations (7.1) and (7.4) are given in Tables 4.1 and 6.1.
Additional parameters are taken from Marée et al. (2006) and are compiled in Table 7.1. To
properly relate the concentration of Arp2/3 and the Rho proteins to the number of barbed
ends and the filament density, two conversion factors are derived in Marée et al. (2006), which
determine the equivalent ”concentration” of barbed ends and filament density based on the
typical density of barbed ends and filaments and the number of monomers in a specified length

of filament.

7.5 Simulat.ions

I extended my C code, used in Chapters 4 and 6 to simulate Equations (7.1) and (6.2). As
described in Chapter 4, the actin equations (Equations (7.1)) are transformed to moving coor-
dinates with variable membrane speed (7 =t, z = = — x,4,.t). The equations are still PDEs in
space and time but the membrane is statiénary and located at the origin. The Rho protein equa-

tions (7.4) are also transformed into moving coordinates. As before, second derivatives in both

sets of equations are discretized using centered differencing while first derivatives are discretized
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Parameter | meaning _ value source
LO IR Cdc42 and Rac-dependent Arp2/3 activation 0.16 s~* 1]
da activated Arp2/3 decay rate 0.1s7! 1]
Dy diffusion coefficient of Arp2/3 1 ym?s™1 2]

n Arp2/3 nucleation rate 60 pMnms~! 2]
K, saturation constant for Arp2/3 nucleation 2 uM [1]

l scale factor converting units of F' to concentration | 0.255 uM (1]

k scale factor converting concentration to units of B | 106 um=2 uM~! | [1]

v actin filament growth rate (free polymerization) 0.5 ums~1! 3], [4]
dr actin filament turnover rate _ 0.03 571 (5], [6]
Kinaz barbed end capping rate o 28571 4], [7)

KR max reduction of capping by Rac ' 2151 1]
Kgr Rac level for half-max reduction of capping 3 uM [1]
Chalf Active Cdc level for half-max enhancement 1.5 uM 1]
of Arp2/3 activation A
Rpaty Active Rac level for half-max enhancement 4.5 uM [1]
of Arp2/3 activation _
Ne, N Hill coefficient of Cdc42/Rac enhancement - . 5 1]
of Arp2/3 activation

Table 7.1: Parameter estimates relevant to actin dynamics when coupled with a model of Rho
proteins. Cited sources: [1]: Marée et al. (2006), [2]: estimated in text, [3]: Sanger et al. (1996),
[4]: Pollard et al. (2000), [5): Mogilner and Edelstein-Keshet (2002), [6]: Pollard and Borisy
(2003), [7]: Schafer et al. (1996).

using Forward Euler. The equations are simulated on a 10um grid with a step size of 0.01pm.
The time step is chosen according to the fastest diffusion rate to ensure ﬁumerical stability.
For initial conditions, Rho proteins are set to their baseline conceﬁtrat_ions. The steady state
values of barbed ends, Arp2/3 and filament density are determined by running the simulations
in the absence of a stimulué ’fo;"?(v)O s‘,"‘enSuring_ they had reached a steady state distribution.
The distribution of barbed ends and filament density is homogeneous almost everywhere on the
domain, except at the left boundary where it decreases to zero to satisfy the boundary condition
B(—o00) = 0. At steady state, Arp2/ 3 has a constant concentration everywhere on the domain.
The steédy state distributions are shown in Figure 9.5. These steady state distributions are used
as the initial conditions for the variables B, A énd F. Simulations are run for 200s, allowing
all variables to reach steady state.

Here I investigate the model in a 1D domain corresb_ondihg to the transect of a lamellipod,
as shown in Figure 1.8.. However, a model of Rho protein and actin dynamics was investigated in

a 2D model cell in Marée et al. (2006). In that paper, the equations were implemented in a 2D

domain and membrane movement was determined using a Cellular Potts model (Ouchi et al.,
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2003). Marée et al. (2006) explore cell polarization, initiation and maintenance of movement
as well as turning behaviour when the stimulus location is changed. In this chapter, I explore
cell polarization in the 1D domain and initiation and persistence of movement in response to
a stimulus. I simulate the effect of a chemoattractant gradient by imposing a gradient in the

activation rate of Cdc42, I..

7.6 Results

7.6.1 1D cell model can initiate and maintain directed movement in
response to a graded stimulus

To determine the response of the Rho proteins and actin dynamics to a transient graded stimulus,
a gradient in the Cdc42 activation rate, I., was imposed. In Figurgs 7.2 and 7.3, the gradient in
I, increased linearly from zero at the left boundary to its usuai value at the right boundary. The
gradient was applied for one second, 20 seconds after the start of the simulations. At all other
times, I, had its usual value everywhere on the domain. The Rho proteins establish spatial
profiles shown in Figure 6.7 while barbed ends, Arp2/3 and filament density establish spatial
profiles shown in Figure 7.2.

As discussed in Section 6.6.1, the spatial profiles of the Rho proteins are consistent with
experimental observations. Comparing the barbed end, Arp2/3 and filament density profiles in
Figure 7.2 with the experimental profiles discussed in Chapter 4, the spatial profiles here are
also consistent with experimental observations. This indicates that a stimulus applied only to
the activation rate of Cdc42 is capable of causing the spatial segregation of the Rho proteins,
leading to enhanced actin polymerization only at the front of the cell. Figure 7.3 (top plot)
shows the change in membrane speed in response to a stimulus. The membrane speed increases
from 0 pm/s (resting cell) to a steady state speed of approxim>atel_y 0.3 pm/s. Figure 7.3 (bottom
plot) shows the initial increase and steady state barbed end profile in response to a stimulus.
This plot is in lab coordinates and indicates the position of the leading edge and the barbed
end profile at various time points. The actin profiles that result from this spatial regulation by
the Rho proteins gives rise to stable spatial pfoﬁles and protrusion velocities that are consistent

with experimental data, addressing Questions 1 and 2. The cell maintains these spatial profiles

and persistent motion, even when the stimulus is removed.
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Figure 7.2: Barbed ends (top), Arp2/3 (middle) and filament density (bottom) are elevated
near the leading edge (z = 0) in response to a graded transient gradient in the activation rate
of Cdc42, I... Filament density increases more slowly, matching experimental observations. The
corresponding Cdc42, Rac and Rho profiles are shown in Figure 6.7. The spatial profiles are
shown before (dotted line) and after (solid line) application of the stimulus.
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Figure 7.3: Membrane speed (top) and change in barbed end profile (bottom) in response to
a gradient in the Cdc42 activation rate, I.. The gradient in I. was applied for one second,
20 seconds after the start of the simulation. After a delay of approximately 10 seconds, the
cell initiates directed movement and the number of barbed ends increases to a steady state
distribution. To show the initial rise of barbed ends, the spatial profiles are plotted every 5
seconds, then every 10 seconds as the cell reaches steady state.
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7.6.2‘ Random stimuli cause the 1D cell model to initiate and
maintain directed movement

In Section 6.6.2, it was demonstrated that a random stimulus in the Cdc42 activation rate leads
to asymmetric localization of the Rho proteins with more than one domain with high Cdc42 and
Rac. When I impose a random stimulus in I, (Figure 7.4), the profile of barbed ends, Arp2/3 and
filament density (right column) reflect the spatial profile of the Rho proteins (right column). For
this particular stimulus, the cell speed is slow as the concentration of Cdc42 and Rac is low on
the right boundary leading to a low number of barbed ends pushing on the membrane. Barbed
ends do not persist outside areas with high active Rac since they are quickly capped. Thus
barbed ends nucleated away from the leading edge iﬁ areas with high Cdc42 and Rac will not
grow forward to the membrane and exert force. Other random stimuli produce different spatial
patterns of multiple domains with high Cdc42 and Rac at the right boundary. This allows the
cell to move at a relatively high speed due to the number of barbed ends at the leading edge.
The internal domains with high Cdc42 and Rac persist even when the cell is moving rapidly.
The spatial profiles shown here are not consistent with experimental observations and suggest

there are other factors governing Rho protein activation and actin dynamics that are not taken

into account here that would prevent these spatial profiles from occurring. -
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Figure 7.4: Barbed ends are generated in areas with high Cdc42 and Rac in response to a random
stimulus in the activation rate of Cdc42, but are capped before they can reach the membrane.
The cell initiates slow directed movement due to the low number of barbed ends at the leading
edge. Left column: Cdc42 (top), Rac (middle) and Rho (bottom). Right column: Barbed ends
(top), Arp2/3 (middle) and filament density (bottom). The spatial profiles are shown before
(dotted line), during (dot-dash line) and after (solid line) application of the stimulus.
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7.7 Discussion

In Chapter 3, a model of actin dynamics in the lamellipod of a motile cell was prbposed and
investigated. Chapter 6 reviewed a ‘modql- of crosstalk between Rho proteins that led to spatial
profiles similar to those believea i:o occur“in motile cellé. In this chapter, I combined these two
modules based on known interactions between Rho proteins and actin dynamics. When this
expémded model is exposed to a graded stimulus, the cell initiates movement at a reasonable
speed. The stable spatial profiles of Rho pfoteins and actin components are in agreement with
experimental observations, suggesting this model is capable of capturing some features of actin
regulation in motile cells.

In.the model of the Rho proteins, it was assumed that the activation rates are constant and
that those rates are modulated only by other Rho proteins. However, a family of membrane- '
bound lipids, phosphoinositides (PIs), are known to regulate Rho pfotein activation by interact-
ipg directly with GEFs. I;’l the next chapter, I propose a model to simulate interactions between
PIs and Rho proteins to understand how interplay between these signalling molecules can re-
inforce the spatial profiles of both PIs and Rho proteins seen in motile cells. In Chapter 9, I

combine all three modules, PIs, Rho proteins and actin dynamics, to gain a better understanding

of actin polymerization regulatidn in motile cells.
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Chapter 8

Phosphoinositides regulate Rho
protein activation | |

In Chapters 6 and 7, the rble‘.o"f th proteins in .regulating actin dynamics in motile cells
was investigated. Crosstalk enables the Rho proteins to establish distinct spatial domains in
response to a graded stimulué. This spatial segregation of the Rho proteins leads to enhanced
actin polymerization at the leading edge, producing characteristic actin density profiles and
initiation of directed cell motion. In this chapter, I propbse a model of interactions between
phosphoinositides (PIs) which are upstream effectors of the Rho proteins. It is known that the
PIs are required for proper directed migration and it has been shown that they interact with Rho
proteins to establish asymmetric localizations within a cell. Here, I build upon the model for
Rho protein dynamics introduced in Chapter 6 and integrate PI dynamics. The model proposed
here is currently the only one that couples PIs and Rho proteins using only experimentally

established interactions.

8.1 Biological background

8.1.1 - Phosphoinositides -

i

Phosphoinositides (PIs) are membrane-bound lipids that are crucial for ceil motility as they
relay external signals to the inside of the cell. They also regulate activation of the Rho profeins
and actin polymerization dynamics. They consist of a fatty acid tail on one end and an inositol
head group on the other. The ring formed by the inositol head group can be phosphorylated
at three positions, numbered 3, 4 and 5. The phosphorylation state of the PIs determines their
activity: PIs with phosphate bound to all three positions regulate certain Rho protein GEFs
while PIs with phosphates bound to the 4 and 5 positions are capable of removing capping
protein from barbed énds (Martin, 1998). For notation purposes, PIs are written ina form that

specifies which position(s) have bound phosphates. A PI with one phosphate bound at the 4

position is written PI(4)P while a PI with all three positions occupied is written PI(3,4,5)P.
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All possible PIs are shown in Figure 8.1. PIs account for less than 10% of all membrane lipids

(Toker, 2002). .

”7' PI(3)P §\:\:::::::::::::’::? PI(3,4)P %:::\
L £ PisK PI3K 3
Pl =——=PI(4)P %,._—_;\:_; PI(4,5)P === PIGASP

.

.

. e

g . 7.
\

Q s
> PI(3,5)P ‘%

A o
PI(5)P %:-

Figure 8.1: Schematic of all possible phosphoinositides (PIs) and interconversion between dif-
ferent forms. The Pls investigated in this thesis are indicated with bold letters.

In an unstimulated cell, PIs are evenly distributed on the membrane. Most of the PIs are
in the unphosphorylated inactive state. Approﬁmately 5% of the PIs are found in each of the.
PI(4)P and PI(4,5)P states while less than 0.25% have a phosphate bound to the 3 position
(PI(3)P, P1(3,4)P, PI(3,5)P and PI(3,4,5)P) (Rameh and Cantley, 1999). I focus on the most
abundant and best studied forms of the PIs, PI(4)P, PI(4,5)P and PI(3,4,5)P (henceforth referred
© to as PIP, PIP; and PIPj, respectively) which are indicated in bold letters in Figure 8.1. In a
festing cell, the concentration of PIP is 50 uM, PIP, is 30 uM and PIP; is 0.05 4 M (Sternmark,
2000). '

8.1.2 Phosphatases and kinases regulate the phosphorylation state of
the Pls :

Kinases, which add phosphates to a specific position, and phosphatases, which remove phos-

phates from a specific position, regulate the phosphorylation state of the PIs. While not all .

kinases and phosphatases have been identified, I focus on two kinases, PISK and PI3K, and

one phosphatase, PTEN, that have been isolated and studied. The activity of PI5K, PI3K and

PTEN is shown schematically in Figures 8.1 and 8.2.

PTEN
PI*———SPIP =5 PIP, < PIP,
~ PISK PI3K

Figure 8.2: Simplified schematic of the PIs, showing lipids, kinases and phosphatase included
in the model ‘

PI5K and PI3K are kinases that add phosphates to the 5 and 3 position, respectively. PISK
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is responsible for converting PIP to PIP; while PI3K is responsible for converting PIP; to PIP3.
PTEN is a phosphatase that removes phdsphat;es from the 3 position, converting PIP3 back to
PIP,. Figure 8.2 indicates which phosph'orylation events these kinases and phosphatase reg-
ulate. Unlike their targets, kinases and phosphatases can diffuse in the cytoplasm. 'In faét,
membrane recruitment and spatial reorganization of PI3K and PTEN is one of the first intra-
cellular responses when a cell is exposed to an external signal (Merlot and Firtel, 2003; Weiner
et al., 2002).

In unstimulated cells, PTEN is associated with the membrane while PI3K is distfibuted in
the cytoplasm, ensuring that PIP3 is present only at very low concentrations.  When a cell is
exposed to an external chemoattractant gradieﬁt, PTEN is released from the membrane at the
front of the cell, allowing PI3K to associate with the membrane. PTEN ,remains bound to the>
sides and the back of the stimulated cell. This spatial redistribution of PI3K and PTEN allows
the concentration of PIP3 to be elevated only at the leading edge (Funamoto et al., 2002; Huang
et al., 2003Db; Iijima and Devreotes, 2002).

8.1.3 PIs regulate activation of Rho proteins

PIP; activates Cdc42 and Réc 4

Experiments have determined that PIP3 activates Cdc42 and Rac by activating specific GEFs.

Early experiments that blocked the activity of PIP3 by incubating neutrophils with PI3K in-
hibitors demonstrated that PIPj is required for the activation of Cdc42 and Rac (Hawkins et al.,

1995; Srinivasan et al., 2003; Wang et al., 2002; Weiner et al., 2002). Another experiment with

lipid vesicles in cell extract established that PIP3 and Cdc42 (but not Rac) are required for actin

assembly (Ma et al., 1998). Using RNA interference, an experimental protocol that downregu-

lates expression of a particular protein, experimentalists were able to determine which proteins

are involved in PIP3-mediated activation of Cdc42 and Rac. PIP; activates both Cdc42-specific

(PIX,, Li et al. (2003)) and Rac-specific (P-REX1, Welch et al. (2002)) GEFs. PIP3; was also

found to activate GEFs that can activate both Cdc42 and Rac (Vav2 and Vav3, Aoki et al.

(2005)). These experimental resuits suggest PIP3 can directly regulate the activation of both

Cdc42 and Rac and I incorporate. this activation ’into‘tllle_; model. I use the model to investigate

PIP; activation of Cdc42 and Rac and suggest which interactions are crucial for proper gradient

sensing.
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8.1.4 Rbho proteins regulate phosphorylation state of the PIs
Rac enhances accumulation of PIP; and PIP3 by activatirig PI5K and PI3K

Experimental evidence demonstrated that Rac enhances the activity of the two kinases discussed
‘above, PISK and PI3K. It has been shown in platelets and neutrophils that Rac can directly
activate PISK (Tolias et al., 2000; van Hennik et al., 2003). Observations of the fluorescent
distribution of PIP3 and active: Rac in neutrophils demonstrated that Rac and not Cdc42 is
required to enhance the activity of PI3K (Srinivasan et al., 2003). Experiments in neuron-like
cells suggested that Cdc42 and Rac can interact with the GEFs Vav2/3 to enhance PI3K activity
(Aoki et al., 2005) although the exact mechanism is unknown. It has also been demonstrated
that active Rac and Cdc42 can bind directly to PI3K in vitr;) but it is not clear if this occurs
in whole cells (Bokoch et al., 1996; Tolias et al., 1995; Zheng et ai., 1994). These experiments
establish that Rac can directly activate PISK,‘ and while it appears that Rac is also capable of
enhancing PI3K activity, the mechanism is unknown. In the model, I assume that Rac ephances
the conversion rate of PIP to PIP,, and of PIP; to PIP3. I explore the effect of Rac activation
of PI5K and PI3K oﬁ the spatial distribution of the PIs and produce testable hypotheses that

can help verify and improve the model proposed here.
Rho activates the phosphatase PTEN

Experiments in epithelial cells and neutrophils have determined that Rho activates Rho kinase,
ROCK, which directly binds'to‘and phosphorylates (activates) PTEN (Li et al., 2003, 2005).
Observations of the spatial distribution of PTEN, PI3K and Cdc42 indicate that PTEN is
excluded from areas with high concentrations of PI3K and Cdc42 (Funamoto et al., 2002; Huang
et al., 2003b; Iijima and Devreotes, 2002; Li et al., 2003, 2005). It is not clear what mechanism
may lead to this mutual spatial exclusion. To incorporate the effect of Rho on PTEN, I enhance
the conversion rate from PIP3 to PIP2 in areas where the concentration of Rho is elevated. I use
the model to investigate how mutual inhibition of Cdc42 and Rho could lead to spatial exclusion

of PTEN from areas with high concentration of PI3K and Cdec42.

8.1.5 Role of phosphoinositides in cell motility

It has been established that PI3K and PTEN are among the first intracellular signalling molecules

to establish spatial gradients in response to an external stimulus (Merlot and Firtel, 2003; Weiner

et al., 2002). This causes PIP3 to establish an intracellular gradient with high concentration
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at the leading edge. The appearance of PIP3 at the leading edge leads to enhanced activation
of Cdc42 and Rac. Rac then enhances the conversion of the PIs, creating a feedback loop that
ensures that high le>ve1s of PIP3, PIP3, Cdc42 and Rac are maintained at the leading edge.
Motile cells exhibit a number of general behaviours. We use our model to suggests mecha-
nisms that may cause these behaviours to occur and determine which interactions are crucial
for proper gradient sensing and initiation of directed movement. The following are some general

observations about PI and Rho protein activity in motile cells:

1. Motile cells establish stable asymmetric spatial profiles of PIs and small G proteins in
response to a stimulus (Funamoto et al., 2002; Iijima and Devreotes, 2002; Kraynov et al.,

2000; Nalbant et al., 2004; Xu et al.; 2003).

2. Translocation of PTEN to the rear of a motile cell is not necessary for directed migration

(Xu et al., 2003).

3. Constitutively inactive Cdc42 (Cdc42-GDP) prevents proper gradient sensing but the cell

can still migrate (Srinivasan et al., 2003).
4. Cdc42 and PTEN spatially exclude each other (Li et al., 2003, 2005).

5. Intracellular gradients of PIs and small G proteins are independent of the stimulus strength

(gradient amplification) (Weiner et al., 2002).
In view of these observations, we wish to address the following questions with our model:

1. Can a-model of PI and Rho protein interactions based on reasonable biological assumptions
establish stable asymmetfic spatial profiles that are independent of the signal strength, in

response to a gradient in the conversion rate of PIP; and PIP; (gradient amplification)?

2. Can this model explain why increased PTEN activity at the rear of the cell is not necessary

for proper gradient sensing?

3. What mechanism might be responsible for preventing proper gradient sensing in the ab-

sence of active Cdc42?

4. What interactions might lead to the mutual spatial exclusion of Cdc42 and PTEN?

5. Which arrows in Figure 8.3 are need for proper gradient sensing and directed movement?
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8.2 Previous modelling efforts

Experimental observations have made it clear that PIs and Rho proteins are crucial for proper
.gradient sensing. The following models propose various signalling pathways using PIs and Rho
proteins to give rise to signal amplification and proper gradient detection.

An early model by Meinhardt (1999) proposed that generation of a local activator and
diffusible inhibitor in response to an external signal can give rise to cell polarization. This model
leads to stable pattern formation due to a Turing-type mechanism that internally amplifies the
external signal. However, this locks the spatial profiles and the cell is insensitive to changes
in the external sigrlal and cannot adjust its direction of movement in response to later cues.
This problem was addressed by adding a second slow inhibitor that destroys the spatial profiles,
allowing the cell to sense a change in the stimulus source and establish a new leading edge in
the appropriate direction. This model was improved by Narang et al. (2001), Subramanian and
- Narang (2004), and Narang (2006), where it was suggested that lipids such as phosphoinositides
are the local activators proposed by Memhardt (1999) They proposed that the local lipid
concentration creates a pos1t1ve feedback loop, causmg local lipid accumulation at the front and
playing the role of local activator. Global inhibition is provided by substrate depletion, limiting
the accumulation of lipids at the front. The second slow inhibition is provided by receptor
desensitization. While these models are able to‘reproduce‘ polarization and signal amplification
in response to an external signal, there are curfently no justifiable candidate molecules for the
local activator and two inhibitors that satisfy the diffusion rates and activation kinetics required
by the model.

Another modelling approach first proposed in Levchenko‘ and Iglesias (2002) relies on local
excitation/global inhibition (LEGI) modules to simulate adaptation in response to a uniform
stimulus and amplification and gradient sensing in response to a spatially graded stimulus, as
discussed in Chapter 1. This model was refined in later papers (Krishnan and Iglesias, 2004;
Ma et al., 2004) using more biologically justifiable signalling networks. These models rely
entirely on the LEGI modules to produce adaptation and ampliﬁcation and the simulations are
very sensitive to changes in parameter values There are also no biological candidates for the
activators or inhibitors required for the LEGI modules .

Postma and Van Haastert (2001) used a simple model of local positive and global negative

feedback loops to model the accumulation of signalling molecules at the leading edge. As with




Chapter 8. Phosphoinositides regulate Rho protein activation 117 -

Meinhardt (1999), the spatial profiles become ”locked’; and the cell is no longér sensitive to
changes in the stimulus. Gamba et al. (2005) used a biologically motivated model with simple
mass-action kinetics to reproduce polarization and signal amplification. In this model, reéeptor
activation leads to PIP3 production and the spatial localization and interactions of PIP;, PIP3,
PI3K and PTEN lead to gradient sensing. This model considers only PIs and does not include
Rho pfoteins or actin ,dyhamics._- 4Th‘is\movdel also relies on continuous receptor activafion by an
external signal - polarization wiil not persist when the signal is removed. .

The model proposed here differs from these previous efforts by taking ihtp account PlIs, Rho
proteins and, in Chapter 9, actin dynamics. Unlike the other models discussed here, my model
is based entirely on interactions that have been expe;imentally observed or confirmed and does
not rely on the existence of unknown effectors. I also consider the concentration of the PIs and
Rho proteins everywhere on the domain, not just on the perimeter of the cell. I will show that

the spatial profiles produced by this model are not "locked” and remain sensitive to changes in

the stimulus source.

8.3 Model of PI and small G protein interactions

Based on the experimental observations discussed above, I propose the following model to sim-
ulate the dynamics of the PIs and Rho proteins. A schematic diagram of the interactions is

shown in .Figure 8.3.

. ) PTEN
L=
P ____ _PIP —><:5;f—PIP2‘W-K—> IP3

LV T~

Figure 8.3: Schematic diagram of proposed interactions between the phosphoinositides PI, PIP,
PIP; and PIP3 and the small G proteins Cdc42, Rac and Rho based on my compilation of the
experimental literature in Section 8.1.
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8.3.1 Definitions

I define the following variables and paraineters:

P, Concentration of PIP, uM
P,  Concentration of PIPy, uM
P;  Concentration of PIP3, uM
- k;;  Conversion rate from PIP; to PIP;, g1
T Spatial coordinate

-t Time coordinate

| 8.3.2 Model assumptions

In formulating the model, I make the followihg assumptions, in addition to those listed in

Chapter 6:
L. PIs are not made or degraded but only converted between different phosphorylation states.
2. PIs are found only on the membrane, where they diffuse at a slow rate.
3. The dynamics of the PIs can be described usiné mass-action kinetics.
4. _PIs enhance the activation rate of target Rho proteins.

5. The concentration of unphosphorylated Pls is large compared to the concentration of the

phosphorylated forms.

I also include previous assumptions about the interactions between the small G proteins, as in

Chapter 6.

8.3.3 Description of the'm(')del
Quasi steady state approximation of PI5K, PI3K and PTEN

To keep the model as simple as possible I will eliminate these kinases and phosphatases using
a quasi-steady state (QSS) assumption. Let ¢ be the active form of a general kinase or phos-
phatase. In a resting cell in the absence of external signals, I assume that ¢ is activated at the

rate Iy and decays at the rate 6. Ignoring diffusion of ¢, the dynamics of ¢ can be expressed as

dé _ I — 66 (8.1)

dt
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I assume there is an unlimited pool of '_thé inactive form and I take Iy to be constant. At steady

state, the concentration of ¢ can be expreséed as

To take into account the activity of a general Rho protein G on the activation of ¢, I make
the following default assumption (which is as simple as possible, given the lack of biological

data) that

ds _ I (, G\ _
“_L (1+aGb) 56 (8.2)

where « is the strength of the effect of G on the activation of ¢. I take @ = 1 (dimensionless)
so that the effect of G is simply proportional to its fractional elevation (or reduction) relative
to its baseline concentration, Gp. In a resting cell, G = G}, and Equation (8.2) reduces to
Equations (8.1). While Equatioﬁ (8.2) is likely to be a saturating reaction, I use this form to
avoid introducing additional unknown parameters and as proof of principle. I assume ¢ is in

QSS and, using Equation (8.2), I arrive-at the concentration for ¢:

Iy G

I incorporate this expression into the PI equations as follows. Consider a general PI P; that
is converted to P; by the kinase ¢ at a rate Eij. Assuming mass-action kinetics, the conversion

from P; to P; can be written as
)

dp;

dt

= —ki;¢P; + (other terms).

Using the quasi-steady state approximation for ¢ from above, the ODE for P; becomes:

B _ gl <1+£)P,~.

dt 995 Gp

Let kij = ﬁ]{’sl‘t’ thén

ab _ ki (1, G\p
dt 2 (1+GB)B'

The rate constants k;; represent’the basal rate of conversion from PIP; to PIP; when G is at
its basal concentration (G = Gp). To simulate the observed spatial asymmetry of PI3K and

PTEN in response to a spatially graded external signal, I impose a gradient in the rate constants

kos and k3g, respectively. I use this expression in the model to simulate the effect of the Rho
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proteins on the activity of PISK, PI3K and PTEN.
I also do not keep track of the concentration of unphosphorylated PIs and instead assume

that the conversion to PIP occurs at a constant rate. A schematic of the model using the same

notation as Equations (8.3) is shown in Figure 8.4.

Figure 8.4: Schematic diagram of interactions shown in Figure 8.3 using the notation of Equa-
tions (8.3).

The PI equations are:

| a—;:l = Ip1—5p1P1+k21P2—% (1+:>P1+Dp%2—%, (8.3a)
%1;3 : ‘=‘ —kn Py + kzﬂ (1 + 1_};;) P - % (1 + }%) Py (8.3b)
+k32P3 ( £> +Dp%%, | (8.3c)
+DP%, | (8.3¢)

where the baseline concentrations R and pp are the concentrations of Rac and Rho in a resting

cell.

I assume Rac enhances the conversion of P; to P2 (via PI5K) according to the term

k12 (1+ R)Pl

2 R
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and the conversion of Ps to P3 via PI3K accqrdirig to the term

k23 R
— |14+ — )P
) ( + Rb) 2,

as discussed above. Similarly, Rho enhances the conversion of P3 to P, via PTEN according to

kss (1 + fl) Ps.
2 Pb

Parameter values used to simulate the PI equations are given in Table 8.1.

the term

The Rho protein equations are the same as in Chapter 6 except that P3 enhances activation
of Cde42 and Rac. The equations for the active Rho proteins are amended to include dependence
on Pls using a similar quasi-steady state argument discussed in Section 8.3.3. The Rho protein

equations are:

, ac 8°C :

acC _ I.C;/Ciot P
o 21+ (p/ar)) (1 * Paz;) deC = Tedge 5z T Do o922’ (8.42)
OR . P\ . ., OR __ &R
5% (Ir + aC)(R,/Rtot) (1 + P3b) d-R Tedge 9z + D, 522" (84b)
Op _ (Ip+BR)(pi/Prot) . o ?%p ‘
ot 1+ (Claz)™ dpP — Tedge Bz +' D, 522’ (8.4¢)
' (8.4d)

where Ps;, is the baseline concentration of PIP3 in a resting cell. The equations for the inactive
forms similarly follow Equations (6.2).

Parameter values used to simulate the Rho protein equations are given in Table 6.1.

8.4 Parameter values

There is little quantitative data about Pls in motile cells since most experiments are concerned
with the spatial localization of the PIs. However, tjlme course data that tracks the increase in
fluorescence indicate that PIs reach their peak concentration approximately 10 seconds after a
stimulus is applied (Huang et al., 2003b; Insall and Weiner, 2001). The aﬁproximate baseline
concentration of PIs in unstimulated cells is Py, = {PIP], ~ 50 uM, P, = [PIP2]y = 30 uM

and P = [PIP3], &~ 0.05 uM (Sternmark, 2000). The equations for the phosphoinositides in a
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resting cell (when all the Rho proteins are at their baseline concentrations, G = Gp) are:

3P1 62P1

W— = Ip1—8p1 P\ + ko1 Po —ki1oP, + DPW’ (8.53.)
OP, ’ o%P.

6_152 = —ko1Ps+ki1oP1 — k23 P> + k32 P3 + Dp _81722’ (8.5b) .
OP; %P3

i kos Py - k3o Ps + DPW. (8.5¢)

From these equations it follows that there are relationships between the biochemical parameters
and the steady state concentrations of the Pls. Therefore, at baseline, the concentration of the

three forms are

I
Py = =2 =50uM, : (8.62)
0p1
k12 ki2Ip1
2 ka1 " Ea1dp1 ,u (8.60)
Py = kﬂp b= kaskialpy = 0.05uM. (8.6c)

k32 #™ kaoka10p1

Using the baseline concentration of the Pls aLnd knowing that the PIs reach their maximum
steady state in approximately 10 s in response to a graded stimulus, I use numerical simulations
of the PIs in the absence of the Rho proteins to estimate biochemical rates. In the simulations,
I vary dpi1, ko1 and k32 and determine the remaining parameters using the steady state PI
concentrations from above: Ip; = P1p0p1, k12 = Papkor/Pis, kos = Pavkaa/ Pap.

I find the following parameter values give the appropriate time course for the PIs. PIP is
formed from the pool of unphosphorylated P1 at the rate Ip1 =10.5 uM/s and dephosphorylates
at the rate §p;=0.21 s~1. PIP is converted to PIP, by PI5K at the rate k12=0.084 s~! and PIP,
is converted back to PIP at the rate kg;=0.14 s~1. PIP, is converted to PIP3 by .PI3K at the
rate ky3=0.00072 s~! and PIPj3 is converted back to PIP, by PTEN at the rate k3p=0.43 s~
Simulations that include both PIs and Rho proteinsbare not sensitive to PI parameter values
as increasing or decreasingvthese parameters by a power of 10 dees not significantly change the
simulation results.

I assume all PIs diffuse in t_he merﬁbrene at the same rate (since the lipid tail embedded in
the membrane which provides the greatest resistance to movement is the same for all PlIs) and it
has been determined experimentally that PIP3 diffuses at the rate D, = 5um?/s (Postma et al.,
2004). The diffusion rate of PIs is much higher than the diffusion rate of membrane-bound Rho
proteins (D, = 0.1um?2/2). '
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Parameter | meaning value source
“Ipy PIP; input rate 10.5 uM/s - (1]
dp1 PIP; decay rate 0.21 571 (1]
k1o PIP; to PIP; baseline conversion rate (by PISK) 0.084 uM~1s7! 1)
ko1 PIP; to PIP; conversion rate 0.14s71 [1]
ka3 PIP; to PIP3 baseline conversion rate (by PI3K) | 0.00072 uM~1s=1 | [1]
k3a PIP; to PIP, baseline conversion rate (by PTEN) | 0.43 uM~1s~1 [1]
Dp PI diffusion rate 5 um?s~1 (2]
Py typical level of PIP; 50 uM 3]
Py, typical level of PIP, 30 uM 3]
Py typical level of PIP; 0.05 uM [3]

Table 8.1: Parameter estimates relevant to phosphoinositide dynamics.
estimated in text, [2]: Postma et al. (2004), [3]: Sternmark (2000).

Cited sources: [1]:

These parameter values are compiled in Table 8.1.

‘8.5 Simulations

I simulate thé PI and Rho protein equations (Equations (8.3) and (8.4)) on a 1D domain
representing a transect of the lamellipodium of a motile cell (see Figure 1.8). Since I am not
yet incorporating actin dynamics, the simulations are performed in a statioﬁary cell, making .
Teqge = 0. First derivatives are dlscretlzed using Forward Euler a.nd second derivatives are
discretized using centered dlfferencmg |
To mimic the translocation of PI3K and PTEN in response to an external signal, the con- ,’
version of PIP; to PIPg, kgg, was reduced at the back of the cell and the rate 6f PIP; to PIP,

conversion, k32, was reduced at the front of the cell. This gradient was applied for one second,.

unless otherwise noted.

8.6 Results

8.6.1 PIs and Rho proteins establish stable asymmetric spatial
profiles in response to a graded stimulus

The combined model, Equations (8.3) and (6.2), establishes stable spatially asymmetric profiles

of the PIs and Rho proteins in response to a transient gradient in the biochemical rate constants

ko3 and ks2. Figure 8.5 shows the spatial profiles of the PIs and Rho proteins before and after

the application of the stimulus. PIP, and PIP3 concentration are elevated at the front of the

cell along with active Cdc42 and »‘Ra.c while activé Rho is.elevated at the rear of the cell. These

cic
R
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spatial profiles are in agreement with observed profiles of PIs and Rho proteins in motile cells.
The magnitude of the spatial profiles in the PIs and Rho proteins is independent of the steepness
of the applied stimulus, also in agreement with experimental observations. The model is very
sensiti\-Ie to an applied stimulus: a 2% gradient in ko3 and k3 from the front to the back of
the cell applied for 0.1 seconds resulted in the establishment of the asymmetric spatial profiles.
The model is insensitive to large changes in most parameter values. Increasing of decreasing the
parameter values regulating the PIs by a factor of 10 does not significantly change the simulation
results. The Rho protein model is only {s.e‘risitive to changes in the Hill coefficient. Lowering this
parameter leads to loss of bistéBﬂity aﬁd polariéation. These results suggest that the model of

PI and Rho protein interactions is capable of producing stable asymmetric spatial profiles with

magnitudes independent of the signal strength (Question 1).
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Figure 8.5: Pls and Rho proteins establish stable asymmetric spatial profiles in response to a
transient graded stimulus. Left ‘column: Spatial profile of P,=[PIP] (top), P,=[PIP;] (middle)
and P;=[PIP;| (bottom). Right column: Spatial profile of active Cdc4?2 (top), Rac (middle) and
Rho (bottom). Spatial profiles are shown before (dotted line) and after (solid line) application.
of a transient graded stimulus in the rates of conversion between P, and P;. The spatial profiles
that result from the transient stimulus agree with experimental observations.
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8.6.2 Activation of Cdc42, not Rac, by PIP; required for proper
asymmetric spatial profiles

Experimental evidence indicates that RIPg activates both Cdc42 -and Rac by enhancing the
activity of specific GEF's (Aoki.éé 'all., 2005; Li et al., 2003; Welch et al., 2002). With the model,
I can investigate which of these pathways are important to directed movement. As shown
in Figure 8.6, when PIP3 enhances only Cdcd2 activation, the model displays proper spatial
localization of PIs and Rho proteins. However, when PIP3 enhances only Rac activation, the
model displays the opposite spatial profiles (Figure 8.6). This spatial reversal of the profiles is
due to the activation of Rho by Rac. Rac enhances Rho activation at the front of the cell which
keeps Cdc42 low. When the stimulus is removed, Rho remains elevated at the front of the cell
while active Rac decreases since it is receiving no input from the stimulus or Cdc42. This allows
a spatial profile to develop with Rho high at the front of the cell and PIP,, PIP3, Cdc42 and
Rac elevated at the back. This indicates that spatial localization 'of the PIs and Rho proteins
is possible when PIP3 enhances activation of Rac and not Cdcd42, but the spatial profiles that
result will not necessarily cause the cell to move in the direction indiéated By the stimulus. This
is consistent with experiments demonst_r:%t._:i_ng that cells lacking active Cdc42 are able to move
but cannot properly detect fhe: dlrectlon of t;he grédier};t; 6r the source of the stimulus (Jones
et al., 1998), addressing Question 3. This also addresses Question 5, and indicates that the‘

arrow from PIP3; to Cdcd?2 is required for proper polarization while the arrow from PIP3 to Rac

is not required.
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Figure 8.6: Cells lacking active Cdc42 cannot properly detect the direction of a stimulus but are
able to initiate movement. Variables shown are the same as in Figure 8.5, showing the asymmetry
in the spatial profiles is reversed when PIP3 enhances activation of Rac and not Cdc42. Profiles
are shown before (dotted line) and after application of a transient graded stimulus in the rates
of conversion between P, and P; when PIP3; enhances activation of only Cdc42 (solid line) or
only Rac (dashed line). The spatial profiles that result from the transient stimulus are stable.
Note that when PIP3 enhances activation of Cdcd2, the resulting spatial asymmetric profiles
are consistent with the full model. This suggests that cells lacking active Cdc42 will not be able
to properly detect the direction of a stimulus but still be able to initiate movement. This is
consistent with experimental results. '
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8.6.3 Activation of PI5K or PI3K by Rac leads to asymmetric
~ spatial profiles of PIs and Rho proteins

Experiments have determined that active Rac directly interacts with and activates PI5K, the
kinase that phosphorylates PIP to form PIP, (Tolias ét al., 2000; van Hennik et al., 2003). Other
experiments have demonstrated that active Rac is important for PISK activity although the
mechanism of interaction remains unknowh (Srinivasan et al., 2003; Welch et al., 2003). From the
equations, it is clear that PIs cannot maintain asymmetric distributions without feedback from
the Rho proteins, once the stimulus is removed. As shown in Figure 8.7, Rac activation of either
kinase, PI5K or PI3K, leads to an asymmetric distribution of PIP3, although the concentration
of PIP3 at the front has a lower magnitude than when both kinases are activated by Rac. When '
Rac enhances only PI3K, there is no asymmetric distribution of PIP or PIP;, only PIP3, while
Rac activation of PISK leads to asymmetric distributions of all three PIs. The concentration
of PIP3 at the front 6f the cell is higher when Rac enhances PI3K activity compared to when
Rac enhances PISK activity, suggesting that increasing the conversion rate from PIP, to PIP3
provides greater accumulation of PIP3 than simply increasing the concentration of the substrate,
PIP;. These simulation results suggest that S(l)me feedback from Rac onto the Pls through’ kinase
activity is required for thé maintenance of asymmetric profiles in the Pls after the removal of the

stimulus, addressing Question 5, and enhancing the rate of PIP, to PIP;3 conversion provides

the greatest accumulation of PIP3 at the leading edge.
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Figure 8.7: Rac-enhanced activity of PI5K or PI3K is required for maintenance of polarity but
only Rac-enhanced activity of PISK is required for persistent directed movement. Gradients in
P, P, and P3 concentrations are seen when Rac enhances only PISK activity (dashed line).
When Rac enhances only PI3K activity (solid line), P3 alone develops a spatially graded profile
while P; and Py do not develop spatially asymmetric profiles. Both (reduced) pathways have
little effect on polarization of the Rho proteins. Variables shown are the same as in Figure 8.5.
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8.6.4 Asymmetric spatial profiles of PIs and Rho proteins can be
reversed in response to a second stimulus

Cells such as neutrophils are able to respond quickly to a change in the position of a.chemoat-
tractant source by reorienting and moving ina ne\‘v direction. Although I am not impleménting
the model in a more realistic 2D or 3D setting, it is possible to reverse the gradients of the Pls
and Rho proteins, to represent such a reorlentatlon, prov1ded the imposed gradient in ko3 and
k3o is sufficiently strong and applied for a sufficiently Iong period of time. For instance, in my
model a 100% decrease in ko3 and k32 from front to back must be applied for approximately 15
seconds before the spatial profiles will reverse. If the stimulus is applied for a shorter period of
time, the spatial profiles will recover their original distribution. If the stimulus is sufficiently
strong, the concentration of PIP,, PIP3, Cdc42 and Rac decay from the front and rise in the
back with Rho doing the opposite. If the stimulus is removed after PIP;, PIP3, Cdc42 and Rac
begin to accumulate at the‘rear of the cell, this reverse asymmetry can be maintained. In this
sense, the 1D cell can fespond to new (sufficiently strong) stimuli to reverse the direction of
motion. In a 2D cell, such reorientation doe not require full reversal, and should be easier to

.achieve'.
8.6.5 Cdc42 excludes PTEN by inhibiting activation of Rho

It has been observed in neutrophils that PTEN and active Cdc42 do not spatially colocalize (Li
et al., 2003, 2005). As discussed dbove, T model ‘the aétii'ity of PTEN using the term:

T05)
In simulations of the full model (Equations (8.3) and (6.2)), PTEN activity is low in areas
where active Cdc42 is high (Figure 8.8, top). If Cdc42 does not inhibit Rho, the stable spatial
asymmétry of the PIs and small G proteins is lost and PTEN activity is higher than baseline
everywhere in the cell (Figure'8.8, bottom). These results suggest that the spatial exclusion of
PTEN from areas with active Cdc42 may be due to the inhibition of Rho by Cdc42, providing a
possible answer to Question 4. Since Rho has been shown experimentally to activate PTEN (Li
et al., 2003, 2005), PTEN activity will be high only in those areas where active Rho is high and
‘ Cdc42 low. This result can be tested experimentally by microinjecting resting cells with active

Cdc42. If Rho and PTEN are excluded from those areas with high concentrations of Cdc42,

this would provide further evidence for mutual inhibition between Cdc42 and Rho and suggest
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that Rho spatially regulates PTEN.
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Figure 8.8: Removal of Rho inhibition by Cdc42 does not allow the model to maintain spatially
asymmetric distributions of the PIs and Rho proteins and increases the activity of PTEN every-
where in the domain. Top: PTEN activity before (dotted line) and after (solid line) transient
application of a graded stimulus. Also shown is the distribution of active Cdc42 after stimulus
application (dashed line). Bottom: PTEN activity (solid line) and Cdc42 concentration (dashed
line) before and after application of a graded stimulus when Cdc42 does not inhibit Rho activa-
tion. This indicates that PTEN activity is suppressed in areas where active Cdc42 is high and -
elevated in areas where active Cdc42 is low.
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8.6.6 PIs and Rho proteins accumulate on one side of the cell in
response to two chemoattractant sources

Neutrophils immobilized by latrunculin {(which pfevents polymerization activity) develop high
concentrations of PIP3, Cdc42 and Rac at both sides of the cell when chemoattractant sources
are placed on opposite éides of the cell (Janetopoulos et al., 2004). I can simulate this experiment
by modifying the rate constant ko3 (PIP3 to PIP3 conversion) and k3o (PIP3 to PIP, conversion)
so that ko3 is maximum at the front and back of the cell and zero in the middle and k32 is zero
at the front and back and maximum in the middle. In response to this stimulus, the PIs and
Rho proteins establish segregated domains with PIP,, ‘PIP‘g, Cdcd42 and Rac elevated at the
front and Rho elevated at the back. When the stimulus is removed, this spatial segregation is
not maintained and the PIé and Rho proteins evolve into the usual bistable distribution with
PIP;, PIP3, Cdc42 and Rac elevated on one side and Rho elevated on the other (Figure 8.5). A
clear front émerges within 20-30 seconds after the stimulus is removed. The side of the cell that
becomes 'the "front” after removal of the stimulus depends sensitively on where the maximum
value of k3o is placed: if the rnaxlmum éf k3s is placéd one grid point off the middle, the side
the maximum of k35 is closest to will become the front after removal of the stimulus. Figure 8.9
shows the spatial profile of Cdc42 before, during and after the application of two stimuli. Even
if it is possible to produce persistent profiles with PIP5, PIP3, Cdc42 and Rac elevated at both
the front and the back, these distributions would be very unstable. These results suggest that

PIs prevent the Rho proteins from establishing multiple domains with high Cdc42 and Rac, as

in Figures 6.8 and 7.4, restricting new barbed end creation to the leading edge.
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Figure 8.9: Spatial distribution of Cdc42 before (dotted line), during (solid line) and 50 seconds
after (dashed line) the application of two stimuli on opposite sides of the cell, as represented by
the biochemical rates, ko3 and ksp. While the stimulus is applied, Cdc42 is raised at both the
front and back of the cell but once the stimulus is removed, the bimodal distribution cannot be
sustained and eventually Cdc42 is elevated only on one side of the cell.
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8.6.7 PIs prevent the formation of multiple Cdc42 domains in
response to a random stimulus

I showed in Chapter 7 that the Rho protein module when connected to actin dynamics can
respond to a random stimulus by establishing multiple stable domains with high Cdc42 and
Rac. In the previous section, I showed that a combined model of the PI and Rho protein
modules is not capable of maintaining two distinct domains of high Cdc42 and Rac in response
to two stimuli. Similarly, the combined PI and Rho protein model cannot establish or maintain
more than one domain with high. Cdc42 and Rac in response to a random stimulus, as shown in
Figure 8.10. This is due to the spatial distribution of the PIs. Since the Pls diffuse faster than
the active Rho proteins, the spz.mti’al proﬁlé of the PIs decays moreslowly t(;ward the rear of the
cell compared to the Rho protein profile. Since PIP3 enhances activation of Cdc42 and Rac,
this ensures that only one domain of high Cdc42 and Rac is formed in response to a stimulus,

random or otherwise. These results suggest that the activity of the PIs helps to establish a

"front” and ”back” of the cell by integrating spatial information provided by the Rho proteins.
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Figure 8.10: PIs prevent establishment of multiple domains of high Cdc42 in response to a
random stimulus. Variables shown are the same as in Figure 8.5. Spatial profiles are shown
before (dotted line), during (dashed line)- and 50 seconds after (solid line) application of the
stimulus. Upstream regulation of the Rho proteins by Pls ensures the establishment of a single
domain with high Cdc42 at the front of the cell when the cell is exposed to a random stimulus,
in contrast to Figures 6.8 and 7.4.
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8.6.8 PTEN activation by Rho not necessary to properly sense
gradients

In this model, PTEN is elevated in the presence of active Rho but experiments indicate that
translocation of PTEN to the rear _(_)f_ffhg_ “cell 1s not ﬁécéésary for directed cell mov.ement and
some motile cells dvo not express PTEN but are still capable of directed‘moverhent (Xu et al.,
2003). Here I remove Rho activation of PTEN by setting the conversion rate from PIP3 to PIP,,
k32, to a constant value everywhere in the cell. As shown in Figure 8.11, tﬁe presence of PTEN
" everywhere in the cell does not prevent PIs and Rho proteins from establishing the appropriate
asymmetric spatial profiles in response to a graded stimulus. This suggests that Rho activation

of PTEN is not necessary for proper gradient sensing, provided there is some phosphorylation

event preventing the unlimited accumulation of PIP3 (Question 2).
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Figure 8.11: PIs and Rho proteins establish and maintain asymmetric spatial gradients when
PTEN activity is constant everywhere in the cell. Same variables as plotted in Figure 8.5
showing that Rho activation of PTEN is not required for proper gradient sensing. The spatial
profiles of the PIs and Rho proteins when Rho does not enhance the activity of PTEN are stable
and consistent with experimental results and previous simulations.
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8.7 Summary of results and comparison to prev1ous
modelling efforts

As shown by the results in Section 8.6, the model proposed here is capable of capturing many
of the same behaviours as previous models, but without assuming unknown interactions or
unidentified effectors.

My model is capable of producing stable spatial profiles in response to a graded stimulus
(Section 8.6.1). The magnitude of the internal gradients amplifies the gradient of the external
stimulus. This is a common feature of all models discussed in Section 8.2. My model is also able
to sense a change in the source of the stimulus, provided the signal is sufficiently strong and
applied for a sufficiently long time (Section 8.6.4). This is also a feature of the models discussed
in Section 8.2, except for those proposed by Meinhardt (1999) and Postma and Van Haastert
(2001) where the internal gradlents become "locked”. Experiments have demonstrated that
motile cells remain sensitive to changes in external gradlents This is a feature of motile cells
that my model is capable of reproducing.

A number of results deal with specific molecules in the signalling pathway aﬂd their role in
gradient bsensing and directed movement. I showed that PIP3 activation of Cdc42 (but not Rac,
Section 8.6.2) and Rac activation of PI3K or PISK (Section 8.6.3) is required for proper gradient
sensing and maintenance of stable spatial profiles. I investigated the phosphatase PTEN and
found that inhibition of Rho by Cdcd42 could account for the mutual spatial exclusion of Cdc42
and PTEN (Section 8.6.5) and that PTEN is not required for proper gradient sensing (Sectioh
8.6.8). Since my model takes into account only experimentally determined interactions, I am
able to address experimental observations dealing with epeciﬁc interactions in the sigealling
pathway. The models discussed in Section 8.2 do not address any of these observations.

I found that two stimuli placed on opposite sides of an immobilized cell can maintain two
domains of high Cdc42 and Rac but: one 51de wins after the stimuli are removed (Section 8.6.6).
This was first reported experlmentally by J anetopoulos et al. (2004) and explored theoretically
by Ma et al. (2004). However, the experiments and simulations of the above papers do not
address what happens when the stimuli are removed. It would be interesting to observe the cells
after the stimuli are removed and compare the results to the predictions of both my model and

the model proposed by Ma et al. (2004).

I also investigated the response of the model cell to a random stimulus, with no spatial bias,
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Which corresponds to exposing a biological cell to a uniform stimulus. As shown in Section
8.6.7, the cell picks a direction and polarizes. The 1D cell in my model is not able to adapt
to a uniform stimulus ahd re‘tur‘gto prq-st‘imulus distributions and concentrations. In several
earlier models, Krishnan and Iglesias (2004); Levchenko and Iglesias (2002); Ma et al. (2004),
a goal was to model adaptation in response to a uniform stimulus. Using the LEGI modules
discussed in Section.8.2, these models display adaptation in response to a uniform stimulus.
However, many experiments have shown that cells polarize in random directions and begin
_ moving when exposed to a uniform concentration of chemoattractant (Wedlich-Soldner and Li,
2003). Further experiments are needed to determine if adaptation or random polarization is the

dominant response to a uniform stimulus.

8.8 Discussion

This chapter combined the model of Rho proteins discussed in Chapter 6, with a model of
phosphoinositides, membrane-associated lipids that also establish asymmetric spatial domains
in response to an external stimulus. PIs are known regulators of Rho proteins. PIP3 has
been shown experimentally to interact with and éctivate Cdc42- and Rac- specific GEFs. This
combined model was able to estabiish ar;d maintain spatiAélly asymmetric profiles in response to a
transient stimulus in the converlsion rates between PIP; and PIPj3, corresponding to the spatial
redistribution of PI3K and PTEN in a stimulated cell. The spatial profiles produced are in
agreement with experimentally observed profiles. Feedbac_k between the PIs and Rho proteins
is required to esfablish and maintain these spatial profiles. To simulate the model, T picked
parafneter values that are consistent with available experimental data (for basal concentrations
and approximate tirﬁe course of redistribution). As this is a proof of principle, rather than
a fully accurate quantitative model, consistency with the available data is currently the best
that can be achieved as far as parameter estimates. However, the model is insensitive to large
variations in the parameter values, suggesting that the  model behaviours are not specific to a
narrow range of parameters.

I used this model to explore the following features of motile cells. By keeping Cdc42 in an
inactive state, the spatial profiles that resulted did not properly reflect the gradient imposed by

the stimulus. This is in 'agreer’her}"ﬁ: with experiments indicating that active Cdc42 is required for

proper gradient sensing. Pls also appear to smooth out Rho protein profiles as the Rho proteins
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are not able to establish and maintain domains with more than one area of high Cdc42 and
Rac in response to a random stimulus. This is contrary to theAresult seen in Chapter 7, when
considering only the Rho proteins and actin dynamics. |

It was also not possible for Cdc42 to establish two distinct stable domains at the front and
back of the cell in response to two stimuli. In the absence of the PIs, Cdc42 can establish two
domains that persist after the two stimuli are removed (Chapter 7), but with the addition of the
Pls, the two-domain state was ,gns‘t_abl_e, g_nd one Qf_ _the;;(.i‘omains disappeared when the stimuli
were removed. C | |

Mutual exclusion of Cdc42 and Rho provides a possible explanation fc;r the recent observa-
tions that Cdc:42 and PTEN spatially exclude each other. Rho activates PTEN through Rho
kinase so areas with high Cdc42 will have low Rho and consequently, low PTEN. The model
also supports the experimental observations that a spatial gradient in PTEN is not necessary to
maintain spatial asymmetries in the PIs and Rho proteins. The feedback from PIP3 to Cdc42
and vRac and from Rac to PISK and PI3K is sufficient to establish and maintain spatial gradi-
ents. This model of interactions between PIs and Rho proteins is capable of reproducing many
observed behaviours of motile cells. In brief, the PIs act to provide a small internal gradient
to the Rho proteins and to select the appropriate spatial pattern of Rho proteins (to avoid the
multiple domains shown in Figure 6.6.2). |

This chapter explored interactions between two signalling mcﬂeculés, PIs and Rho proteins,
which are both regulators of the actin cy’_cosl:celeto_n. In ‘t;he next chapter, I combine all three levels

of the signalling cascade, PIs, Rho proteins and actin dynamics, to investigate actin regulation

in a more compléte model of a motile cell.
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Chapter 9 |

Phosphoinositides and Rho -
proteins cooperate to regulate
actin polymerization dynamics in
motile cells

In Chapter 3, I developed a model of actin 'd_ynamics that included nucleation by Arp2/3,
barbed end capping, filament growth and ‘c‘iecay; Assumirng that bioéhemical rates that control
nucleation, 'capping, and growth are constant, the model produced spatial profiles of barbed
ends.and actin filaments that are consistent with experimental observations. In Chapter 7,
I connected a model of Rho proteins, effectors that influence certain biochemical rates such
as nucleation and capping, to a variant of the actin model. An asymmeétric stimulus in Cdc42
resulted in enhanced action polymerization at the leading edge and initiation of directed motion.
The spatial profiles of Rho proteins as well as barbed ends, actin filament density and Arp2/3
were consistent with experimentél observations. In Chapter 8, I proposed a model linking Rho
proteins with phosphoinositides, lipids that -detect external signals and regulate the activation
state of Rho proteins. In this chapter, I combine all three of these niodels to simulate the
dynamics of actin, Rho proteins and phosphoinositides in a motile cell. This synthesizgd model
combines three levels of the signalling hiera/rchy involved in cell motility, from the lipids that
detect external signals to the actin dynamics responsible for cytoskeletal remodelling. This
model is.the first that directly c\onnectswP'Is and Rho préteins to spebiﬁc biochemical processes

that affect actin dynamics.

9.1 Biological background

Much of the biological background used to develop a model of actin dynamics regulated by Pls

and Rho proteins has already been presented. In Chapters 2 and 3, I described how Arp2/3

. nucleation, capping, filament growth and decay contribute to the formation of the orthogonal
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actin meshwork found in the lamellipodia of motile cells. In Chapter 7, I discussed how the Rho
proteins Cdc42, Rac and Rho regulate acpin dynamics by modulating the rates of nucléation and
capping. In Chapter 8, I pfesé;iééd eXi)é;ir:nental resuli:s lindicating that Pls directly regulate
Rho protein activation by interacting with GEFs.

In addition to the biological background presented in those chapters, there are further ex-

perimental details that will be incorporated into this model.

9.1.1 PIP; inhibits capping’ of barbed ends

The phosphoinositide PIPs, as discussed in Section 7.1.2, inhibits the association of capping
protein with barbed ends of actin filaments (Cicchetti et al., 2002; Ridley, 2001a). Ir_1 Chapter
7, I assumed that the rate of capping was inhibited by Rac. Howev‘er, Rac only indirectly
regulates the rate of capping, by increasing the concentration of the phosphoinositide PIP;. In
this chapter, I take into account the effect of PIP; on the capping rate directly. In vitro and in
vi%)o experiments demonstrate that PI and PIP3 have little uncapping activity but PIP5 uncaps
filaments and inhibits the activity 6f capping protein (DiNubile and Huang, 1997; Schafer et al.,
1996). It is not precisely known hOW PIP,Q'viI‘l:hibitS capping but in vivo experiments suggest tha;t
PIP, binds capping protein, pféVeﬁtihg it from associa&ing with filament tips. In the model

presented here, the rate of capping depends only on the concentration of PIP; and not Rac.

9.1.2 PIP, enhances activation of Arp2/3

PIP,, not Cdc42, is required to activate WASp and N-WASp, activators of the Arp2/3 complex
(Higgs and Pollard, 20:00; Rohatgi et al., 2001). In the presence of both PIP; and Cdc42,
activat;ion of Arp2/3 is greatly enhanced, (Rohatgi et al., 1999), suggesting that Cdc42 afripliﬁes
PIP; activation of N-WASp and hence, nucleation by Arp2/3. In Chapter 7, I assumed that
Arp2/3 activation was enhanced by Cdc42 and Rac. In this chapter, I use the more accurate
assumption that PIP, and Cdc42 enhanqe activation of Arp2/3.

9.1.3 De novo actin polymerization‘ is required for maintenance of the
PI asymmetry

I

Blocking actin polymerization in motile cells results in a loss of asymmetry in the Pls, but not in .

the Rho proteins, suggesting fhat‘actin-'pdlyrﬂerization plays a role in maintaining the PI asym-

metry. In one experiment (Srinivasan et al., 2003), cells were treated with latrunculin, a protein
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fhat binds to actin monomers and prevents any polymérization activity despite the availability
of free barbed ends. When they exposed the cell to a graded stimulus, the concentration of Rac
was elevated at the membrane closest to the stimulus source (the leading edge if the cell were
able to move) and this spatial gradient persisted for over 400 seconds. In contrast, PIP3 was
observed to transiently increase at the membrane immediately after stimulus application but the
PIPj gradient was not maintained. Anotlhler' experiment exposed moving cells to jasplakinolide,
a protein that stabilizes the actin cyt‘oékéleton,-’ causing the pool of actin monomers to be de-
pleted below the critical concentration (Section 2.1.1). Cells exposed to jasplakinolide stopped
moving within 1 min and PIP3 disaLppeared from the membrane (Wang et al., 2002). Taken
together, this suggests that PIP3 accumulation at the membrane depends on actin polymeriza-
tion. It is unknown how actin polymerization could influence PIP3 accumulation and below I

speculate how actin polymerization could be linked to PI activity using this model.

9.2 Experimental observations and questions to address

In previous chapters, I explored a number of questions and provided explanations to-possibly'
account for experimental observations. In Chapter 4, I determined that Arp2/3 nucleation
occurs most likely through side branching, based on comparisons of spatial proﬁies of barbed
ends and actin filaments with experimental data. In Chaptér 7, I demonstrated that a transient
stimulus in the rate of Cdc42 activation leads to spatial segregation of the Rho proteins and
initiation of directed motion, in gg:eemeﬁf with vmicro-v‘injéction experiments. When considering
the inferaction of PIs and Rho proteins in the absence of actin dynamics in Chapter 8, I showed
that active Cdc42 is necessary for proper gradient sensing due to its mutual inhibition of Rho,
keeping Rho low at the leading edge. I also showed that mutual inhibition of Cdc42 and Rho
may be responsible for the spatial exclusion of PTEN énd Cdc42, since PTEN is activated by
Rho and Rho is spatially excluded by Cdc42. |
However, there are additional questions that can only be addressed by a complete model

that incofporates actin dynarhics with Rho proteins and PIs. I address the following questions

in this chapter:

1. Can a cell polarize, initiate and maintain directed movement in response to intracellular

gradients of PI3K and PTEN?

2. Are the spatial profiles of Pls, Rho proteins and actin filaments in response to an external
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stimulus consistent with experimental observations?
3. Is it possible to determine what interactions or feedbacks could explain observations that

actin polymerization is required to maintain PI asymmetry?

9.3 Model of PIs, Rho proteins and actin dynamics
9.3.1 Model Assumptions

All the assumptions implicit in this model are discussed in Chapters 3 and 7 for the actin
model, Chapters 7 and 8 for the Rho protein model and Chapter 8 for the PI model. I make the
following changes to the previously proposed models to account for the experimental observations

discussed above:
1. The rate of capping is inhibited only by PIP,.
2. PIP, activates Arp2/3 and this activation is enhanced by Cdc42.

A schematic of the interactions included in the ihtegrated model of actin dynamics, Rho proteins

and Pls as suggested by experimental observations is shown in Figure 9.1.

1P3
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- Arp2/3 /capping
activatiOn\ /
Barbed 3
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’
‘
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Figure 9.1: Schematic diagram of proposed interactions between the phosphoinositides PI, PIP,
PIP; and PIP3, the Rho proteins Cdcd2, Rac and Rho and actin dynamics. Established inter-
actions are shown with a solid line while proposed interactions with an unknown mechanism are

shown with a dotted line. '
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9.3.2 Model equations

I ﬁse the same variables as before to denote the various quantities (as set out in Section 3.5 for
barbed ends, Arp2/3 and filament density, Section 6.3.1 for the Rho proteins and Section 8.3.1
for the PIs). '

The actin equations used here are similar to Equations (7.1) except that I assume PIP,
is required for Arp2/3 activation (Assumption 2) and that this activation is enhanced by the
presence of Cdc42. I also assume that the cappir/1g rate is affected ny the concentration of PIP,,

not Rac. The equations deséribing barbed ends, Arp2/3 and actin filament density (B, A4, F)

are:
OB _ 0B ‘
B = kij(A, F) — k(P2) — Vg . (9.1a)
0A  up PP C
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where C and P, are Cdc42 and PIPy, pp is the rate of PIPy-mediated Arp2/3 activation and
other parameters aré as before. Papqiy is the half-maximal concentration of PIP, for Arp2/3
activation (higher than the baseline concentration of PIPy to prevent Arp2/3 activation in a
resting cell). Pyp is the baseline concentration of PIP, as discussed in Section 8.4. The capping

rate now depends on PIP,:

P
=kmaz'—k B Db |
* R(P2b+.P2)

The side branching rate is the same as before:

_nA
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Equations (8.3) are used to describe the PI dynamics while Equations (8.4) describe the Rho
proteins.

Parameter values used to simulate the'se equations are given in Tables 4.1, 6.1 and 8.1.

The only new parameters here are up, describing the rate of Arp2/3 activation by PIP, ahd

Popaig, the concentration of PIPy for half-maximal activation of Arp2/3. These parameters

were determined by varying their values until numerical results gave the same level of Arp2/3

activation as in Chapter 7. The values used are up = 0.011s7! and Pyra 7 = 50uM.
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Simulations were performed as described in Section 7.5 and 8.5, on a 10 um domain with
a space step of 0.01 pm. To carry out the simulations, all equations were converted to moving

coordinates with the membrane located at the origin.

9.4 Results

9.4.1 1D cell model initiates and maintains directed movement in
response to spatial gradients of PI3K and PTEN

To simulate the translocation of PI3K and PTEN observed in motile cells exposed to a gradient
of chemoattractant, I decreased the rate of PIP, to PIP3 conversion, ka3, at the bz;ck of the
domain and decreased the rate of PIP3 to PIP, convérsion, k32, at the front of the cell. The
resulting profiles are shown in Figure 9.3. and are all consistent with experimental observations:
The magnitude of the spatial profiles is independent of the strength of the stimulus. This is dué
to the Rho protein crosstalk which establishes stable épatially asymmetric profiles in résponse
to the asymmetric signal transduced by the PIs. The asymmetric gradient of the Rho proteins
* then maintains the asymmetric profile of the PIs after the stimulus is removed. ‘

Figure 9.2 (left). shows the initiation .of motion in response to a stimulus applied at 20
seconds. There is a brief time lag while the .spatial asymmetries in the PIs and Rho proteins
are established, then Arp2/3 nucleation generates suﬁicient barbed ends near the leading edge
(Figure 9.2 (right)) to push the; ﬁ‘l‘c_‘ar,‘nbréné and initiate motion. The directeél motion and spatial
profiles are stable and persist after the stimulus is removed. These simulations indicate that our

model is capable of producing realistic movement and spatial profiles in response to an internal

gradient corresponding to observed PI3K and PTEN gradients in stimulated cells, answering

Question 1.
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Figure 9.2: Membrane speed (left) and change in barbed end profile (right) over several time
intervals, resulting from the application of a transient stimulus to the PIP2 < PIP3 conversion
rates. The time between the plots of the profile barbed ends is variable: 2-4 seconds between
profile plots to show the initial rise in barbed ends then 10 seconds between proﬁle plots to show

the steady state dlstrlbutlon and motion of the cell.
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Figure 9.3: Spatial profiles of PIs (left column), Rho proteins (middle column)..and barbed ends, Arp2/3 and filament density (right column)

in response to:a transient. stimulus corresponding to intracellular translocation:of PI3K and PTEN. The spatial profiles are consistent with
experimental observations. ' :
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9.4.2 Weak stimulus or short time exposure to stimulus causes delay
in initiation of motion

Cells exposed to weak signals (a 1-2% gradient of chemoattractant from the front to b\ack of
the cell) are still capable of detecting the gradient and initating directed motion. Simulations
of the model indicate that Weak 'stimilli or stimuli applied for.a short period of time result in
directed motion after a time deléy (Figure 9.4). In Figure 9.4, k23 and k3o are increased linearly
across the length of the cell, from zero to their usual value on opposite sides of the domain. This
gradient is applied for differing periods of time (0.1 seconds to the length of the simulation) and
the membrane speed is ﬁsed to determine the onset of directed movement. Stimuli applied for
a short period of time (for example 0.1 seconds in Figure 9.4) cause directed motion but after
~ a time delay. Similar results are seen when the gradient in k33 and k32 is not as steep but the
stimulus is applied for the same period of time (not shown).

These simulation results suggest that cells are capable of detecting weak or short lived stimuli
but that initiation of motion occurs after a time lag while the spatial asymmetries in the PIs
and Rho proteins ére established. This result can be experimentally tested by exposing cells to
varying concentrations of chemoattractant or quickly decaying chemoattractant‘s and measuring

the time it takes for the cells to initiate movement.
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Figure 9.4: Initiation of movement and membrane speed resulting from different stimulus appli-
cation time lengths. The stimulus was applied at 20 seconds, lasting 0.1 seconds (dot-dash line),
1 second (dashed line) or 10 seconds (dotted line). Also shown is a stimulus that is applied at
20 seconds and remains on for the entire simulation (solid line). Exposure to a brief stimulus
results in directed movement with a time delay while stimuli applied for a longer amount of
time rapidly initiate movement. Similar results are seen when weak stimuli are apphed for a set
period of time, resulting in directed motion after a time delay (data not shown).
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9.4.3 Polymerization-dependent Rac activation of PISK and PI3K
causes loss of PI asymmetry but not Rho protein asymmetry

Actin polymerization and PI asymmetries

Recent experiments have indicated that actin polymerization is required for maintenance of
the PI asymmetry, but not the Rho protein asymmetry in motile cells (Srinivasan et al., 2003;
Wang et al., 2002). In Srinivasan et al. A(2OO3), cells are exposed to latrunculin, a protein that
sequesters actin monomers and halts polymerization ;axctivity. Latrunculin-treated cells lose
their cytoskeletal structure since filaments cannot elongate but continue to decay; monomers
lost by depolymerization are quickly bound by latruncﬁlin. When a treated cell is. exposed to a
chemoattractant, Rac, but not PIPg, is increased at the leading edge in response to a stimulus
(although the cell can not initiate movement due to a lack of polymerization). Since barbed
ends are not affected by this treatment, this suggests that existing F-actin or polymerization
dynamics are necessary for enhancing PIP3 accumulation at the leading edge.

However, in another experiment, moving cells are exposed to jasplakinolide, a protein that
stabilizes actin filaments (Wang et al., 2002). Cells exposed to jasplakinolide have their cy-
toskeleton ” frozen” , meaning that monomers are not recycled back into the cytoplasmic monomer
pool where they would be made available for polymerization. Polymerization of free barbed ends
quickly uses up the available monomers, causing the monomer concentration to fall below the
critical concentration. Crawling cells exposed to jasplakinolide stopped moving within 1 min
and lost PIP3 at the membrane. This suggests that it is actin polymerization and not F-actin

or free barbed ends that is necessary to maintain PIP3 accumulation at the leading edge.
Parameter dependence on actin polymerization _

To test the hypothesis that actin polymerization is involved in maintaining the PI asymmetry
in motile cells, I modified the terms regulating Réc activation of PISK, k12, and PI3K, k23. As
discussed above, it appears that actin polymerization is required for Rac-mediated activation
of PI3K to maintain a gradient of PIP3 in a motile cell. I demonstrated in Chapter 8 that Rac
activation of PI5SK or PI3K will lead to a spatially asymmetric profile in PIP3, suggesting that
actin polymerization is required for Rac activation of both PISK and PI3K:in this model. I
modify the PI equations so that the activity of PI5K and PI3K is enhanced by Rac only when

active polymerization is taking place. In the quasi-steady state term that expresses the activity

of PI5K and PI3K in terms of the Rac concentration (Section 8.3.3), I include a sigmoidal term
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that prevents Rac from enhancing phosphorylation if there are no free barbed ends or actin
monomers available for polymerization: The conversion rates k2 and kog are now expressed as

follows:

R (th)nb )
k 14— ,
”( * e (Bov)™ + (Bug)™

R (B’Ut)n" )
kos [ 1+ = .
23( T R Bov)™ + (Bua)™

where v; is the rate of polymerization and B is the current number of barbed ends in a treated
cell. v is the rate of free polymerization in an untreated cell (v = 0.5um/s) and By is the half-
maximal number of barbed ends for Rac activation of PISK and PI3K. I choose By very small
(Bo = 0.1um™1) so that even very little polymerization activity will allow Rac to enhance PISK
and PI3K activity. This sigmoidal term f)reve‘ants Rac from activating PISK and PI3K if there
are no actively polymerizing filament tips (B = Oum™!) or if monomers are not available for
polymerization because they éré:ééquésltéré(;l ;)r below thé critical concentration (v; = Opm/s).-
The choice of a sigmoidal function here is arbitrary; I achieve similar model results when I use a
Michaelis-Menten or linear term. I use a_sigmoidal funption to provide switch-like behaviour so
that Rac maximally enhances PI5SK and PI3K activity even in the presence of very few barbed
ends or actin monomers. Future experiments exploring the role of actin pblymerization in the
maintenance of PI asymmetry may clarify what form of interaction is more appropriate.

* After incorporating these new conversion terms into the model, I simulated both the latrun-
culin and jasplakinolide experiments by modifying the current rate of polymerization. For latrun-
culin treated cells, I assumed v; = 0 while for jasplakinolide treated cells, I used v; = exp(—Kt)
to simulate the gradual loss of actin monomers from continued polymerization. As shown in
Figure 9.5 (simulations of latrunculin treated cells), a slight asymmetry is possible during the
_ application of the stimulus but the asymmetry in the Pls is not maintained. In contrast, an
asymmetry in the Rho proteins is established and maintained. The cell is not able to initiate
motion since the PIP; concentration is pdﬁ sufficiently high to activate Arp2/3. Similar results
are achieved in simulations of jasplakiﬁolide treated cells (ﬁot shown).

It is not clear how actin polymerization may be responsible for the activation of PISK
and PI3K as suggested here. Perhaps the ATP-actin cap on the nery polymerized portion

of a filament provides a substrate needed By Rac to interact with PISK.and PI3K. Perhaps

phosphates released during ATP-actin hydrolysis are used by Rac to activate PISK and PI3K.
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Treating motile cells with capping proteins to preveht actin polymerization without depleting
or sequestering the monomer supply would provide experimental verification of the mechanism
suggested here. If a gradient of PIPj3 is not established in response to a stimulus in a cell treated
with capping protein, that would :provide fﬁrther evidence that activation of PI5K and PI3K

depends somehow on actin polymerization.
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Figure 9.5: Spatial asymmetries in PIs and ‘directed. motion are not maintained in latrunculin treated cells if PISK and PI3K activation relies
.- on actin polymerization (see Section 9.4.3); ‘Variables.shown are.the same as in Figure 9.3. Also shown is the spatial profile during stimulus
. application (dashed line). Rho proteins are able. to establish and maintain a spatial asymmetry in response to a stimulus, which is consistent

with experimental observations.

Cdcd2, \M'

Rac, uM

Rho, yM

E] -4
Position in cell, pm

Barbed ends, #/pm
o
2

i L

a1

.6 -+
Position in cell, pm

I 1 i

-

Filament density, pm/um

5 N
Position in cell, um

& -
Position in cell, pm

uoryezrrowdjod urjoe a3e[ndal surajord oyy pue seprysouroydsoyq ‘¢ JI83dey)

€41



Chapter 9. Phosphoinositides and Rho proteins regulate actin polymerization 154

9.5 Discussion

The goal of this thesis has been‘to develop a multi-layered model that simulates the signalling
cascade that occurs when an external signal induces a spatial gradient in PI3K and PTEN. In
a motile cell, PI3K and PTEN cause a spatial gradient in phosph.oinositides, me;mbrane bound
lipids that are required for detection of external signals. The phosphoinositides generate a spatial
asymmetry in the Rho proteins'by activating specific GEFS. To simulate the effect of the PIs on
Rho protein activation, I assume the local concentration of PIP3 modifies the activation rate of
Cdc42 (1) and Rac (I). Crosstalk between the Rho proteins amplifies the asymmetry projected
by the PIs and establishes stable spatial domains that are independent of the strength of the
external signal. The Rho protein module cdntinues to reach down to affect the actin cytoskeleton
but also reaches back up the signalling cascade to further reinforce and maintain the spatial
asymmetry initiated by the e'xtérnal signal through PI3K and PTEN. The Rho proteins, and
to a lesser extent the PIs, direct actin polymerization by influencing biochemical rates. This:
causes the actin cytoskeleton to reorganize, producing new barbed ends close to the leading edge
through Arp2/3 nucleation and inhibition of capping, while polymerization activity is suppressed
in other parts of the cell. Through an as yet unknown mechanism, acfin polymerizatioh appe'ars‘
to feed back onto the top layer of the cascade, promoting the PI asyrﬁmetry at the cell membrane.
These asymmetries in signalling molecules and acti_nb dynamics allow a motile cell to polarize and
maintain a distinct " front” and ”back”. Without this polariéation, a cell would not be able to
correctly interpret a gradient of chemoattractant and would, at best, init_iate rﬂotion in a random
direction. This would have disastrous consequences, as, for instance, neural development would
be impaired and neutrophils could not effectively chase down and engulf invading bacteria.

In the next chapter, I summarize the results presented in this thesis, discuss implication for

our understanding of cell motility and suggest ways this work can be expanded and improved.
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Chapter 10
Results and discussion

In my thesis, I have studied each component of three signalling modules individually, charac-
terized the modules themselves, and then assembled an integrated model linking these modules

together. My assumptions_are based on experimentally established interactions.

10.1 Model of actin dynamics

In Chapter 3, I proposed a model for actin dynamics that kept track of barbed ends, Arp2/3
and ﬁlérﬁent density, where I assumed Arp2/3 is activated only at the leading edge. Under the
simplifying assumption that Arp2/3 spontaneously nucleates new barbed ends, it was possible
to find an analytic solution to describe the spatial profile of barbed ends, Arp2/3 and filament
density. By assuming that actin ﬁl_aments cause edge protrusion by a thermal ratchet mechanism,
it was possible to determine an if_nplicit expression for the membrane speed. The spatial p;oﬁles
and merﬁbrane speéd predicted using biologically reasonable parameter values were consistent
with experimental results. In Chapter 4, I extended the actin model to cases that are not
easily solved analytically. Simulations allowed me to explore the behaviour of the model under
different conditions and revealed how the membrane speed depends on biochemical rates. Side
branching provided the best fit to experimental data, in agréement with recent theoretical and
experimental investigations. I expanded the model in Chapter 5 to include retrograde flow, a
small rearward flow of the actin meshwork observed in lamellipodia of motile cells. At the rates
typical of fast moving cells, retrograde ﬁbw has little effect on the spatial profiles or membr_ane

speed, as predicted by the model.

10.2 Model of Rho proteins and actin dynamics

In the actin model explored in Chapters 3-5, I assumed that rate constants governing biochemical

processes are constant.. Rho proteins regulate agtin dynamics by adjustingtbiochemical rates.

In Chapter 6, I reviewed a model 6f Rho protein crosstalk proposed in Jilkine (2005) and Marée
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et al. (2006) which established stable spatial domains in response to a graded stimulus. I then
linked this Rho protein module to a model of actin dynamics in Chapter 7, based on known
effects of the Rho proteins. The stable spatial asymmetry in the Rho proteins led to spatial
regulation of actin dynamics, causing an increase in the number of barbed ends near the leading
edge. These barbed ends exert force on the membrane and the cell initiates movement. The
spat;_ial profiles and membrane speeds produced by this intermediate model are consistent with

experimental observations.

10.3 Model of PIs and Rho proteins

Rho proteins form the middle 1ayer o_f'_thg signalling cascade and are regulated by phospho-
inositides. Phosphoinositides éfé"the ﬁr.st Jintrac;ellular signalling molecule to establish a spatial
gradient in response to an external signal and, in doing so, start the entire signalling cascade
.tha,t eventually leads to directed movement. PIs communicate the external gradient to the Rho
proteins by altering their activation dynamics, explored in Chapter 8. I found that while the
PlIs are unable to maintain a gradient in the absence of the Rho proteins, feedback from the
Rho proteins to the Pls ensures that a stable spatial asymmetry is maintained, even when the
stimulus is withdrawn. PIs smooth out the response of the Rho proteins, preventing Rho pro-
teins from establishing more than one domain of high concentration in response to a random
stimulus. This model suggests that Cdc42 is required for proper gradient sensing by establishing

spatial profiles that lead to the formation of a leading edge in the appropriate area of the cell.

10.4 Model of PlIs, Rho proteins and actin dynamics

Chapter 9 integrated all three _mlc_)glulesv of “t_he silgr_lallin.g,cascade: PIs, Rho proteins and actin
dynamics. Experimentally determined i;riteféétions befwéeh all three modules were used to create
a single interconnected system. I found that this system could initiaté and maintain directed
moﬁon and stable spatial profiles in response to a transient gradient. Simulations .produced
spatial profiles and membrane speeds consistent with observations of live cells. Experimental
observations suggest that Rho protein feedback to the PIs depends on actin polymerization.
When I incorporated this into the model, I found that I could explain how a decrease in filament

growth could decrease Rac-mediated kinase activity. This suggests that actin polymerization

may be actively involved in maintaining and reinforcing the spatial asymmetries of PIs in a
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motile cell.

10.5 = Discussion of general questions posed in Chapter 2

These results allow me to addreés the questions posed in Chapter 2.

1. How do we begin to understand these pathways that signal to actin?

As shown in Figure 1.5, there are many signalling cascades that are activated in response to
an external signal. I believe that considering modules of these large signalling cascades in
isolation and then connecting a small number of them together in a biologically reasonable

way is an important step in understanding these large signalling pathways.

In particular, I have shown that crosstalk in the Rho protein module is the key to main-
taining spatially asymmetric spatial profiles of Rho proteins and PIs, which restricts new
barbed end formation and actin polymerization to the leading‘ edge. The P1 modu’le cannot
maintain spatially asymmetric profiles in the absence of feedback from the Rho proteins,
but PIP3-mediated activation of Cdc42 is required for proper gradient sensing. Feedback
~ within and between Pls, Rho profeins and actiﬁ dynamics gives rise to directed motion

and the spatial profiles seen in motile cells.

2. Is it possible to identify modules that are involved in cell motility? .

From all the interacting modules in these large signalling cascades, I focussed on-séveral
modules that I felt were crucial for directed cell movement, based on experimental evidence.
While I omit a large number of signalling molecules, the model presented here, consisting
of three interacﬁng modules of PIs, Rho proteins and actin dynamics (relying only on
- experimentally verified interactions and observations), is able to produce polarization and
movement that is consistent with experimental evidence (Chapter 9). This suggests these

specific modules are crucial for cell motility and play a central role in actin regulation.

3. How do these modules behave and how are they linked?

The answer to this questit;n formed the main focus of my thesis. In Chapters 3 and

- 4, I found that side branching by Arp2/3 produced the spatial profiles most closely in
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agreement With experimehtal data. In Cliapter 8, I fouﬁd that Rho proteins and Pls
are capable of establishing asymmetric spatial profiles in response to a graded stimulus.
In Chapter 9, I connected all three of these modules using experimentally determined
interactions. The Pls, whose spatial asymmetry is maintained through interactions with
the Rho proteins, spatialiy regulate actin polymerization by enhancing Arp2/3 nucleation
and inhibiting capping. While it is not clear how the interaction may occur, I also suggest
how actin polymerization could be related to the maintenance of the Rac-mediated PIP;
asymmetry. While all".chr“ei:a of rthésé mb,duies produce distinct behaviours in isolation,
connecting them into one unified interacting systefn reinforces the spafial profiles and

ensures persistent movement even when the stimulus is removed.

. How do biochemical rates and spatial distribution of signalling molecules affect the speed

of a cell and the spatial distribution of actin filaments?

Biochemical rates have a profound effect on cell speed and thé spatial distribution of
actin filaments, as shown in Chapters 4, 7 and 9. | Spatial regulation of Arp2/3 nucleation
and capping by upstream effectors such as PIP; ensures that freely polymerizing barbed
ends are restricted to the front of the cell. This allows a motile cell to promote actin
polymerization at the leading edge, causing the characteristic spatial profiles and speed.
Without a spatially graded profile of PIP, barbed ends would be found everﬁhere in the
cell, depleting the pool of monomers and producing membrané protrusions in inappropriate
areas of the cell. Thus, both the magnitude as well as the spatial reguiation of biochemical
rates are important for prbaucing bidlo’gic’ally reasonable spatial profiles and ceil speeds

that are typical of fast moving cells such as keratocytes.

. Which signalling cascades or direct or indirect feedback loops or interactions could lead

to spatially stable actin profiles?

To answer tHis QUestion, I look to the results presented in several chapters. In Chapters
" 3 and 4, a simple model of actin polymérization was able to produce spatially 'stable
actin profiles in the form of travelling wave solutions. This investigation was expanded
" in Chapter 7 to include Rho proteins.’ Rho protein crosstalk allowed the Rho proteins to

maintain stable asymmetric profiles even when the stimulus is removed. These asymmetric

profiles ensured that actin polymerization was enhanced only at the leading edge, leading to




Chapfer 10. Results and discussion 159

persistent movement. In Chapter 9, PIs were added to the model of Rho protein and actin
dynamics. Pls are required to transduce the initial asymmetric signal to the Rho proteins,
causing the Rho proteins to establish asymmetric spatial profiles. The Rho proteins then

feedback onto the Pls and actin dynamics, leading to persistent spatial profiles.

6. Which interactions within and between modules are crucial for cell motility?

Based on the results presented in Chapter 8, it is clear that PIP>3 activation of Cdc42 (but
not Rac) is required to establish asymmetric Rho protein gradients that are oriented in
the proper dire‘ction and that Rac activation of PISK or PI3K is required to maintain an
asymmetric distribution of PIP3. Within the Rho protein niodule itself, mutual inhibition
of Cde42 and Rho is required to maintain persistent spatial gradients of the Rho proteins
and, through signalling to the Pls, pefsistent spatial gradients of PIs and actin filaments
(Chapter 9). Finally, Plf’g localized actin dynamics to the leading edge by e_r'lhalilcing‘
Arp2/3 activation and inhibiting capping. Based on the models presented here, I éonclude

that these are the crucial interactions to produce directed movement.

An updaﬁed schematic showing the interactions discussed here is shown in Figure 10.1.
The numbers associated with each arrow refer to citations listed in the caption, indicating
experimental papers where the particular interaction is observed and discussed. Please

see the relevant chapters for further details about these interactions.

10.6 Experimentally testable predictions

The models presented here provide explanations for a variety of exﬁerimental observations, such
as defects in gradient detection in cells lacking Cdc42 and proper directed motion in cells lacking
PTEN. Based on the model results, I propose the following experimentally testable predictions
to either validate the model a'ni'i:;;rovi:('ive ﬁréhef insightl iﬁto signalling cascades that regulate
actin polymerization in motile ceils or uncover behaviours of the model that are not consistent
with real cells.

In Chapter 8, I explored interactions between PIs and Rho proteins. In particular, I showed
that mutual inhibition of Cde42 and Rho could account for observations showing that Cdc42
and PTEN spatially exclude each other. Rho activates PTEN through Rho kinase (ROCK) so

that spatial exclusion of Rho by Cdc42 will also lead to the spatial exclusion of PTEN. Based
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Arp2/3 capping
activation

F—actin

Figure 10.1: Updated schematic of interactions between PIs, Rho proteins and actin dynamics,
showing all interactions considered in this thesis. The following are citations associated with each
arrow. (1): Aoki et al. (2005); Li et al. (2003); Ma et al. (1998). (2): Aoki et al. (2005); Welch
et al. (2002). (3): Tolias et al. (2000); van Hennik et al. (2003), (4): Aoki et al. (2005); Weiner
et al. (2002); Welch et al. (2003). (5): .Li.et al. (2005). (6): Higgs and Pollard (2000); Rohatgi
et al. (1999, 2001). (7): DiNubile and Huang (1997); Schafer et al. (1996). (8): Srinivasan et al.
(2003); Wang et al. (2002). :

on the model, an experiment where active Cdc42 is microinjected into a resting cell should lead
to spatial exclusion of both Rho and PTEN. This would provide evidence for mutual inhibition
of Cdc42 and Rho in Rho protein crosstalk (not mutual inhibition of Rac and Rho) and the role
of Rho in spatially regulating PTEN activity.

Chapter 9 combined all three modules in an interconnected model to simulate polarization
and initiation of directed movement. In Section 9.4.2, [ shpwed that a stimulus causes the cell
to polarize, leading to directed motion after a time delay. This time delay increases as the
stimulus becomes weaker or shorter lived. An experiment that measures the time taken for a
cell to initiate movement in response to different gradients of chemoattractant, or gradients of
chemoattractant that decay after a short period of time, would confirm the simulation results.
This experiment would also provide a time course for initiation of motion iﬁ response to a
stimulus that can be compared w1ththe t“i‘m‘e ‘bdprse brgdicted by the model.

In Section 9.4.3, I proposed a mechanism that would prevent Rac-mediated activation of

PI5K and PI3K in the absence of de novo actin polymérization. Simulation results of this
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model were consistent with experimental observations and suggest that.actin polymerization is
required for maintenance of PI spatial asymmetries. Previous experiments modified the concen-
tration of actin monomers available for polymerization, either by sequestering with latrunculin
or by preventing filament depolymerization with jasplakinolide. To test the role of barbed end
polymefization in PISK and PI3K activation, I suggestvintroducing capping protein into motile
cells, either by permeabilization or by microinjection. This experiment would not alter the
concentration of available monomers b}lt, would prevent ‘polymerization by making barbed ends
unavailable. My model predicts thét é l;IP;; assrmmetfy could not be maintained in a treated

cell exposed to a gradient of chemoattractant.

10.7 Main results

During my exploration of actin polyﬁerization, PI and Rho protein dynamics by assimilating
the available experimental literature and simulating the models proposed here, I gained some
insights into how directed cell movement is regulated.

It has been demonstrated that PIP3 influences both Cdc42 and Rac activation but it was not
clear if both Cdc42 and Rac must be activated for proper gradient sehsing. Using my model,
I discovered that only PIP3z activation of Cdé42 is required to properly establish asymmetric
spati;al profiles of Rho proteins and PIs. If PIP3 activates only Rac, the cell is able to polarize
but cannot properly detect the gradient.

To maintain the spatially‘asymmetri‘c‘ proﬁles, mljtpal inhibition of Cde42 and Rho is re-
quired. This Rho protein crosstalk is the key to mairitz;_ining asymmetric distributions of PIs.
and.Rho proteins after a stimulus is removed, ensuring persistent cell movement by restricting
.éctin polymerization to the leading edge. According to the models presented here, Rho protein
crosstalk is also responsible for gradient amplification, diécussed in Chapter 1. The magnitude
of the Rho protein profiles is indepéndent of the stimulus strength, allowing the cell to respond
in a uniform wa;y to different signals. Feedback from Rac to the‘kinases PISK and PI3K is
necessary to maintain an asymmetry in the Pls, and PIP, activation of Arp2/3 and inhibition
of capping proteiné restricts new ba.rbed end creation and actin polymerization to the leading
edge.

Rho protein crosstalk is required for persistent motion, but the interplay between PIs, Rho

proteins and actin dynamics is essential for the establishment of pblarity and the stable spatial
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profiles that are characteristic of motile cells.

10.8 Model limitations

The rnodel§ developed here represent a beginning in the study of cell motility and regulation of
actin polymerization by PIs and Rho proteins. In order to study the PI, Rho protein ahd actin
modules, I imposed a number of limitations on the models proposed in this thesis. Despite these
limitatiéns, I believe these ﬁodels provide a foundation for future theoretical explorations.

The models here are simplifications 6f the actual processes that occur in live cells. Since
many details about biochemical processes are not known, I modelled these processes using linear‘
kinetics. While this is the simplest possible approach and restridts the number of parameters
that need to be estimated, it is likely that interactions in cells follow more complicated kinetics,
such as Michaelis-Menten or other“ sat:llrating kinetics. -

The models presented in this thesis deal with a limited number of interécting molecules. Not
all molecular components are taken into account, such as those shown in Figure 1.5, meaning
that some possibly important interactions have been overlooked.

I also did not consider stochastic effects of individual molecules. For many molecules, such
as Rho proteins, the concentration is sufficiently high that a continuum model may be appropri-
ate. However, PIs are not highly abundant, particularly PIP3, and active Arp2/3 is found at a
very low concentration in resting cells and immediately after stimulafion. For these moléculés,
stochastic effects may be importaﬁt and, a stochastic model may be more appropriate for mod-
elling their activity.

I implemented all these models in 1D, which assumes the actin meshwork in lémel]ipodia

_ are homogeneous and ignores edge effects where membr‘ane geometry and adhesion may play a
more important role. I also assumed all filaments are oriented toward the leading edge, imposing
an directionality on the model cell I am unable to model the initial orgamzatlon of the actin
meshwork in lamellipodia from randomly orlented filaments into an orthogonal mesh. I cannot

take into account spatial inhomogeneities in molecular distributions, such as the clustering of

PIs into lipid rafts (Meiri, 2005).
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10.9 Future work

By investigating the components of the signalling cascade involved in cell motility individually

before assembling them into ohé. cdmplex mod%:l, I gé.in a better understanding of what each

of the layer in the cascade can accomplish on their own and how feedback from other parts of

the cascade can suppress or reinforce certain behaviours. This model lays the foundation for

greater understanding of the regulation of actin polymerization in motile cells. Futurg work can
refine this model by explicitly incorporating molecules that regulate the phosphorylatién state

of the PIs or the activation state of the Rho proteins. The actin model could be expanded to

keep track of capped filaments, making it possible to determine an average filament length and

incorporating the uncapping activity of PIP. '

In the actin model, it was assumed that all filaments are oriented toward the leading edge.
By simulating this model in 2D or 3D, it would be possible to consider the effect of filament
orientation on protrusion speed and lamellipodium formation. Part of this has aiready been
done: in Marée et al. (2006), a model of actin dynamics and Rho proteins similar to the one
presented in Chapter 7 was snnulated in a 2D cell Thls model used a Cellular Potts model
(Graner and Glazier, 1992; Ouch1 et al 2003) to mtegrate the shape changes and motility of a
.keratocyte-hke cell in 2D. As shown in Figure 10. 2 31mulat10ns of this model cause a stlmulated.
cell (bottom) to change shape from a rounded resting cell to a crescent shaped cell that moves
at a biblogically reasonable speed (inset plot). A resting cell (tqp.) remains in a rounded shape
and does not initiate movement in any direction. Based on my work here, a future step will be

to include PIs in this model as upstream regulators of the Rho proteins.

() T—————T——— .
100 — ]

Figure 10.2: Simulations of Rho protein and actin dynamics in a 2D model cell, reprinted with
permission from Marée et al. (2006). An unstimulated cell (top) remains stationary while a cell
exposed to a stimulus (bottom) changes from a rounded resting cell to a crescent shaped motile
cell. The model cell moves at blologlcally reasonable speeds (inset) and spontaneously takes on
a shape similar to a keratocyte.
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The models developed here present a starting point for future investigations into cell motility.
* By considering the components of the signalling cascade separately and together, I have gained

a better understanding of actin polymerization regulation in motile cells and insights into some

of the characteristics of motile cells.
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Appendix A

C code for simulating Equations
(4.1) |

Following is the C code for simulation Equations (4.1), the equations for actin dynamics in

’

edge 1S the speed of the membrane. In the

travelling coordinates, 7 =t, 2 = x — :z:’edget, where z
code, I use ¢ to denote the membrane speed. I do not.-assume it is constant and determine the

membrane speed at every time step according to the number of barbed ends at the membrane.

//baf.c ‘

//This program simulates barbed ends, Arp2/3 and filament density
//in a 1D domain

#include <stdio.h>

#include <math.h>

#include <stdlib.h>

#include <errno.h>

#include <time.h>

#define N 1001//number of grid spaces in the domain

//N=(int) (L/(dz))+1 where L is the length of the domain,

//10 \mu m and dz is the space step declared below'’

//The left boundary (grid space = 1) is the back of the cell,

//the right boundary (grid space = N-2) is the front of the cell.
//Grid spaces O and N-1 are used for declaring boundary conditioms.

int main() {

//variable declarations: barbed ends (b), Arp2/3 (a), filament demnsity (f)
double b[N], a[N], £[N]; .

double bnew[N], anew[N], fnew[N];

//parameter declarations

double h0, hil, h2, v, kappa, Dr, gamma, c, w, AO;

double dz=0.010, dt, total, num;

int z, t;

//assigning parameter values
h0=0;//spontaneous branching rate
h1=0;//tip branching rate
h2=25.0;//side branching rate

v=0.3;//polymerization speed
kappa=1.0;//capping rate
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Dr=3.0;//Arp/3 diffusion rate
gamma=0.03;//filament decay rate
w=5.0;//membrane resistance

- A0=1;//Arp2/3 membrane source

dt=dz*dz/(20*Dr);//caiculatiing the time step for numerical stability
total=200/dt;//total simulation time

num=(double)N;//converting the domain size to a double to use in calculations

//initial conditions: barbed ends have a linear gradient while Arp2/3
//and filament density is initially zero.
for(z=0;z<=N-1;z++) {
b[z]l=z/(num-1); bnew{z]=b[z];
a[z]=0; anew[z]=a[z];
£f[z]=0; fnewl[zl=f[z];
}

//boundary conditions )
b[0]1=0; bnew[0]=b[0];//B(-infty)=0

a[0]=0; anew[0]=al0];//A(-infty)=0 .
a[N-1]1=A0; anew[N-1]=a[N-1];//A(x_{edge})=A0
£[N-11=0; fnew[N-1]=f[N-1];//F(x_{edge})=0

for(t=0;t<total;t++) { “ ,

//calculating the membrane speed according to the thermal ratchet
//according to the number of barbed ends at the membrane

if (b[N-2]1>0) c=v*exp(-w/b[N-2]);

else- c=0;// if there are no barbed ends, membrane speed is zero

//calculating the values of barbed ends (b), Arp2/3 (r) and
//filament density (f) in each interior grid space
for(z=1;z<=N-2;z++) {
bnew[z]=b[z] +dt* (hO*a[z]+hi*a[z] *b[z] +h2+*a [z] *£ [z] ~kappa*b[z]
+(c-v)*(b[z]-b[z-1])/d=z);
anew [z]l=a[z] +dt* (Dr*(a[z+1] +a[z~-1]-2+al[z]) / (dz*dz)~hO*a[z]
-hi*a[z] *b[z] -h2*a[z]*£f[z]) ;
fnew[z]=f [z] +dt* (v*b[z] ~gammaxf [z] +c* (f [z+1] - [2]) /dz);
}

//updating the variables
for(z=1;z<=N-2;z++) {
bl[z]=bnew([z]; alz)=anew([z]; f[z]=fnew(z];

¥

}

//print the spatial profiie of each variable at the end of the program
for(z=1;2<=N-2;z++) printf("%f 4f %f %f\n",(z-1)*dz-4,b[z],alz],f[z]);
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return(0);




