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Abstract 

Rho family GTPases play an essential role in cell motility, transducing extracellular signal 
to the actin cytoskeleton. This thesis presents the formulation and analysis of several 
models concerning three.members of the Rho family: Cdc42, Rac, and Rho. Experimental 
observations of the spatio-temporal dynamics of these proteins give evidence of spatial 
polarization and mutual exclusion between Cdc42/Rac and Rho, which suggests that 
the Rho protein system is bistable. Biochemical evidence shows that there is crosstalk 
between the Rho proteins. However, current biological literature includes multiple (and 
often contradictory) hypotheses about these mutual interactions. We idealize the indirect 
pathways between the Rho proteins as direct effects (positive or negative feedback from 
one protein to another), and investigate the various proposed interactions to determine 
which of them can give rise to a bistable " toggle switch", alternating between a high level 
of Cdc42/Rac, low level of Rho steady state and low level of Cdc42/Rac, high level of Rho 
steady state. We discuss the biological interpretation of our findings. 

Next, we investigate a spatial variant of a model with suitable interactions to 
determine if it can give rise to spatial segregation of Rho proteins. We find that in a 
suitable parameter regime, a small initial gradient of one of the proteins will become 
amplified and give rise to long-lasting spatial segregation of Cdc42/Rac and Rho. On a 
longer timescale, the system eventually reaches a spatially uniform high Cdc42/Rac and 
low Rho steady state. 

Finally, a multi-compartment model for the activation of a single Rho family 
GTPase that includes a greater level of biological detail is developed. Parameter val­
ues for this model are obtained from biochemical literature. This compartment model can 
be used as a subunit in more realistic models of cell polarization and motility when further 
details of the biochemistry and interactions of the Rho proteins emerge from experimental 
data. 
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Chapter 1 

Biological Background 

1.1 Introduction 

Cell migration is an essential process for both multicellular and unicellular organisms. 
Single celled organisms such as the cellular slime mold Dictyostelium migrate in search 
of food. For multicellular organisms such as ourselves, cell migration is necessary for 
fetal development, wound repair, and functioning of the immune system. Cancerous cells 
need to develop the ability to invade surrounding tissue in order to become malignant. 
Preventing migration of these cells could be important in halting disease. 

Cell motility is directed by extracellular factors, often acting as either attractants 
or repellents. Directed motion in response to an external chemical gradient is known 
as chemotaxis. These extracellular cues stimulate membrane receptors to elicit complex 
intracellular changes that allow a cell to move. Cells move forward by coordinating pro­
trusion at the front of the cell and retraction at the rear. The driving force behind cell 
motility is the polymerization and depolymerization of the actin cytoskeleton, a highly 
dynamic network of protein filaments found in all eukaryotic cells (Alberts et al., 1994). 

Many different molecules are involved in cell migration, including but not limited 
to, calcium, mitogen activated protein kinase (MAPK), protein kinase C, and phospho­
lipids (Raftopoulou and Hall, 2004; Ridley, 2001b). The small GTPases of the Rho family 
have emerged as key players among these numerous molecules. They connect membrane 
receptor signalling with the assembly and disassembly of the actin cytoskeleton. The 
Rho proteins regulate the rates of actin filament polymerization, capping, and branching. 
Hence, these proteins play an important regulatory role in all cellular processes driven 
by actin polymerization, in particular, cell movement. Furthermore, interactions between 
these proteins link together the processes of membrane protrusion and cell adhesion. Thus, 
an understanding of these interactions is fundamental to obtaining a better picture of how 
cells move. 

This chapter gives an overview of what is currently known about the Rho GTPases 
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and their relationship to cell motility. In the following chapters of the thesis, mathematical 
models that describe temporal and/or spatial distribution of Rho GTPases in motile cells 
are formulated. We use modelling to address the following questions about the Rho 
proteins: 

1. Can interactions of the proteins proposed in the literature explain the spatial segre­
gation of the proteins in moving cells? 

2. Which proposed interactions of the Rho proteins are consistent with the bistable 
switch behaviour? 

3. What biochemical interactions are necessary for switch dynamics? 

4. How do the three classes of proteins associated with regulating activity of the 
small G-proteins regulate the distribution of the protein between active/inactive 
and membrane-cytosol compartments? 

1.2 The Rho Family Proteins 
Small GTP-binding proteins are monomeric members of the GTP-binding proteins (G-
proteins) superfamily. These proteins consist of a single subunit with molecular mass 
of 20-30 kDa. Like the larger heterotrimeric G-proteins, they cycle between an active 
GTP-bound state, and an inactive GDP-bound state, acting as molecular switches in 
signal transduction pathways. More than a hundred small G-proteins have been identified 
in eukaryotes and subdivided into five families: the Ras, Rho, Rab, Sarl/Arf and Ran 
(Takai et al., 2001). Originally identified as Ras-homologous proteins, members of the 
Rho family came to the attention of biologists when it was discovered that they regulate 
cytoskeletal reorganization in 1991 (Ridley, 2001a). 

We are interested in three of the best studied members of the Rho family: Cdc42, 
Racl and RhoA. These proteins.have been shown to regulate cytoskeletal reorganization in 
numerous mammalian cell types. There is a Rac subfamily (Racl,Rac2,Rac3, and RhoG) 
and a Rho subfamily (RhoA, RhoB, and RhoC), comprised of proteins that have similar, 
though not identical, properties. Current knowledge is predominantly of RhoA and Racl, 
which - unlike some of their close relatives - are ubiquitously expressed and assumed to 
be essential players in cytoskeletal organization in all mammalian cell types. For example, 
Rac2 is present only in hematopoietic cells, and Rac3 is most highly expressed in the brain 
(Wennerberg and Der, 2004). Swiss 3T3 fibroblasts, one of the most intensively studied 
cell lines, contain RhoA, but not RhoB or RhoC (Zerial and Huber, 1995). Hence, we will 
refer to RhoA and Racl proteins as Rho and Rac in the rest of this thesis. 

Most of what we know about the Rho proteins' effect on the cytoskeleton comes 
from the analyses of cell phenotypes exhibited by constitutively active and dominant 
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negative forms of small G-proteins expressed in, or injected into cells. Constitutively active 
proteins cannot hydrolyze GTP, remaining in a perpetually active state once activated. 
Dominant negative forms of a protein have one defective copy of a gene coding for this 
protein. This is sufficient to have a negative impact on the biological process regulated 
by the protein. The effect of using constitutively active or dominant negative proteins on 
motility depends both on the cell lines used and the types of experiments, and is described 
in the next section. 

1.3 Effects of Rho GTPases on Cytoskeleton, Cell Adhesion 
and Cell Motility 

Active Rho is necessary for the formation of stress fibers (actin-myosin filament bundles), 
formation and maintenance of focal adhesion complexes (integrin containing junctions 
that connect the stress fibers to the extracellular matrix), and for the contraction of the 
cell body. It is generally found that constitutively active Rho will actually inhibit cell 
movement (Ridley, 2001b). It is believed that Rho needs to repeatedly go through the 
activation cycle to enable turnover of stress fibers and focal adhesions that occurs when a 
cell moves. A high level of Rho activity means that adhesion to the extracellular matrix 
is very strong and the cell simply cannot move. However, some cells such as macrophages 
and neutrophils lack focal adhesions. There Rho only affects cell body contraction, not 
adhesion (Ridley, 2001b). Another commonly studied organism in cell motility studies, 
Dictyostelium, does not have stress fibers (Firtel and Chung, 2000). 

Active Rac is required for the formation of lamellipodia and membrane ruffles 1 . 
Rac activity is essential for cells to undergo protrusive activity and movement. Consti­
tutively active Rac leads to increased number of pseudopodia and up-regulation of the 
actin.cytoskeleton. Expression of dominant negative Rac prevents pseudopod formation 
and movement (Ridley, 2001b). 

Cdc42 is considered to be the master regulator of polarity in cells from such diverse 
organisms as humans and yeast (Etienne-Manneville, 2004). Dominant negative Cdc42 
greatly reduces the ability of a macrophage to move towards a signal by chemotaxis. 
These cells move randomly, not following the gradient. This experiment, as well as other 
evidence, suggest that Cdc42 activity is needed to establish polarity, but is not essential 
for movement (Nobes and Hall, 1999). Active Cdc42 promotes actin polymerization and is 
required for extension of filopodia 2 . Rac and Cdc42 also regulate the formation of much 

1 Lamellipodium- a thin broad membrane protrusion found at the leading edge of migrating 
cells. Areas of lamellipodium that do not adhere to the substratum project upwards forming 
membrane ruffles (Lodish et al., 2000). 

2 Filopodia - thin finger-like projections of membrane used for exploratory purposes (Lodish 
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smaller, weaker focal complexes associated with lamellipodia and filopodia. 
The downstream pathways of the Rho proteins are discussed in Section 1.7 and 

summarized in Figure 1.3. 

1.4 Guanosine Exchange Cycle of the Rho Proteins 
In this section the activation-inactivation cycle of the small G-proteins is described. As 
shown in Figure 1.1, the Rho proteins undergo two coupled cycles: cycling between GDP-
bound and GTP-bound conformations, as well as cycling between cytosolic and membrane-
bound forms. These two cycles are regulated by three classes of proteins: GEFs (guanine 
nucleotide exchange factors), GDIs (GDP dissociation inhibitors) and GAPs (GTPase-
activating proteins). In Chapter 4 of this thesis, we develop a mathematical model of the 
activation/inactivation cycle of Rho proteins using experimentally determined parameters 
for the interaction of Rho proteins with GEFs, GAPs, and GDIs. 

GDP-bound proteins are inactive (do not transduce signal). Upon activation, GDP 
dissociates from the inactive form. GTP binding to the protein then changes conformation 
of a region that binds a downstream effector (Takai et al., 2001). The small G-proteins 
intrinsically hydrolyze GTP, thus returning to inactive form after some time. This hy-
drolysation of GTP is why G-proteins • are also called GTPases. I discuss each of the 
regulators of Rho activation cycle below. 

1.4.1 Guanine Nucleot ide Exchange Factors ( G E F s ) and nucleotide ex­
change 

By itself, the dissociation of GDP from the GDP-bound form is an extremely slow reac­
tion, so it is stimulated by various GEFs (also called GEPs or guanine nucleotide exchange 
proteins in the literature). These, in turn, are regulated by an upstream signal. GEFs 
accumulate at the leading edge of a motile cell and are believed to function on mem­
branes (Itoh et al., 2002). A GEF releases bound GDP from a Rho protein and forms a 
binary complex with the protein. The GEF in the complex is then replaced by GTP. See 
Figure 1.2 for a detailed diagram of the nucleotide exchange process. 

Some GEFs are specific for one particular small G-protein. For example, Lbc is 
specific for Rho, Tiaml for Rac, and FGD1 for Cdc42 (Mackay and Hall, 1998). Other 
GEFs, such as Dbl and Vav, are active on all three of Cdc42, Rac, and Rho (Mackay and 
Hall, 1998). There are about 60 mammalian GEFs which share a DH (Dbl homology) 
domain that catalyzes the exchange of guanine nucleotides, and is the active site for the 
GEF activity (Zheng, 2001). More recently, a second Dock family of GEFs, which does 

et al., 2000). 
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upstream signal 

Plasma Membrane 

Cytosol 

Figure 1.1: Regulation of the activation cycle of the Rho family proteins by GEFs, GAPs, and 
GDI. On the membrane GDP-bound forms are converted to GTP-bound forms at the rate ki with 
the help of a GEF. Active, GTP-bound forms hydrolyze GTP with the help of a GAP at the rate 
k2. Rho GDI preferentially interacts with the GDP-bound forms. Hence, Rho-GDP translocates 
to the membrane at rate kon, and comes off the membrane at the rate kQff. GDI binding leads to 
inhibition of both GDP dissociation and GTP hydrolysis. 

not contain the DH domain, has been discovered (Cote and Vuori, 2002). Dock family 
GEFs act downstream of integrin receptors (Raftopoulou and Hall, 2004). At the present 
much more is known about Dbl-homologous GEFs. For a more comprehensive review of 
DH family GEFs see Zheng (2001) and Schmidt and Hall (2002). 

In eukaryotic cells, GEF families outnumber their substrates by a factor of three, 
so multiple GEFs are capable of activating one GTPase (Schmidt and Hall, 2002). Why 
there exist so many apparently functionally redundant GEFs is not known, but this over­
abundance might be the reason why cellular response to the same stimulus can vary from 
one cell type to the next. It is possible that, through subcellular localization or addi­
tional protein-protein interactions, GEFs can determine which downstream pathways are 
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R h o - G D P 

G D P dissociation 
(GEF stimulated) 

t 
G D P binding 

n u c l e o t i d e f r e e R h o 
G T P binding 

G T P dissociation 
R h o - G T P 

• G T P hydrolysis ( G A P stimulated) 

Figure 1.2: A detailed diagram of the nucleotide exchange cycle for a general Rho family protein. 

activated by the active protein (Schmidt and Hall, 2002). 
Next to a DH domain in a GEF there is a PH (pleckstrin homology) domain, that 

is common to many molecules involved in cell signalling. Chemoattractants induce the 
appearance of binding sites for PH domain containing proteins on the leading edge of the 
cell. These PH binding sites are sharply localized to the stimulated edge of chemotactic 
cells, even though the change in receptor occupancy between the front and back of the 
cell is very small (less than 10%) (Parent and Devreotes, 1999). The appearance of these 
PH domain binding sites is transient for a uniform concentration of chemoattractant, and 
persistent for a gradient. PH-binding sites appear even if the cell is missing a functional 
actin cytoskeleton and is incapable of movement (Parent and Devreotes, 1999). The PH 
domain can also bind to phosphoinositides like PIP2 and PIP3. It has been suggested 
that it is through PH domain interactions that GEFs become activated by extracellular 
signalling and recruited to membranes (Paduch et al., 2001). In some GEFs, the PH 
domain negatively regulates the DH domain, and P I P 3 binding relieves this inhibition 
(Ridley, 2001a). Since P I P 3 is a second messenger that is produced at the leading edge, 
this can lead to an increase in GEF activity at the leading edge of a cell. 

1.4.2 GTPase-ac t iva t ing proteins ( G A P s ) and G T P hydrolysis 

The second class of regulatory proteins, GAPs, stimulate the rate of GTP hydrolysis of 
the Rho proteins, causing their inactivation. Some GAPs such as pl90 act on all three 
of Cdc42, Rac, and Rho (at least in vitro). Others are specific to only one or two of the 
Rho proteins. There are about eighty different proteins, containing a 140 amino acid long 
RhoGAP-homology domain, encoded in the human genome. Just as with GEFs, we do 
not know why there are so many proteins that can potentially downregulate Rho activity. 
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Many of them have other domains or binding interactions, suggesting other functions. 
As with GEFs, GAP activity might also be inhibited by another domain of the GAP 
molecule. This inhibition can be relieved by phosphorylation (Ridley, 2001a). In general, 
phosphorylation of GEFs and GAPs is a probable mechanism of Rho activity regulation 
by tyrosine kinase receptors. 

1.4.3 Rho GDP Dissociation Inhibitors (GDIs) 

The third class of regulatory proteins, GDP Dissociation Inhibitors (GDIs), inhibit the 
dissociation of the guanine nucleotide, keeping the proteins in one conformation. When 
bound to GDI, the Rho protein cannot interact with its downstream effectors (Del Pozo 
et al., 2002). RhoGDI also regulates the association of the Rho family proteins with 
membranes. GDI has been shown to extract the GDP-bound form of Rho proteins from 
the membrane to the cytosol, where they are sequestered in an inactive pool (see section 
1.5). 

In contrast to the numerous GEFs and GAPs, only three RhoGDIs have been 
identified. RhoGDI-1 (a) binds equally well to RhoA, Racl, and Cdc42. In contrast,. 
RhoGDI-2 (0) does not bind well to RhoA,Racl, and Cdc42, binding instead to other 
less well-known members of the Rho family. RhoGDI-3 (7) binds with a low affinity to 
RhoA and Cdc42, and does not bind to Racl (Wennerberg and Der, 2004; Olofsson, 1999). 
Hence, there is essentially only one type of GDI that binds to all the Rho proteins we 
are interested in. Rho GDI is discussed in more detail in the next section. For a detailed 
review of GDIs see (Olofsson, 1999). 

1.5 Membrane Translocation Cycle of the Rho Proteins 
Cdc42, Rac, and Rho are synthesized in the cytosol, and then modified by addition of lipid 
prenyl group (related to cholesterol) at their C termini. This end then anchors the proteins 
to the plasma membrane (Robbe et al., 2003; Wennerberg and Der, 2004). Prenylation 
is often used as a membrane insertion signal (Alberts et al., 1994). The proteins also 
have an additional tag, referred to as the membrane compartment localizing signal in the 
literature, which further targets the proteins to specific membrane sites (unknown at this 
point) (Wennerberg and Der, 2004) 

Rho GDI interacts primarily with the GDP-bound form: the efficiency for interac­
tion with the GTP-bound form of the protein is only about 10% of that for the GDP-bound 
form (Sasaki et al., 1993), although cases of equal strength interaction have also been re­
ported (Nomanbhoy and Cerione, 1996). Both RhoA-GDIl and Racl-GDIl complexes 
isolated from the cytosol of neutrophils and macrophages were found to contain GDP as 
the only bound nucleotide at a ratio of one mole of GDP per one mole of complex (Olofs-
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son, 1999). However it is possible that under other conditions, GTP-bound proteins may 
also be in a complex with GDI (Del Pozo et al., 2002). 

NMR and X-ray crystallography studies of the Cdc42/GDI complex have shown 
that GDI binds to two domains of Cdc42, leading to inhibition of GDP dissociation and 
GTP hydrolysis, and capturing the lipid-modified C-terminus in a hydrophobic pocket 
within the GDI molecule, allowing the protein to remain in the cytosol (Paduch et al., 
2001; Robbe et al., 2003). The proteins have to stay in complex with the GDI in order 
to remain soluble in the cytosol. The concentration of RhoGDI-1 in the cell is about the 
same as that of the Rho proteins (Michaelson et al., 2001). In resting cells, the majority 
of the Rho proteins are cytosolic, and must therefore be bound to GDI. This suggests a 
high affinity of GDI for Rho proteins, that could be disrupted when a cell is activated. 

Unfortunately, the membrane translocation cycle of the Rho proteins is not as well 
understood as the guanosine exchange cycle. The currently accepted model is that the 
GDP-bound form of the Rho proteins is present in the cytosol in an inactive 1:1 complex 
with GDI. GDP needs to dissociate from the inactive form, GTP needs to bind, and GDI 
needs to be released (though not necessarily in that order) so that the Rho protein can 
translocate to the membrane to interact with specific effectors (Takai et al., 2001). After 
performing their function, the proteins are converted to the GDP-bound form by GAPs. 
They then form a complex with GDI, and return to the cytosol. However, it is not known 
if all of GDP-bound form returns to the cytosol or if some remains on the membrane. 
This question is addressed with mathematical modelling in Chapter 4. 

The mechanism by which GDI is released from the Rho family proteins is also not 
yet known. Bokoch et al. (1994) showed that release of Rac from GDI occurred only in the 
presence of GTP and a membrane component, and not in the presence of membrane and 
GDP. Two schemes have been suggested for coupling nucleotide exchange to membrane 
translocation. In the first, guanosine exchange takes place first, and translocation occurs 
later. In the second; membrane translocation occurs before the GTP-GDP exchange. 
Robbe et al. demonstrated that the soluble Rac-GDI complex is very poorly activated by 
the DH-PH domain (active GEF site) (Robbe et al., 2003). Hence Rac has to dissociate 
from GDI and translocate to the membrane before it can be activated by a GEF. 

It is generally believed that the G-protein has to be both in the GTP-configuration 
and membrane-bound to interact with its effectors and trigger a cellular response, so the 
cytosolic form of the proteins is assumed to be inactive. When activated, the proteins 
are translocated to specific membrane sites. However, little is known about the molecular 
mechanism, that allow the delivery and translocation of Rho proteins to specific sites in 
cell membranes. It was shown that GDI delivers GTP-bound Rac and Cdc42 to new sites 
of integrin adhesion at the leading edge of a motile cell (Del Pozo et al., 2002). 

It should also be mentioned that mutations that render Rho proteins constitutively 
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active or dominant negative interfere with binding to GDI, so the proteins will be found 
bound to plasma and internal membranes (Michaelson et al., 2001). 

Some controversies regarding GDI still remain unsolved. The group of Beliveau 
argues that there is another population of Rho proteins that do not interact with GDI. 
In their experiments, some of the protein could not be extracted from membrane by 
GDI (Bilodeau et al., 1999). They also suggest that some of the cytosolic protein is not 
complexed with GDI, without explaining how that is possible, since post-translational 
modification (prenylation) should anchor the protein to the membrane. They believe that 
there is another physiological factor determining whether RhoA interacts with GDI or 
not. In a later paper they suggest that phosphorylation of the small G-proteins further 
regulates interaction with GDI and extraction from the membrane (Forget et al., 2002). 

Another question that has been raised is whether GDI interacts with the GDP-
bound forms of the protein only, or also with the GTP-bound form. Early studies reported 
that GDI has 10 fold higher affinity for GDP-bound form than for GTP-bound form 
(Sasaki et al., 1993). But some groups later suggested that GTP-bound forms can also 
be in complex with GDI in the cytosol (Del Pozo et al., 2002).. However, since they are 
bound to GDI, these GTPases would not be able to interact with downstream effectors. 
So, although in some circumstances GTP-bound proteins might be present throughout 
the cell, rather than just on the membrane, it is in regions where membrane translocation 
is taking place that a small G protein would be able to interact with its effectors. Thus, 
GDI also controls the spatial distribution of the active Rho proteins. 

1.6 Activation of Rho Proteins in Cells 
The Rho family proteins become activated in response to various extracellular signals in­
cluding soluble cytokines, growth factors, and extracellular matrix proteins. Activation 
occurs via GEFs. For example the Vay family of GEFs are recruited to activated receptors, 
where they undergo tyrosine phosphorylation, which increases their GEF activity. These 
GEFs are downstream of EGFR (epidermal growth factor receptor), PDGFR (platelet de­
rived growth factor), as well as Ras. The activation of Rho GTPases is very closely tied to 
the phosphoinositides. There is a positive feedback loop between PI3K (phosphoinositide 
3-kinase) and the Rho proteins (Srinivasan et al., 2003; Weiner et al., 2003; Wang et al., 
2002). 

The specific mechanism of RhoA activation (as opposed to general principles of 
activation by GEFs) during cell migration has not been well studied (Raftopoulou and 
Hall, 2004). More effort has focused on Rac and/or Cdc42 activation. 

Rac can get activated by both tyrosine kinase receptors and heterotrimeric G-
protein-coupled receptors. This pathway is dependent on PI3K (phosphoinositide 3-
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kinase).Two Rac GEFs, Tiaml and Vavl, are regulated by PI3K products (Ridley, 2001b). 
The product of PI3K, PIP3, accumulates at the leading edge of migrating cells via a feed­
back loop involving Rac (Srinivasan et al., 2003; Weiner et al., 2003). Inhibition of PI3K 
blocks Rac activation (Ridley, 2001b), and generation of PIP3 is known to be essential for 
receptor-mediated activation of Rac (Hall, 1998). 

Cdc42 can also be activated by tyrosine kinase receptors in. response to growth 
factors such as epidermal growth factor (EGF) and platelet derived growth factor (PDGF). 
Like Rac, Cdc42 is activated at the-leading edge of motile cells via the PI3K pathway. 
Unlike Rho and Rac, there has been no reports that PIP 5-kinase is an effector of Cdc42. 
Cdc42 can also be activated by signals that do not activate Rac. Heterotrimeric G-
protein signalling as a response to the chemoattractant C5a activates Cdc42, but not Rac 
in neutrophils (Etienne-Manneville, 2004). 

In addition to soluble factors, the Rho GTPases are also regulated by adhesion to 
the extracellular matrix (ECM) via transmembrane receptors called integrins. The integrin 
signalling pathways have not been studied for as long as receptor-mediated activation by 
soluble factors, but several pathways relating to Rho proteins have been found. Integrin 
engagement results in a transient decrease in Rho activity, followed by activation (DeMali 
et al., 2003). The Rac GEF Vavl is downstream of integrin engagement (DeMali et al., 
2003). Also, as stated in an earlier section, integrins can target GDI to sites of adhesion 
(Del Pozo et al., 2002). 

1.7 Downstream Targets of Cdc42/Rac/Rho 
Rho GTPases regulate the activity of numerous proteins. These effector 3 proteins clearly 
link the Rho family to the assembly of filamentous actin. The signal-transdnction path­
ways from the Rho proteins to the 'cytoskeleton are shown in Figure 1.3 and discussed in 
more detail below. However, we do not include effectors of Rho proteins in the modelling, 
and they do not form a major theme in the thesis. 

Small G-proteins transduce signals to their downstream effectors only when they 
are in their active GTP-bound form. Many effectors have autoinhibitory domains, be­
coming activated when a Rho protein binds and releases this inhibition. This method of 
activation has been conclusively shown for scaffold proteins such as WASP, Dia, and is be­
lieved to hold for other effectors as well (Bishop and Hall, 2000). Rac and Cdc42 have quite 
a few common downstream effectors, but Rho downstream pathway differs significantly 
from the Cdc42/Rac pathway, in that it alone affects myosin. Many of the Cdc42/Rac 
targets, such as WASP, contain a conserved Cdc42/Rac interacting domain (CRIB do­
main), that binds only the GTP-bound forms (Takai et al., 2001). Hence, markers for 

3 E f f e c t o r s - p r o t e i n s t h a t b i n d t o R h o G T P a s e s o n l y w h e n t h e G T P a s e s a r e i n a n a c t i v e s t a t e . 
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measuring or visualizing active Cdc42/Rac proteins often contain the CRIB domain. 

1.7.1 Rac Targets . 

Active Rac stimulates actin polymerization by stimulating the Arp2/3 complex (via the 
WAVE protein complex). Arp2/3 initiates the formation of new actin filaments on the sides 
of existing actin filaments, forming a branching actin network. Rac also stimulates actin 
polymerization by promoting formation of P I P 2 - This P I P 2 then binds to capping proteins 
and removes them from barbed ends of actin filaments at or close to the plasma membrane. 
Rac also inhibits actin depolymerization by stimulating the activity of LIM-kinase that 
phosphorylates and inactivates cofilin, a protein that promotes actin depolymerization. 

1.7.2 Cdc42 Targets 

Cdc42 stimulates actin polymerization by interacting with WASP (Wiscotf Aldrich Syn­
drome protein) and the related N-WASP, leading to activation of the Arp2/3 complex. 
Note that Rac stimulates activation of Arp2/3 by a different protein complex, WAVE. 
Both WASP and Arp2/3 are necessary for Cdc42 to trigger actin filament assembly. In a 
cell free system, Cdc42 was found to stimulate actin polymerization independent of P I P 2 
(Mackay and Hall, 1998). However, maximal actin polymerization also requires P I P 2 
(Schmitz et al., 2000). Active Cdc42 also directly interacts with part of the cytoplasmic 
complex that coats membrane regions and promotes budding and formation of vesicles 
(Helmreich, 2001). So Cdc42 regulates transport between ER and Golgi, explaining why 
it is often found localized at the Golgi. 

1.7.3 Rho Targets 

Rho stimulates myosin light chain .(MLC) phosphorylation via its downstream target 
ROCK (Rho kinase) (Ridley, 2001b). The increased level of phosphorylated M L C pro­
motes the interaction of myosin filaments with actin filaments and increases contractility. 
Rho also activates mDia proteins that together with ROCK induce stress fiber formation. 
Dia also interacts with profilin, an actin binding protein (Schmitz et al., 2000). ROCK 
can also phosphorylate LIM-kinase, which, as stated above, will inhibit actin depolymer­
ization through cofilin. Another way Rho can induce actin accumulation is by activation 
of PIP 5-kinase which will increase P I P 2 levels (Ridley, 2001b). 

1.7.4 Conclusions 

Rho GTPases have,a wide range of cellular targets. Over thirty have been identified as 
of now (Bishop and Hall, 2000). Most of these targets link the Rho family to cytoskeletal 
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reorganization. I've described some of the more well-studied effectors such as WASP and 
ROCK that are known to affect the cytoskeleton, but I did not discuss proteins whose 
function is unclear, or which serve a specific function in specialized cells. Numerous 
specialists in the field have suggested that Rho GTPases might interact with different 
effectors depending on cellular context. However, spatio-temporal differences in GTPase 
target activity is a big unknown at the present. 

1.8 Localization of Rho Proteins in Cells 
The location of active Rho family proteins in live mammalian cells has been surveyed by 
different methods and continues to be an active area of research. It is of particular interest 
to us, as models of spatial redistribution of Rho GTPases are discussed in Chapter 3 

Pull down assays use domains from Rho targets, such as the CRIB domain men­
tioned in the previous section, that bind only to GTP-bound small G-proteins. Cells are 
lysed after some time, and the amount of GTP-bound or total protein in the cell at that 
time is measured. These methods provide no spatial information about protein location, 
and limited temporal resolution compared to fluorescence methods. 

Another visualization method involves producing Rho GTPases that are fused with 
green fluorescent protein (GFP). The fluorescent protein is transfected into a live eukary-
otic cell and visualized by fluorescence microscopy. This method does not distinguish 
between the active and inactive forms of the Rho protein. The Rho proteins are typically 
overexpressed in these experiments, and the amount of overexpressed protein" exceeds the 
amount of available GDI that would keep the protein inactive in the cytosol. Thus, the 
results obtained may not be the same as for endogenous Rho proteins.. Another prob­
lem with this technique is that GFP-proteins are diffusely dispersed throughout the cell, 
resulting in a high background noise (Pertz and Hahn, 2004). 

Regardless, GFP labelled proteins provided many insights. Michaelson et al. (2001) 
found that GFP-Racl was found predominantly in the plasma membrane. GFP-RhoA was 
found mainly in the cytosol with only a small amount detected on the plasma membrane 
(Michaelson et al., 2001). Both Michaelson and other groups found that Cdc42 localizes in 
the cytosol with enhanced activity on the endoplasmic reticulum (ER) and Golgi complex 
in addition to being present on the plasma membrane (Ridley, 2001b; Zerial and Huber, 
1995). This is probably due to the fact that Cdc42 is involved in regulating ER to Golgi 
transport and reorienting the Golgi apparatus in direction of cell movement (Hall, 1998). 

Expression levels of the GFP-GTPases that were closer to endogenous levels showed. 
more of the fluorescent proteins in the cytosol (due to presumed interaction with GDI). 
Overexpression of GDI also led to more proteins being present in the cytosol. The mem­
brane compartments to which the proteins localized did not change as a result of these 
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experiments. Studies of GFP labelled proteins cannot reveal if the membrane-bound small 
G-proteins were GTP-bound or not. However, transfection of a GEF, Dbl, leads to mor­
phological changes in cells consistent with activated Cdc42/Rac and a redistribution of 
GFP-labelled Cdc42 and Racl to the lamellipodia membrane at the same time is clearly 
observed. 

Newer, more sensitive techniques use fluorescence resonant energy transfer (FRET) 
to detect Rho family protein activation with a high spatial resolution. FRET detects the 
interaction of two proteins that have been tagged with a FRET donor/acceptor pair. By 
using a domain of a Rho protein effector as one of the proteins, FRET can be used to 
detect when a GTPase undergoes activation and binds to the domain (Pertz and Hahn, 
2004). This method was used by Krayanov et al. (2000), who found that, in migrating 
Swiss 3T3 fibroblasts, active Rac forms a gradient that is highest at the leading edge 
of the cells (see Figure 1.5). Furthermore, the activation of Rac was restricted to the 
sites of actin polymerization, independent of total Rac distribution in the cell. Later, 
the same group visualized active Cdc42 in fibroblasts (Nalbant et al., 2004). Because 
Nalbant et al. (2004) detected endogenous Cdc42, they could visualize activation of the 
protein at native concentrations found in the cell. Although their cells are not migrating, 
a high level of active Cdc42 can be seen at cell edges that are undergoing remodelling (see 
Figure 1.4). Following kinetics of Cdc42 activation during the extension and retraction of. 
individual protrusions, Nalbant et al. (2004) found a close correlation between extension 
and retraction and the rise and fall of Cdc42 activation. 

• Itoh et al. (2002) also used FRET-based probes to measure the activation of Cdc42 
and Rac in motile HT1080 cells. Because of the design of their probe, the labelled proteins 
were unable to interact with GDI and, thus, unable to come off the membrane. Itoh et al. 
(2002) detected gradients of active Cdc42 and Rac that were highest at the leading edge 
of the cell. When cells changed direction, these gradients rapidly decreased. They also 
demonstrated that activity of Cdc42 was highest right at the tip of the leading edge, while 
Rac activity was highest immediately behind the leading edge. 

Unlike Cdc42 and Rac, direct visualization of active Rho in moving cells has not yet 
been done. It is believed that the distribution of active Rho correlates to the focal adhesion 
distribution (Bershadsky et al., 2003). Since active Rho is required for retraction of the 
cell body, it is believed to form an inverse gradient to that of Cdc42 and Rac (Raftopoulou 
and Hall, 2004). 

It should also be mentioned that the relative levels of the Rho proteins in the cell 
vary with the extracellular matrix composition. Cells are able to respond to changes in 
matrix composition through crosstalk with integrins (Ridley, 2001b). 
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Figure 1.5: A . Rac levels in a moving fibroblast. F R E T reveals active Rac levels only, while 
GFP-Rac reveals overall Rac distribution in the cell. The highest concentration of total Rac was 
seen around the nucleus (red). However, active Rac distribution forms a gradient that is high at 
the leading edge, where total Rac levels are lowest (blue). B . Rac distribution (active form and 
total) in a nonmotile cell. Here, active Rac is present only at the periphery of the cell, where it 
had been in contact with other cells in a monolayer. Reprinted with permission from Krayanov 
et al. (2000). Copyright 2000 A A AS. 
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1.9 Crosstalk between Cdc42, Rac, and Rho 
So far we have outlined the various ways that Cdc42, Rac, and Rho can get activated 
via receptor mediated signalling, but different Rho family proteins can also activate one 
another. In Chapter 2 we will mathematically formulate various ways that Cdc42, Rac, 
and Rho can regulate each other. A polarized cell establishes a front (with high level of 
active Cdc42 and Rac and a low level of active Rho) and a back (with low level of active 
Cdc42 and Rac and high level of Rho). Therefore, the crosstalk has to be consistent 
with these observations. In Chapter 3 we will explore how one suggested Rho interaction 
pathway determines the spatial distribution of the GTPases. 

1.9.1 Classic Rho Cascade 

The first report of the crosstalk of Rho family proteins came from the group of Alan Hall 
(Ridley et al., 1992),who did experiments on Swiss 3T3 fibroblasts. The activation of 
Cdc42, Rac, and Rho by extracellular factors, remains best characterized in those cells. 
Cdc42, Rac, and Rho can be activated by exposing cells to extracellular growth factors, 
microinjecting the cells with constitutively active form of the protein, or microinjecting 
the cell with GEFs. Microinjection of Cdc42 into the cell leads to immediate appearance 
of filopodia, followed by Rac dependent appearance of lamellipodia and membrane ruffles, 
then finally by Rho-dependent changes in stress fibers. Microinjection of Rac leads to 
immediate ruffling and formation of stress-fibers 5-10 minutes later. Microinjection of Rho 
leads to assembly of stress fibers and focal adhesion within 2 minutes, but no filopodia or 
ruffles form. Injecting Rac and an enzyme that inactivates Rho leads to ruffle formation, 
but no stress fibers. This suggests that there is a cascade of small G-protein activation, 
where active Cdc42 activates Rac, which activates Rho (Ridley et a l , 1992; Nobes and 
Hall, 1995). 

It must be pointed out that activation of Cdc42 is not required to activate Rac. 
However, the activation of Cdc42 is needed in order to restrict Rac activation to the 
leading edge of the cell (Mackay and Hall, 1998; Nobes and Hall, 1999). Rac is activated 
by receptor mediated signalling pathways, some of which are the same for both Cdc42 
and Rac. However, Rac also responds to signalling from active Cdc42. A recent paper 
reports that activation of Cdc42 can lead to activation of Rac via allosteric regulation of 
a Rac-GEF Cool-2 by active Cdc42 (Baird et al., 2005). 

1.9.2 Antagonism between Rac and Rho 

The activation of Rac by Cdc42 has been observed in numerous other cell lines in addition 
to the Swiss 3T3. It couples Cdc42-dependent polarization of the cell to Rac-dependent 
protrusion, and is taken to be ubiquitous. The activation of Rho by Rac is a much more 
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contentious issue. Quiescent Swiss 3T3 fibroblasts have no detectable stress fibers, and 
when Rac is activated, there is a weak and delayed activation of Rho, producing a few 
stress fibers. In cells that already have abundant pronounced stress fibers (presumably 
that means they have higher Rho levels), Rac activation leads to loss of stress fibers 
(Ridley, 2000; Mackay and Hall, 1998). 

After the initial report of Rac activating Rho in Swiss 3T3 fibroblasts, a large 
number of groups reported antagonism between Rac and Rho. In particular, Sander et al. 
(1999) reported that signalling by constitutively active Rac inhibited Rho in NIH 3T3 
fibroblasts, while Rho activation did not affect the activity of Rac. (Sander et al., 1999) 
found inactivation of Rho by Rac in epithelial M D C K cells and Cos-7 cells. They proposed 
that a balance between Rac and Rho activity (Rho acting on Rac through inhibition of 
Cdc42) determines both the morphology of the cell and its migratory behaviour. Caron 
(2003) found that activation of Rac resulted in a three to four fold decrease in the levels 
of active GTP-bound Rho. Zondag et al. (2000) reported that downregulation of Rac 
activity leads to an increase in Rho activity in NIH 3T3 fibroblasts, supporting reports 
of Rac inhibiting Rho. Meili and Firtel (2003) concluded that Rac and Rho mutually 
inhibited each other in neutrophils. 

1.9.3 Rac and Rho, Revisited 

In many cell lines (particularly in neuronal cells) Rac and Rho seem to be antagonistic to 
each other and produce opposite morphological behaviour: Rho promotes cell contractility, 
while Rac promotes cellular protrusion. The contradictory evidence on when Rac activates 
Rho and when Rac inhibits Rho probably stems from the fact that in early experiments the 
level of activity.of a particular GTPase was not measured, but inferred from appearance 
of phenotypic traits associated with Rac or Rho activation. 

In later experiments, assays were performed on cell lysates that gave the total level 
of active GTPase in the cell at a specified time, but no spatial information about the 
distribution of active Rac and Rho in the cell. In addition, cell type, the Rac or Rho 
activator used, and the relative levels of the small G-proteins also, play a role in whether 
activation or inactivation occurs. Consider the paper by Tsuji et al. (2002). They reported 
Rho-dependent Rac activation mediated by the Rho effector mDia,. However, another Rho 
effector, ROCK, antagonizes this pathway, so this Rho-dependent Rac activation could 
only be observed when the ROCK pathway is selectively inhibited. However, only a low 
level of active Rho is needed for the mDia pathway, while the ROCK pathway requires 
a high GTP-Rho level. So, presumably, Rho will activate Rac when present in small 
amounts, but inhibit it in large amounts. To add another level of complexity to the issue, 
mDia was shown to localize to membrane ruffles in motile cells, while ROCK activity is 
crucial in the rear. Thus, the two Rho effectors have opposite effects on Rac, and may 
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operate in different locations in the cell. 

1.9.4 Is Rho Crosstalk Occurring at the GTPase level? 

It is natural to ask whether the crosstalk described above occurs because one protein is 
affecting the amount of active form of a different Rho protein, or if protein A is influencing 
the expression of downstream target(s) of protein B. Hall and coworkers concluded that 
Rho crosstalk occurs at the GTPase level based on the following indirect evidence. While 
Cdc42 injected cells give rise to Rac-dependent morphological changes, such as lamel-
lipodia, Rac-null cells that are injected with Cdc42 do not exhibit lamellipodia, which 
is consistent with Cdc42 or its effectors activating Rac (Nobes and Hall, 1995). Simi­
lar reasoning was used to conclude that Rac activates Rho. Later papers provide more 
conclusive evidence that one GTPase can control the switch mechanism of another. Ex­
perimental techniques developed after the classic work of Hall allowed the total level of 
GTP-bound (active) form of a small G-protein to be measured, and compared with its 
GTP-level after the active form of another small G-protein has been added. In this way, 
it could be determined if one protein "activates" or "inactivates" another. Furthermore, 
the use of mutants unable to undergo cytoskeletal changes showed that reorganization of 
the cytoskeleton does not play a role in the inactivation of Rho by Rac (Sander et al., 
1999). 

Of course, crosstalk at the GTPase level does not in any way preclude Cdc42, Rac, 
and Rho's effectors influencing Rho GTPases' downstream pathways. Many pathways in 
a cell are "redundant" from a mathematical viewpoint. Combining such "redundant" sig­
nalling both upstream and downstream of the GTPases can allow polarization to be more 
spatially precise and occur on a faster timescale, as well as safeguard against mutations. 

1.10 Mathematical Modelling and Rho GTPases 
As has been shown in this chapter, Rho GTPases play a very important role in the motility, 
of cells. Subject to intense research since the early nineties, a great deal of information 
is now known about these proteins. Much more remains to be learned. Al l the work on 
the Rho GTPases described above has been experimental. What can be learned from 
mathematical models? Previous mathematical treatments of chemoattractant gradient 
sensing and cell polarity focused on the phosphoinositide lipids (Levchenko and Iglesias, 
2002; Krishnan and Iglesias, 2004; Subramanian and Narang, 2004) or unspecified second 
messenger molecules (Postma and Van Haastert, 2001). These theoretical papers con­
tributed to the understanding of cellular response to chemotactic signals. However, to our 
knowledge, despite experimental observations of the spatial distribution of active forms of 
Rho family small G-proteins in moving cells (Krayanov et al., 2000; Nalbant et al., 2004), 
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no one has modelled the spatial segregation of Rho proteins or how it arises in polarized 
cells. Since the Rho proteins have been shown to have an essential role in cell polarization 
and affect the dynamics of F-actin formation, we feel that it is of interest to model their 
dynamics and distribution. Furthermore, a simple "Rho" model that mimics the dynamics 
of Rho GTPases in motile cells can be used as a module in more complicated models of 
the cytoskeleton. 

Our immediate goal when undertaking this project was to look at various proposed 
pathways of interaction to determine if they can give rise to the spatial segregation of 
active Cdc42/Rac and Rho that is believed to exist. Little is actually known about the 
mechanisms responsible for the crosstalk between the small G-proteins. Based on the 
evidence in section 1.9.4 we believe that the Rho proteins interact with each other at the 
GTPase level via GEFs and GAPs. With the exception of an interesting work by Baird 
et al. (2005) on Rac-GEF Cool-2, which links Cdc42 activation to activation of Rac, the 
GEFs and GAPs in the Rho crosstalk cascades remain unidentified. Modelling can help 
shed some light on what is happening. 

In Chapter 2 we proceed to formulate several nonlinear ODE models based on the 
various proposed schemes of Rho crosstalk. We analyze the steady state solutions of these 
models. In particular, we are interested if these models are capable of bistable behaviour 

, that is consistent with the observed dynamics of the Rho proteins. In Chapter 3 we explore 
a spatial form of a crosstalk model that satisfies the bistable criterion. In Chapter 4 we 
return to the activation cycle of a single GTPase, and develop a more detailed model 
incorporating available biochemical data. 
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Chapter 2 

Modelling the Interactions 
Between Rho GTPases 

2.1 Modelling Approach and Hypothesis 
This chapter is concerned with temporal dynamics of the Rho proteins. Our work is based 
on the following basic assumptions: 

• The Rho proteins are not synthesized or degraded during cell polarization, but only 
undergo conversion between active and inactive forms. In other words, the total 
level of Cdc42, Rac, and Rho in the cell remains constant over the time scale needed 
for cells to polarize. 

• The pool of inactive (cytosolic) Rac, Rho and Cdc42 is large, and not a limiting 
factor. Cytosolic forms diffuse approximately 100 times faster than the membrane-
bound forms (Postma et al., 2004). We assume that the distribution of the cytosolic 
forms will be approximately homogeneous in space, even when the active forms are 
polarized on the membrane. As a result, we only keep track of the active forms of 
the Rho proteins on the cell membrane. 

• Each Rho protein has a basal rate of activation (GTP-loading), and a basal turnover 
or inactivation rate (GTP-hydrolysis). Activation and inactivation of Rho proteins 
are indirect processes via the GEFs and GAPs, that were discussed in Chapter 1. 

It is known that crosstalk occurs between the Rho small G-proteins (see Chapter 1). 
We want to investigate the hypothesis that crosstalk at the the GTPase level coupled 
to lateral diffusion of the proteins enables a cell to form a distinct front and back and 
become polarized. In this chapter we use mathematical modelling to address the following 
questions: 
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1. Which of the proposed interactions of the Rho proteins give rise to toggle switch 
behaviour, where a system can alternate between two stable steady states? 

2. What biochemical interactions are necessary for a three component system to exhibit 
such dynamics? 

Since the detailed biochemistry of the Cdc42/Rac/Rho crosstalk are not known at 
the moment, this investigation is meant to be an exploration of possible scenarios that 
might be occurring, rather than a strict formulation of one particular biochemical pathway. 
Our goal is to be able to answer whether crosstalk interactions, together with diffusion, 
can lead to spatial inhomogeneity and polarization; and if so, what form these interactions 
might take. 

Since we are only considering the three pivotal Rho proteins (Cdc42, Racl, and 
RhoA) in our modelling, we have to represent the indirect crosstalk pathways via other 
intermediates by simplified direct positive or negative effects, where the concentration of 
the active form of one protein affects the activation or inactivation rate of another. Since 
the current literature includes multiple hypotheses for how the small G proteins interact 
with one another, we test a variety of possible interaction schemes to determine which 
can give rise to the observed behaviour and which cannot. Modelling can then allow us 
to reject those schemes that cannot reproduce observed behaviour. 

. To avoid analyzing all possible interactions that can happen in a three component 
system, we focus on what is currently known about the interactions of Rac with Cdc42 
and Rho. It is believed that Cdc42 activates Rac in a variety of cell types. Recently 
Baird et al. (2005) reported a mechanism for activation of Rac by Cdc42 via the Rac-GEF 
Cool-2. Hence we will assume that Cdc42 activates Rac unless noted otherwise. 

Note that these models will not deal with additional downstream effects of the Rho 
proteins, and cannot shed any light on how Rho proteins interact with their effectors. We 
focus entirely on GTPase level crosstalk between the three Rho proteins only. We do not 
consider the additional crosstalk between the Rho proteins and Ras, which is known to 
occur. Crosstalk between Rho proteins and P I 3 K / P I P 3 is also not included at this stage. 

2.2 Turing Patterns versus Bistability 

If we assume that the Rho proteins move on the plasma membrane only by passive diffusion 
(no active transport), the spatiotemporal interactions of the active Rho proteins can be 
modelled by a reaction-diffusion system. Our goal is to investigate under which conditions 
the reaction-diffusion system can give rise to a spatial pattern similar to one that is 
observed in polarized cells. Before we begin modelling the spatial distribution of Rho 
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GTPases, we look at the temporal dynamics necessary for pattern formation in a reaction-
diffusion system. 

Spatial patterns in reaction diffusion systems are often formed by so-called diffusion 
driven or Turing instability (Murray, 2001). Diffusion driven instability is obtained when 
the presence of diffusion causes a stable spatially uniform steady state to become unstable. 
One of the necessary conditions for the occurrence of diffusion-driven instability is for 
different components of the system to have different rates of diffusion. The three Rho 
proteins are all roughly the same size (21 kDa) and diffuse at the same rate. In general, 
cytosolic proteins diffuse faster than membrane-bound ones, so there is a difference in 
the diffusion rates of cytosolic forms and membrane-bound forms of Rho GTPases. The 
diffusion coefficient of the membrane-bound Rho proteins is likely to be similar to that 
of membrane-bound Ras, around 1 nm2s~l (Goodwin et al., 2005). Cytosolic forms 
diffuse approximately 100 times faster than the membrane-bound forms (Postma et al., 
2004). However, under our assumption that the cytosolic pool is large and homogeneously 
distributed, a Turing instability will not occur. Instead, we investigate if spatial patterns 
can form due to the presence of diffusion in a system with multiple linearly stable steady 
states. 

Some feedback must occur between the proteins for multiple steady states to ex-
ist(Ferrell, 2002). Therefore, we begin by examining the crosstalk between-the Rho GT­
Pases that has been suggested in the literature to see if it consistent with multiple steady 
states. We look for an ODE (space independent) model that can have bistable behaviour, 
switching between a high level of Cdc42/Rac, low level of Rho steady state and low level 
of Cdc42/Rac, high level of Rho steady state. The simplest such system would have three 
steady states. Two of these (stable nodes/foci) would correspond to high Cdc42/Rac and 
low Rho level, and low Cdc42/Rac and high Rho level. The third, a saddle point, would 
separate the basins of attraction of these two states. Whether the system reaches a high 
Cdc42/Rac or high Rho steady state will depend on the initial conditions. 

Since we are dealing with concentrations of proteins, all steady states need to be 
strictly non-negative. We assume that each protein is characterized by basic (mass action) 
production/decay kinetics, and want to determine biologically plausible kinetics for which 
such dynamics could occur. Once we investigate the well-mixed or local dynamic behaviour 
consistent with the known dynamics of Rho GTPases, in Chapter 3 we investigate if 
spatially inhomogeneous steady states can occur by incorporating diffusion of the proteins 
into the appropriate ODE model(s). 
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2.3 Interaction Pathways Proposed in the Literature 
Based on the discussion above, we proceed to evaluate whether the Rho crosstalk pathways 
that have been proposed in the biological literature can have a high Cdc42/Rac, low Rho 
stable steady state and a low Cdc42/Rac, high Rho stable steady state. We do not 
judge the validity of the experiments on the basis of which these pathways were proposed. 
Instead, we would like to determine if any of these pathways can result in the type of 
bistability described in the previous section. 

2.3.1 Case I (Nobes and Hall, 1995) 

The first evidence of small G-proteins crosstalk was established by the group of Alan 
Hall during his classic microinjection experiments. Nobes and Hall (1995) propose an 
activation cascade, where Cdc42 activates Rac, which in turn activates Rho. 

Cdc42 >-Rao *• Rho 

This pathway was proposed to explain small GTPase regulated cytoskeletal changes 
in fibroblasts. It was not hypothesized to lead to spatial redistribution. In fact, very little 
about the cellular localization of the Rho proteins was known when these experiments 
were performed. 

The proposed cascade does not suffice for bistability. There is no feedback on Cdc42 
from any of the other proteins, so Cdc42 will reach an equilibrium value independent of Rac 
and Rho levels. The Cdc42 steady state value, in turn, will determine the equilibrium level 
of Rac, and Rac level will determine that of Rho. Some feedback must occur between the 
proteins for multiple steady states to exist, so we need to look at other possible interactions 
between the proteins. • 

2.3.2 Case II (Mackay and Hall, 1998) 

After the initial report of Rac activating Rho in Swiss 3T3 fibroblasts from the group 
of Hall, a large number of other groups reported antagonism between Rac and Rho, as 
discussed in Chapter 1. Based on this work Mackay and Hall (1998) suggested the following 
modification to the Rho crosstalk (activation represented by —>, inhibition represented by 
-•0-

Cdc42 *-Rac * phn 

When a cell has few stress fibers, Rac will activate Rho, but Rac will inhibit Rho if 
a cell has numerous stress fibers. However, to develop a mathematical model based on this 
information, we need to know the conditions under which Rac-dependent activation of Rho 
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becomes Rac-dependent inhibition. Furthermore, as in Case I, lack of feedback to Cdc42 
from the other proteins means that Cdc42 will reach an equilibrium value independent of 
Rac and Rho levels. The Cdc42 level will determine the equilibrium values of Rac and 
Rho. • • 

2.3.3 Case III (Giniger, 2002) 

Giniger (2002) speculated that a cycle of activation might be occurring rather than the 
activation cascade proposed by Nobes and Hall (1995). The suggested interactions are: 

Giniger (2002) suggests that these interactions might explain the cyclic nature of 
the actin dynamics in neuronal growth cones. Further on, we show that this scheme can 
have bistable behaviour and lead to a spatial segregation of Cdc42/Rac and Rho in general 
cell types. Giniger (2002) does not postulate details of the crosstalk terms. In principle, 
each arrow could denote some effect (positive or negative) on a GEF or GAP that loads or 
removes GTP from a G-protein. We will explore possible types of effects in our modelling. 

2.3.4 Case IV (Evers et al., 2000; Sander et al., 1999) 

Evers et al. (2000) and Sander et al. (1999) claim that there is unidirectional inhibition 
of Rho by Rac at the GTPase level in various cell types. Cdc42 was also found to inhibit 
Rho, but it was not determined whether this was a Rac dependent effect.. No effect on 
Rac was observed when Rho levels were increased. The effect of Rho levels on Cdc42 
was not studied. Although it was not determined if Cdc42-dependent inhibition of Rho 
occurred independently of Rac, or through Cdc42 regulated activation of Rac, but Evers 
et al. (2000) andSander et al. (1999) include both effects in'their proposed model of Rho 
GTPase crosstalk. 

Cdc42 — ->Rac J Rho 

They suggest that the balance between Rac and Rho activity determines the mor­
phology of the cell and whether or not a cell migrates. However, their scheme has the 
same problems with achieving bistability as Case I and Case II - no feedback from Rac 
or Rho to Cdc42. 
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2.3.5 Case V (van Leeuwen et al., 1997) 

van Leeuwen et al. (1997) reported that Rac and Rho antagonize one another in neu­
roblastoma cells, van Leeuwen et al. (1997) didn't directly monitor the GTP state of 
the proteins, but inferred activation/inactivation through morphological changes in cells, 
obtaining the following hierarchy: 

Cdc — R a c - Rho 

We will demonstrate later that, although this scheme exhibits bistable behaviour, 
since Cdc42 is uncoupled from the other proteins, it achieves a steady state that is inde­
pendent of the distributions of Rac and Rho, which is contrary to experimentally measured 
gradients of active Cdc42 and Rac in moving cells. 

2.3.6 Case VI (Li et al., 2002) 

Another study of Rho GTPases in neurons reported that Rac activates Rho, while Rho 
inhibits Rac (Li et al., 2002). Cdc42 was found to inhibit Rho. If we couple these 
interactions to the Cdc42-dependent activation of Rac, we obtain the following scheme: 

Cdc42 >- Rac i > Rho 

These interaction might result in bistability, but again, the absence of feedback 
from other small G-proteins to Cdc42 will result in a unique steady state value value of 
Cdc42 concentration. 

2.3.7 Discussion of Schemes Proposed in the Literature 

We conclude that, of the six crosstalk pathways surveyed above only one, case III, is 
consistent with the existence of both a high Cdc42/Rac and a high Rho steady state. 
We, therefore concentrate on this case in the rest of the chapter. This does not mean 
that the crosstalk suggested in the other cases does not occur, but that other feedback 
terms (possibly involving other players such as phospholipids) must also be involved. For 
example, Evers et al. (2000); Sander et al. (1999) (case IV) found inhibition of Rho by 
Rac and Cdc42, but didn't examine if Rho inhibits Cdc42. Their proposed model will 
not permit bistability. However, the scheme shown in Figure 2.1, which is consistent with 
their experiments allows both a high Cdc42/Rac and high Rho steady states. 
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Cdc42 *-Rac 1 Rho 

Figure 2.1: An interaction scheme not proposed in the literature that can give rise to 
bistability. 

2.4 Formulation of a Model for Rho Protein Interactions 
Let R be the concentrationof the active form of a single protein. R can be described by a 
differential equation of the form: 

D § = A R - 5 R R , (2.1) 
at 

where AR is the protein's activation rate and 5R is the inactivation (turnover) rate. If 
AR and 8R are constant, the system will exponentially approach the unique steady state 
R = AR/SR. Multiple steady states are possible for some functional forms of AR and 5R 
that depend on R. 

Letting C be the number of molecules of active (GTP-bound) Cdc42 on the mem­
brane, R the number of molecules of active Rac on the membrane, and p the number of 
molecules of active Rho on the membrane, we get the following system of the three Rho 
proteins: 

— = A C - 6CC, 
at 

— = A R - 5 R R , . (2.2) 

dP A x 
Tt - A " S"fK ••• 

where the interactions of Cdc42, Rac, and Rho proteins are represented by assumed func­
tional forms of the activation terms (AC,AR;AP). We assume that each protein has a 
constant basal rate of activation (IC,IR,IP) as well as a concentration dependent term. 
The basal decay rates follow first-order kinetics with rate constants 8C,SR,SP (measured 
in sec - 1). 

A verbal model that is consistent with interactions proposed by Giniger (2002) is 
given by: 
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—— = basal activation - inactivation by Rho - basal inactivation, 
at 
dR 
—— = basal activation + activation by Cdc42 - basal inactivation, at 

^f- = basal activation + activation by Rac - inactivation by Cdc42 - basal inactivation. dt 
(2.3) 

The notion of " activation" can actually refer to two different processes: an increase 
of conversion of GDP-bound form to GTP-bound form via GEF activity, or a decrease or 
slow-down in conversion of GTP-bound form back to GDP-bound form via GAP inhibi­
tion. Similarly, downregulation of GTP-bound forms can be caused both by inhibition of 
GEF activity or by stimulation of GAP activity. Downregulation can also occur due to 
competition for common GEFs. Theoretically, the Rho proteins can also crosstalk to each 
other via Rho GDI, that regulates the membrane translocation cycle of all the Rho family 
proteins. Practically, that does not occur, as GDI is far less specific than the numerous 
GEFs and GAPs, that can target one particular protein. There have been no reports of 
GDI selectively targeting one of the Rho proteins in response to signalling. 

Our initial modelling for the interactions of small GTPases is based on thefollowing 
assumptions about activation/inactivation summarized in Figure 2.2: 

1. If protein Y activates protein X , then Y speeds up the conversion of the inactive 
form of X (denoted by X) to active form of X (denoted by X*) via a GEF. 

2. If protein X is inhibited by protein Z, then Z* speeds up the conversion of X* to X 
by activating a GAP. The inhibition of X by Z is proportional to the product of the 
active forms of these proteins, X * and Z*. 

v We assume that the activation of X by Y is proportional to the concentration Y* 
of the active form of the protein Y and is independent of X. This assumption implies that 
the concentration of inactive proteins is much higher than that of the active proteins, 
so that over the time course of the activation, the concentration of inactive form does 
not change significantly and can be considered constant. This assumption agrees with 
the known biology, as most of the Rho protein is found in an inactive, cytosolic form. 
Mathematically, this assumption results in a linear activation term kY* that must be 
added to the basal activation rate. 

If, instead of promoting conversion of X to X*, Y* slowed down the conversion of 
X* to X via downregulation of an'X GAP, the activation would now have to depend on 
X*, and, mathematically, the activation term would be a more complicated function of 
Y* and X*. For example, 5x might be a decreasing function of Y*. 
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GEF 

X X* 
GAP 

Figure 2.2: Let X and X* be the inactive and active forms, respectively, of a hypothetical 
small G-protein. Let Y* and Z* be the active form of other small G-proteins. Y* or Z* 
can indirectly affect the conversion of one form to another via a GEF or GAP. 

2.5 Model I 

Our first model applies the assumptions listed above to (2.3). Model I takes the following 
form: 

dC 
dt 
dR 
Id-
dp 
dl 

= Ic-eCP.-8cC, 

= IR + aC-SRR, 

= Ip + pR -Cp-Spp. 

(2.4) 

Here Ic, IR and Ip are the basal activation rates for the small G-proteins, represent­
ing GTP binding via GEF activity, and ultimately, regulated by upstream signals. These 
rates must be positive to have a nonzero level of active Cdc42, Rac, and Rho. IC,IR,IP 

might include a time-dependent pulse, in addition to a constant basal background rate. 
However stability analysis is done under the assumption that these terms are constant. 
6c, 8R and 5P are the decay rates of the active.forms of the small G-proteins (measured 
in sec - 1). Biologically, the decay rates correspond to GTP-hydrolysis rates (stimulated 
by GAPs, which might also be affected by the upstream signal). As stated previously, 
the decay rates are assumed to be proportional to the amount of active forms (first-order 
kinetics), a and B are the activation of Rac by Cdc42, and the activation of Rho by Rac, 
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respectively. The inhibition of Rho by Cdc42, and Cdc42 by Rho is a bilinear function of 
C and p. 

2.5.1 Analysis of Model I 

The goal of this section is to determine by geometric analysis how many steady-states 
with positive values of C, R, p exist for system (2.4). Setting the left side of system (2.4) 
to zero, and eliminating R from the resulting algebraic system we get the following 2 
equations: 

ep + dc 
C^IP + 0IR/SR-6pP 

p - aP/SR 

For the purposes of determining how many steady states there are, it suffices to count 
the number of solutions to these two equations, i.e. the number of intersections of these 
curves in the p — C plane. These equations also correspond to the C and p nullclines, 
respectively, of the reduced p — C plane, obtained by putting R on quasi-steady state. 

Graphical analysis demonstrates that only one intersection of these nullclines can 
occur in the first quadrant of the p — C phase plane. The C-nullcline starts at C = Ic/o~c 
for p = 0 and monotonically decays to 0 as p —> po. The p-nullcline has an asymptote at 
p* — OIP/5R and a zero at p+ = [IP + PIR/SR]/6p. Two possible cases can occur: p+ < p* 
or p+ > p*. 

The value of p* represents the effective rate at which C activates p. p+ is the 
level of Rho in the. absence of Cdc42. The p-nullcline has positive (C, p) values only for 
p between p+ and p*. If p + < p*, then the p-nullcline increases monotonically to oo as 
p —> p*. Otherwise, the p-nullcline is monotonically decreasing between p* and p + . As 
can be seen in Figure 2.3 in both cases there is a unique positive-valued steady state, 
which rules out bistable behaviour. Therefore, we need to modify assumptions about 
activation/inhibition, on which this model was based. 

2.5.2 Other Functional Forms of Activation and Inactivation in Model I 

For multistability to be possible, a system must exhibit some sort of feedback, such as 
positive feedback or double negative feedback (Ferrell, 2002). However, that is not a suffi­
cient condition. The set of differential equations governing the system must be nonlinear, 
and the conditions necessary for the existence of a bistable "switch" are determined by the 
degree of honlinearity. (2.4) contains two nonlinear terms: Cp. We saw in the previous 
section that bistability could not occur in that model. To obtain desired behaviour in our 
model, further nonlinearity must be introduced into (2.4). 
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F i g u r e 2.3: C — p p h a s e p l a n e (R i s o n q u a s i - s t e a d y s t a t e ) d i a g r a m s f o r M o d e l I . C a s e ( a ) o c c u r s 
w h e n p+ < p*. C a s e ( b ) o c c u r s w h e n p+ > p*, w h e r e p* = a(3/5R a n d p+ = [IP + 3IR/5R]/SP. 
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A common nonlinear feature of many models with multiple stable steady states is 
a sigmoidal shaped profile of activation or inactivation kinetics versus concentration. This 
sigmoidal shape often occurs due to cooperativity. A simple well-known equation that 
exhibits bistable behaviour is: 

dA _ An 

-M-S + k™Kn + An-kolfA- (2.7) 

Here A is the level of an autocatalytic chemical that is also activated by an external 
source s. For n > 1 three steady states are possible (Lewis et al., 1977). We get behaviour 
qualitatively similar to equation (2.7) if we use a Hill function rather than a constant term 
Ix for the basal rate of activation of either Cdc42, Rac, or Rho. To include this sort of 
term in our model, we would have to assume that at least one of Cdc42, Rac, or Rho is 
activated in an autocatalytic fashion. However, in this case, the bistable behaviour would 
be a result of autocatalysis rather than interactions of the small G-proteins. Just one of 
Cdc42, Rac or Rho, taken in isolation would be capable of a high and low steady state. 
The main hypothesis that we are trying to test in our modelling is that the interactions of 
the small G-proteins enable a cell to polarize, so we do not consider autocatalytic kinetics 
of Cdc42, Rac, or Rho in isolation. Instead, we focus on the terms in (2.4) that represent 
crosstalk between the proteins. 

C d c - G D P R a c - G D P 
+ 

Rho -GDP 
A 

C d c - G T P _ 

Figure 2.4: Schematic diagram corresponding to Model I. GTP forms are active, GDP 
forms are inactive. Activation (by a GEF) and inactivation (by a GAP) are represented 
by vertical arrows and crosstalk is hypothesized to up or downregulate one or the other 
of these effects 

InGiniger's pathway there are four crosstalk terms: activation of Rac by Cdc42, 
activation of Rho by Rac, inactivation of Cdc42 by Rho, and inactivation of Rho by Cdc42. 
We assume that activation means speeding up the conversion of the GDP-bound form to a 
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GTP-bound form, while inactivation mean speeding up the conversion of the GTP-bound 
form to a GDP-bound form as discussed earlier (see Figure 2.4). 

Let / be the activation of Rac by Cdc42, g the activation of Rho by Rac, h 
inactivation of Cdc42 by Rho, and j the inactivation of Rho by Cdc42. In (2.4) the 
activation terms, / and g, were linear functions of C and R, while the inactivation terms, 
h and j, were bilinear functions of C and p. The assumptions under which these terms were 
derived is described in the previous section. We investigated other (biologically plausible) 
functional forms for / , g, h and j shown in Table 2.1 to see which, if any, can give rise to 
bistability. The analytical results are given in Appendix A. A summary of investigated 
functional forms is given in Table 2.2. None of these models have bistable behaviour. We 
conclude that the interactions shown in Figure 2.4 are incapable of sustaining two stable 
steady states. 

Table 2.1: Functional forms of activation/inactivation rates investigated for models based 
on the scheme in Figure 2.4. 

/ ( C ) 9{R) h(C,p) J(C,P) 
fi = aC 

aC 
h h + c 

f 3 k? + Cn 

9i = PR 
PR 

k2 + R 
pRn 

9 3 ~ j fe£ + Rn 

h\ = eCp 

h2 = ef(C,p) 

h = Cp 

J2 = f(C,p)a 

af(C, p) is a general positive-valued monotonically increasing function of C and p. 

Table 2.2: Variations of model I investigated, using the functional forms for activa­
tion/inactivation given in Table 2.1. None of these models have bistable behaviour. Details 
are given in Appendix B. 

Functional Forms Used Model 
f2,f3,9i,hi,ji (A.l) 
fi,92,93;hi,ji (A.2) 
f2,f3,92,93,hX,ji (A.3) 
fl,9l,h2,J2 (A.4) 

2.6 Minimal Requirements for Bistability 
Due to the failure of Model I to exhibit bistable behaviour, we proceeded to determine 
what minimum requirements a three component system must fulfill to obtain the kind 
of bistable behaviour observed (a high level of Cdc42/Rac, low level of Rho state and 
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low level of Cdc42/Rac, high level of Rho state) for the interaction scheme suggested by 
Giniger (2002). 

Letting C be the concentration of active (GTP-bound) Cdc42 on the membrane, 
R the concentration of active Rac on the membrane, and p be the concentration of active 
Rho on the membrane, we get a system of the three Rho proteins described by (2.2): 

. dR ' •• _ 
— =AR- 5RR, 

d{t=Ap-5pP. 

The interactions of Cdc42, Rac, and Rho proteins are represented by assumed 
forms of the activation terms (Ac, AR, AP) and inactivation terms (5c, 5R, 5p). Since more 
than one stable steady state of system (2.2) exists, the activation-decay rates must depend 
on concentrations of the proteins. In this section we explore through phase plane analysis 
the requirements on functions Ac, AR, Ap and 5c, 5R, 5p. To determine how many steady 
states system (2.2) has, we reduce the problem to investigating the intersections of two 

dR 
curves in the p — C plane, obtained by setting — = 0 and eliminating R. This is formally 
equivalent to a quasi-steady state analysis. Note that in our modelling we do not assume 
that Rac reaches equilibrium more rapidly than Cdc42 or Rho, but are just using this 
approach to learn how many steady states there are. 

We proceed in two steps: 
1., Determine what type of a two-component (C — p) mutually inhibitory system will 

give rise to the following phase plane: 

R h o 
stable 

Q saddle 

* stable 

Cdc42 

2. Explore how the third component R can modulate this system. 

. Of course, other strategies could also be used to arrive at a suitable model. 
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2.6.1 Obtaining Bistability in a Reduced Two Component System 

Consider the following two-component system: 

dC 
dt 
dp 
~dt 

— Ic - SCC, 

SpP, 
(2.8) 

C and p can influence each other in two ways: via the activation, terms Ic and Ip and via 
the inactivation terms 5c and Sp. 

First, suppose Cdc42 and Rho influence each other's rate of activation. System 
(2.8) becomes: 

dC 
~dJ 
dp 
~dt 

= f(p) ~ ScC, 

= g(C) - SpP. 
(2.9) 

Without loss of generality we can rescale the system so that 5c — 5P — 1. The 
nullclines of system (2.9) are just the curves C = f(p) and p = g(C). We assume that / 
and g are continuous, positive functions of their arguments for p > 0, C > 0. 

If Cdc42/Rho are assumed to mutually inhibit each other the Rho nullcline needs 
to satisfy ^ = g'(C) < 0. The other curve, C = f(p), needs to satisfy JJ£ < 0, which 
implies ^ = /'(/>) < 0. In order for the nullclines to have three intersections one of the 
curves, say p — g(C), needs to be sigmoidal in shape. 

Rho 
stable 

Rho 

stable 

Cdc42 Cdc42 

F i g u r e 2.5: N u l l c l i n e c o n f i g u r a t i o n s f o r a t w o - c o m p o n e n t s y s t e m r e s u l t i n g i n b i s t a b i l i t y . N o t e 
t h a t a t l e a s t o n e o f t h e n u l l c l i n e s h a s t o b e S - s h a p e d i n o r d e r t o g e t m u l t i p l e s t e a d y s t a t e s . T h e 
c o n f i g u r a t i o n o n t h e l e f t h a s a h i g h C d c 4 2 / l o w R h o s t a b l e s t e a d y s t a t e a n d a l o w C d c 4 2 / h i g h 
R h o s t a b l e s t e a d y s t a t e , s o i t i s c o m p a t i b l e w i t h o u r s y s t e m . T h e c o n f i g u r a t i o n o n t h e r i g h t h a s a 
h i g h C d c 4 2 / h i g h R h o , a s w e l l a s a l o w C d c 4 2 / l o w R h o s t a b l e s t e a d y s t a t e s . I t i s n o t c o m p a t i b l e 
w i t h o u r s y s t e m . 
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Rho R h o 

saddle 

stable 

CdC42 Cdc42 

Figure 2.6: Possible nullcline configurations for system (2.8) that have the desired steady state 
configurations. Note that the second phase plane can be obtained from the first by interchanging 
the roles of Cdc42 and Rho. Hence we do not need to distinguish between them in our analysis. 

A sigmoidal function that satisfies such constraints is 

p = g{C)Klp 

kn + Cn 

IPkr> 
kn + Cn' 

where n is a Hill coefficient and k a threshold concentration. The Cdc42 nullcline does 
not need to be sigmoidal, just a decreasing, non-negative function of p. A simple choice 

for f(p) is f{p) I c 

kc + p 
So the functional form for (2.9) should be: 

Ic dC 
~dt 
dp 
dt ' kn + Cn 

kc + p 
Ipkn 

ScC, 

Spp. 
(2.10). 

Now consider the case where Cdc42 and Rho influence each other's rate of inacti­
vation: 

dC_ 
~dt 
dp _ 
dt ~ p 

= Ic-S(p)C, 

5{C)p. 
(2.11) 

The nullclines are given by 

C Ic 
SC(PY sP(cy 

Again, assuming mutual inhibition between Cdc42 and Rho, both nullclines need 
to be decreasing functions of C. One of the nullclines, say p — needs to be sigmoidal 
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in shape in order for three steady states to exist. Using these constraints we obtain for 
the Rho nullcline 

For the Cdc42 nullcline 

• dc ij'c(p) , n 

^ = - w < 0 ^ c ( p ) > a 

For simplicity choose Sc(p) — ap + constant. 
So the functional form for (2.11) should be: 

^ = Ic - aCp - 5CC, 

do • (2-12) 
-£ = I,-C"p-6,p. 

Based on the above reasoning we can conclude that to obtain the desired type of 
-bistability in a two component mutually inhibitory system at least one of the interactions 
should have some " cooperativity" in order to get an S-shaped nullcline that intersects the 
other nullcline multiple times. 

2.6.2 Adding a Third Component to a Two-Component System 

How are the dynamics of the above system affected by a third participant? If active Rac 
has no effect on Rho, then bistability is solely determined by the Cdc42/Rho system and 
Rac is a neutral component. If Rac inhibits Rho, we get a variation of a double negative 
feedback loop, where Cdc42 inhibits Rho both independently and through Rac, and Rho 
inhibits Cdc42. If Rac activates Rho, then bistability is driven by mutual inhibition 
between Cdc42 and Rho. Removal of inhibition of Rho by Cdc42 results in a system 
that is equivalent to a two component negative feedback loop, where Cdc42 activates 
Rho and Rho inhibits Cdc42. Such a system will result in either a single steady state or 
an oscillation. A well-known example with these interactions is the Goodwin oscillator 
(Goodwin, 1965). Alternatively, removal of inhibition of Cdc42 by Rho results in a system 
that is equivalent to a two component system where Cdc42 both activates and inhibits 
Rho. In this case only one steady state is possible, as R.ho has no influence on Cdc42. . 

In the most interesting case Rac modulates either one or both of the interactions 
between Cdc42 and Rho (see Figure 2.7). In system (2.9) functions f(p) and g(C) will 
actually be f(p, R) and g(C, R). R will then affect the shape of the nullclines, determining 
how many times they intersect. Thus, the presence of Rac could be an essential factor for 
achieving bistability. 
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1' 
Cdc42 "*" • Rac Rho 1' 

Figure 2 . 7 : R a c c a n modulate the inhibition between C d c 4 2 a n d R h o . 

2.7 Model II (Activation-Inhibition Model) 
Based on the results of Section 2.6, we consider Model II for the interactions of Cdc42, 
Rac, and Rho: 

§ = ^h-6cC, (2.13a) dt a\+ pK 

'.; •": -^ = IR + aC-6RR, ' .' (2.13b) 

Tt = a^TC^ + a^TC^ - 5pp- (2"13C) 

Here Ic, IR, and Ip are the basal activation rates in the absence of crosstalk given 
that all small G-proteins are in the inactive state. a\ and a2 describe levels of the proteins 
that lead to a half-maximal mutual inhibition of Rho and Cdc42; and a and /? are the 
activation of Rac by Cdc42, and the activation of Rho by Rac, respectively. 5c, 5R, and 
5P are the basal inactivation rates (mediated by GEFs). 

What is the biological interpretation of model II? In Model I, we represented the 
inhibitory effect of one small Rho protein on another by including an inactivation term 
that was subtracted from the basal activation (GTP-loading) rate. This can be interpreted 
as speeding up the rate of GTP-hydrolysis (through a Rho GAP). In Model II we suppose 
Rho proteins inhibit one another through downregulation of the basal activation (GTP-
loading) rate. This is a significantly different mechanism of action from that of model 
I, where inhibition left the activation rate unchanged, but sped up removal of the active 
form (GTP-hydrolysis). In Model II inhibition means that one protein slows down the 
GTP-loading rate of another (compare figures 2.4 and 2.8). A reasonable assumption is 
that GTP-loading is a decreasing function of the concentration of inhibiting protein. One 
of the simplest functions that describes inhibition of x by y by such a process is k , 

a ~\~y 

where Ix is the activation rate of x, and k is the cooperativity of y. We still assume a 
basal inhibition (GTP-hydrolysis) rate with first order kinetics. 
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In system (2.13) Cdc42 and Rho are assumed to mutually inhibit each other's rate 
of basal activation. In addition, the activation of Rho by Rac is also downregulated by 
the presence of Cdc42 in a similar manner. For low level of active Cdc42, activation of 
Rho by Rac is nearly linear (« BR/a-s), but dies out to zero as the levelof C increases. 
If we further assume that Cdc42 inhibition of both basal and Rac-induced GTP-loading 
is the same, then 02 = 03 and m = n. It is possible to obtain bistable behaviour for 
these dynamics in certain parameter regimes, as can be seen in the reduced (R on QSS) 
system shown in Figure 2.9. Bistable behaviour for the full three component system is 
verified in Figure 2.10. Note that at the moment we are using arbitrary parameter values. 
Certain parameter values, such as decay rates and basal activation rates can be found in 
the literature. These parameters will be further discussed in Chapters 3 and 4. Other 
parameters such as a and 8 are unknown at the moment. 

C d C - G D P 

H 
R a c - G D P 

Cdc -GTP _. 

0 
Rac -GTP 

Rho-GDP 

Rho-GTP 

Figure 2.8: Schematic diagram corresponding to Model II (activation-inhibition model) 
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high Rho 

saddle point 

high Cdc42 

J . . . . . . . . . 
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Cdc42 

5 " 6 

F i g u r e . 2 . 9 : T h e C — p p h a s e p l a n e (R i s o n q u a s i - s t e a d y s t a t e a s d e s c r i b e d i n t h e t e x t ) f o r 
m o d e l I I ( 2 . 1 3 ) w i t h t w o s t a b l e s t e a d y s t a t e s s e p a r a t e d b y a s a d d l e p o i n t . P a r a m e t e r v a l u e s u s e d : 
Ic = = 1,IP = 2,a = 1,0 = 5,5C = l,5R = l,6p = l,k = l , n = 3 , m = 3 , a i = a 2 = a 3 = 1 -

(a) (b) 

F i g u r e 2 . 1 0 : B i f u r c a t i o n d i a g r a m s f o r M o d e l II u s i n g t h e p a r a m e t e r r a t e Ic ( C d c 4 2 a c t i v a t i o n 
r a t e ) i n ( a ) a n d IR ( R a c a c t i v a t i o n r a t e ) i n ( b ) . O t h e r p a r a m e t e r v a l u e s u s e d w e r e : Ip = ' 2 , a = 
1,0 •= 5,n = m = 3,5 C = SR 

r e g i m e s , t h e s y s t e m i s b i s t a b l e . 
l,a\ = a-i = a-s = 1 . N o t e t h a t f o r c e r t a i n p a r a m e t e r 
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2.8 Simplified Bistable Versions of the Activation Inhibition 
Model 

Bistable behaviour occurs in model II, but it is not the minimal model with bistability we 
ask what are the minimal components necessary for bistability. Note that there are two 
inhibitory terms due to Cdc42 in the Rho equation: a +Cn and ^ m in model (2.13), 
but only one is needed for mutual inhibition between Cdc42 and Rho. 

2.8.1 Model III 

Setting 3 = 0 (ie, removing the activation of Rho by Rac) leads to a system in which the 
equations for Cdc42 and Rho are now decoupled from Rac: 

dt a1+f ( 2 M ) 

dp _ Ip 
Spp. 

dt a2 + Cn 

This is the classic model for behaviour of a switch, which is known to give bistability 
if at least one of n or k is greater than 1 (positive cooperativity between the two proteins) 

. (Gardner et al., 2000). Note also that we derived this equation in our analysis of minimum 
requirements for bistability in a two component system in Section 2.6. See Fig 2.11 for 
typical nullclines. 

Model (2.14) is simpler than model (2.13) because the bistability is achieved wholly 
through double negative feedback of Cdc42 and Rho, without any effect from Rac. A l ­
though, it is capable of bistable behaviour, it is incompatible with the biology, since 
changing the active Rac levels in a cell affects Rho levels Ridley et al. (1992); Sander et al. 
(1999). 

2.8.2 Model IV 

Another simplification of Model II can be obtained by removing the first inhibitory term 
due to Cdc42 in the equation for p. 

dC Ic . „ 
17 = 1 — f c _ d c C , 

dt a i 4- pK 

dR 
— =IR + aC-SRR, (2.15) 
at 
dp , 3R 
Tt=Ip+a^Tc^-6pP-

In model IV, Rho and Cdc42 still mutually inhibit each other's rate of activation. 
As mentioned in Section 2.6, these interactions are sufficient for bistability. Active Rho 
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.0 0.5 1 1.5 2 2.5 3 3.5 4 
Cdc42 

Figure 2.11: C — p phase plane for system (2.14). Two stable steady states coexist. Parameters 
used: Ic = 6.5, Ip = 6, n = k = 3,5c = 2, i5p = 1.5. 
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inhibits the activation (GTP-loading) of Cdc42 (via the a^pk term). However, Cdc42 
only inhibits Rac-induced activation, not the basal activation rate Ip (see Figure 2.12). 
Negative feedback of C on p is still exerted through the ^ m term, allowing bistability 
(see Figures 2.13 and 2.14). B characterizes the magnitude of the activation of Rho by 
Rac and determines if bistability can occur. If this value is low then only a high Cdc42 
state is possible. If (3 becomes large enough, the system will always achieve a high Rho 
state. For intermediate values of B both states are possible (see Fig 2.14). 

C d c - G D P 

H 
R a c - G D P 

A 

Cdc-GTP R a c - G T P _ 

Rho-GDP 

t 
Rho-GTP 

Figure 2.12: Schematic diagram corresponding to model TV. 

An experimental way to distinguish between systems (2.13) and (2.15) would be to 
knock out Rac, and see how increasing Cdc42 levels affects Rho. If no effect is observed, 
Cdc42 acts on Rho through a Rac-dependent pathway. On the other hand, if Rho levels 
decrease, we can conclude that Cdc42 inhibits GTP-loading of Rho in a Rac-independent 
manner. Although model (2.15) is a simpler mathematical model that gives rise to the 
same qualitative behaviour as model (2.13), it is a worse model from a biological point of 
view. The result of activation, whether or not it is Rac-induced, is GTP-loading of the 
inactive form. Neither Rac, nor Cdc42 physically bind to Rho changing its conformation. 
Hence, there is no reason to suppose that downregulation of a Rho GEF by Cdc42 will 
selectively inhibit GTP-loading of Rho in some cases and not others. 

No other simplifications of Model II will result in a biochemically plausible, bistable 
system. So we conclude that Model II given by equations (2.13) is a minimal model of 
Cdc42, Rac, and Rho kinetics that gives bistable behaviour as a result of mutual inhibition 
of Cdc42 and Rho. 
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F i g u r e 2 . 1 3 : P r o j e c t i o n o f t h e C a n d p n u l l s u r f a c e s o n t o t h e C — p p l a n e , o b t a i n e d b y p u t t i n g R 
o n q u a s i - s t e a d y s t a t e . T h e s e c u r v e s h a v e t h e s a m e q u a l i t a t i v e s h a p e a s t h e n u l l s u r f a c e p r o j e c t i o n s 
i n m o d e l I I , a l l o w i n g b i s t a b i l i t y . P a r a m e t e r s u s e d : Ic = 6,IR = 3 , / p = 0,a = 1,B — 10,5c = 
1 , 5R = 1,5P == 3 , k = 1 , m = 3 . 

c 

2 4 6 8 10 12 14 
beta 

F i g u r e 2 . 1 4 : B i f u r c a t i o n d i a g r a m f o r p a r a m e t e r B f o r t h e f u l l s y s t e m ( 2 . 1 5 ) t h a t v e r i f i e s b i s t a b i l i t y 
s e e n i n t h e r e d u c e d (R o n q u a s i - s t e a d y s t a t e ) s y s t e m ; P a r a m e t e r s u s e d : / c = 6 , IR = 3 , IP = 0 , a = 
1,5c — 1,5R = 1,5P = 3 , k = l , m = 3 . N o t e t h a t t h e b a s a l a c t i v a t i o n r a t e f o r R h o i s s e t t o 0 , 
s o t h e o n l y w a y t h a t R h o i s a c t i v a t e d i s v i a R a c . I f Ip > 0 l e s s e r v a l u e o f / 3 i s n e e d e d t o a c h i e v e 
b i s t a b i l i t y . 
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2.9 Discussion 
In this chapter, we have examined the interaction pathways between the Rho GTPases 
that have been proposed in the literature. We know from biological data that Rho activity 
is localized to the back of the polarized cell, and that Rho distribution is inverse to that 
of Rac and Cdc42. Many biologists believe that this phenomena could be explained by 
inhibition of Rho by Rac. Since Rac levels are highest, at the leading edge, Rho levels will 
consequently be higher at the back of the cell. However, by itself the inhibition of Rho by 
Rac does not explain the spatial segregation of Cdc42 and Rho, or why high Rac levels 
are established at the leading edge in the the first place. If the spatial segregation of the. 
Rho GTPases is due to the interactions of GTPases, a feedback term to Cdc42 from 
Rac or Rho is necessary. 

Based on wide agreement in the published literature, we assume that Cdc42 upreg-
ulates the activity of Rac. If Rac upregulates Rho, as suggested by experiments of Nobes, 
and Hall (1995), mutual inhibition is necessary between Cdc42 and Rho. This is Giniger's 
interaction (Case III) described in Section 2.3. If Rac downregulates Rho, as suggested by 
the experiments of Evers et al. (2000); Sander et al. (1999) there are multiple possibilities 
that can result in bistability. One possibility is that positive feedback to Cdc42 from Rac 
establishes a positive feedback loop that results in a high Cdc42/Racor a low Cdc42/Rac 
stable steady state. In turn, Cdc42/Rac levels will determine Rho levels. Another possi­
bility is inhibition of Cdc42 by Rho. In this case, mutual inhibition occurs between Cdc42 
and Rho via Rac, which could result in bistability. 

We explored in detail the interactions of the small G-proteins that were suggested 
by Giniger (2002). We assumed that the interactions of the small G-proteins are con­
trolled by GEFs and GAPs, so crosstalk of Rho proteins occurs at the GTPase level. We 
formulated two models that corresponded to two different ways that Cdc42 and Rho can 
mutually inhibit each other (shown in Figures 2:4 and 2.8). We concluded that inhibition, 
through downregulation of the activation rate (GTP-loading) could result in a suitable 
bistable system. We also concluded that inhibition via speeding up the removal of the 
active form (upregulation of GAPs) cannot give rise to such behaviour. Can we conclude 
on the basis of this modelling that Cdc42/Rho mutual inhibition of the small G-proteins 
occurs via downregulation of GEFs? The answer is yes, if we assume that the crosstalk is 
of the form that Giniger (2002) suggested. Experimentally, however, that remains to be 
determined. 

In model II, bistability is driven by mutual antagonism between Cdc42 and Rho. 
As was shown in the simplified version of the activation inhibition model, Model III, two 
•chemical species inhibiting each other (double negative feedback loop) show similar switch­
like behaviour. However, we dismissed various simplifications of Model II on biological 
grounds, and concluded that Model II given by equations (2.13)is a minimal biochemically 
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plausible model that gives bistability based on mutual inhibition. 
How certain are we that bistability cannot arise due to another cause? We did not 

include any autocatalytic terms in our models, since we felt that in that case the resulting 
bistable behaviour would be a result of autocatalytic properties of a single protein, not 
due to the interactions between the three. We also did not come across any evidence of 
a positive feedback loop occurring between the Rho proteins in the literature. However, 
a positive feedback loop between Rac and the phosphoinositide PIP3 has been reported 
(Srinivasan et al., 2003; Weiner et al., 2003). We did not explore the effect of those 
dynamics at this stage. Inclusion of PIP3 will be part of future work. 

Our conclusion is that without autocatalysis or a positive feedback loop, double 
inhibition is necessary. For a system without any positive feedback, an even number 
of negative feedback terms is needed in order to achieve multistability (Ferrell, 2002). 
Models with a single or triple negative feedback term have an autoregulatory mechanism, 
and either have a single stable steady state or exhibit oscillations (Ferrell, 2002). So our 
hypothesis that spatial segregation of the Rho proteins in motile cells is achieved through 
crosstalk of Cdc42, Rac, and Rho requires that two of the Rho proteins be inhibited due 
to the crosstalk. 
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Chapter 3 

Spatial Extension of the 
Activation-Inhibition Model 

As stated in Chapter 2, the spatial distribution of the active Rho proteins can be mod­
elled by a reaction-diffusion system. The reaction, in this case, is the crosstalk of Rho 
GTPases. In this chapter we investigate whether the reaction-diffusion system can give 
rise to a spatial pattern similar to one that is observed in polarized cells. As discussed 
in Chapter 2, we do not believe that the pattern formation in the Rho system is due to 
a Turing instability, as all the active Rho proteins diffuse at the same rate. Instead, we 
test whether addition of diffusion to a system with multiple stable steady states can cause 
spatial inhomogeneities. 

Recall that we are only keeping track of the active forms of the Rho GTPases that 
are found on the plasma membrane, treating the cytosolic pool as a limitless reservoir. We 
consider simple lateral diffusion as the only means for movement along the membrane. The. 
proteins can, of course, dissociate from the membrane and re-associate later at a different 
location. These association/dissociation rates are dependent on the concentrations of the 
proteins. 

3.1 Spatial Form of the Activation Inhibition Model 
3.1.1 Equations 

Including diffusion in equations (2.13) leads to the reaction-diffusion system: 

47 



dc 
dt 
dR 
dt 
dp 
dt 

L>V2 

DV2R + IR + aC-SRR, 

P + 
0L2 + O + a3 + Cm 

f3R 
Spp. 

(3.1) 

Here C, R, p are concentrations of Cdc42, Rac, and Rho, respectively, in pM. Time 
is measured in seconds and distance in pm. Model (3.1) is nonlinear system of PDEs. 
Therefore, it is difficult to obtain any analytic results. Hence we will use numerical 
solutions to explore the properties of the spatial activation-inhibition model. 

3.1.2 Boundary Conditions 

We have to specify the appropriate domain for system (3.1). We would like to 
solve system (3.1) in one spatial dimension, but we have to be clear how to interpret the 
results for a three-dimensional cell. To interpret the geometry, we consider two different 
approaches. The first, shown in Figure 3.2 (a), is a thin slice of the plasma membrane from 
the top of the cell. In that case, the domain for our spatial problem is a line, 0 < x < L , 
where L is a cell diameter. The boundary conditions are at the front and back of the 
cell. Since the proteins cannot diffuse out of the cell, it is appropriate to have no flux 
boundary conditions at x = 0,L. An alternative, shown in Figure 3.2 (b), is to treat the 
cell as a disk-like object, and the cell membrane as the perimeter of that disk. In that 
case, the domain is an interval in 1 D (0 < x < TTL) with periodic boundary conditions. 
We consider both approaches. 

"front' 

cell membrane 

Figure 3.1: Schematic representation of a moving cell. 
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(D O 
(a) . (b) 

Figure 3.2: Two ways of interpreting the model in one spatial dimension: (a) as a slice from the 
top of the cell and (b) as the boundary of a disk. 

3.1.3 Parameter Estimates for the Spatial Model 

Most parameters in the Activation-Inhibition Model (3.1) are unknown. However, certain 
ballpark estimates can be made for the rates of diffusion, decay, and basal activation of 
the proteins. 

Table 3.1: Concentrations of Rho GTPases in Cosl cells (fibroblasts) as determined by 
immunoblotting. Calculated from values in Michaelson et al. (2001) 

Protein Concentration (/xM) 
Rho 3 
Rac 7 
Cdc42 2.5 

• The typical size of a eukaryotic cell is 10 /xm, so we take the domain to be 0 < x < 
10 \im for no flux boundary conditions, and 0 < x < u • 10 fxm for periodic boundary 
conditions. 

• The diffusion rate of Rho GTPases has not been measured, probably because the 
proteins cycle on and off the membrane. However, the diffusion coefficient of het-
erotrimeric G-proteins in the membrane has been reported to be 0.1 fj,m2s"1 (Postma 
et al., 2004). In addition, the diffusion of membrane-bound Ras, a small GTPase 
with the same molecular weight, is around 1 pm2s~l (Goodwin et al., 2005). There­
fore, diffusion coefficient of membrane-bound Rho GTPases is of the order 0.1-1 

2 —1 
/j,m s . 

• The average membrane lifetime of a Rac molecule is 2 sec (Sako et al., 2000), giving a 
decay rate of 0.5 sec - 1 . GAP-stimulated GTP hydrolysis of Rho has been measured 
to be 1.5 sec - 1 (Zhang and Zheng, 1998). Therefore, we take the decay rates 5c — 
&R = 5P—1 sec - 1 . 
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• In the absence of interactions, the steady state level is given by 

c =

 Tc R = IR P = Z L P 
a\5c' CL25R Sp 

Based on data in Table 3.1, we can see that concentrations of Rho GTPases are in the 
micromolar range. Thus, knowing the decay rates and the fraction of protein that is 
membrane-bound, we can estimate the basal activation rates. Using the decay rate 
estimates above, and taking a\ — a2 — 1 for simplicity, we obtain IC,IR,IP are in 
the range of pM sec - 1) if the measured protein is assumed to be in active form. 

3.2 Results 

Numerical simulations of a one-dimensional membrane strip with no flux boundary condi­
tions (shown in Figure 3.2(a)) were carried out using the method of lines in X P P simulation 
package x . We used a spatial step size of Aa; — 0.1pm. Runge-Kutta method of order 4 
was used for solving the resulting ODEs with a time step of At = 0.005 s. A diffusion coef­
ficient of 0.01 pm2/s for initial simulations unless specified otherwise. Later, it was found 
that a diffusion coefficient of 0.1-1 pm2/s of membrane-bound small G-proteins is more 
realistic. The effect of varying the diffusion coefficient is described in Section 3.5. Other 
parameter values were chosen in the bistable range of the corresponding ODE system 
(2.13). Exact parameter values and the simulation code is given in Appendix B. 

3.2.1 Effect of Initial Conditions 

Because system (3.1) is in a bistable regime, which steady state is reached depends on the 
initial conditions. With a spatially uniform.initial condition of C{x) = 4, R(x) = 8, p(x) = 
2 (arbitrary units of concentration), the system will approach the (spatially homogeneous) 
high Cdc42 steady state. Changing one of the initial conditions to R(x) = 9 makes the 
system approach the high Rho steady state, due to the positive effect of Rac on Rho. 

Next, consider an asymmetric initial Rac distribution, where the left half of domain 
is initialized to 8, and the right half of domain is initialized to 9. The results of this 
simulation are shown in Fig 3.4 (a) and Fig 3.3. This asymmetry is amplified, and the 
spatial segregation of the small G-proteins seen in the figure persists for hundreds of 
seconds. This distribution, however, is not a steady state, but a travelling wave slowly 
moving towards a spatially homogeneous steady state (see Fig 3.4 (b)). As expected, the 
final steady state is the same as for the ODE system (2.13). 

1The XPP package was developed by Bard Ermentrout of the University of Pittsburgh. It is 
available from http://www.math.pitt.edu/~baLrd/xpp/xpp.html 
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F i g u r e 3 . 3 : C d c 4 2 s p a t i a l p r o f i l e a t d i f f e r e n t t i m e s f o r s y s t e m ( 3 . 1 ) w i t h N e u m a n n B C s . A s 
d e s c r i b e d i n t h e t e x t , t h e i n i t i a l C d c 4 2 l e v e l i s 4 a n d R h o l e v e l i s 2 / x M . F o r R a c , l e f t h a l f o f t h e 
d o m a i n w a s i n i t i a l i z e d t o 8 , a n d t h e r i g h t h a l f t o 9 , a s d e s c r i b e d i n t h e t e x t . T h e d i f f u s i o n c o e f f i c i e n t 
i s 0.01 / j m 2 / s . O t h e r p a r a m e t e r v a l u e s w e r e c h o s e n i n t h e b i s t a b l e r a n g e o f t h e c o r r e s p o n d i n g O D E 
s y s t e m ( 2 . 1 3 ) . S e e A p p e n d i x B f o r e x a c t p a r a m e t e r v a l u e s . 
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(b) 

F i g u r e 3 . 4 : S p a t i o t e m p o r a l s o l u t i o n s t o m o d e l ( 3 . 1 ) w i t h N e u m a n n B C s . T h e s a m e i n i t i a l c o n ­
d i t i o n s a n d p a r a m e t e r s a s i n F i g u r e 3 . 3 . T i m e i s o n t h e y - a x i s , s p a c e i s o n t h e x - a x i s . ( a ) A n 
i n i t i a l a s y m m e t r y i n t h e R a c d i s t r i b u t i o n l e a d s t o s p a t i a l s e g r e g a t i o n , ( b ) I n c r e a s i n g t h e l e n g t h o f 
t h e r u n t o t = 1 9 9 0 s w e s e e t h a t t h e s y s t e m e v e n t u a l l y a p p r o a c h e s a h i g h C d c 4 2 / l o w R h o s t e a d y 
s t a t e . 
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In the bistable regime, long persistent spatial segregation can appear due to ampli­
fication of a gradient (Figure 3.8) or random noise (Figure 3.6) in the initial distribution 
of one of the small G-proteins. In other regimes, the noise will quickly be damped out 
(Figure 3.7). In general, long-lasting spatial heterogeneity will develop if the perturbation 
in the system is large enough that the concentration of one of the Rho proteins falls in 
different basins of attractions at different portions of the domain. 

Numerically, it appears that if long-lasting spatial segregation is achieved, the 
system always tends to a high Cdc42 state. If the system approaches the high Rho 
steady state, the time scale is faster by several orders of magnitude. No stable spatially 
inhomogeneous steady state exists. 

cdc42 
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1 1 i i i i i i i 
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1=59 • 
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Figure 3.5: In a bistable regime, a noisy initial condition in the distribution of one of the proteins 
leads to spatial segregation. The concentration of Cdc42 (^M) along the cell is shown at time 
0 and 59 (seconds). See also Figure 3.6 for an additional example of polarization arising due to 
noise. 
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F i g u r e 3 . 6 : T h e i n i t i a l d i s t r i b u t i o n o f 
C d c 4 2 i s c o n s t a n t w i t h a n a d d i t i o n a l n o i s e 
t e r m . T h e n o i s e i s u n i f o r m l y d i s t r i b u t e d i n 
t h e i n t e r v a l ( 0 , 1 ) . T h e n o i s e l e a d s t o " s p o n ­
t a n e o u s p o l a r i z a t i o n " o f C d c 4 2 . N o t e t h a t 
i t i s p o s s i b l e t o h a v e m o r e t h a n o n e a r e a o f 
h i g h C d c 4 2 a c t i v i t y f o r m . H o w e v e r , t h e f i n a l 
s t a t e o f t h e s y s t e m i s s t i l l a s p a t i a l l y h o m o ­
g e n e o u s s t e a d y s t a t e . 

F i g u r e 3 . 7 : I f s y s t e m ( 3 . 1 ) i s i n a m o n o s t a b l e r e g i m e , t h e p r e s e n c e o f n o i s e i n t h e i n i t i a l c o n d i t i o n s 
i s d a m p e d o u t . T h e m a g n i t u d e o f n o i s e i s t h e s a m e a s i n F i g u r e 3 . 6 . 
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Figure 3.8: Spatiotemporal solutions to model (3.1) with Neumann BCs (a) A small initial 
gradient in level of active Rac is amplified, (b) Over longer time scale we can see a travelling wave 
solution emerge. 
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3.3 Numerical Experiments 
The morphological effects of the Rho proteins on the cytoskeleton were first discovered 
due to a series of microinjection experiments, where active forms of the proteins or GEFS 
that activate the Rho proteins were injected into cells. Hall (1998) Later microinjection 
experiments led to the discovery of crosstalk between the proteins.Ridley et al. (1992); 
Nobes and Hall (1995) These experiments motivate our numerical experiments. We sim­
ulate the injection of active protein into the cell by adding a time and space dependent 
pulse to the equation for the relevant protein. Such stimulation could cause the system 
to jump from one steady state to another. We simulated the injection of each of the three 
Rho proteins. 

3.3.1 Spatially Homogeneous Pulses 

Spatially homogeneous injection of active Cdc42 above a certain threshold will cause the 
system to approach a high Cdc42/low Rho steady state, while an injection of active Rac 
or Rho will force a high Rho steady state. If the pulse is below the threshold, the system 
will recover, and there will be no change in stability of the steady state. We simulated 
an injection across the entire spatial domain (we also experimented with only "injecting" 
part of the domain) The injection is characterized by two parameters: pulse duration and 
amplitude. Since there is a threshold that needs to be reached by the end of the pulse, 
a pulse of shorter duration needs a higher amplitude to produce a response (see Figures 
3.9 and 3.10). The amplitude and duration that were required to exchange the stability 
of the system depended on the initial conditions. 

3.3.2 Spatially Inhomogeneous Pulses 

The above results were obtained for pulses across the entire spatial domain. Not surpris­
ingly, this resulted in spatially homogeneous changes in steady states. Spatial heterogene­
ity can only appear if the stimulus is applied non-uniformly (see Figure 3.11). The width 
of.the pulse influences the outcome. If the pulse is too "skinny", the system will always 
recover, and no exchange of stability will take place. Thicker pulses require a smaller 
duration and amplitude to change the stability of the steady states. But, as before, the 
final state of the system is a spatially homogeneous steady state. 

3.3.3 Biological Interpretation 

In the biological experiments, either constitutively active proteins or their GEFs were 
injected into the cell. The localization of the active forms of the proteins to appropriate 
locations in the cell is outside the control of the experimenter. Our model only includes 
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R h o 
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0 1 '— ' ' 1 1 1 >— 
0 10 20 30 40 50 60 70. 

tim e 

F i g u r e 3 . 9 : C o n c e n t r a t i o n - o f R h o a s a f u n c t i o n o f t i m e a t o n e s p a t i a l m e s h p o i n t . A p u l s e o f 
a c t i v e R a c i s i n j e c t e d i n t o s y s t e m ( 3 . 1 ) a t t i m e 4 0 f o r 1 0 s e c o n d s ( a m p l i t u d e o f t h e p u l s e i s 3 f o r 
t h e t o p c u r v e a n d 2 f o r t h e b o t t o m c u r v e ) . 

Cdc42 

time 

F i g u r e 3 . 1 0 : L e v e l o f C d c 4 2 a s a f u n c t i o n o f t i m e a t o n e s p a t i a l m e s h p o i n t . A p u l s e o f a c t i v e 
C d c 4 2 i s i n j e c t e d i n t o t h e s y s t e m a t t i m e 2 5 f o r 5 s e c o n d s . S i n c e , t h e d u r a t i o n o f t h e p u l s e i s 
s h o r t e r t h a n i n t h e p r e v i o u s f i g u r e , a l a r g e r a m p l i t u d e i s n e e d e d t o f o r c e t h e s y s t e m t o c h a n g e 
s t e a d y s t a t e s 
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F i g u r e 3 . 1 1 : S p a t i a l d i s t r i b u t i o n o f C d c 4 2 
t h r o u g h t i m e . A p u l s e o f a m p l i t u d e 5 i s 
i n j e c t e d a t t i m e 2 5 f o r 1 0 s e c o n d s f o r 0 < 
x < 3fim ( 3 0 s p a t i a l m e s h p o i n t s ) . O n t h e 
s p a t i a l d o m a i n w h e r e t h e s t i m u l u s w a s d e ­
l i v e r e d , C d c 4 2 j u m p s t o a h i g h l e v e l s t e a d y 
s t a t e a n d r e m a i n s t h e r e a f t e r t h e s t i m u l u s i s 
r e m o v e d . 

F i g u r e 3 . 1 2 : I f a u n i f o r m p u l s e i s a p p l i e d a c r o s s t h e e n t i r e s p a t i a l d o m a i n , n o s p a t i a l h o m o g e n e i t i e s 
c a n e v e r d e v e l o p . H o w e v e r , s o m e n o i s e i n t h e a m p l i t u d e a l l o w s s p a t i a l p a t t e r n s , s i m i l a r t o t h o s e 
o b t a i n e d i n s i m u l a t i o n s w i t h n o n - u n i f o r m I C s , t o d e v e l o p . W e s h o w t h r e e d i f f e r e n t r u n s , w h e r e t h e 
a m p l i t u d e o f t h e p u l s e w a s c h o s e n f r o m a n o r m a l d i s t r i b u t i o n w i t h a m e a n o f 0 . 3 a n d a v a r i a n c e 
o f 0 . 8 . I n i t i a l c o n d i t i o n s w e r e C = 2 , R = 9 , p = 2 . 
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the membrane-bound forms of the three proteins. Since the pulse is an additional time-
dependent activation term added to the dynamics, in effect, what we are simulating with 
these numerical experiments is the translocation of the new active proteins to the plasma 
membrane. In cells, microinjection of active proteins brings on a cellular response similar 
to that induced by an extracellular stimulus, such as a growth factor. This response is typ­
ically development of filopodia and lamellipodia, and stress fiber development. Although, 
the microinjected cell does not begin moving, the morphology of the actin cytoskele­
ton changes and polarization must occur, which we interpret as spatial segregation of 
Cdc42/Rac and Rho. Applying a spatially uniform pulse to the entire domain does not 
result in spatial segregation. However, making the pulse amplitude " noisy" can create spa­
tial heterogeneity (see Figure 3.12) Presumably there also exist small spatial fluctuations 
in the rate that the microinjected proteins come on the membrane. 

3.4 Activation-Inhibition Model with Periodic Boundary Con­
ditions 

The simulations were redone on the domain 0 < x < ird with periodic boundary conditions, 
where the typical diameter of the cell is 10 fim. The behaviour of the model was found to 
be similar to that with no flux boundary conditions (see Figure 3.14). If the parameters 
are in the range where bistability is possible, and the initial conditions for Cdc42, Rac, 
and Rho are close to the unstable saddle point, then quite low levels of noise in the initial 
conditions give rise to spontaneous polarization. The perimeter of a circular cell randomly 
establishes a "front" with high levels of Cdc42 and a "back" with high levels of Rho. 

A modification has to be made for modelling a gradient of one of the small G-
proteins for these types of boundary conditions. A front of chemoattractant which acti­
vates one of the small G-proteins, say Cdc42, results in an initial sinusoidal profile of active 
Cdc42 around the periphery of the cell, with a maximum at the side of the cell facing the 
front, and a minimum at the side of the cell farthest from the front, (see Figure 3.13). 
Since it is non-uniform, this initial condition becomes amplified, resulting in polarization. 
If the sinusoidal initial gradient is coupled to noise, polarization of the cell periphery no 
longer occurs at random, and a "front" will now form on the side of the cell with the 
highest level of chemoattractant. 
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chemoattractant front Initial level of Cdc42 

F i g u r e 3 . 1 3 : W h e n a c e l l i s e x p o s e d t o a f r o n t o f c h e m o a t t r a c t a n t , t h e p e r i p h e r y o f t h e c e l l w i l l b e 
e x p o s e d t o t h e c h e m o a t t r a c t a n t u n e v e n l y . H e n c e , t h e i n i t i a l d i s t r i b u t i o n o f t h e p r o t e i n a c t i v a t e d 

F i g u r e 3 . 1 4 (on the next page): E v o l u t i o n o f C d c 4 2 o n t h e c e l l m e m b r a n e t h r o u g h t i m e . T h e 
x - a x i s i s t h e p o s i t i o n o n t h e p e r i m e t e r o f t h e c e l l s h o w n i n F i g u r e 3 . 1 ( b ) . T h e s p a t i a l g r i d u s e d 
i s 1 0 0 p o i n t s . T h e y - a x i s i s t i m e . F o r p a r a m e t e r s u s e d s e e A p p e n d i x B . I n ( a ) a n d ( b ) t h e i n i t i a l 
d i s t r i b u t i o n o f s m a l l G - p r o t e i n s o n t h e m e m b r a n e i s c o n s t a n t ( C d c 4 2 = 3 . 7 , R a c = 7 . 8 , R h o = 1 . 7 ) 
w i t h a n a d d e d n o i s e t e r m . T h e d i s t r i b u t i o n o f t h e n o i s e i s U N I F ( 0 , 0 . 5 ) . ( c ) I n i t i a l p r o f i l e o f C d c 4 2 
i s 4 + 0 . 2 s i n ( 7 r a : / 1 0 0 ) w h e r e x i s t h e s p a t i a l g r i d . T h e i n i t i a l p r o f i l e s o f R a c a n d R h o a r e c o n s t a n t 
( 8 . 2 a n d 2 , r e s p e c t i v e l y ) T h e s m a l l s p a t i a l p r o f i l e g e t s a m p l i f i e d w i t h t i m e , ( d ) W i t h o u t t h e i n i t i a l 
s i n u s o i d a l p r o f i l e t h e s y s t e m w i l l g o t o a s t e a d y s t a t e o f l o w C d c 4 2 / h i g h R h o . 

b y t h e c h e m o a t t r a c t a n t w i l l b e s i n u s o i d a l . 
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3.5 Effect of Diffusion Coefficient on the Timescale of Het­
erogeneity 

The initial simulations were done with a diffusion coefficient of 0.01 fj,m2/s. Later, it 
was found from the literature that a diffusion coefficient of 0.1-1 \xrr? js of membrane-
bound small G-proteins is more realistic. In Figure 3.5, the timescale of Cdc42/Rho 
polarization is compared for different diffusion coefficients. It can be seen that the speed of 
the travelling wave is several times faster for the higher diffusion coefficient. In general, the 
same results hold for spatial heterogeneity induced by noise. The spatially uniform steady 
state is usually reached in about four hundred seconds, compared to about two thousand 
seconds for the smaller diffusion coefficient. Since cells are capable of persistent motion, 
we conclude that in its current state system (3.1) cannot account for spatial polarization 
seen at the physiological level'. It would be interesting to analytically calculate the wave 
speed either for the full three variable system, or a reduced two dimensional system in 
order to see more clearly effect of diffusion and spatial domain on the wave speed. 
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Rac gradient 7.9-8.1 

(b) 

F i g u r e 3 . 1 5 : S p a t i o t e m p o r a l s o l u t i o n s t o m o d e l ( 3 . 1 ) w i t h N e u m a n n B C s . C o m p a r i n g t h e 
t i m e s c a l e o f p o l a r i z a t i o n i n s y s t e m ( 3 . 1 ) f o r d i f f e r e n t d i f f u s i o n c o e f f i c i e n t s , ( a ) D i f f u s i o n c o e f f i ­
c i e n t o f 0 . 1 fim2/s i s u s e d , ( b ) D i f f u s i o n c o e f f i c i e n t o f 0 . 0 1 fim2/s i s u s e d . N o t e t h e d i f f e r e n t 
t i m e s c a l e o n t h e y - a x i s . 
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3.6 Discussion of Spatial Form of the Activation-Inhibition 
Model 

In this chapter we showed that the spatial form of the activation-inhibition model is capa­
ble of exhibiting long-lasting spatial segregation of Cdc42/Rac and Rho in the parameter 
range where the model is bistable. If we view the spatial segregation of active Cdc42/Rac 
and Rho as indicative of cell polarization, then this model suffers two limitations. First, 
under no flux boundary conditions the system sometimes develops multiple "hot spots" of 
Cdc42 activity. If we consider a formation of a " spot" of high Cdc42 activity as the front of 
the cell, this is a problem, as a cell, obviously can have only one front and back. This issue 
of multiple " hot spots" of activity does not seem to come up in simulations with periodic 
boundary conditions, and is clearly related to the size of the diffusion coefficient relative 
to the size of the domain. These "hot spots" do eventually merge, as the system goes 
to a spatially unform steady state. However, as mentioned earlier, long-persisting hetero­
geneity seems to result in a high Cdc42/Rac and low Rho steady state. From a biological 
viewpoint, it is more reasonable to believe dynamics that tend to a non-homogeneous 
steady state (meaning a cell will remain polarized) or return to baseline, meaning the 
cell has adapted to the signal. Including the faster diffusing inactive forms and keeping 
track of the total Rho protein concentration in the Synthesis Inhibition Model stops the 
travelling wave and allows persistent polarity (Stan Maree, personal communication). 

Another problem, common to all models that exhibit bistability, has to do with loss 
of sensitivity and "locking". Al l bistable systems exhibit hysteresis. The initial conditions 
of the problem will determine which steady state the system will approach. If the initial 
conditions are close to the unstable saddle point, then just a small perturbation determines 
which steady state the system will approach. Once that direction is established, however, 
the system does not switch back and forth between states. Instead, the system now 
requires a large " push" in order to change states. The reason for this can be seen by looking 
at the bifurcation diagrams for the model (Figure 2.10). Once the solution jumps from one 
stable solution branch to another, it will remain there once the stimulus that triggered the 
jump is gone. But a moving cell remains sensitive, and can change directions in response 
to changes in the environment. Cells can detect chemical gradients as small as 2%. It is 
not viable for a cell to stop responding to future gradients if it has detected a gradient 
already. Because our model deals only with small G-proteins, which are an intermediate 
component in signal transduction to the cytoskeleton, the model implicitly assumes that 
the extracellular chemoattractant gradient translates into a gradient of GEF activity along 
the membrane. Hence, the questions of extracellular gradient amplification and cellular 
adaptation to increasing or decreasing chemoattractant. levels are not addressed in this 
thesis. 
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Chapter 4 

Compartmentalization of Rho 
GTPases and Parameter 

Estimation 

Our previous modelling treated the cytosolic pool of the small G-proteins as a vast reser­
voir, where the concentrations of the inactive cytosolic forms of the Rho proteins remained 
constant over space and time. As a result, we only needed to keep track of membrane-
bound active forms of the proteins. We now remove this assumption, and keep track of 
both membrane-bound and cytosolic forms of the Rho proteins. 

The models in this chapter deal with transitions between cytosol and membrane 
that is undergone by each Rho family protein. They are multi-compartment models with 
overall conservation of protein. The flux between the different compartments depends on 
GEF, GAP, and GDI levels, which, in turn, are influenced by the extracellular signals. 
Although these models do not include interactions between Cdc42, Rac, and Rho, they 
allow us to test which biological parameters will be most important in determining the rel­
ative distribution of the protein between various active and inactive forms. Furthermore, 
many parameter, estimates for these models can be obtained from experimental papers. 
Using various parameter values we can calculate the flux rates and predict the distribution 
between different compartments for a single Rho protein. Since the distribution between 
compartments in unstimulated versus stimulated cells is known, we can estimate how re­
alistic our model is, as well as determine which parameters the model is most sensitive 
to. 

This compartmental model can later be combined with the interactions of the 
GTPases discussed earlier, to assemble a more predictive model of Rho protein crosstalk. 
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4.1 Features of a General Membrane Translocation Model 
4.1.1 Biological Details 

As discussed in detail in Chapter 1, the Rho proteins undergo two coupled cycles shown 
in Figure 4.1. The proteins cycle between GDP-bound and GTP-bound conformations, 
and between cytosolic and membrane-bound forms. These two cycles are regulated by 
three classes of proteins: guanine nucleotide exchange factors (GEFs), GDP dissociation 
inhibitors (GDIs), and GTPase-activating proteins (GAPs) (Takai et al., 2001). 

Al l Rho proteins are post-translationally modified with lipids at their C termini. 
The covalent attachment of a prenyl group (related to cholesterol) anchors a water-soluble 
protein to a membrane after it is synthesized in the cytosol (Alberts et al., 1994). It 
has been demonstrated that GDI extracts the GDP-bound form from the membrane to 
the cytosol, where it is held in an inactive pool. The currently accepted theory is that 
the Rho proteins have to be bound to GDI in order to remain in the cytosol. In resting 
(non-motile) cells, the majority of Rho proteins are cytosolic, and therefore, inactive. 

Two schemes have been suggested for coupling GTP loading and membrane translo­
cation. In the first, guanosine exchange takes place first in the cytosol, and translocation 
occurs later, possibly due to decreased affinity of GDI for the GTP-loaded form. In 
the second scheme, membrane translocation occurs prior to GTP-GDP exchange. Robbe 
et al. (2003) demonstrated that the soluble Rac-GDI complex is very poorly activated 
by the active GEF site(DH-PH domain). Hence, Rac tends to dissociate from GDI and 
translocate to the membrane before it is activated by a GEF. So we assume that GDI dis­
sociation/membrane translocation occurs prior to nucleotide exchange in our modelling. 

Table 4.1: Compartmentalization Model Variables 
V A R I A B L E M E A N I N G 
R or R G D I cytosolic Rho protein (in complex with GDI) 
RGDP membrane-bound GDP-bound protein (in complex with a binding site) 
RGTP membrane-bound GTP-bound protein (in complex with a binding site) 
B free membrane binding sites 
GDIfree free GDI in cytosol 

4.1.2 Issues to Address 

A satisfactory model accounting for observed cellular behaviour should have an equilibrium 
with most of the protein in the cytosolic state for an unstimulated cell. Upon activation 
(increase in GEF and GAP rates), a fraction of the cytosolic protein (it is unclear exactly 
how much from the data) should translocate to the membrane, and become activated 
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Figure 4.1: Full model of the activation and membrane translocation cycles of a Rho GTPase. 
In this model, Rho-GDP alone is capable of coming off and on the membrane. To move into the 
cytosol, Rho-GDP needs to bind to a GDI molecule. All membrane-bound proteins are assumed to 
be attached to a membrane binding site, B. Little is known about the molecular mechanisms that 
allow the delivery and extraction of Rho proteins at specific sites in cell membranes. Nucleotide 
exchange can only take place on the membrane. Dissociation of GDP from the GDP-bound 
form is an extremely slow reaction. For Rho GTPases to be effective molecular switches, GDP 
dissociation is stimulated by various GEFs. GEFs form a binary complex with the nucleotide-
free protein, stabilizing the transient nucleotide-free protein configuration (Zheng, 2001). GEFs 
dissociate when GTP binds to this transient complex. Although the GDP/GTP exchange reaction 
is reversible, in reality it almost never occurs. Instead, GTP is hydrolyzed to GDP..This process 
is stimulated by various GAPs. Only GTP-bound forms of the protein are active and can bind to 
Rho effectors. 
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(Michaelson et al., 2001). A maximum level of active Rho should be reached within a 
minute of stimulation (Kurokawa et al., 2004). We would like to achieve this behaviour 
in our compartmental model. 

A complete model for the compartmentalization of a Rho family protein should 
include both cytosolic and membrane-bound forms of the protein, as well as GDI, which 
limits how much protein is present in the cytosol, and Rho membrane binding sites, which 
determines how much protein is present on the membrane. The notation for the model 
variables is given in Table 4.1. We analyze two simplifications of this full model: one with 
membrane-binding sites but without explicit modelling of GDI binding, and one with 
GDI binding, but without membrane sites. We simulate exposure to extracellular signal 
by increasing the GEF and GAP rates. As a result, the protein should redistribute from 
cytosolic to membrane-bound, GTP-loaded form. To test the validity of our model, we 
observe the timescale needed to reach a new steady state from cytosolic initial conditions 
once an extracellular signal is received, as well as the distribution of protein between 
compartments at the steady state. We then compare both of these models to the observed 
Rho compartmentalization in cells. 

The main purpose of this chapter is to better understand how the activation of 
Rho GTPases is controlled by three classes of regulators, GEFs, GAPs, and GDI. We 
use a combination of parameter values obtained from literature sources and numerical 
simulation to determine what the in vivo G E F / G A P rates should be for both stimulated 
and unstimulated cells. We also examine how affinity of Rho proteins to membrane binding 
sites and cytosolic GDI affects the balance between membrane and cytosol compartments. 

4.2 Estimating Nucleotide Exchange Rate Parameters 
We model the nucleotide exchange cycle, shown in the top half of Figure 4.1, as a two 
compartment model with apparent rates of conversion from one compartment to another: 

• fci 

RhoQDP R h o c T P -
k-z • 

Parameter values for the nucleotide exchange are summarized in Table 4.7, were 
based on literature values stated in (Menard et al., 1992; Newcombe et al., 1999; Zerial 
and Huber, 1995; Zhang and Zheng, 1998) and (Zheng, 2001). Al l measurements were 
done in vitro. (Zerial and Huber, 1995) is an encyclopedic summary of small G-protein 
protein characteristics, is, in turn, based on a review of literature dating back to 1995. 

We need to estimate the apparent compartment flow rates k\ and k2 from exper­
imentally determined parameter values in Table 4.2. The rates of nucleotide dissociation 
(kGDP and kGTP) are comparable. It can be seen from Table 4.2 that kGDp as kGTP and 
are on the order of 1 0 - 3 - 10" 4 s _ 1 . In the presence of GDI, the nucleotide exchange rate 
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P A R A M E T E R M E A N I N G V A L U E C O M M E N T S CITATION 

kGDplkGTP rate of GDP/GTP dissociation 1.7X .10- 4 S _ 1 in RhoA [1] kGDplkGTP rate of GDP/GTP dissociation 
S . S x l O ^ s " 1 in Cdc42 [1] 

kGDplkGTP rate of GDP/GTP dissociation 

1.5 x l O ^ s " 1 in Rac [2] 
k~GDplkGTP rate of GDP/GTP association unknown k,QTp > k,QDP [3] • 
^hydrolysis innate GTP-hydrolysis rate 8.3-16.7 x 1(T4 s- 1 in Cdc42 • [1] ^hydrolysis innate GTP-hydrolysis rate 

7.7 x 10~4 s- 1 in RhoA [1] 
^hydrolysis innate GTP-hydrolysis rate 

3.6 x 1CT4 s- 1 in RhoA [4] 

^hydrolysis innate GTP-hydrolysis rate 

4 . 8 x l 0 - a s - x in Racl [5] 
ki GAP-stimulated hydrolysis rate 3.3 x 10~'2 s- 1 unspecified GAP in Cdc42 [1] ki GAP-stimulated hydrolysis rate 

1.61 s"1 pl90 GAP in RhoA [4] 
kA GEF-stimulated GDP dissociation rate 5.8 x l O ^ s - 1 Dbl in Cdc42 [1] " 

Table 4.2: Experimentally Determined Nucleotide Exchange Rates. Cited references: [1] (Zerial and Huber, 1995), [2] 
(Newcombe et al., 1999), [3] (Zheng, 2001), [4] (Zhang and Zheng, 1998), [5] (Menard et al., 1992). 



falls to less than 6 x 1 0 - 6 (Newcombe et al., 1999), consistent with the fact that GDI 
interferes with nucleotide exchange. So nucleotide exchange is assumed negligible when 
GDI is bound to the protein in the model. 

Numerical values for GTP and GDP association rates are difficult to determine 
given the unstable nature of the nucleotide free G-protein. However, GDP dissociation 
is believed to be the rate-limiting step in replacing GDP by GTP. Because cells have a 
10-fold GTP to GDP ratio, a nucleotide free Rho protein is much more likely to bind to 
GTP (Zheng, 2001). Therefore, we approximate the rate at which a GDP-bound protein 
changes to a GTP-bound protein by the GDP dissociation rate, as we assume that GDP-
dissociation rate is the limiting step ( k G D P <S k G T p ) . 

In addition to the reversible reactions of nucleotide dissociation/association, there 
is also an irreversible reaction of GTP-hydrolysis. A GTP-bound protein is much more 
likely to undergo GTP hydrolysis than dissociation of GTP followed by GDP binding. 
Therefore, we approximate the rate at which a GTP-bound protein changes to a GDP-
bound protein by the GTP hydrolysis rate, khydroiysis-

We also need estimates for the rates of GEF-stimulated GDP-dissociation (fcyi) and 
GAP-stimulated GTP hydrolysis (kj), since they will determine the nucleotide exchange 
rates in vivo. These rates are known to less accuracy than the other parameters, and prob­
ably vary by several orders of magnitude depending on cell type and stimulus. At present, 
there is no information in the literature about the concentrations of Rho GEFs/GAPs in 
activated cells. Numerous proteins can act as GEFs or GAPs to the Rho proteins, so it 
seems reasonable to assume that that the activation/inactivation of Rho proteins is not 
limited by the amounts of GEFs/GAPs. We therefore treat k^, ki as constants. 

Based on the experimental data, we simplify the full nucleotide exchange cycle of 
a small G-protein, shown in figure 4.1 to: 

RhOQDP ^ RhOGTP, 

where k\ = kGDP + fc^ and = /^hydrolysis + 

4.3 Membrane Binding Sites for Rho Proteins 
In this section, the interactions of Rho proteins with membrane binding sites are discussed 
and a corresponding model is formulated. A bimolecular reaction between a cytosolic 
protein and a binding site is assumed to take place in order for protein to translocate to 
the membrane. 
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4.3.1 Biological Justification 

Evidence suggests that Rho proteins bind to specific membrane binding sites. Bokoch 
et al. (1994) first reported that in neutrophil membranes release of Rac from GDI and 
membrane translocation only occurs in the presence of GTP and an unknown membrane 
component. Boukharov and Cohen (1998) reported high affinity between GTP-bound 
RhoA and an unidentified integral membrane component in erythrocytes. Del Pozo et al. 
(2004) reported that Racl binds to components of low density cholesterol-rich domains 
(lipid rafts) in the plasma membrane. However, no quantitative information is known 
about the numbers of these cholesterol-rich domains, and even their existence is still 
controversial. 

The only quantitative estimate of these unidentified Rho protein binding sites 
comes from the paper by Boukharov and Cohen (1998). Based on the estimate of Boukharov 
and Cohen (1998), we consider a model with a limited number of Rho binding sites on the 
membrane. For proteins to translocate to the membrane, a bimolecular reaction between 
a cytosolic protein and a free binding site must take place. We use the data in Boukharov 
and Cohen (1998) for the number of Rho binding sites and affinity of the Rho protein to 
the binding site. We do not keep track of GDI in this model, as Boukharov and Cohen 
(1998) did not provide any data on GDI in their paper. Effectively, we assume that GDI 
has a passive role in the translocation process; i.e. it is bound to cytosolic proteins, but 
does not actively extract the membrane-associated form. 

3L 
j 

membrane 
kt 

>P 4 > R - G T P 

koff 

f 
R 

kon 

L cytosol 

Figure 4.2: A schematic diagram of the Binding Site Model of Rho translocation. The cytosolic 
form of the protein, R, is assumed to be in a complex with GDI, but GDI is not modelled explicitly. 
The full nucleotide exchange cycle shown in Figure 4.1 has been reduced to a simple two com­
partment module, with simple flow rates from one compartment to another The membrane-bound 
forms, R-GTP and R-GDP, are in complex with a binding site, B. 
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4.3.2 The Binding Site Model Formulation 

Consider one of Cdc42, Rac, or Rho in isolation from other Rho proteins. Let R be the 
number of molecules of the (inactive) cytosolic form of the Rho protein, and RGTP the 
number of molecules of the active membrane-bound form (GTP-bound). We will assume 
that all cytosolic forms are GDP-bound. Let B be the number of molecules of free Rho 
binding sites on the membrane, and RGDP the number of molecules of membrane-bound 
inactive form (GDP-bound). We formulate the model in number of reactant molecules 
per cell, rather than concentrations to avoid complications due to different volumes of the 
membrane and cytosol compartments. 

We model the activation of the protein as a two-step process: membrane translo­
cation of the cytosolic form, followed by nucleotide exchange. The biochemical model is 
given by: . -

R + B s ° w s RGDP (binding to membrane sites) (4.1) 
"off 

ki 
RGDP ^ RGTP (nucleotide exchange) (4.2) 

where k\ = k-QDP + A; A and ki = ^hydrolysis + ^> a s derived in the previous section. The 
equations corresponding to the biochemical model are: 

™=k*fRGDP-k*lRB. 

d ^ ^ = kZNRB-kZffRGDP-klRGDP + k2RGTP (4-3) 

<TT- = k\RcDP - k2RGTP-

at 
Conservation of Total Protein 

The total number of binding sites (Bt) and the total amount of Rho protein (Rt) in the 
cell are conserved. Hence, we can eliminate some variables from the model, using 

B = Bt-RGDP-RGTP, (4.4a) 

R = R t - RGDP- RGTP- (4.4b) 
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Reduction and Dimensionless Formulation 

Substituting in equations (4.4) we obtain the following system: 

— J J T - - =
 fc^i(Rt - RGDP - 7fcrp)(B t - RGDP - RGTP) 

- k ^ F F R G D P - k 1 R G D P . + k2RGTP, (4.5) 

CLRGTP 
dt 

Let 

= k\RGDP - k2RGTP-

_ RGDP , D * • _ RGTP 
NGDP — o a n a NGTP — —5— re* iCf 

be the fractions of total protein in GTP-bound and GDP-bound membrane-associated 
R 

form. Similarly, R* = — is the fraction of total protein in cytosolic form. Then (4.5) 
Rt 

reduces to: 

— &ora(l ~~ RGDP ~ R*GTp)){a ~ RGDP ~ RGTP) 

- k^ffRGDP - kiR*GDP + k2RGTP, (4.6) 

— = k\RGDP — k2RGTP, 

where a = B t / R t is the ratio of total binding sites to total amount of Rho protein, 
k\ = kGDP + k& and — ^hydrolysis + The units for k\,k2 and k^^ are sec - 1 , and k^n 

is measured in cell sec - 1 molecules -1. It is easy to show that system (4.5) has a unique 
biologically relevant steady state. The formula for the steady state is derived in Appendix 
C . , ' 

Table 4.3: Dimensionless Variables for Model (4.6) 
V A R I A B L E M E A N I N G 

-"-GDP fraction of protein in GDP-bound (inactive) form on the membrane 
p* 

GTP 
fraction of protein in GTP-bound (active) form on the membrane 

R* fraction of protein in cytosolic (inactive) form 
a ratio of total binding sites to total protein 
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Table 4.4: Experimental Data for Binding Site Model. Cited references: [1] Sako et al. 
(2000), [2] Nomanbhoy et al. (1999), [3] Boukharov and Cohen (1998). Total membrane 
binding sites and protein were measured for eryt irocyte cells. 

P A R A M E T E R M E A N I N G V A L U E S O U R C E 
Koff membrane dissociation, rate 0.5s - 1 for Rac [1] Koff membrane dissociation, rate 

0.133s"1 for Cdc42 [2] 
Kd — ̂ off/^on membrane affinity 1-5 n M ^ s " 1 for RhoA [3] 
kB membrane binding rate . l - . S n M - ^ - 1 for RhoA [1]. and [3] 
kB 

"'on 
membrane binding rate .026-.133nM-1s-1 for RhoA [2] and [3] 

B t total membrane binding sites (1 — 2) • 103 binding sites per cell [3] 
Rt total Rho protein (1.3 ± 0.3) • 103 molecules [3] 

4.3.3 Parameter Estimates for the Binding Site Model 

Biologically plausible parameter estimates are needed to compare the behaviour of equa­
tions (4.6) to observed behaviour. As there is not enough data about each individual 
protein, we take a composite of available data, seen in Table 4.4, arid assemble a model 
for an arbitrary member of the Rho family. As new data emerges, the model can be refined 
and adapted to a specific GTPase and cell type. 

Values for k\ = k,QDP + ky\ and k^ = ^hydrolysis + kj can be determined from 
Table 4.2. We have two independently) obtained experimental values for kB^ in Table 4.4. 
The kBfj value in Sako et al. (2000) was obtained by measuring the average membrane 
lifetime of individual molecules of YFP-labelled Rac. The kB^ value in Nomanbhoy et al. 
(1999) was obtained by measuring the release rate of Cdc42 from membrane in the presence 
of saturating concentration of GDI. 

We need to convert the estimate for kB

n to the units of cell sec - 1 molecules -1. The 
volume of a human erythrocyte is approximately 90 pm = 9 • 1 0 - 1 4 L. (Mammal Erythro­
cyte Sizes: http://www.genomesize.com/cellize/mammals.htm). Further, using the 
conversion factor 

1 nM = 6.02 • 10 1 4 molecules/L. 

we obtain 

1 nM = 6.02 • 10 1 4 molecules/L x 9 • 10" 1 4 L/cell = 54 molecules/cell. 

Hence, 

kB

n = 2-10~3- 1 • 10" 2cellsec - 1 molecules -1 or 0.5• 10" 3 -2.5• 10"3cellsec"1 molecules"1. 

From Table 4.4 the total amount of protein Rt ~ 1000 molecules/cell and the ratio 
of total binding sites to total protein a « 1. 
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4.3.4 Numerical Observations 

System (4.6) was simulated in XPPAUT using the parameter values described above. In 
a resting cell, the majority of the protein is in cytosolic form, with only 2-3 % present on 
the membrane, (Boukharov and Cohen, 1998). So in the simulation all Rho protein was 
assumed to be in cytosolic form {RGDP = RQTP = ®) f ° r the initial conditions. 

We used a value of kaff as determined by Sako et al. (2000) by measuring the 
average membrane lifetime of individual YFP-labelled molecules. Nomanbhoy et al. (1999) 
obtains the same order of magnitude for kaff using a different method. However, we 
have no sources other than Boukharov and Cohen (1998) for estimating the affinity of 
membranes to Rho proteins. The kon rate used in the simulations was a lower bound 
obtained from Kj, determined by Boukharov and Cohen (1998) and this kQff value. The 
level of GEF and GAP activity, total protein, and ratio of binding sites to protein was 
varied throughout the simulations. 

Time Course to Equilibrium 

We are interested in how long it takes the Rho protein to translocate to the membrane 
from the cytosol (initial conditions are RQDP — R-GTP ~ 0) o n c e a n extracellular signal is 
received. Simulations were performed both with and without GEF and GAP rates (kA and 
kj) added to the basal GTP loading/hydrolysis rates (kQDP and khydrolysis)• Without the 
kA and ki terms, system (4.6) is fairly stiff. This can be seen by comparing the magnitude 
of the two eigenvalues of the system (-1.9 and 9.5 • 10 - 4 ) . It takes over 100 minutes for the 
system to reach the analytically determined equilibrium. Including the kA and kj terms 
(using values in Table 4.2) changed the eigenvalues to approximately -1.9 and -0.03, and 
the system approached equilibrium much faster. In this case it takes about 3 minutes to 
reach equilibrium. 

Table 4.5: Time course to equilibrium in Binding Site Model depends on GEF and GAP 
rates {k,A and ki). Parameters kA and ki appear in system (4.5) as k\ = kGDP + kA and 
^2 — ^hydrolysis ~l~ kr. • 

kA (sec 1 ) fcj (sec 1 ) Time to reach equilibrium (sec) 
0 0 > 6000 
0.005 0.03 200 
0.05 0.03 100 
0.5 0.3 10 
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0.4 0.6 
R GDP 

Figure 4.3: Phase-plane diagram for the Binding Site Model, showing the nullclines and 
the biologically relevant steady state. Parameter values used are given in Tables 4.2 and 
4.4. The steady state distribution of the Rho protein forms are R*QDP — 53%, RQTP — 
9%, R* = o. 
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GEF Effect GAP effect Total protein Binding Sites to Fraction Protein Fraction Protein Fraction Protein 
kA (sec - 1) ki (sec - 1) Rt Protein Ratio a GDP-bound, R*GDP GTP-bound, R*GTP Cytosolic, R* 
0 0 1000 0.5 0.298 0.074 0.628 
0 0 1000 1 0.505 0.126 0.369 
0 0 1000 2 0.674 0.169 0.157 
0 0 2000 0.5 0.337 0.084 0.579 
0 0 2000 1 0.577 0.144 0.279 
0 0 2000 2 0.728 0.182 0.09 
0.005 - 0.03 1000 0.5 0.313 0.053 0.634 
0.005 0.03 1000 1 0.531 0.09 0.379 
0.005 0.03 1000 2 0.714 0.121 0.166 
0.005 0.03 2000 0.5 0.357 0.06 0.583 
0.005 0.03 2000 1 0.61 0.103 0.287 
0.005 0.03 2000 2 0.774 0.131 0.095 
0.5 0.3 1000 0.5 0.16 0.265 0.575 
0.5 0.3 1000 1 0.273 0.455 0.272 
0.5 . 0.3 1000 2 0.343 0.571 0.089 
0.5 0.3 2000 0.5 0.171 0.286 0.543 
0.5 0.3 2000 1 0.3 0.499 0.201 
0.5 0.3 2000 2 0.358 0.596 0.046 

Table 4.6: Distribution of Protein at Equilibrium for Model (4.6). RGDP^GTP^ a n ( ^ R* a r e calculated for various 
kA,ki, Rt and a values using the steady state solution derived in Appendix C. 



Relative Distributions of the Proteins 

Using parameter estimates from Tables 4.2 and 4.4, model (4.5) does not give realistic 
compartment distributions. At steady, state most of the small GTPase is bound to the 
membrane in inactive (GDP-bound) form RGDP- To test if this phenomenon was caused 
by the fact that the amount of total protein and membrane binding sites is approximately 
equal, we varied the ratio of total binding sites to protein (dimensionless parameter a). 
As can be seen from Table 4.6, changing the ratio of binding sites to total protein, a, from 
0.5 (twice as much binding sites as protein) to 2 (twice as much protein as binding sites) 
has a large effect on RGDp values. Predictably, a larger a leads to more protein binding 
to the membrane. However, changing a does not greatly affect RGTP values. 

Instead, as can be seen from Table 4.6, kA and kj have an important effect on 
the distribution of the membrane-bound forms between RGDp and RGTP, but do not 
significantly change the proportion of protein that is cytosolic. For example, increasing 
kA 100 times and fcj 10 times increases R*GTP 50 times, halves RGDP, but only changes the 
cytosolic fraction by a factor of 1.4. Examining the parameter values in Table 4.2 we find 
that kA < kj. Hence, including kA and kj actually decreases the amount of active Rho 
protein on the membrane from 12.6% of the total Rho protein to 9 % for Rt = Bt = 1000 
molecules/cell, as the rate of conversion from GTP to GDP is larger than replacement of 
GDP by GTP. However, if kA > kj then, as expected, inclusion of GEF and GAP rates 
will result in an increase of GTP-bound forms. It should be noted, however, that this 
effect occurs due to depletion of the intermediate membrane-bound, GDP-loaded form, 
rather than a significant translocation of cytosolic form to the membrane that is observed 
biologically. 

4.3.5 Discussion of the Binding Site Model 

Even though model (4.6) is a simple ODE model, involving only one of the small G-
proteins, simulations with the literature-determined parameter values give some insights 
into the dynamics of the activation process. Simulation with the experimentally obtained 
values for kGrp and kG£jp confirms that a basal level of GEF and GAP activity is needed 
in nonmotile cells. The GTP hydrolysis and GDP dissociation rates determined in vitro 
are so low that the timescale of conversion of RG£>p to RGTp is extremely slow (thousands 
of seconds). 

Including the GEF and GAP rates obtained from the literature shows that the GEF 
and GAP rates in vivo must be higher than the estimates in the literature obtained from 
in vitro experiments, since these parameters, not the kon and k0ff rates, limit how quickly 
the cell responds to signal. This conclusion, of course, depends on the assumption made 
in the model that only GDP-bound forms are present in the cytosol. If GTP-bound forms 
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could also bind to GDI and come off the membrane then these proteins become activated 
by binding to the membrane at the rate kon, and do not go through an intermediate 
membrane-bound GDP-bound inactive state. However, in that case, activation of the 
Rho protein would not depend on GEFs or GAPs, contradicting biological data. 

The way that the limited binding sites model is formulated, the extracellular signal 
(acting via GAPs and GEFs) only affects the kinetics between R*QDP and R*QTP- As can 
be seen in Table 4.6 in the absence of GEF and GAP effects (Au = ki — 0) only 37% of 
the protein is in cytosolic form. This is in contradiction to the observation that most Rho 
protein is cytosolic in unstimulated cells (Michaelson et al., 2001). 

To address the discrepancies between observed cell behaviour and the behaviour 
of system (4.6), consider the assumptions that went into the limited binding sites model. 
We used the standard biochemical assumption that a bimolecular reaction has to occur 
between a cytosolic protein and free binding site and that membrane binding is limited 
due to the number of binding sites. Model (4.6) did not include the fact that GDI extracts 
proteins from the membrane and sequesters them in the cytosol. The results obtained from 
the membrane binding sites model suggest that the effects of Rho GDI in Rho protein 
activation by external signal cannot be ignored. We will look at a model including Rho 

• GDI dynamics in the next section. 

4.4 GDI Dynamics and Rho Proteins 
In this section, we discuss the interactions of Rho proteins with membrane binding sites 
and formulate a model that includes the dynamics of GDI interactions. Like the Binding 
Site Model discussed earlier, this model is a simplified version of the complete model of 
Rho protein translocation shown in Figure 4.1. 

A GDP-bound Rho protein and a free GDI molecule have to bind in order for the 
protein to come off the membrane. Since the protein has to be GDI-bound to remain in 
the cytosol, the process of membrane binding can be viewed as one of GDI dissociation. 

Unlike the Binding Site Model, this GDI Model includes the affinity of GDI for 
the membrane-bound protein, and subsequent sequestering of the protein in the cytosol. 
It does not include the affinity of the membrane for Rho or specific membrane binding 
sites that were included in model (4.5). A schematic diagram corresponding to the GDI 
dynamics model can be seen in Figure 4.4. 

4.4.1 The G D I M o d e l Formula t ion 

Let RGDI be the number of molecules of cytosolic Rho protein and GDI be the number of 
molecules of free GDI. As before, let RGDP the number of molecules of membrane-bound, 
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Figure 4.4: A schematic diagram corresponding to the GDI Model of Rho translocation. The 
membrane-bound forms, R-GTP and R-GDP, are converted to each other at rates k\ and &2, 
respectively. In addition GDI can bind to the GDP-bound form and extract it from the membrane 
at rate kQff-

GDP-bound protein, RGTP the number of molecules of membrane-bound, GTP-bound 
protein. 

The biochemical model is given by: 

(membrane translocation due to GDI dissociation) (4.7) 

(nucleotide exchange on membrane) (4.8) 

The units for k\, k2 and k^1 are sec - 1 , and k^ff is measured in cell sec - 1 molecules 
Note that the units for k^1 and k^jfj1 are reversed compared to the k^ and k^^ rates 
in model (4.5). In the latter, we viewed membrane association as a bimolecular reaction 
between the cytosolic protein and a membrane binding site, while here we view membrane 
dissociation as a bimolecular reaction between a membrane-bound protein and GDI. It 
is important to realize that both views are idealizations of the complicated process of 
membrane translocation, which includes GDI dissociation, a conformational change in the 
protein, and binding to the membrane. Al l the other parameters are the same as for the 
Binding Site Model, and are described in Table 4.2. In particular, k\ .= kQDP + kA and 
k2 = ^hydrolysis + kI: as before. 

uGDI 
"'on 

RGDI -5 RGDP + GDI 
uGDI 
Koff 

• fei 
RGDP RGTP 

k2 
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4.4.2 Derivation of Equations for the GDI Model 

The equations corresponding to the biochemical model are: 

CLRGDI 
dt 

^ - kCf

D/RGDpGDI - kgDIRGDI, 

= kgDIRGDI - kffiRGDpGDI - h R G D P + k2RGTP, (4.9) 

d R ^ P = kiRGDP - k2RGTP-

Total GDI in the cell is conserved and total Rho protein is also conserved, so 

GDI = GDIt — RGDI 

RGDP — Rt — RGDI — RGTP-

Eliminating, RGDP from the equations, we obtain: 

dRGDI 
dt 

dRGTP 

= k°f

D/(Kt - RGDI - -RGTP)(GDIt - RGDI) ~ k^RoDi, 

= h(Rt - RGDI - RGTP) - k2RGTP-

(4.10) 

dt 

4.4.3 Dimensionless form of System (4.10) 

As before, we want to change the number of molecules of various forms of Rho protein to 
fractions of the total amount of Rho in the cell. Let 

D* RGDI , D * RGTP 
KGDI - ~B— a n d

 KGTP - T>—• 
Jrtt rtt 

Then (4.10) becomes 

~ ^ ~ ^ o / / ( l — RGDI ~ RGTP)(^ ~ PRGDI) ~ ^on RGDI^ 

dR* 
— = fci(l - RGDI - R*GTp) ~ k 2 R G T P , 

(4.11) 

JJ, 
where 3 = is the ratio of total Rho to total GDI molecules, and k0jj = fc0^/GDIt 

GDIt 
is the maximum rate of membrane extraction of RGDP (occurring when the total GDI in 
the cell GDIt is available for binding). kaff has the units of sec-1. 
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Table 4.7: Experimentally determined parameters for the interaction of Rho proteins with 
GDI. 

P A R A M E T E R V A L U E P R O T E I N R E F E R E N C E 
L.CD1 
"'on 1.4- lCT^s - 1 Racl (Newcombe et al., 1999) 

K — kon/k0ff 0.4 n M a Racl (Newcombe et al., 1999) 

K — kon 1 k0ff 30 nM" Cdc42 (Nomanbhoy and Cerione, 1996) 

Kff 0.133 sec - 1 Racl (Nomanbhoy et a l , 1999) 

" R e s u l t s o f N e w c o m b e e t a l . ( 1 9 9 9 ) s h o w t h a t G T P - b o u n d f o r m s a r e u n a b l e t o b i n d w e l l t o 
G D I ( a t l e a s t t w o o r d e r s o f m a g n i t u d e w e a k e r t h a n G D P - b o u n d f o r m s . ) 

6 N o m a n b h o y a n d C e r i o n e ( 1 9 9 6 ) o b t a i n e d a s i m i l a r K v a l u e ( 2 8 n M ) f o r G D P - b o u n d C d c 4 2 , 
s u g g e s t i n g t h a t G D I c a n b i n d t o b o t h G D P a n d G T P f o r m s o f C d c 4 2 . 

0.4 0.6 
R GDI 

Figure 4.5: Phase-plane diagram for the GDI Model, showing the nullclines and the 
biologically relevant steady state. Parameter values used are given in Tables 4.2 and 
4.7. 
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4.4.4 Rho GDI Parameter Values 

Parameter values for the GDI model, summarized in Table 4.7, were based on literature 
values stated in (Newcombe et al., 1999; Nomanbhoy and Cerione, 1996; Nomanbhoy et al., 
1999). Al l measurements were done in vitro using fluorescently labelled GDI. 

Michaelson et al. (2001) measured the relative ratio of Rho GTPases and GDI 
in three cell lines (see Table 4.8). He also measured the amount of protein in 106 cells 
allowing us to calculate the number of molecules of each protein in each cell type(see 
Table 4.9). Michaelson et al. (2001) also noted that the molar sum of Cdc42, Rac and 
RhoA is approximately equal to the molar amount of GDI in each of three cell lines, and 
that the amount of Rac in each cell types exceeded the amount of Cdc42 or Rho. 

Table 4.8: Ratio of Rho GDI to Rho GTPases in three cell lines. Measured by Michaelson 
et al. (2001) . 

C E L L L I N E GDI/RhoA GDI/Rac GDI/Cdc42 GDI / (RhoA+Rac+Cdc42) 
M D C K (epithelial) 5.6 2.3 7.4 ! • ! 
COS1 (fibroblasts) 7.4 2.0 11.6 1.1 
E C V (epithelial) 3.4 1.8 5.3 0.8 

Table 4.9: Cellular content (in numbers of molecules) of Rho GTPases and Rho GDI in 
three cell lines as determined by immunoblotting. Calculated from values in Michaelson 
et al. (2001) • 

C E L L L I N E GDI RhoA Rac Cdc42 
M D C K (epithelial) 74 -TO5 16 • 105 36 • 105 15 • 105 

COS1 (fibroblasts) 4- 10& 9.7 • 105 24 • 105 7.5 • 105 

E C V (epithelial) 40 • 105 14 • 105 24 • 105 14 • 105 

4.4.5 Numerical Simulations 

For numerical simulations of system (4.11), we used the value for k^1 and kQff given in 
Table 4.7. The nucleotide exchange parameters used were the same as those used in the 
numerical simulations of (4.6). The effect of total protein to GDI ratio, (3, as well as GEF 
and GAP effects is described below. 

The data of Table 4.8 suggest that the ratio of Rho GDI to the sum of the three 
GTPases is close to one in the three cell types shown. System (4.11) keeps track of a 
single Rho protein, but j3 values ranging from 0.5 to 2 were used in the simulations. The 
distribution of protein between cytosol and membrane is quite sensitive to (3, as shown 
by Figure 4.6. In general, all the available GDI is used up in binding, and the remaining 
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GEF Effect GAP effect Total Protein to Fraction Protein Fraction Protein Fraction Protein 
kA (sec - 1) kj (sec -1) GDI Ratio 3- GDI-bound R*GDI GTP-bound R*GTP GDP-bound R*GDP 

0 0 0.5 0.912 0.071 0.018 
0 0 1 0.795 0.164 0.041 
0 0 2 0.476 0.419 .0.105 
0.005 0.03 0.5 0.97 0.004 0.026 
0.005 0.03 1 0.894 0.017 0.089 
0.005 0.03. 2 0.494 0.082 0.425 
0 0 2 0.476 0.419 0.105 
0.05 0.03 0.5 0.949 0.032 0.019 
0.05 0.03 1 0.846 0.097 0.058 
0.05 0.03 2 0.487 0.322 0.191 
0.5 0.3 0.5 0.949 0.032 0.019 
0.5 0.3 •1 0.846 0.096 0.058 
0.5 0.3 2 0.487 0.321 0.192 

Table 4.10: Distribution of Protein at Equilibrium for the GDI Model. R G D I , RGTP> a n < ^ RGDP a r e calculated for various 
kA, ki, and 3 values, using the expression for steady state of system (4.10) derived in Appendix C. 



protein stays on the membrane. Hence, we expect that if all three proteins are included in 
a model of membrane translocation, there will be competition for GDI between the Rho 
proteins. Small differences in GDI affinity between the three proteins can make a large 
difference in one Rho protein remaining active and another protein mostly moving to the 
cytosol. 

•R GDI 

P 
Figure 4.6: A bifurcation diagram for the proportion of protein that is cytosolic (RGDI) versus 0 
in the GDI Model. 0 is the ratio of total protein to GDI.It can be seen that RGDI drops sharply 
around 0 = 2. This suggests that the ratio of protein to GDI should.be carefully controlled in the 
cell, as varying it slightly changes the equilibrium distribution significantly. 

The effect of GEFs and GAPs on redistribution of the Rho protein between the 
different forms can be seen in Figure 4.7. An increase in GEF activity for a fixed GAP 
(fcj) value increases the fraction of protein that is GTP-bound. However, as can be seen.in 
Table 4.10, increasing GEF and GAP values simultaneously does not result in significant 
protein redistribution. 

Finally, the GDI model, like the Binding Site Model suggest that GEF and GAP 
effects are needed in order to reach steady state on a reasonable time scale. However, 
it was not possible to make the transient time scale very fast in simulations of the GDI 
model by increasing GEF and GAP as we did in the Binding Site Model. The fastest time 
that system (4:11) could reach equilibrium is about 400 sec. The time to reach steady 
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k_A k_A 

Figure 4.7: The effect of increasing GEF activity on steady state value for active protein R G T P 

in the GDI Model. Increasing fc^ increases R G T P , but the effect depends on GAP activity kj. On 
the left fcj = 0, on the right fc/ = 0.03. 

state was limited by the fixed kon and kaff values used in the simulations. 
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4.5 Discussion 
Using parameter values obtained from the literature, the steady state of the Binding Site 
Model has a much higher proportion of the Rho protein in cytosolic form as compared to 
the GDI Model. This was expected, as the GDI Model assumes that GDI has a certain 
affinity to GDP-bound forms, extracting them from the membrane, while the Binding 
Site Model assumes an affinity between the Rho proteins and the membrane binding sites 
instead. In reality, both processes take place. Based on the predictions of the two models 
we conclude that affinity to GDI is an important factor that cannot be ignored when 
modelling the compartmentalization of Rho proteins. Due to uncertain data about the 
number of Rho binding sites and their biochemical properties, we feel that at this stage 
binding sites should not be included in a model of Rho protein compartmentalization. In 
reality most of the Rho protein is cytosolic, which agrees well with the GDI model. 

Although the GDI Model agrees with observed protein distributions better than 
the Binding Site Model, there are experimentally described phenomena that neither model 
adequately describes. For example, it has been observed that incubation of cell lysates 
with GTP leads to translocation of Rho protein from cytosol to the membrane, while 
preincubation with GDP has the opposite effect (Fleming et al., 1996). This effect is 
explained by the higher affinity of GDI to GDP-bound forms. However, in our modelling 
we assume that GDI-binding prevents nucleotide exchange since the nucleotide exchange 
rate for bound GDI is at least 100 times slower. Therefore, in our model preincubation 
with GDP or GTP only affects the nucleotide state of the membrane-bound forms. If we 
convert all the membrane-bound fraction to RQTP or R G D P , there is no net change in 
the fraction of cytosolic protein. So in both models there is no translocation to or from 
the cytosol at steady state due to nucleotide loading. To account for this phenomenon 
one way to modify the model is to include the negligible nucleotide exchange that occurs 
when GDI is bound. However, that would require us to subdivide the cytosolic pool into 
two separate populations, and keep track of each one. 

An important fact to note is that in neither model is membrane translocation di­
rectly stimulated by extracellular signal. kaff and kon are treated as constants. Our 
modelling indicates that the distribution of the proteins between various compartments is 
highly sensitive to GDI and membrane affinity, and we expect some mechanism for mod­
ifying that affinity in response to extracellular signal is present. Biological literature has 
focused on identifying the GEFs responsible for the activation of Rho GTPases. There is 
some.indication, however, that membrane translocation parameters, kaff and kon, are also 
being regulated. Del Pozo et al. (2002) reports that integrin receptors regulate dissociation 
of GDI. Occupied receptors increase membrane affinity for Rac, leading to GDI dissocia­
tion and Rac targets being activated in the vicinity of activated integrins (Grande-Garcia 
et al., 2005). 
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Chapter 5 

Conclusion 

5.1 Summary of Our Work 
The goal of this research project was to create a mathematical model that can reproduce 
the spatial redistribution of Rho GTPases in response to extracellular clues. We found 
reports in the biological literature that antagonism between Cdc42/Rac and Rho leads to 
distinct cytoskeleton morphology at the front and back of the cell. This suggested to us 
that the Rho protein system is bistable, achieving either a high level of Cdc42/Rac and 
low level of Rho steady state, or a low level of Cdc42/Rac and high level of Rho steady 
state, depending on the initial conditions. We examined the schemes for the interactions 
of the Rho proteins proposed in the literature, and found that without additional feedback 
most of them cannot account for bistable behaviour. The double negative feedback loop 
in the interactions proposed by Giniger (2002) could supply the necessary mechanism for 
the switching mechanism. 

Our initial attempts to build a biochemically plausible model based on Giniger's 
connectivity diagram that gives rise to bistability were not successful. Influenced by the 
mechanism of a bistable toggle switch described in Gardner et al. (2000), we created a 
model, where Cdc42 inhibited the activation of Rho, and vice versa. Numerical simulation 
of the spatial variant of this Activation-Inhibition Model revealed that addition of diffusion 
can give rise to long-lasting spatial segregation of Cdc42/Rac and Rho. This phenomenon 
can occur due to amplification of an already existing gradient and due to random noise 
in the initial conditions. On a longer timescale, the system eventually reaches a spatially 
uniform high Cdc42/Rac and low Rho steady state. 

The Activation-Inhibition model of Rho dynamics had many simplifying assump­
tions (not explicitly including the effects of Rho regulators: GEFs, GAPs and GDIs). 
In addition, we developed a more biologically detailed model of the activation cycle of a 
Rho GTPase, using biochemical parameters obtained from experimental literature. Two 
variants were explored: one explicitly modelling the affinity of GTPases to the membrane, 
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and another including the effects of the regulator Rho GDI. The GDI model was found to 
better agree with experimental observations. The GDI model showed that the fraction of 
protein that is membrane-bound and active, is very sensitive to the ratio of Rho GTPases 
to Rho GDI, suggesting that a way for the cell to control Rho GDI concentration can lead 
to a rapid transfer of cytosolic protein to the membrane and vice versa. 

5.2 Future Work 

The work in this thesis can be extended in several ways: 

• Developing a more complete model for the spatial segregation of Rho GTPases that 
includes both membrane-bound and cytosolic forms. 

• Use the GDI model as a starting point for a more biologically realistic model for 
Rho protein polarization that includes Rho GDI. 

• Using the Activation-Inhibition Model as a "polarization" module in models of cell 
motility, where Rho signalling to the cytoskeleton is included. 

We discuss these directions below. 

5.2.1 Ex tend ing the M o d e l 

In Chapters 2 and 3 we treated the cytosolic pool of the small G-proteins as a limitless 
reservoir of available substrate for the active forms. The concentrations of the inactive 
cytosolic forms of the Rho proteins were assumed to remain constant over space and time. 
As a result, we derived a reaction-diffusion system of the form: 

^ = f(u) + D V 2 u , 

where f (u) are the interaction kinetics of the Rho proteins, and D is the diffusion coefficient 
matrix. Because the diffusion coefficient is the same for all components of the reaction-
diffusion system, pattern formation due to Turing instability cannot occur. However, we 
have to consider the fact that the cytosolic forms of the Rho proteins, as well as Rho 
GDI have diffusion coefficients that are approximately hundred times faster than those 
of the active membrane-bound forms. Hence, some form of Turing mechanism might be 
at work in the Rho system. Computer simulations by Stan Maree of Utrecht University 
have revealed that inclusion of Rho GDI in the Activation Inhibition Model does not give 
permanent spatial polarization with realistic diffusion coefficients. However, inclusion of 
the inactive cytosolic forms achieves persistent polarity due to depletion effects (Stan 
Maree, personal communication). Another approach would be to combine a model of Rho 
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interactions, similar to the Activation Inhibition Model with a detailed biochemical model 
for the activation of a single Rho protein that was discussed in Chapter 4. 

5.2.2 A p p l i c a t i o n to Mode l s of C e l l M o t i l i t y 

The Rho proteins are known to influence the rates of actin polymerization, capping and 
side branching. Therefore a model for the the spatiotemporal distribution of Rho GTPases 
can be coupled to models of cellular processes driven by actin polymerization. As an 
example, consider an effector of Cdc42 and Rac, Arp2/3, that nucleates new actin filaments 
at the leading edge. By assuming a Cdc42-dependent nucleation rate in a model for 
branching of actin filaments, we obtain a nucleation zone at the leading edge. Similarly, we 
obtain a Rho promoted zone of actin-myosin contraction, at the rear of the cell! Figure 1.3 
demonstrates other ways how actin dynamics are influenced by Rho proteins. The major 
obstacle to this modelling is not knowing the rate constants or concentrations at which 
these effects take place. 
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Appendix A 

Modelling the Interactions 
Between the Rho Proteins 

A . l Various Functional Forms of Protein Activation and 
Inactivation in Model I 

In Chapter 2 we analyzed Model I, which is given by: 

= Ic-eCp-ScC, 
at 
dR' •„ , „ 
— = IR + aC - SRR, 
dt 

^ = Ip + 8R-Cp-5pP. 

We showed that Model I is not capable of bistability. In this section we investigate 
other (biologically plausible) functional forms for activation/inactivation terms to see if 
they can give rise to bistability. 

A. 1.1 Varying the Activation Kinetics 

We investigate what would happen if the small G-protein-dependent activation had sig­
moidal rather than linear dependence on protein concentration. The underlying assump­
tion for the use of a sigmoidal function is that activation of one protein by another is a 
saturating, nonlinear reaction that can be approximated by a Hill function. 

Since the simplest equation in (2.4) is the equation for R, we replace Cdc42-
dependent activation of Rac (aC in equation (2.4)) by a Hill function <xk9Cn (see Fig-
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ure A . l ) . This gives us: 
d ^ = Ic-eCp-ScC, 

• dR T C1 . n 

^ = Ip + 0R-Cp-6pP. 

Putting C on quasi-steady state and eliminating it from the equations, the nullcline 
for p is given by: 

= eSpp2 + (Ic + SCSP - elp)p - 5CIP 

3(ep + Sc) 
The derivative of the Rho nullcline is given by: 

dR _ IcSc , , ^ n 

dp' (ep + 6 c ) 2 + d p > U -

Hence the p nullcline is monotonically increasing. The i?nullcline is given by: 

SR SRk(ep + ic)n + Icn' 

Hence, the Rho nullcline is an increasing function of p, so there is at most one intersection 
between the two nullclines. 
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0 15 

Figure A.2: The p—R phase plane (C is put on quasi-steady state). The R and p nullclines 
of (A.l) will intersect only once, giving a unique steady state. (A trajectory starting at 
(0,0) is also shown.) 
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Similarly, we can replace Rac-dependent activation of Rho, 8R, by 
obtain: 

pRn 

k + Rn to 

%-Ic-tC-SoC. 

dR 
dt 
dp 

= IR + aC- SRR, 

BRn 

(A.2) 

dt I p + k + Rn 
Cp- Spp. 

If we put C on quasi-steady state and eliminate it from the equations, the R 
nullcline will be given by: 

1 [/,+ ^ R = 
£P + 5c\ ' 

which is a decreasing function of p. 
The corresponding p nullcline is given implicitly by: 

pRn IcP 
I p + KR + Rn- ep + 8c'rup-

Implicit differentiation can be used to show that 

d R (KR + ^ c V E p + i c ) 2 

dp 

+ 1 

n-l KRBnR 

Hence, the Rho nullcline is an increasing function of p, so there is at most one intersection 
between .the two nullclines. 

Finally, we can replace both aC and PR terms in (2.4) by Hill functions, getting: 

---I(;-eCp- 5CC, 

dR aCm . „ 
1F = I R + KC + C™-SRR> : (A-3) 

dp pRn 

~ I p + KR + R 
--Cp- Spp. 

If we set the derivatives to zero, and eliminate C from the resulting algebraic 
system, we get the equations for the R and p nullclines in the C — p phase plane, obtained 
by putting R on quasi-steady state. The R nullcline is given by: 

R = r R 

IR + 
Kc(ep+_6c)m + I% 
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This is the same function as the R nullcline in model (A.l). The Rho nullcline is the 
same as the Rho nullcline in model (A.2). Using the properties of those functions that we 
showed earlier we conclude, once again, that only one steady state is possible. 

So an assumption that activation kinetics of one protein by another are sigmoidal 
does not affect the number of positive steady states that can be obtained by model in 
Figure 2.4. 

A . 1.2 Varying the Inactivation Kinetics 

Next, we investigate the effect of the assumption that inactivation rate of Cdc42 and 
Rho is proportional to the product of the concentrations of Cdc42 and Rho. We relax 
this assumption by replacing the bilinear inactivation term Cp in equation (2.4) by a 
nonlinear function f(C,p). The exact form of / is not known, but it is reasonable to 
assume that / is a monotonically increasing positive-valued function of C and p (since 
increasing the amount of active Cdc42 should have an inhibitory effect on Rho and vice 
versa). The function should also be saturating to prevent unreasonable inactivation rates 
in the presence of large concentrations of proteins (there is some maximal level of GTP-
hydrolysis that can be achieved regardless of C and p concentrations), and be zero if the 
concentration of either C or p becomes zero. Using this assumption, model (2.4) becomes: 

d^ = Ic-ef(C,p)-ScC, 

^ = IR + aC - 5RR, (A.4) 

^ = IP + 3R-f(C,p)-5pp. 

We set the derivatives in model (A.4) to zero to determine the number of possible 
steady states. After eliminating R, we obtain the following algebraic system: 

0 = Ic-Ef(C,p)-6cC, 

0 = A + aC-f(C,p)-6pp, ( A ' 5 ) 

where A — IP + 3IR/5R and a — a3/5ji. We can eliminate f(C,p) from this system to 
get 

p — mC + b 

where 
a + Sc/e A-Ic/e 

m = and b = . 
op °p 
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Note that we simply eliminated f(C,p) without using any assumptions about / such 
as monotonicity or saturation. Next, we test specific forms of f(C,p) to see if any are 
consistent with bistability. 

For example, suppose f(C,p) = -^—^—— where H,p,q are positive constants. 

We have from before: 

0 = Ic-ef(C,p)-5cC 

=> ef(C,p) = Ic-ScC 

eHCp 
1+pC + qp 

Substituting in p = mC + b we get 

= Ic — $cC 

C(mC + b) _ 
£ H l + P C + q(mC + b ) - I c - 6 c C 

This gives a quadratic equation for C, 

(eHm + Sc(p + qm))C2 + (eHb + Sc(l + qb) - Ic(p + qm)) C - : J c ( l + qb) = 0. (A.6) 

Equation (A.6) has at most two solutions. Therefore, it is incompatible with bistability, 
which requires two stable steady states separated by a saddle point. Further analysis 
reveals that the level of Rho corresponding to the smaller of the two solutions is negative, 
making it biologically irrelevant. 

Using the same approach as above for f(C,p) = —= x gives a fourth 
1 T\- pG + qp 

degree equation for C, so it is possible for system (A.5) to have 4 steady states. However, 
experimenting with parameters numerically we see that bistability still does not occur in 
the first quadrant. 

Linear Stability of Solutions of (A.5) 

In fact, linear analysis about a steady state shows that we will never get the bistable 
behaviour we want in system (A.5) for any monotonically increasing function of C and p. 
The Jacobian for (A.5) is given by 

J -efc ~ ^ -ef„ 
a- fc -fP - tipj 

The trace of J is given by Tr(J) = —(5c + 5P) — (fp + efc)- We observe that 
Tr(J) evaluated at non-negative values of C and p is negative, since fc and./p are 
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Figure A.3: Typical nullclines for system (A.5). 

positive, by the assumption that / is a monotonically increasing function of C and p. 
The determinant of J , Det(J), is given by (fp + Sp)(efc + d~c) + efp(& — fa). When 
evaluated at the positive steady state values of C and p and expanded, Det(J) is al­
ways positive by the same assumption about / . The eigenvalues of J are given by 
Ai:2 = \(Tr(J) ± yjTr(J)2 — 4Det(J)). The eigenvalues would be real and negative 
for 

Tr(jf' > Wet(J) 

(SC + SP? + (fP + efcj2) > 2(fp6c + efcSp + SPSC + 2eafp) 

and complex with negative real parts otherwise. Hence any steady state of system (A.5) 
in the first quadrant would have to always be stable. Numerical simulations of the full 3 
by 3. system were done to compare with the reduced two variable system. No transition 
from a stable to unstable steady state were observed. 

We have shown that despite the presence of double negative feedback, model (2.4) 
is monostable. Using sigmoidal activation kinetics instead of linear to model the activation 
of one protein by another does not alter the number or stability of steady states. Neither 
does replacing' the bilinear function for mutual inhibition of C and p by an arbitrary 
monotonically increasing function of the concentrations, of Cdc42 and Rho. 

-

1 ! 1 1 1 1 1 1 

-

- H -

- \ . -

1 ''"-4 1 
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Appendix B 

Spatial Extension of the 
Activation-Inhibition Model 

B . l X P P code for Activation-Inhibition Model with Neu­
mann BCs 

The following file was used to spatially simulate the activation inhibition model with 
Neumann boundary conditions in XPP. 

# synthesis inhibition model with diffusion The BCs are written 
in a general way so that both Neumann and Dirichlet conditions as 
well as mixed BCs can be implemented by setting the 
a,b,c,parameters Dirichlet: b=0; Neumann a=0, c=0 

# cuO = auO u + buO u_x # cul = aul u + bul u_x # cvO = avO v +bvO 
v_x # cvl = avl v + bvl v_x # cwO = awO w + bwO w_x # cwl = awl 
v+bwl v_x #left boundary uO=(cuO-buO*ul/h)/(auO-buO/h) 
v0=(cv0-bv0*vl/h)/(avO-bvO/h) w0=(cw0-bw0*wl/h)/(awO-bwO/h) 

u[1..100]' = (d/(h*h))*(u[j+1]-2*u[j]+u[j-1])+11/(al+w[j]~k)-deltal*u[j] 
v[ l . .100] ' = (d/(h*h))*(v[j+.l]-2*v[j]+v[j-l])+I2+alpha*u[j]-delta2*v[j] 
w [1..100]'' = (d/(h*h))*(w[j +1]-2*w[j]+w[j-1])+13/(a2+u[j]~n)+I4*v[j]/(a3+u[j] 
-delta3*w[j] 

# Right boundary ul01=(cul+bul*ul00/h)/(aui+bul/h) 
vl01=(cvl+bvl*vl00/h)/(avl+bvl/h) 
wl01=(cwl+bwl*wl00/h)/(awl+bwl/h) par d=0.01,h=0.1 
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#No flux (neumann) BCs for left end of domain 

par cuO=0,auO=0,buO=l cvO=0,avO=0,bvO=l cw0=0,aw0=0,bw0=l 

#No flux (neumann) BCs for right end of domain 

par cul=0,aul=0,bul=l par cvl=0,avl=0,bvl=l par cwl=0,awl=0,bwl=l, 

par I1=4,12=0,13=2,14=5,al=0.6,a2=l,a3=l,alpha=l, k=l,n=3,m=3, 
deltal=l,delta2=l,delta3=l @ total=60,dt=0.005 done 

B.2 X P P code for Activation-Inhibition Model with Peri­
odic BCs 

The following file was used to spatially simulate the synthesis inhibition model with peri­
odic boundary conditions in XPP. 

#synthesis inhibition model with periodic BCs 

ul'=(d/(h*h))*(u2-2*ul+ul00)+11/(al+wl~k)+pulse(t)-deltal*ul 
u[2. .29] ' = (d/(h*h))*(u[j+l]-2*u[j]+u[j-l])+Il/(al+w[j]-k)+pulse(t 
)-deltal*u[j] 
u[30. .99] , = (d/(h*h))*(u[j + l]-2*u[j]+u[j-l])+Il/(al+w[j]-k) ' 
-deltal*u[j] 
ulOO'=(d/(h*h))*(ul-2*ul00+u99)+11/(al+wl00~k)-deltal*ul00 

vl'=(d/(h*h))*(v2-2*vl+vl00)+I2+pulse(t)+alpha*ul-delta2*vl 
v[2..99]' = (d/(h*h))*(v[j+1]-2*v[j]+v[j-1])+I2+pulse(t)+alpha*u[j 
]-delta2*v[j] 
vlOO'=(d/(h*h))*(vl-2*vl00+v99)+I2+pulse(t)+alpha*ul00-delta2*vl00 

wl'=(d/(h*h))*(w2-2*wl+wl00)+I3/(a2+ul"n)+I4*vl/(a3+ul"m)-delta3*wl 
w[2..99] ' = (d/(h*h))*(w[j + 1]-2*w[j]+w[j-1])+13/(a2+u[j]~n) 
+I4*v[j]/(a3+u[j]~m)-delta3*w[j] 
wlOO'=(d/(h*h))*(wl-2*wl00+w99)+13/(a2+ul00"n)+I4*vl00/(a3+ul00"m) 
-delta3*wl00 

°/0An activation pulse of of size amplitude is applied to u[1..29] 
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%at time tsart for duration time units 

pulse(t)=amplitude*(heav(t-tstart)-heav(t-(tstart+duration))) 

par d=0.01,h=0.1, amplitude=0, tstart=40, duration=10 

par 
11=4,12=2,13=2,14=5,al=l,a2=l,a3=l,alpha=l,k=l,n=3,m=3,deltal=l,delta2=l,delta3=l 
@ total=60,dt=0.005 done 
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Appendix C 

Compartmentalization of Rho 
GTPases and Parameter 

Estimation 

C . l Analysis of Binding Site Model 

C . l . l Steady States of System (4.5) 

To find the steady states of (4.5) we set the left-hand sides to zero and observe that 

RGTP = k R G D P (C.l) 

where k = —̂  = G D P —^—, and 
";2 "-hydrolysis + 

(1 - {RGDP + RGTp))(Bt - Rt (RGDP. - RGTP)) = K d R G T P , (C.2) 

where Kd = k0ff/kon. Substituting (C.l) into (C.2) and solving for RGDP we obtain 

( B t + R t ) ( l + k) + Kd± yj((Bt + R t ) ( l + k) + Kdy - 4(1 + fc)2RtBt 

R g d p = 27iTI^ — • 
(C.3) 

Both solutions are real and non-negative, but we need to ensure that R and B are nonneg-
ative or, equivalently, that RGDP + RGTP < min(Rt, Bt). Note that the larger solution for 

RGDP at steady state is always going to be greater than ^ * ~*~ • Using 

the fact that at steady state RGDP + RGTP — (1 + k)RGop, we can see that 

« , „ + > 2i±M(i±i±^ > M+JS) > M I N ( R ; , B A ; 

z(l + fcj ^ 
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So the larger solution is never biologically viable. 

For the smaller solution, note that the discriminant simplifies to 

disc = ( B t - R t ) 2 ( l + k)2 + 2 t f d (B t + Rt)( l + k) + Kd

2, 

which is greater than 

( B t - R t ) 2 ( l + k)2 + 2 iQ(B t - R t ) ( l + k) + Kd

2 = ( ( B t - R t ) ( l + k) + Kd)2 . 

So we obtain 

( B t + R t ) ( l + k) + Kd - ( B t - R t ) ( l + k)-Kd 

RGDP < 

RGDP < 

RGDP < 

2(1 + k)2 

2Rt(l + fe) 
2(1 + k)2 . 
Rt 

(l + fc) 

which implies that RGDP + RGTP — (1 + k)RcDP < Rt- Similarly, we can show that 
B t 

RGDP < —, giving us RGDP + RGTP < B t at steady state. So the smaller steady 
• • (1 + A:) 
state is always biologically relevant. 

C.l.2 Stability of Steady States for System (4.5) 

To check the stability of the equilibria we linearize the equations of model (4.5) and obtain 
the Jacobian given by 

J = 
-kon(R + B ) - k o f f - k l -kon(R + B) + k2 

k\ ' -k2 

(OA) 

where R and B are the steady state values of R* and B* respectively. The characteristic 
polynomial of (C.4) is given by 

A 2 + X(kan(R + B) +-koff + ki + k2) + fcOTJ(7^ + 73) + koff(kl + k2) + k2koff = 0 (C.5) 

For the biologically feasible equilibrium R and B are non-negative, so the coefficients of 
the characteristic polynomial are always positive. By the Routh-Hurwitz criterion the 
eigenvalues would have negative real parts, so the biologically relevant equilibrium is 
always stable. The values of the eigenvalues are given by 

X = ^(-H± y/n2 - 4{kon{R + B) + kofjih + k2) + fokoff)^ , (C.6) 
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where ji = k^R + B) + k0ff + k\ + k2-
It is easy to check that if solutions originate in the first quadrant solutions they 

cannot leave the first quadrant and become negative. If RGDP = 0 (y-axis in Figure 4 .3) , 
then 

— = kon(l - R*GDP)(Bt - R t*iT) + k2R*GTP > 0. 

Similarly, if R*GTP = 0 (x-axis in Figure 4.3), then 
dR*r G T P = hR*GDP > 0. 

dt 

Hence the first quadrant is a trapping region for solutions of system (4.5). This is reason­
able biologically, and is a known feature of mass action kinetics models. 

C.2 Mathematical Analysis of the GDI Model 

The nullclines of system (4.10) are easy to determine analytically. The i?GTP-nullcline is 
given by 

RGTP = 7 (1 - RGDI). (C.7) 

It is a straight line with x-intercept Rt and y-intercept at 7 R t , where 7 = ki/(k\+k2) < 1. 
The RGDj-nullcline is given by 

RGDI2-RGDi(Rt + Gr>It + K) + RtGnit 

R G T P = " G D I t - i f e ^ ,.. ( C - 8 ) 

k 
where K = ——. This equation has an asymptote at RGDI = GDIt , and two zeroes at 

koff 

RGDI - \ (Rt + G D I t + K ± ^(Rt + G D I t + Kf - 4 R t G D I t ) (C.9) 

We can see that the two nullclines have a unique intersection in the positive quad­
rant at: 

Rt + G D I t + — ^ — - , / R t + GDIt + — ^ ) 2 - 4 R t G D I t 

RGDI = ( 1 " 7 ) V

 2 ^ , (C.10) 

RGTP = l(Rt - RGDI)-

This steady state is always stable. 
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C.3 X P P file for the Binding Site Model 

# membrane trans locat ion model for l imi ted binding s i tes # units 
for R_GDP and R_GTP are molecules per c e l l # The equations 

R_GDP'=k_on*R_tot*(1-R_GDP-R_GTP)*(alpha-R_GDP-R_GTP)-k_of f *R_GDP-(k_GTP+k_A)*R_GDP+(1 
R_GTP'=(K_GTP+k_A)*R_GDP-(k_GDP+k_I)*R_GTP 

# The parameters 

params k_on=0.00185, k_off=0.5, alpha=l, R_tot=1000, k_GDP=0.0008, 
k_GTP=0.0002, k_A=0.005, k_I=0.03 

® T0TAL=450,DT=.05,xlo=0,xhi=450,ylo=0,yhi=l,MAXST0R=500000 @ 
xplot=t,yplot=R_GTP <3 B0UNDS=100000 XNC=0, YNC=8 done 

C.4 X P P file for the GDI Model 

# membrane trans locat ion model including GDI # The equations 
R_GDI'=k_off*(l-R_GDI-R_GTP)*(l-beta*R_GDI)-k_on*R_GDI 
R_GTP'=(k_GTP+k_A)*(1-R_GDI-R_GTP)-(k_GDP+k_I)*R_GTP 

aux R_GDP=1-R_GDI-R_GTP 

# The parameters params k_on=1.4e-3, k_off=0.133, beta=l, 
k_GDP=0.0002, k_GTP=0.0008, k_A=0.005, k_I=0.03 

i n i t R_GDI=1, R_GTP=0 

0 T0TAL=500,DT=.05,xlo=0,xhi=400,ylo=0,yhi=5,MAXST0R=500000 
0 xplot=t,yplot=R_GTP 0 B0UNDS=100000 done 

110 


