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Abstract

Mathematical models were developed which incorporate heat flow, phase transformation kinetics, and temperature and composition dependent thermal-physical properties to predict through-thickness temperature evolution during the manufacturing of steel tubular products under industrial cooling conditions. The two industrial cooling conditions investigated were an ‘in-line’ water quench, used to control austenite grain growth, and controlled slow cooling, applied at the end of the process to produce the desired microstructure and mechanical properties. This investigation combined computer modeling with laboratory measurements on industrial samples (i.e., AISI 5130 as-rolled steel tubes).

A 2-D finite-difference axisymmetric accelerated cooling model (ACM) and a 2-D finite-difference circumferential controlled slow cooling model (CSC) were coded to run on a personal computer. The ACM model can handle multi-stage cooling with varying boundary conditions including radiation, natural convection, and forced convection. The model has the capacity to handle temperature and microstructural dependent thermal-physical properties associated with different phases that can form in the material. The CSC is capable of simulating the effects of tube spacing, forced air-cooling, and various ambient conditions. The basic heat diffusion parts of both the ACM and CSC models, including the routines associated with the liberation of latent heat, were validated against a benchmark commercial FEM software package, ABAQUS™. In addition, the results of the CSC model were verified experimentally by acquiring thermal data from a tube instrumented with thermocouples during the slow cooling of 5130 steel tubes. The CSC model predictions agreed reasonably well with the measured data, capturing the various factors affecting heat-transfer between tubes and their surroundings. A sensitivity analysis conducted with the CSC model indicated that the radiation exchange between different components (e.g., adjacent tubes, tubes and the fume hood, tubes and the floor) plays a significant role in heat-transfer. In addition, several factors influenced the effective emissivity within the model, including loose scale formation on the tubes, geometric assumptions in the model to approximate radiation view factors, and assumptions related to the temperature of the surrounding furnace environment.

ABAQUS is a trademark of Hibbitt, Karlsson and Sorensen Inc.
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### List of Symbols

#### Chapter 2

- $A_m$: Koistinen-Marburger coefficient
- $b$: Kinetic parameter representing nucleation and growth rates
- $C, m, n$: Empirical constants for convection over a horizontal cylinder
- $c_p$: Specific heat $J/kg/K$
- $D$: Diameter of the rod or tube $m$
- $d_r$: Prior austenite grain size $m$
- $E_{st}$: Internal energy $J/kg/m^2$
- $g$: Gravitational acceleration $m/s^2$
- $Gr$: Grashof number
- $h$: Heat-transfer coefficient $W/m^2/K$
- $h_{ov}$: Overall heat-transfer coefficient $W/m^2/K$
- $h_r$: Heat-transfer coefficient at radiation boundary $W/m^2/K$
- $h_c$: Heat-transfer coefficient at convection boundary $W/m^2/K$
- $H_i$: Enthalpy of transformation of phase $i$ $J/kg$
- $k$: Thermal conductivity $W/m/K$
- $M_s$: Martensitic transformation start temperature $°C$
- $M_f$: Martensite finish temperature $°C$
- $m, n$: Spatial positions
- $Nu$: Nusselt’s number, $hD_0/k_a$
- $Pr$: Prandlt’s number, $\mu c_p/k$
- $p$: Temporal dependence
- $Q$: Latent heat of transformations $J/kg/m^3$
- $q$: Heat flux $W/m^2$
- $q_r$: Heat flux - radial direction $W/m^2$
- $q_z$: Heat flux - axial direction $W/m^2$
- $Re$: Reynolds number, $[\rho_0u_0(1+\chi)D_0/\mu_m](T_{sat}/T_a)$
- $Ra$: Rayleigh number
- $r$: Radius $m$
- $T$: Temperature $K$
- $T_s$: Surface temperature $K$
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_{amb}$</td>
<td>Ambient temperature</td>
<td>K</td>
</tr>
<tr>
<td>$T_m$</td>
<td>Mean film temperature</td>
<td>K</td>
</tr>
<tr>
<td>$T_e$</td>
<td>External/environment temperature</td>
<td>K</td>
</tr>
<tr>
<td>$t$</td>
<td>Time</td>
<td>s</td>
</tr>
<tr>
<td>$X_i$</td>
<td>Volume fraction of phase $i$</td>
<td></td>
</tr>
<tr>
<td>$X_f$</td>
<td>Volume fraction of ferrite</td>
<td></td>
</tr>
<tr>
<td>$X_{f,eq}$</td>
<td>Temperature dependent equilibrium volume fraction of ferrite</td>
<td></td>
</tr>
<tr>
<td>$X_p$</td>
<td>Volume fraction of pearlite</td>
<td></td>
</tr>
<tr>
<td>$z$</td>
<td>Axial length</td>
<td>m</td>
</tr>
</tbody>
</table>

$\nabla$ Differential operator.
$\rho$ Density $\quad \text{kg/m}^3$
$\phi$ Angle in the circumferential direction, radian
$V$ Average velocity $\quad \text{m/s}$
$\mu$ Absolute viscosity $\quad \text{N} \cdot \text{s/m}^2$
$\beta$ Spatial coefficient of propagation
$\gamma_b$ Influence parameter
$\sigma$ Stefan Boltzmann's constant $\quad \text{J/K}^4 \cdot \text{m}^2/\text{s}$
$v$ Kinematic viscosity of air $\quad \text{N} \cdot \text{s/m}^2$
$\varepsilon$ Emissivity
### Chapter 4

- **Bi**: Biot number, \( hR/k_s \)
- **\( c_p \)**: Specific heat \( \text{J/kg/K} \)
- **\( D \)**: Outer diameter \( \text{m} \)
- **\( E \)**: Stored energy \( \text{J/kg/m}^2 \)
- **\( F_o \)**: Fourier number
- **\( g \)**: Gravitational acceleration \( \text{m/s}^2 \)
- **\( h \)**: Heat-transfer coefficient \( \text{W/m}^2/\text{K} \)
- **\( h_c \)**: Heat-transfer coefficient for convective heat flow \( \text{W/m}^2/\text{K} \)
- **\( h_{ov} \)**: Overall heat-transfer coefficient \( \text{W/m}^2/\text{K} \)
- **\( h_r \)**: Heat-transfer coefficient for radiation \( \text{W/m}^2/\text{K} \)
- **\( H_f \)**: Enthalpy of formation \( \text{J/kg} \)
- **\( H_i \)**: Enthalpy of transformation of phase \( i \) \( \text{J/kg} \)
- **\( k \)**: Thermal conductivity \( \text{W/m/K} \)
- **\( \Delta l \)**: Characteristic length \( \text{m} \)
- **\( Pr \)**: Prandtl's number, \( \mu c_p/k \)
- **\( Q \)**: Latent heat generated per unit volume \( \text{W/m}^2 \)
- **\( q_{OD} \)**: Energy entering or leaving the node outside diameter \( \text{W/m}^2 \)
- **\( q_{ID} \)**: Energy entering or leaving the node inside diameter \( \text{W/m}^2 \)
- **\( r \)**: Radius \( \text{m} \)
- **\( T \)**: Temperature \( \text{K} \)
- **\( T_{amb} \)**: Ambient temperature \( \text{K} \)
- **\( T_i \)**: Initial temperature \( \text{K} \)
- **\( T_m \)**: Mean film temperature \( \text{K} \)
- **\( T_{max} \)**: Maximum temperature \( \text{K} \)
- **\( T_s \)**: Surface temperature \( \text{K} \)
- **\( T_\infty \)**: External/environmental temperature \( \text{K} \)
- **\( Vf_{max} \)**: Maximum volume fraction
- **\( \Delta t \)**: Time increment \( \text{s} \)
- **\( \Delta V \)**: Volume increment \( \text{L} \)
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta x$</td>
<td>Mid-plane distance</td>
<td>m</td>
</tr>
<tr>
<td>$X_i$</td>
<td>Volume fraction of phase $i$</td>
<td></td>
</tr>
<tr>
<td>$V$</td>
<td>Differential operator</td>
<td></td>
</tr>
<tr>
<td>$\rho$</td>
<td>Density</td>
<td>kg/m$^3$</td>
</tr>
<tr>
<td>$\beta$</td>
<td>Spatial coefficient of propagation</td>
<td></td>
</tr>
<tr>
<td>$\nu$</td>
<td>Kinematic viscosity of air</td>
<td>N·s/m$^2$</td>
</tr>
<tr>
<td>$\mu$</td>
<td>Absolute viscosity</td>
<td>N·s/m$^2$</td>
</tr>
<tr>
<td>$\varepsilon$</td>
<td>Emissivity</td>
<td></td>
</tr>
<tr>
<td>$\sigma$</td>
<td>Stefan Boltzmann's constant</td>
<td>J/K$^4$/m$^2$/s</td>
</tr>
</tbody>
</table>

- **A**: Austenite
- **B**: Bainite
- **F**: Ferrite
- **M**: Martensite
- **P**: Pearlite
Acknowledgements

I would like to express my sincere thanks to my supervisors Dr. Mary A. Wells, Dr. Steve Cockcroft, and Dr. Daan Maijer for their guidance, support and patience during my time at UBC. In addition, I would like to acknowledge the Timken Bearing and Steel Company, Ohio, and the U.S. Department of Energy for funding this project.

I am indebted to a host of people at UBC, in particular Gary Lockhart and Dianfeng Li for their technical assistance and help during the experimental tests. In addition, I would like to thank the staff at Timken, in particular Jeff Ives, Daqing Jin, and Robert Kolarik, for informative discussions on model development, facilitation of industrial trials, and project management.

Much appreciation is given to all the people in the Department of Metals and Materials Engineering at UBC who have supported me during this project. Specifically, thanks are given to all the other graduate students for the many stimulating discussions.

Finally, many thanks to my good friend Kira Procter and my family for the encouragement and support they provided when it was most needed.
Increasingly, manufacturing industries are turning to mathematical modeling to enhance product quality, to improve processing efficiency, and to increase the cost effectiveness of the manufacturing process. Steel companies are seeking to achieve these goals through the use of microstructural engineering models and the application of controlled thermo-mechanical processing (CTMP) to produce hot rolled products.\textsuperscript{[1-7]} Mathematical models, when applied to the manufacturing process, link the basic principles of microstructural phenomena with heat and mass transfer. In order to calibrate these models to operating parameters, empirical and semi-empirical relationships must be developed through laboratory experiments and industrial trials.\textsuperscript{[8]}

The CTMP of tubes and pipes involves the conversion of materials into value-added products through precise control of processing variables. The properties of metals and their alloys depend strongly on their processing history. For example, the distribution of phases, grain structure, alloy compositional segregation and defects in final commercial products depend strongly on the conditions under which the materials were fabricated. Precise control is required of thermal history, mechanical deformation and microstructure evolution during processing, if desired structures and properties are to be achieved. Recent advances in computer technology, sensor design, and numerical model simulations of materials and processes have allowed the application of CTMP to the production of steel tubes and pipes. Some anticipated benefits of CTMP include:

- \textit{Reduced energy consumption.}
- \textit{Reduced emission of greenhouse gases and toxic wastes.}
- \textit{Reduced machining costs.}
- \textit{Reduced rework and scrap accumulation.}
- \textit{Increased overall cost savings.}
- \textit{Increased product performance.}

The Timken Company of Canton, Ohio, has recently carried out a development program to fully exploit the latest developments in both production and material technologies for seamless tube products. This five year program of research is directed towards the development of a
system for controlled thermo-mechanical processing of tubes and pipes for enhanced manufacturing and performance. The program has been sponsored by the Department of Energy (DOE) and includes a number of industrial and institutional participants: The Timken Company, The University of British Columbia (UBC), Oak Ridge National Laboratories (ORNL), Idaho National Environment & Engineering Laboratories (INEEL), The National Research Council of Canada (NRC-IMI), US Steel, The Ford Motor Company, Daimler Chrysler Corporation, and The Friedrich Kocks Company. The methodology being employed for this program includes the development of a mathematical model to simulate an entire tube mill. The simulation will include components of heat-transfer and deformation for the cooling, heating, and rolling processes, as well as provide the expected metallurgical responses, based on the evolution of microstructure. One of the components of this program will use numerical modeling techniques to develop the Hot Tube Mill Model (HTMM) to optimize a virtual tube mill where the evolution of temperature, stress/strain, and microstructure can be simulated as they occur in the tube making process. In addition, the HTMM will be used to develop recipes for various steel grades and products. Overall, the objective is to yield a final product with enhanced properties while minimizing processing and energy costs.

Two of the largest sectors in the domestic tube and pipe industry are seamless mechanical tubing (e.g., drive shafts, bearings) and seamless oil country tubular goods. These products can be produced from a variety of steel grades, including 52100, 5130, 4320, and 8620, with seamless tube outer diameters (OD) ranging from 25.4mm to 154mm, and wall thickness ranging from 2.54mm to 50.8mm.

Figure 1.1 depicts the proposed seamless tube production process at Timken where a billet enters the process, goes through seven stages, and exits as a finished product. There are two novel stages in the proposed Timken CTMP process. These include: 1) an in-line’ heat treatment, and 2) controlled slow cooling. The ‘in-line’ heat treatment consists of an inductive heater or water quench stand (or a combination of both), and occurs after the product leaves the elongation mill. This treatment has a dual purpose. It removes any temperature profile variations developed from previous processing steps (i.e., conduction from the mandrel when first entering the piercing mill) by heating or cooling the tube. It also controls austenite grain growth through the use of a water quench stand. The controlled slow cooling stage in the CTMP process consists of a controlled slow cool bed located at the end of the process. The purpose of
the slow cool bed is to ensure the final product has the desired microstructural and mechanical properties.

![Diagram of the seamless tube making process.](image)

**Figure 1.1 – Schematic of the seamless tube making process.**

In order to model both the 'in-line' water quench stand and the controlled slow cooling bed, it is necessary to accurately describe the appropriate boundary conditions. These include boiling water heat-transfer associated with the 'in-line' water quench stands and the radiation view factors between adjacent tubes and their surroundings, associated with the controlled slow cooling bed. Another factor to consider is the latent heat that evolves when the austenite decomposes into various transformation products and its effect on the tube thermo-profile.

In this research project, a set of mathematical models for simulating water quenching and controlled slow cooling of tubular products for the Timken CTMP process have been developed. The models will be integrated into the HTMM and be utilized by INEEL to populate a neural net that will be used for control purposes in the CTMP process. These models provide important insights into the tube manufacturing process leading to cost benefits and quality enhancements in tubular products.
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CHAPTER 2
LITERATURE REVIEW

2.1 Introduction

With increasing emphasis on product quality and process optimization, industry and academia have strived to relate the structure and mechanical properties of quenched and tempered steel products to heat treatment variables and steel composition. A common problem associated with thermo-mechanical processing is the development of residual stresses and distortion in the final product. This distortion and residual stress often make it difficult, and even impossible, to manufacture components to final product dimensions prior to heat treatment. Instead, an extensive amount of costly machining is required to remove excess material after hardening. In addition, removal of hardened surface material can often lead to a decrease in the mechanical properties of the products. In order to minimize the impact of distortions and post-heat treatment machining, knowledge of the thermal history and microstructural evolution becomes crucial.

In the past, practical experience was used to predict the final product properties. Unfortunately, these traditional methods have turned out to be inefficient and insufficient, because small changes in the thermo-mechanical processing can lead to major changes in final product properties. As a result, researchers are working to develop mathematical models capable of quantitatively predicting the evolution of temperature, deformation and microstructure during thermo-mechanical processing. These models may then be used to optimize the processing from the standpoint of component mechanical properties (including ease of machining) and dimensional tolerances.

Ideally a comprehensive thermo-mechanical process model would include treatment of: 1) the heat-transfer processes, 2) the phase transformation processes, and 3) the deformation processes, and would also account for the interactions between these various phenomena (see Figure 2.1). This literature review will concentrate on the work performed to model the thermal fields and microstructure evolution, as it applies to hot deformed steel rod and tubular products, and exclude components associated with mechanical responses, as the latter are not the subject of this research program. The analysis of heat flow must be coupled to microstructural evolution.
since there is a release of latent heat associated with the transformation event, and the final microstructure of the product is dependent on the thermal history experienced by the component.

![Thermo-mechanical processing model components and coupling diagram](image)

**Figure 2.1** – Schematic of thermo-mechanical processing model components and coupling.\(^1\)

In the following sections, this review will examine: numerical methods used in mathematical modeling; the modeling of boundary conditions as they relate to ‘in-line’ quenching and controlled slow cooling of round products; material property dependencies; microstructure evolution as it relates to diffusion-controlled and martensitic type phase transformations; and, finally some of the research investigating thermal process modeling.

### 2.2 Numerical Methods

Numerical simulations can provide detailed thermal and microstructural response data for a particular heat treatment, as well as being useful tools in improving the understanding of heat-transfer mechanisms active in a process. The formulation of mathematical models describing controlled thermo-mechanical processing of tubes requires a set of partial differential equations (PDEs) to describe the heat-transfer encompassing heat conduction, heat accumulation and generation and/or consumption. For transient heat conduction analysis, the governing PDE is:\(^2\)
\[ \nabla (k \cdot \nabla T) + \dot{Q} = \rho c_p \frac{\partial T}{\partial t} \] (2.1)

where \( \nabla \) is the differential operator, \( k \) is thermal conductivity (W/m/K), \( T \) is temperature (K), \( \dot{Q} \) is latent heat generated per unit volume associated with phase transformations (W/kg/m\(^3\)), \( \rho \) is density (kg/m\(^3\)), \( c_p \) is specific heat (J/kg/K), and \( t \) is time (s). In the case of rods or tubular products the general PDE in cylindrical coordinates is:\[^3\]

\[ k \left( \frac{1}{r} \frac{\partial}{\partial r} \left( r \frac{\partial T}{\partial r} \right) + \frac{1}{r^2} \frac{\partial^2 T}{\partial \phi^2} + \frac{\partial^2 T}{\partial z^2} \right) + \dot{Q} = \rho c_p \frac{\partial T}{\partial t} \] (2.2)

where \( r \) is the radius (m), \( \phi \) is the angle in the circumferential direction (radians), \( z \) is the axial length (m), and the thermal conductivity, \( k \), is temperature independent.

In analytical methods, the conducting body is treated as a continuum, where the temperature may be ascertained at any point or time through the successful solution of the PDE.\[^4\] This enables the deduction of a large amount of practical information (i.e., the effect of various parameters on temperature, etc...) owing to the closed and analytical nature of the results. Only a limited number of relatively simple geometrical shapes (e.g. cylinders, spheres, etc...) can be handled analytically. In addition, analytical solutions are limited to the application of boundary conditions that are typically very simple. Unfortunately, most heat conduction problems associated with thermo-mechanical processing possess no real analytical solution due to the presence of non-linearities. There are many sources for non-linearity in heat-transfer problems (temperature, time, and geometry dependence, etc...) that are generally associated with:

- **Material Properties** - density (\( \rho \)), thermal conductivity (\( k \)), emissivity (\( \varepsilon \)), specific heat (\( c_p \)), etc...
- **Internal Heat Generation** – latent heat, plastic deformation, etc...
- **Boundary Conditions**:
  a. **Convection** (temperature or geometry dependent)
  b. **Radiation** (function of view factors, emissivity, texture, \( T \) to the fourth power, etc...)

Consequently, this absence of an analytic solution requires another approach to solve the PDE.
A variety of numerical methods can be utilized to solve the partial differential equations that describe the evolution of the temperature and microstructure. Of these, the numerical methods most suitable for computer programming are finite-difference approximation techniques and finite-element techniques.\textsuperscript{[5]} This section will introduce these techniques as well as some of their limitations.

2.2.1 Finite-Difference Methods (FDM)

The finite-difference method has been one of the most widely used numerical methods for decades. This method provides an approximate solution by dividing the continuous domain into a network or mesh of discrete points. The field unknowns are sought only at these discrete points rather than everywhere in the domain.\textsuperscript{[6]} The basic principle of this numerical approach is to replace the derivatives appearing in the PDE with a series of piece-wise approximations. For example, the temporal derivative in Equation (2.2) may be approximated by Equation (2.3):

\[
\left. \frac{\partial T}{\partial t} \right|_{m,n} \approx \frac{T_{m,n}^{p+1} - T_{m,n}^p}{\Delta t} \tag{2.3}
\]

where the subscripts $m$ and $n$ represent the spatial positions and $p$ the temporal dependence, and the finite-difference equations of the spatial second derivative terms are expressed as (explicit scheme will be discussed in a forthcoming section):

\[
\left. \frac{\partial^2 T}{\partial r^2} \right|_{m,n} + \frac{1}{r_m} \left. \frac{\partial T}{\partial r} \right|_{m,n} \approx \frac{T_{m+1,n}^p - 2T_{m,n}^p + T_{m-1,n}^p}{(\Delta r)^2} + \frac{1}{r_m} \frac{T_{m+1,n}^p - T_{m-1,n}^p}{2(\Delta r)} \tag{2.4}
\]

\[
\left. \frac{\partial^2 T}{\partial z^2} \right|_{m,n} \approx \frac{T_{m,n+1}^p - 2T_{m,n}^p + T_{m,n-1}^p}{(\Delta z)^2} \tag{2.5}
\]

\[
\left. \frac{1}{r_m^2} \frac{\partial^2 T}{\partial \phi^2} \right|_{m,n} \approx \frac{T_{m,n+1}^p - 2T_{m,n}^p + T_{m,n-1}^p}{(\Delta \phi)^2} \tag{2.6}
\]

Kumar et al.\textsuperscript{[7]} and others\textsuperscript{[8]} used a conservation of energy approach to develop an energy balance for differential elements. In this method, also known as the control-volume or heat balance approach, the finite-difference equation for any node may be obtained by formulating an energy balance at each node (see Figure 2.2).
Figure 2.2 – Schematic depicting heat flow of an axisymmetric differential element in cylindrical coordinates.

At time \( t \), the rate at which energy is transferred to the environment or a neighboring node minus the rate at which energy leaves this node by conduction must be equal to the rate of change of internal energy for the node. For the case shown in Figure 2.2, this may be expressed as:

\[
q_r + q_z + Q\Delta V = q_{r+\Delta r} + q_{z+\Delta z} + E_{st}\Delta V
\]  

(2.7)

where \( q \) is the energy entering or leaving the node, \( r \) and \( z \) are the subscripts referring to the radial and axial directions respectively, \( Q \) is the internal energy generation term, \( \Delta V \) is the volume, and \( E_{st} \) is the internal energy storage term.

There are a variety of different schemes that can be used to solve the finite-difference approximations. In the explicit schemes the spatial derivative is expressed in terms of the temperatures at the current time step. Hence, the determination of a nodal temperature at some point in time is independent of temperatures at other nodes for the same time. Thus, if at the end of a certain time period, all the nodal temperatures are known, then each of the nodal temperatures at the end of the next moment may be explicitly found, node by node. Davis\(^{[9]}\) has shown that the explicit method is both convergent and stable under the following criterion (two-dimensional case – Cartesian coordinates):

\[
\Delta t \leq \frac{1}{8} \left( \frac{(\Delta x)^2 + (\Delta y)^2}{k} \right)
\]  

(2.8)

Although adhering to this criterion alleviates any instability, the selection of spatial and temporal increments places strong limitations on the explicit methods. For a given spatial
increment, the time increment must be compatible with the stability requirements. For example, decreasing the mesh size to improve the approximation of the spatial derivative will require a power law increase in the number of time increments and thus an increase in computational time. By employing an implicit scheme, rather than an explicit one, a reduction in the amount of computational time may be realized.

In implicit schemes the spatial derivative is approximated in terms of the temperatures at the future time increment. When this is substituted into the original PDE, it results in a difference equation that contains several unknowns. Therefore, since the future nodal temperature is expressed in terms of its current value and the future values of its neighbors' temperatures, the progression from one time step to the next requires a system of equations to be solved simultaneously. Despite the fact that this scheme utilizes somewhat more complicated algorithms, it eliminates some of the stability and convergence problems that occur with explicit schemes. Consequently, the foregoing restrictions on the spatial and temporal increments are eliminated and larger values of $\Delta t$ may generally be used, resulting in reduced computational times. In addition, implicit schemes can often be set up to form tri-diagonal matrices. A tri-diagonal matrix is a square matrix that has all elements equal to zero, with the exception of a band centered on the main diagonal (bandwidth equal to 3). These tri-diagonal systems can be formulated to eliminate the storage of large numbers of useless zeros in the matrix. This space-saving modification is advantageous because the resulting algorithm requires less computer memory, and may be solved in an efficient manner.

Unfortunately, the simple implicit schemes are limited in that they are not second-order. An alternative scheme that is second order accurate in both space and time is the Crank-Nicolson method. Within this scheme the finite-difference approximations are developed at the midpoint of the time increment. In this scheme, the temporal derivative is approximated at $t + \Delta t/2$ and the spatial derivative is determined at the midpoint by averaging the difference approximations at the beginning ($t$) and at the end ($t + \Delta t$) of the time increment.

Although implicit techniques offer alternatives that guarantee stability, the direct application of implicit methods, such as the Crank-Nicolson technique, leads to the solution of $m \times n$ simultaneous equations which result in increased computation times. In addition, in two or three dimensions, matrix storage and computation time can become extremely large owing to the
fact that the matrix, in general, ceases to be tri-diagonal. The alternating direction implicit method (ADI) is one way around this dilemma.

2.2.2 Alternating Direction Implicit Method (ADI)

The ADI method, first proposed by Peaceman and Rachford\cite{12} represents an additional method for solving the set of implicit finite-difference equations derived from transient parabolic equations. It has been shown to be approximately seven times faster than the Crank-Nicolson method and provides a means for solving parabolic equations in two spatial dimensions using tri-diagonal matrices\cite{12}. In this method, the time increment is separated into two steps. An illustration of this scheme, as proposed in Canale and Chapra\cite{10} for an axisymmetrical heat conduction problem involving cylindrical coordinates is presented in Figure 2.3.

\begin{equation}
\begin{align*}
T_{m+1,n}^p &= T_{m,n}^{p+1/2} + \frac{1}{2} \left( \frac{2T_{m-1,n}^p - 2T_{m,n}^p + T_{m+1,n}^p}{\Delta r^2} + \frac{T_{m,n}^p - T_{m,n-1}^p}{2\Delta r} \right)
\end{align*}
\end{equation}

(2.9)

In the 1\textsuperscript{st} half-time step, the nodal temperatures are solved implicitly in the axial direction and explicitly in the radial direction using Equation (2.9):

\begin{equation}
\begin{align*}
T_{m+1,n}^{p+1/2} &= T_{m,n}^p + \frac{1}{2} \left( \frac{2T_{m-1,n}^p - 2T_{m,n}^p + T_{m+1,n}^p}{\Delta r^2} + \frac{T_{m,n}^p - T_{m,n-1}^p}{2\Delta r} \right) + \frac{1}{\Delta t} \left( \frac{2T_{m,n}^p - T_{m+1,n}^p - T_{m,n-1}^p}{\Delta r} \right)
\end{align*}
\end{equation}

(2.10)

Figure 2.3 – Schematic of ADI directions for solving the parabolic equations in an axisymmetric cylindrical coordinate case.\cite{10}

In the 1\textsuperscript{st} half-time step, the nodal temperatures are solved implicitly in the axial direction and explicitly in the radial direction using Equation (2.9):

\begin{equation}
\begin{align*}
T_{m+1,n}^{p+1/2} &= T_{m,n}^p + \frac{1}{2} \left( \frac{2T_{m-1,n}^p - 2T_{m,n}^p + T_{m+1,n}^p}{\Delta r^2} + \frac{T_{m,n}^p - T_{m,n-1}^p}{2\Delta r} \right) + \frac{1}{\Delta t} \left( \frac{2T_{m,n}^p - T_{m+1,n}^p - T_{m,n-1}^p}{\Delta r} \right)
\end{align*}
\end{equation}

(2.10)

In the 2\textsuperscript{nd} half-time step, the nodal temperatures are implicitly solved in the radial direction and explicitly in the axial direction using Equation 2.10:
Owing to its advantages of unconditional stability, second order accuracy, and a cost efficient solution algorithm employing tri-diagonal matrices for two dimensional transient heat conduction problems,[11,13] the ADI method is rather attractive in comparison to many of the other finite-difference techniques.

2.2.3 Finite-Element Methods (FEM)

In contrast to finite-difference techniques, the finite-element method divides the solution domain into a series of sub-domains called elements where the partial differential equations are reduced to a finite system of ordinary differential equations, which are then solved by matrix solution techniques. Originally developed to calculate stress in irregularly shaped objects and analyze structural problems in aircraft,[6] FEM has recently become a dominant numerical method for the simulation of thermal and stress problems.

The reduction of the governing equation is typically performed using either the Rayleigh-Ritz method or the method of weighted residuals (MWR). The MWR incorporating a Galerkin procedure is the more common of the two, where element matrix equations are formulated by evaluating terms from general integral equations using elemental interpolation functions.[14] This scheme is popular because of its general approach that permits a functional form of the dependent variables to be obtained for any equation regardless of its complexity.[15]

Although, the FEM is a powerful technique that can be applied to a wide variety of problems, memory storage issues can quickly become an issue for complex problems. In comparison, FDMs are simple to formulate, can easily be extended to two or three-dimensions, and require considerably less computational work and memory storage than FEMs for an equivalent number of nodes. Ultimately, the choice of which particular technique to use lies with the user. In general, simpler techniques are often used to solve geometrically simple problems, with the sophistication of the technique increasing with problem complexity. In a study performed by Thomas et al.[13] for heat conduction problems with simple geometry, the ADI finite-difference method coupled with a specific latent-heat technique was found to be more cost effective and stable, with accuracy similar to the finite-element methods.
2.3 Boundary Conditions

In order to develop accurate thermal models, it is critical to have boundary conditions that accurately describe a process. The boundary conditions at the surface \((t > 0)\) may be characterized in one of several different ways:

**Dirichlet type (specified temperature):**

\[
q = -k \frac{\partial T}{\partial n} = T(n_1, n_2, n_3, t)
\] (2.11)

**Neumann type (specified heat flux):**

\[
q = -k \frac{\partial T}{\partial n} = q(n_1, n_2, n_3, t)
\] (2.12)

**Cauchy type (specified heat-transfer coefficient):**

\[
q = -k \frac{\partial T}{\partial n} = h(n_1, n_2, n_3, t)[T_s - T_o]
\] (2.13)

Where \(q\) is the heat flux, \(\frac{\partial}{\partial n}\) is the outward pointing derivative normal to the surface, and \(h\) is the heat-transfer coefficient. During the processing of rod and tubular products, the boundary conditions of convection (natural, forced-air, and spray-water) and radiation play a significant role.

2.3.1 Convection

In the convective cooling of steel rod and tubular products, cooling occurs when fluid (gases or liquids) contacts the surface. The flow is typically treated as being normal to a single cylinder. To mathematically describe the process of heat convection, the basic laws of heat conduction must be coupled with those of fluid motion.\(^5\) The aforementioned process is sufficiently complex that an analytical description is virtually impossible. In addition, it is usually the average heat-transfer coefficient, rather than the local, that is desired for engineering applications. As a result, numerous studies have been performed to develop correlations for convective heat-transfer from cylindrical bodies in cross-flow conditions for a range of different
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Most are empirical in nature and relate the Nusselt’s number, $Nu$, to the Reynolds number, $Re$, and Prandlt’s number $Pr$ (see Equations 2.14-2.16).

**Nusselt number:**

$$Nu_D = \frac{hD}{k} \quad (2.14)$$

where $h$ is the heat-transfer coefficient, $D$ is the diameter of the rod or tube, and $k$ the thermal conductivity.

**Reynolds number:**

$$Re_D = \frac{VD\rho}{\mu} \quad (2.15)$$

where $V$ is the average velocity, $\rho$ the density, and $\mu$ the absolute viscosity.

**Prandlt’s number:**

$$Pr = \frac{c_p \mu}{k} \quad (2.16)$$

where $c_p$ is the specific heat. One of these equations, as given by Krieth and Black,$^3$ is:

$$Nu = C Re^x Pr^y \quad (2.17)$$

where $C$, $x$, and $y$ are constants that depend on the magnitude of $Re$ and on the cooling medium.

In addition to these dimensionless parameters, the Rayleigh number, $Ra$, is often used for natural convection:

$$Ra_D = Gr Pr = \frac{\beta g \rho^2 (T_s - T_{amb}) D^3}{\mu^2} Pr \quad (2.18)$$

where $\beta$ is the spatial coefficient of propagation, $g$ the gravitational acceleration, and $Gr$ is the Grashof number.
The heat-transfer coefficient is a complex function of the composition of the fluid, the geometry of the solid surface, and the dynamics of the fluid motion past the surface. The typical range of values one might expect to encounter for $h$ are quoted in Table 2.1.

**Table 2.1 – Approximate values of convection heat-transfer coefficients.**[3]

<table>
<thead>
<tr>
<th>Convection Mode and Fluid</th>
<th>$h_c$ (W/m$^2$/K)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Natural convection, air</td>
<td>5-25</td>
</tr>
<tr>
<td>Forced convection, air</td>
<td>10-200</td>
</tr>
<tr>
<td>Convection (natural, forced, boiling), water</td>
<td>20-100000</td>
</tr>
</tbody>
</table>

**Natural Convection**

In natural convection, flow around the body results from the development of temperature and density gradients. These gradients are the result of the heat-transfer between the body and the surrounding air.$^5$ To describe this behavior around cylindrical bodies, McAdams$^{20}$ as well as Morgan$^{19}$ suggested a correlation for the heat-transfer coefficient:

$$h = \frac{k}{D} \left( CRa^n_p \right)$$ (2.19)

where the heat-transfer coefficient and the Rayleigh number are based on the cylinder diameter and the values of $C$ and $n$ are presented in Table 2.2.

**Table 2.2 – Constants $C$ and $n$ for natural convection on a horizontal cylinder.**

<table>
<thead>
<tr>
<th>Range of $Ra_D$</th>
<th>$C$</th>
<th>$n$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$10^{10} - 10^{12}$</td>
<td>0.675</td>
<td>0.058</td>
</tr>
<tr>
<td>$10^2 - 10^4$</td>
<td>1.02</td>
<td>0.148</td>
</tr>
<tr>
<td>$10^4 - 10^7$</td>
<td>0.850</td>
<td>0.188</td>
</tr>
<tr>
<td>$10^7 - 10^{12}$</td>
<td>0.480</td>
<td>0.250</td>
</tr>
<tr>
<td>$10^{10} - 10^{12}$</td>
<td>0.125</td>
<td>0.33</td>
</tr>
</tbody>
</table>

Golja$^{21}$ adopted a modified version of McAdams and Morgan’s correlation for natural convection from a horizontal cylinder. It was postulated that since the Prandlt number does not change significantly with the air temperature, a constant value of $0.7 < \text{Pr} < 1$ can be used and consequently the horizontal cylinder heats the surrounding air with a heat-transfer coefficient:

$$h = \frac{k}{D} \left[ 0.38 \left( \frac{D^3 \beta g}{v^2} (T_s - T_{\text{amb}}) \right)^{\frac{1}{4}} \right]$$ (2.20)
where \( v \) is the kinematic viscosity of air.

Churchill and Chu,\textsuperscript{[18]} in another extensive study, derived analytically the following relation for natural convection from a horizontal cylinder that is valid for a wide range of \( Ra_D \):

\[
h = \frac{k}{D} \left( 0.6 + 0.387Ra_D^{1/6} \left[ 1 + \left( \frac{0.559}{Pr} \right)^{9/16} \right]^{8/27} \right)^2
\]  

(2.21)

where \( 0 < Pr < \infty, 10^5 < Ra_D < 10^{12} \), and the properties are taken at the mean film temperature \( T_m \).

The choice of which equation to use for cross-flow over cylinders is subject to some conjecture, however, equations applicable to a wide range of flows are more practical from a computer standpoint.

\textit{Forced-Air Convection}

Forced-air cooling has been used by numerous steel companies to achieve higher cooling rates than natural convection during the processing of steel rod and tubular products (e.g. Stelmor line). Because of the complexities associated with flow over cylinders, emphasis has been placed on developing empirical correlations to characterize a mean heat-transfer coefficient.

Kreith and Black\textsuperscript{[3]} developed an equation to characterize a mean heat-transfer coefficient in terms of the Reynolds number and the Prandtl number for flow over a horizontal cylinder:

\[
h = \frac{k}{D} C \frac{Re^n}{Pr^{1/3}}
\]  

(2.22)

where all the properties of air are calculated at the mean film temperature and the values of \( C \) and \( n \) are listed in Table 2.3 for various ranges of \( Re_D \):
Table 2.3 – Values of C and n for flow over a horizontal cylinder.

<table>
<thead>
<tr>
<th>Range of ReD</th>
<th>C</th>
<th>n</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.4 - 4</td>
<td>0.989</td>
<td>0.330</td>
</tr>
<tr>
<td>4 - 40</td>
<td>0.911</td>
<td>0.385</td>
</tr>
<tr>
<td>40 - 4000</td>
<td>0.683</td>
<td>0.466</td>
</tr>
<tr>
<td>4000 - 40000</td>
<td>0.193</td>
<td>0.618</td>
</tr>
<tr>
<td>40000 - 400000</td>
<td>0.0266</td>
<td>0.805</td>
</tr>
</tbody>
</table>

A study to measure the thermal response of an instrumented steel rod under controlled cooling conditions was performed by Campbell et al.\textsuperscript{[22]} in the laboratory and on an operating Stelmor line. Their results indicated that the correlation, published by Kreith and Black\textsuperscript{[3]}, predicted reasonably well measured experimental values.

Zhukauskas\textsuperscript{[16]} performed a comprehensive study of flow normal to single tubes and banks of tubes. For single tubes the following correlation, used in conjunction with the values listed in Table 2.4 along with the mean film temperature, was developed:

$$ h = \frac{k}{D} C Re_D^m Pr^n \left( \frac{Pr_\infty}{Pr_s} \right)^{\frac{1}{4}} $$

where $0.7 < Pr < 500$, $1 < Re_D < 10^6$, $n = 0.37$ for $Pr \leq 10$, $n = 0.36$ for $Pr > 10$, the properties are calculated at the mean film temperature $T_m$, except for $Pr_\infty (T=T_m)$ and $Pr_s (T=T_s)$, and $C$ and $m$ are from Table 2.4.

Table 2.4 – Values of C and m for flow normal to a single circular cylinder.

<table>
<thead>
<tr>
<th>Range of ReD</th>
<th>C</th>
<th>m</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 - 40</td>
<td>0.75</td>
<td>0.4</td>
</tr>
<tr>
<td>40 - 1000</td>
<td>0.51</td>
<td>0.5</td>
</tr>
<tr>
<td>$10^5$ - 2x$10^5$</td>
<td>0.26</td>
<td>0.6</td>
</tr>
<tr>
<td>2x$10^5$ - $10^6$</td>
<td>0.076</td>
<td>0.7</td>
</tr>
</tbody>
</table>

Churchill and Bernstein\textsuperscript{[17]} proposed the following correlation for forced-air convection over a horizontal tube which is based on the analysis of many data covering wide ranges of $Pr$ and $Re_D$:
\[ h = \frac{k}{D} \left[ 0.3 + \frac{0.62 \text{Re}^{1/2} \text{Pr}^{1/3}}{1 + \left(0.4/\text{Pr}\right)^{2/3}} \left(1 + \frac{\text{Re}}{2.82 \times 10^5} \right)^{5/8} \right]^{4/5} \]  

(2.24)

where the properties are calculated at \( T_m \) and for all \( \text{ReDPr} > 0.2 \). As with the correlations developed for natural convection, relations that cover a large range of \( \text{Re} \) are often better suited for modeling a variety of cooling conditions.

**Spray Water Cooling – Boiling Water Heat-transfer**

Spraying water on hot metal surfaces is a common cooling procedure and has been used extensively in a variety of manufacturing processes ranging from hot deformation processes, where the water is used to control microstructure, to heat-treating, where the water is used to cool parts down to room temperature to obtain final product properties.

In spray water-cooling, water is conveyed onto the surface of the product being cooled via spray systems. The associated heat-transfer process is rather complex, often involves boiling water, and does not readily submit to fundamentally based mathematical approaches. Various studies have been performed to quantify the heat flux changes during the cooling process, including the influence of temperature, droplet distribution, thermal radiation, and thermal-physical properties. The distribution of droplet size depends on air pressure, water-flow rate, spray velocity and nozzle characteristics. Additionally, the velocity field within the spray has spatial dependencies (in the axial and radial directions) and is usually accompanied by plume oscillations. The thermal-physical properties of the water spray are dependent on the temperature and mole fraction of the constituents. As well as the aforementioned factors, the high temperature nature of the heat treatment process may introduce additional factors that can influence the prediction of temperature.

Brimacombe *et al.*, summarized the relationships between the rate of heat extraction by water sprays and the spray variables for a number of different experimental studies. In another study, Mudawar and Valentine experimentally determined the local quench curves for the single phase, nucleate boiling and transition boiling regimes of spray-cooled metallic surfaces at 400°C. In the range of 400 to 800°C, some of the most reliable published heat-transfer coefficient data for water cooling is that of Mitsutsuka, which is based on seven
independent data sources and is also in excellent agreement with more recent work by Ohnishi et al.\textsuperscript{[30]}

As discussed in Nagasaka \textit{et al.},\textsuperscript{[31]} water spray cooling presents additional advantages, at high pressures, over traditional water quenching processes in that the film boiling regime is prevented because the temperature at the surface of the product decreases to a value near the water temperature in a very short period of time. Thus, at high pressures, the water spray may bounce back from the impinging surfaces causing a break down of the film layer and a subsequent decrease in the heat-transfer.

To model spray water-cooling, a boiling curve is usually used to represent the relationship between the heat flux or heat-transfer coefficient and surface temperature. A schematic of a typical boiling water heat-transfer curve is presented in Figure 2.4.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{boiling_curve.pdf}
\caption{Boiling curve representing the relationship between the heat flux and the surface temperature during boiling heat-transfer.\textsuperscript{[32]}}
\end{figure}

The heat-transfer process during spray cooling can be divided into four distinct regions: 1) a natural convection region where there is no boiling at the heated surface, 2) a nucleate boiling region where isolated bubbles form at nucleation sites and separate from the surface, 3) a
transition boiling region where partial film boiling occurs and the heat-transfer coefficient decreases as the surface temperature increases, and 4) a film-boiling region where heat-transfer from the surface to the liquid occurs by radiation through a stable film or vapor phase and the heat flux increases with increasing change in temperature. The critical heat flux (CHF) point is important in most industrial applications because it is the point of maximum heat flux. The minimum heat flux at elevated temperature is the Liedenfrost point.

2.3.2 Radiation

Radiation cooling also plays a significant role in the processing of metals and, as a boundary condition, is highly non-linear and very difficult to accurately model. This is due to the fact that emissivity is dependent on temperature, surface finish, and view factors. In addition, the temperature term is to the fourth power in the flux equation. Finally, very complex geometrical effects can influence the radiative heat-transfer.

The exact character of radiant heat emission is not completely agreed upon, but it is known that the Stefan-Boltzmann law gives the rate at which energy is emitted per unit area of emitting surface:

\[ q = \varepsilon \sigma T^4 \]  

(2.25)

where \( q \) is the rate of energy emission, \( T \) the absolute temperature of the body, \( \sigma \) Stefan Boltzmann's constant, and \( \varepsilon \) the emissivity.

In radiation, the heat exchange is proportional to the difference of the fourth power of the absolute temperature of the radiating bodies. Thus, for a given temperature difference the heat transferred is much greater at high temperatures than at low temperatures.

The phenomenon of radiation is complicated by the fact that not all the radiation leaving one object is incident on another. Thus, a technique needs to be developed to handle exchanging radiant energy between multiple bodies. This direct flux of energy between one surface and another may be expressed in terms of the shape factor, which is a geometrical quantity that is found by determining the exchange between differential area elements in each surface and then performing simultaneous integrations over both surfaces (Figure 2.5).
In many instances in numerical modeling,\textsuperscript{8,22} it is customary to account for radiation occurring in the cooling process by linearizing the radiation equation so that the heat-transfer rate is proportional to a temperature difference where the effective heat-transfer coefficient, $h_r$, is given by:

$$h_r = \varepsilon \sigma (T_s + T_{amb}) (T_s^2 + T_{amb}^2)$$  \hspace{1cm} (2.26)

where $T_s$ is the surface temperature and $T_{amb}$ is the temperature of the environment. This in turn allows a Cauchy type boundary condition to be applied and an overall heat-transfer coefficient, $h_{ov}$, to be expressed that accounts for both radiation and convection at the boundaries:

$$h_{ov} = h_c + h_r$$  \hspace{1cm} (2.27)

\textbf{2.4 Thermal-Physical Properties}

Accurate estimation of the thermal-physical properties is of paramount importance when applying mathematical models to heat-transfer problems. By and large, all of these material parameters are both temperature and phase dependent.\textsuperscript{33} In solving the general heat conduction equation, the properties of importance are thermal conductivity, density, specific heat, and enthalpy of transformation. Figure 2.6 shows some of the temperature dependent behavior of selected thermal-physical properties for three different steel grades.
Although, density is temperature and phase dependent, a constant averaged density value is often employed by researchers\cite{7,8,31,34} for mathematical modeling, owing to the conservation of mass principle during thermal changes for problems involving static meshes.

In the application of thermal-physical properties to mathematical models where there is a mixture of phases present, a large number of researchers\cite{8,35} apply a simple rule of mixtures for any property $P$:

$$P = \sum_{i=1}^{N_{\text{phases}}} X_i P_i$$ \hspace{1cm} (2.28)
where the volume fraction and property of phase $i$ are denoted by $X_i$ and $P_i$, respectively.

For problems involving convection where fluid motion is involved, the additional property of fluid viscosity becomes extremely important. The temperature dependence of fluid properties means that there may be a significant variation in property quantities. Consequently, the accuracy of the results depends on the temperature chosen for the evaluation of the fluid properties. In most cases a mean film temperature is used. The mean film temperature is an arithmetic mean of the surface temperature, $T_s$, and the external fluid/environment temperature $T_{\infty}$:[36]

$$T_m = \frac{T_s + T_{\infty}}{2} \quad (2.29)$$

### 2.5 Phase Transformations

Phase transformations can be of significant importance to heat-transfer when considering cooling during thermo-mechanical processing. Most commercial steel products are produced using heat treatments where austenite is cooled continuously from a high temperature to a low temperature. As it passes through the transformation temperature range, the austenite decomposes into a mixture of different transformation products, each of which can form by different mechanisms. The interactions of these transformations may involve either 'hard-impingement' (adjacent particles come into contact) or 'soft-impingement' (overlapping of diffusion or thermal fields) and are significant in determining the final microstructure.[37]

Depending on the steel chemistry and thermal history, the final microstructure may be comprised of ferrite, pearlite, bainite, martensite or some mixture. These transformation products can be grouped into diffusion-controlled equilibrium transformation products (i.e. ferrite and pearlite) or martensitic type non-equilibrium products (i.e., bainite and martensite). The bainite transformation is not well understood and is often treated as either a diffusion-controlled or martensitic transformation. Hence, the treatment of bainite will be examined in a forthcoming section.

The rate of heat generation/consumption during phase transformations is proportional to the transformation rate:

$$\dot{Q} = \rho \sum_{i=1}^{N_{phase}} H_i \frac{dX_i}{dt} \quad (2.30)$$
In Equation (2.30), $\rho$ represents the density, $H_t$ the enthalpy of transformation and $X_t$ the volume fraction of phase $i$. The individual contributions, $i$, from the different transformations ($N_{\text{phase}}$ in total) are summed to arrive at the rate of volumetric heat generation or consumption at a given time.

A large portion of the literature has been concerned with the quantification of phase transformation kinetics in steels, based on thermal history and chemistry. In the past, a significant number of these studies have used isothermal measurements, due to the relative simplicity of conducting and interpreting the results. However, the resulting models tend to have limited flexibility because they are typically only valid for the specific material of interest and do not account for the evolution of non-equilibrium products. In addition, most industrial processes are usually non-isothermal and the prediction of microstructural evolution by non-isothermal cooling of steels is complicated by variations in both the driving force for the transformation and the diffusivity of the rate controlling species.

The evolution of volume fraction during solid-state phase transformations, under isothermal conditions, is usually described using the classical Johnson-Mehl-Avrami-Kolmogorov (JMAK) theory:

$$X(t) = 1 - \exp(-bt^n)$$ (2.31)

where $X$ is a fraction transformed, $t$ is the transformation time, and $b$ and $n$ are empirically determined constants (in literature, $b$ is often referred to as a kinetic parameter that represents the combination of nucleation and growth rates, whereas $n$ is related to the geometry of the growing phase and the conditions of nucleation). Umemoto et al. proposed the following modification to the JMAK equation to incorporate the effect of austenite grain size on transformation kinetics:

$$X(t) = 1 - \exp\left(-bt^n \frac{d_r^m}{d_f^m}\right)$$ (2.32)

where $d_f$ represents the prior austenite grain size and the value of $m$ indicates the operational nucleation mode, where $m = 1$ for nucleation at grain faces, $m = 2$ for nucleation at edges, and $m = 3$ for nucleation at corners.

Due to limitations in applying isothermal kinetics to describe non-isothermal conditions, several authors have proposed an additivity principle to apply the JMAK equation over a range
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As proposed by Scheil\cite{45} and Cahn,\cite{46} the additivity rule states that if $\tau(X, T)$ is the time required to reach the transformed fraction $X$, at a constant temperature, $T$, starting from $X = 0$, and $X$ is attained in an isothermal process after time, $t$, then such a transformation is an additive reaction and can be written in general form as:

$$\int_{0}^{t} \frac{dt}{\tau(X, T)} = 1 \quad (2.33)$$

Cahn suggested a less restrictive condition for additivity based on early site saturation. The reaction is additive whenever the rate is a function only of the amount of transformation and the temperature.

$$\frac{dX}{dt} = f(X, T) \quad (2.34)$$

Although, the Cahn site-saturation condition is sufficient for the additivity condition to be applied, it has experimentally been found to be insufficient to predict austenite decomposition.\cite{47} To address this insufficiency, Kuban et al.\cite{47} proposed a criterion, "effective-site-saturation", where the later growth of the early nuclei dominate the transformation kinetics. Effective site saturation assumes that the nuclei formed in the initial stages of the transformation dominate the subsequent transformation kinetics.

2.5.1 Ferrite/Pearlite

Often, JMAK theories have been proposed to describe the diffusional phase transformation kinetics for the decomposition of austenite into the equilibrium products, ferrite and pearlite.\cite{38,43-47,49-51} By employing the principle of additivity, which considers the equilibrium portion of transformed fraction at each temperature, this approach has been successful in predicting the transformation kinetics during continuous cooling.\cite{44,50}

Numerous authors have developed equations, based on steel composition and cooling rate, for the empirically determined constants, $b$ and $n$, as well as the start temperature for the transformations, for both ferrite and pearlite.\cite{43,44,47,50-55} Unfortunately, it is difficult to make comparisons between the many studies that have been conducted on the austenite to pearlite
transformation, because differences in chemical composition and austenite grain size result in variations in the kinetics.

### 2.5.2 Bainite

The transformation of austenite to bainite occurs when steel is cooled rapidly to below the bainite start temperature, $B_s$. Bainite, in terms of its microstructure, can be defined as the product of a non-lamellar eutectoid reaction. In eutectoid steels it is a mixture of ferrite and cementite.$^{[56]}$ The austenite to bainite reaction has a dual nature; it is comprised of nucleation and growth transformation characteristics similar to the austenite to pearlite transformation, yet in other ways has characteristics of the austenite to martensite transformation.

Numerous theories have been developed to explain the kinetics of bainite transformations. Rees and Bhadeshia$^{[57]}$ proposed a diffusionless displacive mechanism for bainite formation where bainite evolves through random nucleation of ferrite subunits to form bainite sheets. In this nucleation-controlled model, the effective nucleation depends on the current size and volume fraction of the bainite phase. In contrast, Lusk and Lee$^{[58]}$ developed a diffusional transformation model using non-additive kinetics to simulate the kinetics:

$$
\frac{dX_b}{dt} = k_b 2^{2a} \left(1 - X_{f,eq}\right)^{1-2a} \left(X_b - X_{En,b}\right)^a X_a
$$

where $X_{f,eq}$ is the temperature dependent equilibrium volume fraction of ferrite and the expression $X_{En,b} = \gamma_b (X_f + X_p)$ reflects the influence of the existing ferrite and pearlite on the rate of formation of bainite. $\gamma_b$ is the influence parameter and $k_b$ the temperature dependent term:

$$
k_b = e^{-a_t} 2^{0.298} e^{-Q/R(T+273)} (A_{el} - T)^{n_b}
$$

where $g$ is the ASTM grain size number of austenite, $Q$ the effective thermal activation energy, and $n_b$ the critical exponent that relates the driving force to the degree of undercooling. Umemoto et al.$^{[59]}$ and Suehiro et al.$^{[53]}$ also developed diffusional transformational models for bainite describing the rate constant, $b$. Minote et al.$^{[60]}$ stated that a combination approach is possible, using a diffusion mechanism to make predictions where the process occurs at temperatures above 350°C and a displacive mechanism provides the most accurate predictions at temperatures below 350°C. The Avrami model has also been applied to predict bainite transformation kinetics despite the controversy regarding the different growth mechanisms. This
method is limited, as different rate constants have been reported and it is not possible to predict these constants.

### 2.5.3 Martensite

Martensite is formed when austenite rapidly cools to a relatively low temperature. Martensite is a non-equilibrium single-phase structure that results from a diffusionless transformation of austenite.\(^{[61]}\) It is athermal (i.e., independent of time), and is only a function of the temperature to which the alloy is quenched or rapidly cooled. Very little literature exists to describe the kinetics of transformation for martensite. In general, the kinetics of transformation have been characterized by the empirical equation proposed by Koistinen-Marburger:\(^{[62]}\)

\[
X = 1 - \exp\left[-A_m \left(M_s - T \right)\right]
\]  

(2.37)

where \(A_m\) is the Koistinen-Marburger coefficient and \(M_s\) is the martensitic transformation start temperature. Various authors\(^{[8,59,63]}\) have employed this equation assigning a value of 0.011 to \(A_m\). The martensite start temperature, \(M_s\), is dependent on the concentration of the austenite-stabilizing alloying elements. Andrews has described the \(M_s\) with the quantitative formula:\(^{[64]}\)

\[
M_s(\degree C) = 512 - 453C - 16.9Ni + 15Cr - 9.5Mo + 217C^2 - 71.5CMn - 67.6CCr
\]  

(2.38)

Although, the trend among researchers is to use the Andrew’s equation, others\(^{[65]}\) have used the formula of Steven and Haynes:\(^{[66]}\)

\[
M_s(\degree C) = 561 - 474C - 17Ni - 21Mo - 33Mn - 17Cr
\]  

(2.39)

Another less common approach, used by Cheng et al.,\(^{[67]}\) assumes the fraction of martensite between the \(M_s\) and the martensite finish temperature, \(M_f\), is a function of temperature where:

\[
\left(\frac{dX_m}{dt}\right)_{T=M_f} = 0
\]  

(2.40)

resulting in:

\[
X_m = X_m^{\text{max}} \left[1 - \left(\frac{T - M_f}{M_s - M_f}\right)^p\right]
\]  

(2.41)
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where \( p \) is a constant (value of 2.5) and \( X_m^{\text{max}} \) represents the maximum amount of martensite (i.e., already transformed martensite and austenite).

2.6 Process Modeling

The mathematical modeling of cooling in thermal processing is generally comprised of two components: heat-transfer and microstructure evolution. Owing to the fact that the final evolved microstructure in rod or tubular product is dependent on its thermal history and vice-versa, a large number of researchers couple these two components.\[8,22,23,31,34,35,43,70-72\] The linking of the thermal response and microstructural evolution is typically performed through transformation kinetics and associated latent heats of transformation. In addition, these mathematical models require the availability of thermal-physical property and transformation kinetic data. Experimental tests performed in the laboratory and/or industrial plants are generally used for the validation and verification of the different mathematical models. A detailed discussion of a selection of published mathematical models, developed to predict thermal distribution and microstructural evolution during thermo-mechanical processing, is presented below.

Early models, like those proposed by Inoue and Tanaka,\[68\] assumed constant thermal-physical properties and neglected the heat of transformation. More recent work by Rammerstorfer et al.\[69\], attempted to account for the latent heat evolved from phase transformations by adopting, in the temperature range where phase transformations take place, a modified value of specific heat. This approach simplified the calculations for computing the rate of heat evolved because it eliminated the need for calculating the microstructural evolution.

Agarwal and Brimacombe\[70\] modeled the heat flow and the microstructure evolution (austenite to pearlite transformation) during water quenching of eutectoid steel rods. In the model, finite-difference methods were adopted to numerically solve the heat balance equation. The rate of volume fraction of pearlite transformed was determined by invoking the additivity principle and adopting a two-parameter empirical equation. Isothermal transformation diagrams were used to estimate the empirical parameters in the kinetic equation. In an improvement to this model, Iyer et al.\[71\] separated the incubation period from the transformation event. In this study, the experimentally determined kinetic parameters were utilized, rather than ones computed from published TTT diagrams. Campbell et al.,\[22,34,43\] in an in-depth investigation, extended the phase transformation kinetics (including austenite to ferrite transformation)
database to hypo-eutectoid and eutectoid steels. A mathematical model incorporating heat flow, microstructural phenomena, and mechanical property relationships for steel rods experiencing controlled cooling for the Stelmor line was developed. These results compared reasonably well to measured laboratory tests and plant trials.

Kumar et al.\textsuperscript{[7]} investigated three different methods for modeling the thermal fields associated with the austenite-to-pearlite phase transformation during heating and cooling of hypo-eutectoid and eutectoid steels. Their methods included: 1) computing the rate of the fraction transformed from IT diagrams, 2) computing the rate of fraction transformed from an iron-carbon equilibrium diagram, and 3) adopting a modified heat capacity in which the latent heat value was assigned a value of 0. A control-volume based finite-difference approach was adopted for the numerical solution of the heat balance equation and the boundary conditions associated with cooling consisting of air-cooling (combined radiative and convective heat flux) and water quenching (constant heat-transfer coefficient). A constant density and specific heat as well as a temperature dependent thermal conductivity were adopted for the calculations. The predicted results were validated against analytical solutions as well as experimental thermal response data. Under the experimental conditions examined, it was determined that there was very little difference between the methods owing to the relatively small contribution of the heat source term. The second and third method, however, were determined to be easier to implement algorithmically.

Nagasaka et al.\textsuperscript{[31]} developed a mathematical model, based on finite-element techniques, that incorporates phase transformations and the elastic-plastic stress behavior during water spraying of steel bars. This involved the coupling of diffusion-dependent and martensitic phase transformations with transient heat flow. The code, initially verified with published literature for pure iron, was subsequently validated against experimental test on bars of 1035 carbon and nickel-chromium alloyed steels. The predicted results compared reasonably well with the measured data of temperature, microstructure, hardness and residual stresses.

Thomas et al.\textsuperscript{[23]} developed three mathematical models to determine the temperature and thermal-stress distribution in steel cylinders subject to spray-water cooling. These models were based on finite-element methods and incorporated temperature-dependent material properties, latent heat generation, elastic-plastic behavior, and volumetric expansion associated with the formation of martensite. The simulated results were then verified experimentally, using an AISI
4140 steel grade at an initial temperature of 1273 K, and shown to predict temperature and microstructural behavior reasonably well.

Anelli\cite{72} developed a comprehensive set of integrated mathematical models for simulating hot rolling and controlled cooling of wire rods and bars. Experimental tests were carried out on C-Mn and eutectoid steels. These models were developed primarily for investigating relationships between process variables and the thermal and microstructure evolution in rods and bars, with the end goal being able to quantify the effects of rod diameter and cooling practices on microstructure and temperature along the Stelmor line. In a later investigation, Anelli et al.\cite{8} extended this model to predict the through-thickness temperature evolution and formation of microstructure constituents in tubular products for a range of steel grades. This model was again validated using laboratory and industrial trials.

Hodgson et al.,\cite{35} modeled the post deformation cooling behavior of hot worked steel for a range of spray cooling systems. The heat balance equation was solved using finite-difference techniques and the latent heat associated with phase transformations was incorporated into the thermal analysis as a function of the rate of transformation during cooling. The model was restricted to the transformation of ferrite, pearlite, and martensite. The rate of transformation for the diffusional products was implemented through an Avrami type equation, assuming additivity, while the fraction martensite formed was modeled as a function of the martensite start temperature. In this work a generalized equation was developed that relates the heat-transfer coefficient during spray cooling to the water flux and the surface temperature. The model was validated using both laboratory and mill data for cooling systems ranging from soft cooling to intense cooling. The application of the model demonstrated that the heat-transfer coefficient does require scaling when it is applied to the cooling of large components or when air-mist rather than hydraulic cooling is used.

2.7 Summary

A review of the literature concerning the thermal-microstructural modeling of steel rod and tubular products has been performed and a summary of the key concepts is presented below.

A variety of different numerical methods can be used to solve the partial differential equations that describe the evolution of the temperature and microstructure within thermo-mechanical processing. The choice of which particular technique to use ultimately lies with the
user, however, simpler techniques are normally used to solve simple problems, with the sophistication of the technique increasing with problem complexity. The most popular of these methods for computer programming are the finite-difference and finite-element methods. Within the finite-difference methods the PDEs may be solved using explicit and/or implicit techniques. For problems with simple geometry, ADI finite-difference methods incorporating latent heats of transformation are more cost-effective than the finite-element methods.

The development of thermal models requires boundary conditions that accurately describe the process. During post hot-deformation cooling, convective (natural, forced-air and spray-water cooling) and radiative boundary conditions are of particular significance. The complexity of convective heat-transfer generally necessitates the use of empirical correlations. For natural and forced-air convection these correlations relate the Nusselt’s number ($Nu$), to the Reynolds number ($Re$), Rayleigh’s number ($Ra$), and Prandlt’s number ($Pr$). In general, these correlations are specific to the particular convective phase, however, relations covering a large range of $Re$ or $Ra$ are often better suited for modeling a variety of cooling conditions.

Spray-water cooling is generally described through the use of spray-water boiling curves that represent the relationship between the heat flux or heat-transfer coefficient and surface temperature. Within these curves the heat-transfer process may be divided into four distinct regions: natural convection, nucleate boiling, transition boiling, and film boiling. In most industrial applications the critical heat flux is the most important point on the boiling curve, as it represents the maximum heat flux.

The non-linearity and complexity of radiative heat-transfer makes it difficult to model. Shape functions (geometrical quantities), are often used to account for adjacent surfaces owing to the fact that not all the radiation leaving one object is incident to another. One approach to simplify problems involving radiation is to linearize the radiation equation so that the heat-transfer rate is proportional to a temperature difference and may be written in terms of an effective heat-transfer coefficient. This effective heat-transfer coefficient allows a Cauchy-type boundary condition to be applied, and an overall heat-transfer coefficient to be expressed that accounts for radiation and convection.

When applying mathematical models to heat-transfer problems it is important to have an accurate estimation of the thermal-physical properties. Temperature and phase dependencies of
the material parameters may add complexity to the heat flow problem. In situations where there is a mixture of phases present, a simple rule of mixtures is used.

Transformation products can be grouped into diffusion-controlled equilibrium transformation products (i.e. ferrite and pearlite) or martensitic type non-equilibrium products (i.e., bainite and martensite). The transformation kinetics for ferrite, pearlite, bainite, and martensite reactions affect the thermal model through changes to the thermal-physical properties and the heat of transformation (proportional to the transformation rate).

The two mutually coupled components associated with post hot-deformation cooling are temperature field calculations and phase transformations. In order to effectively model these, several key elements are required:

1. Numerical techniques for solving the PDEs, that accurately and efficiently solve the heat flow problem.
2. Boundary conditions that accurately describe the heat-transfer occurring at the surface of the product for the particular process.
3. Material property data that is both temperature and phase dependent.
4. Microstructure evolution routines describing austenite decomposition as it relates to diffusion-controlled and martensitic type phase transformations.
5. Appropriate coupling and integration of the individual components.
6. An important aspect when developing computer simulation models is to compare the results with experimental data.

The literature has revealed that it is both necessary and possible to integrate thermal and microstructural models incorporating temperature and phase dependent material properties for cooling of steel rod and tubular products. There are, though, still a number of areas that require further development before these methods can be more widely applied. These areas include improvements in transformation kinetic routines and improvements in the characterization of boundary conditions (i.e., radiation and boiling water heat-transfer).
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CHAPTER 3
SCOPE AND OBJECTIVES

3.1 Objectives

Although much research has been done to model temperature and microstructure evolution in the thermo-mechanical processing of steels such as sheet, plate, and rod material,[1-15] limited work has been done with respect to modeling seamless steel tubing. Specifically, the process modeling of cooling conditions on tubes, relating heat treatment variables and steel parameters for process control purposes, has had little attention.

The objectives for this research are:

- To develop 2-D transient heat diffusion models to predict the variation in temperature under various cooling conditions for seamless tube during the following manufacturing processes:
  1. Tubes subject to water spray quenching (i.e., as might occur between deformation stands to control austenite grain growth).
  2. Tubes subject to controlled slow cooling, where radiation between adjacent tubes would be significant (i.e., as might occur at the end of the process to produce the final desired microstructure and mechanical properties).

3.2 Methodology

The methodology applied to this research involved both the development of 2-D mathematical transient heat diffusion models and experimental tests at the Timken Bearing & Steel Company, Canton, Ohio. An evolutionary approach was adopted for model development as well as model validation. It started by building a simple model and then verifying it, with subsequent versions being built on the previously validated versions. The validation of the thermal diffusion models, incorporating latent heat additions, were first performed using a commercial finite-element package ABAQUS and second through temperature measurements obtained from experimental tests. The industrial steel tube samples instrumented at UBC, and an experimental set-up designed and built at Timken, were used to measure the thermal history of
each sample during cooling operations. Figure 3.1 depicts the overall methodology for this project. As illustrated in the diagram, the project has two major components:

1. The development of two 2-D transient heat diffusion models to predict the temperature distribution during cooling conditions of steel tubes.

2. Validation through a combination of comparison to benchmark codes (ABAQUS) and experimentally derived measurements (experimental tests of controlled slow cooling conditions).

Although, the modeling activities involved the development of two models to describe the cooling conditions of rapid quenching and controlled slow cooling, the experimental portion of this study focused on the controlled slow cooling. Work is currently underway to validate the quench model and is beyond the scope of this thesis. The Timken Company provided the microstructural element (i.e., incorporating recrystallization kinetics, grain growth kinetics, and austenite decomposition kinetics for the formation of ferrite, pearlite, bainite and martensite) of the coupled 2-D transient heat diffusion models. Consequently, the proprietary nature of this research places the validation of the phase transformation routines, as well as the microstructural experimental analysis, outside the scope of this current study. The coupling, however, of the transformation kinetics routines and the associated evolved latent heat, as well as the incorporation of temperature and chemistry dependent thermal-physical properties, was performed by UBC.
Figure 3.1 - Schematic of the methodology used in this study
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During the controlled thermo-mechanical processing of seamless tubes, a variety of different cooling systems may be used to cool the tubes. These may occur both ‘in-line’ (in between deformation processes) and/or at the end of the process (post-deformation). In-line cooling often involves a series of water-quench or forced-air stands (Figure 4.1a) acting on individual tubes moving through the process in the axial direction. Post-deformation cooling usually involves groups of tubes (stacked side-by-side and/or on top of each other) rolling on outer-diameters, moving perpendicular to the axial direction along cooling-beds (frequently incorporating hoods) - Figure 4.1b.

The heat flow component, of the overall process mathematical model, is necessary to provide accurate predictions of the thermal response of the tubes as they are processed. Because latent heat can be evolved from the solid-state transformations that may occur in the process, the heat flow analysis has to be coupled to a microstructural model capable of quantitatively predicting the evolution in microstructure.

In the present study, two heat-transfer models have been developed that are capable of predicting the thermal history within the seamless tubes during two of the processing stages: 1) during rapid water quenching, such as might occur between deformation stands to control austenite grain growth; and 2) during slow controlled cooling, such as might occur at the end of the process to produce the final desired microstructure. These models are referred to as the accelerated cooling model (ACM) and the controlled slow cool model (CSC), respectively. These models have been coupled with a microstructure evolution model (incorporating recrystallization kinetics, grain growth kinetics, and austenite decomposition kinetics) provided
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by the Timken Company. The coupling occurring between the temperature and microstructure models is illustrated in Figure 4.2.

![Diagram of temperature and microstructure models]

Figure 4.2 – Schematic depicting the relationship between temperature and microstructure in cooling process.

4.1 General PDE and Solution Approach

The general governing equation for the transient heat conduction for both models can been expressed as:

$$\nabla \cdot k \nabla T + \dot{Q} = \rho c_p \frac{\partial T}{\partial t} \quad (4.1)$$

In Equation (4.1), the differential operator, $\nabla$, is modified depending on whether the ACM or CSC model is being considered (Sections 4.1.1 and 4.1.2 respectively). The governing P.D.E. (Equation 4.1) is solved subject to initial and boundary conditions. The material properties and rate of latent heat generation vary significantly with temperature under typical process conditions. Hence, analytical solutions cannot be used and a numerical scheme must be adopted. A finite-difference approach has been used to solve the heat-transfer problems. The development of the ACM and CSC mathematical models is presented in the following sections.
4.1.1 Accelerated Cooling Model

The ACM model was developed with the premise that the tubes enter the cooling stands separately, with their axial lengths parallel to the direction of motion. The decision to use axial symmetry in the ACM analysis originates from the assumption that the tubes experience uniform boundary conditions in the circumferential direction. Although axial symmetry has been postulated for the ACM model, inherent limits exist within this assumption. In particular, these limits stem from implant processing conditions (i.e. rotational speeds of the tubes proceeding down the processing line, the level conduction between tubes and processing-line supports, quench stand configurations, etc...) and will affect the level of axial symmetry within the tube during heat conduction and overall heat-transfer. The model allows for moving boundary conditions, multiple cooling zones, and on/off switches that can be applied to the outer diameter (OD) and/or the inner diameter (ID) of the tube. It incorporates a dynamic time-step approach to improve the speed and accuracy of results, and allows for both user defined thermal physical property data and heat-transfer coefficient data (e.g., boiling water curves). The model is specifically designed to predict thermal history and microstructure evolution.

Geometry

A rectangular section has been used to represent the axisymmetrical geometry of the seamless tube within the ACM, in keeping with the aforementioned assumptions (Figure 4.3).

![Figure 4.3 – Schematic of axisymmetrical geometry - ACM model.](image-url)
This rectangular section consists of four sides that represent the outer diameter, inner diameter, and two tube ends. To increase versatility, the model permits user definition of the inner and outer diameter and the tube length.

**Heat Flow**

For the ACM model, the gradient and Laplacian operator within the transient heat conduction, Equation (4.1) are expressed in cylindrical coordinates as follows:

\[
\nabla \cdot k \nabla T = \frac{1}{r} \frac{\partial}{\partial r} (kr \frac{\partial T}{\partial r}) + \frac{\partial}{\partial z} (k \frac{\partial T}{\partial z})
\]  

(4.2)

The applicable boundary conditions for the solution of Equations (4.1) and (4.2) are defined as follows:

1) At the outside surface of the tube \((r = R_o)\), at times greater than \(0 \,(t>0)\),

\[
-k \frac{\partial T}{\partial r} \bigg|_{r=R_o} = h_{ov}(T_s - T_{amb}) = q_{OD} \quad @ \, r = R_o, \quad t>0
\]  

(4.3)

2) At the inner surface of the tube \((r = R_i)\), at times greater than \(0 \,(t>0)\),

\[
-k \frac{\partial T}{\partial r} \bigg|_{r=R_i} = h_{ov}(T_s - T_{amb}) = q_{ID} \quad @ \, r = R_i, \quad t>0
\]  

(4.4)

3) At the ends of the tubes \((z=0 \, & \, z_f)\):

\[
-k \frac{\partial T}{\partial z} \bigg|_{z=0} = h_{ov}(T_s - T_{amb}) = q_{E0} \quad @ \, z = 0, \quad t>0
\]  

(4.5)

\[
-k \frac{\partial T}{\partial z} \bigg|_{z=z_f} = h_{ov}(T_s - T_{amb}) = q_{Ef} \quad @ \, z = z_f, \quad t>0
\]  

(4.6)

where \(h_{ov}\) represents an overall heat-transfer coefficient that incorporates both radiative and convective heat-transfer.

The initial condition is given in Equation (4.7) and is based on the assumption that the sample starts at an initial temperature \(T_i\), corresponding to the temperature of the tube from the previous processing stage:

\[
T(r,z)_{t=0} = T_i \quad @ \, R_i \leq r \leq R_o, \quad 0 \leq z \leq z_f, \quad t=0
\]  

(4.7)

**Numerical Formulation**

The finite-difference method has been employed to solve the axisymmetric heat-transfer problem as described by the governing partial differential equation, boundary conditions and
initial conditions. The finite-difference equations for the seamless tube have been developed based on the heat balance on each node in both the radial and axial directions. An alternating direction implicit method (ADI) is utilized to solve them. This method permits the use of a tri-diagonal matrix solver, which is applied twice in each time increment. In the first half of the time increment the implicit direction is in the radial direction. In the second half of the increment the implicit direction is in the axial direction. Figure 4.4 depicts the two implicit directions that are used to determine the tri-diagonal equations.

![Figure 4.4 - Schematic of ADI directions for accelerated cooling FDM model.](image)

The seamless tube has spatially discretized, with a subsequent heat balance being applied to a control volume. Figures 4.5 and 4.6 illustrate the spatial discretization and node numbering employed in the model. The model allows for user definition of the number of nodes in the radial and axial directions. However, for thermal validation purposes a mesh of 11 nodes in the radial direction and 101 nodes in the axial direction (1111 nodes in total) has been used.

![Figure 4.5 - Schematic of spatial discretization.](image)
Generalized Heat Balance Approach to Development of Finite-Difference Equations

In order to increase the robustness of the model a generalized heat balance approach has been used. The heat balance approach allows for a variety of different boundary conditions to be applied to a control volume (see section 4.2). The heat balance, given below, also incorporates the latent heat evolved from any phase transformations that may occur in the process under study.

\[ q_A + q_B + q_C + q_D + Q \Delta V = E_n \Delta V \]  
(4.8)

In Equation (4.8) the \( q \)'s represent the energy entering or leaving the control volume associated with conduction, convection or radiation. The subscripts \( A, B, C, \) and \( D \) refer to the particular face of the control volume on which the particular energy is entering or leaving (refer to Figure 4.7). The term \( Q \) represents the latent heat evolved, \( E \) is the stored energy, and \( \Delta V \) is the volume. The control volume consists of two surface areas in the radial direction (\( A\&C \)) and two in the axial direction (\( B\&D \)), with the lengths of \( \Delta r \) and \( \Delta z \) maintaining constant values.
Within the ACM model six different types of control volumes are present (Figures 4.8 – 4.13). These control volumes correspond to the various nodal positions present in Figure 4.5. A detailed example derivation (interior node) of the heat-transfer finite-difference equations that have been established, based on a heat balance on each node by an energy analysis, is presented in Appendix A. The Fourier number, $Fo$, has been used to simplify the heat-transfer calculations:

$$Fo_i = \frac{k\Delta t}{\rho c_p \Delta l} \tag{4.9}$$

where $k$ is the thermal conductivity, $\Delta t$ is the time increment, $\rho$ is the density, $c_p$ is the specific heat, and $\Delta l$ is the characteristic length.

In addition, for nodes lying on the tube surfaces, the Biot number, $Bi$, which is proportional to (thermal internal resistance)/(surface film resistance) has been used:

$$Bi_x = \frac{h\Delta x}{k} \tag{4.10}$$

where $h$ is the heat-transfer coefficient and $\Delta x$ the mid-plane distance. The corresponding derived equations (Equations 4.11 – 4.22) for both steps in the alternating direction implicit method are presented below:

**Interior node: $(r=m, z=n)$**

![Figure 4.8 – Schematic of ACM model interior node and associated control volume.](image-url)
1st ADI Step: \((p^{p+1/2} = p + \Delta t/2)\) - radial direction is implicit and axial direction is explicit:

\[
(1 - F_{oz}) T_{m,n}^p + \frac{F_{oz}}{2} \left( T_{m,n+1}^p + T_{m,n-1}^p \right) + \frac{Q}{2 \rho c_p} \frac{\Delta t}{r} \\
= (1 + F_{or}) T_{m,n}^{p+1/2} - \frac{F_{or}}{2r_{m,n}} \left[ \left( r_{m,n} - \frac{\Delta r}{2} \right) T_{m-1,n}^{p+1/2} + \left( r_{m,n} + \frac{\Delta r}{2} \right) T_{m+1,n}^{p+1/2} \right] 
\]

(4.11)

2nd ADI Step: \((p^{p+1} = p^{p+1/2} + \Delta t/2)\) - axial direction is implicit and radial direction is explicit:

\[
\frac{F_{or}}{2r_{m,n}} \left[ \left( r_{m,n} - \frac{\Delta r}{2} \right) T_{m-1,n}^{p+1/2} + \left( r_{m,n} + \frac{\Delta r}{2} \right) T_{m+1,n}^{p+1/2} \right] + (1 - F_{or}) T_{m,n}^{p+1/2} + \frac{Q}{2 \rho c_p} \frac{\Delta t}{r} \\
= (1 + F_{oz}) T_{m,n}^{p+1} - \frac{F_{oz}}{2} T_{m,n+1}^{p+1} - \frac{F_{oz}}{2} T_{m,n-1}^{p+1} 
\]

(4.12)

Outer surface node: \((r=M, z=n)\)

Figure 4.9 – Schematic of ACM model outer surface node and associated control volume.

1st ADI Step: \((p^{p+1/2} = p + \Delta t/2)\) - radial direction is implicit and axial direction is explicit:

\[
(1 - F_{oz}) T_{M,n}^p + \frac{F_{oz}}{2} \left( T_{M,n+1}^p + T_{M,n-1}^p \right) + \frac{Q}{2 \rho c_p} \frac{\Delta t}{r} + F_{or} B_i T_\infty \\
= \left[ 1 + F_{or} \left( \frac{1}{r_{M,n}} \left( r_{M,n} - \frac{\Delta r}{2} \right) + B_i \right) \right] T_{M,n}^{p+1/2} - \frac{F_{or}}{r_{M,n}} \left[ \left( r_{M,n} - \frac{\Delta r}{2} \right) T_{M-1,n}^{p+1/2} \right] 
\]

(4.13)
2\textsuperscript{nd} ADI Step: \((t^{p+1} = t^{p+1/2} + \Delta t/2)\) - axial direction is implicit and radial direction is explicit:

\[
\left[ 1 - F_{Or} \left( \frac{1}{r_{M,n}} \left( r_{M,n} - \frac{\Delta r}{2} + B_i \right) \right) \right] T_{M,n}^{p+1/2} + F_{Or} \left( \frac{r_{M,n} - \frac{\Delta r}{2}}{r_{M,n}} \right) T_{M-1,n}^{p+1/2} + F_{Or} B_i T_n + \frac{Q}{2 \rho c_p} \Delta t
\]

\[
= (1 + F_{Or}) T_{M,n}^{p+1} - \frac{F_{Or} T_{M,n+1}^{p+1}}{2} - \frac{F_{Or} T_{M,n-1}^{p+1}}{2}
\]

Inner surface node: \((r = M', z = n)\)

\[\text{Figure 4.10 – Schematic of ACM model inner surface node and associated control volume.}\]

1\textsuperscript{st} ADI Step: \((t^{p+1/2} = t^p + \Delta t/2)\) - radial direction is implicit and axial direction is explicit:

\[
(1 - F_{Or}) T_{M',n}^p + \frac{F_{Or}}{2} (T_{M',n+1}^p + T_{M',n-1}^p) + \frac{Q}{2 \rho c_p} \Delta t + F_{Or} B_i T_n
\]

\[
= \left[ 1 + F_{Or} \left( \frac{1}{r_{M',n}} \left( r_{M',n} + \frac{\Delta r}{2} + B_i \right) \right) \right] T_{M',n}^{p+1/2} - \frac{F_{Or}}{r_{M',n}} \left( \frac{r_{M',n} + \frac{\Delta r}{2}}{r_{M',n}} \right) T_{M'-1,n}^{p+1/2}
\]

2\textsuperscript{nd} ADI Step: \((t^{p+1} = t^{p+1/2} + \Delta t/2)\) - axial direction is implicit and radial direction is explicit:

\[
\left[ 1 - F_{Or} \left( \frac{1}{r_{M',n}} \left( r_{M',n} + \frac{\Delta r}{2} + B_i \right) \right) \right] T_{M',n}^{p+1/2} + F_{Or} \left( \frac{r_{M',n} + \frac{\Delta r}{2}}{r_{M',n}} \right) T_{M'-1,n}^{p+1/2} + F_{Or} B_i T_n + \frac{Q}{2 \rho c_p} \Delta t
\]
\[ = (1 + F_o) T_{r}^{P+1}_{M^*,n} - \frac{F_o}{2} T_{r}^{P+1}_{M^*,n+1} - \frac{F_o}{2} T_{r}^{P+1}_{M^*,n-1} \]  

(4.16)

Outer surface corner node: \((r=M, z=N)\)

Figure 4.11 – Schematic of ACM model outer surface corner node and associated control volume.

1\textsuperscript{st} ADI Step: \((t^{P+1/2} = t^P + \Delta t/2)\) - radial direction is implicit and axial direction is explicit:

\[ [1 - F_o (1 + B_i) T_{r}^{P}_{M,N} + F_o T_{r}^{P}_{M,N-1} + \frac{Q}{2 \rho c_p} + (F_o B_{i_r} + F_o B_{i_z}) T_{\infty} ] \]

\[ = [1 + F_o \left( B_{i_r} + \frac{1}{r_{M,N}} \left( r_{M,N} - \frac{\Delta r}{2} \right) \right)] T_{r}^{P+1/2}_{M,N} - \frac{F_o}{r_{M,N}} \left[ \left( r_{M,N} - \frac{\Delta r}{2} \right) T_{r}^{P+1/2}_{M-1,N} \right] \]  

(4.17)

2\textsuperscript{nd} ADI Step: \((t^{P+1} = t^{P+1/2} + \Delta t/2)\) - axial direction is implicit and radial direction is explicit:

\[ [1 - F_o \left( B_{i_r} + \frac{1}{r_{M,N}} \left( r_{M,N} - \frac{\Delta r}{2} \right) \right)] T_{r}^{P+1}_{M,N} + \frac{F_o}{r_{M,N}} \left[ \left( r_{M,N} - \frac{\Delta r}{2} \right) T_{r}^{P+1/2}_{M-1,N} \right] + \frac{Q}{2 \rho c_p} + (F_o B_{i_r} + F_o B_{i_z}) T_{\infty} \]

\[ = [1 + F_o (1 + B_{i_z}) T_{r}^{P+1}_{M,N} - F_o T_{r}^{P+1}_{M,N-1} \]  

(4.18)

Note: A similar set of equations has been developed for the outer surface corner node on the other end of the tube.
Inner surface corner node: \((r=M°, z=N)\)

![Diagram of ACM model inner surface corner node and associated control volume.](image)

Figure 4.12 – Schematic of ACM model inner surface corner node and associated control volume.

1st ADI Step: \((t^{p+1/2} = t^p + \Delta t/2)\) - radial direction is implicit and axial direction is explicit:

\[
\left[1 - Fo_z(1 + Bi_z)\right]T_{M°,N}^p + Fo_zT_{M°,N-1}^p + \frac{\hat{Q}}{2\rho c_p} + (Fo_zBi_z + Fo_zBi_z)T_{\infty} = 0
\]

\[
= \left[1 + Fo_x\left(Bi_r + \frac{1}{r_{M°,N}} \left(r_{M°,N} + \frac{\Delta r}{2}\right)\right)\right]T_{M°,N}^{p+1/2} + \frac{Fo_z}{r_{M°,N}} \left[\left(r_{M°,N} + \frac{\Delta r}{2}\right)T_{M°,N+1}^{p+1/2}\right] + \frac{\hat{Q}}{2\rho c_p} + (Fo_zBi_z + Fo_zBi_z)T_{\infty}
\]

\[
= \left[1 + Fo_x(1 + Bi_z)\right]T_{M°,N}^{p+1} - Fo_zT_{M°,N-1}^{p+1}
\]

(4.19)

2nd ADI Step: \((t^{p+1} = t^{p+1/2} + \Delta t/2)\) - axial direction is implicit and radial direction is explicit:

\[
\left[1 - Fo_x\left(Bi_r + \frac{1}{r_{M°,N}} \left(r_{M°,N} + \frac{\Delta r}{2}\right)\right)\right]T_{M°,N}^{p+1/2} + \frac{Fo_z}{r_{M°,N}} \left[\left(r_{M°,N} + \frac{\Delta r}{2}\right)T_{M°,N+1}^{p+1/2}\right] + \frac{\hat{Q}}{2\rho c_p} + (Fo_zBi_z + Fo_zBi_z)T_{\infty}
\]

\[
= \left[1 + Fo_x(1 + Bi_z)\right]T_{M°,N}^{p+1} - Fo_zT_{M°,N-1}^{p+1}
\]

(4.20)

Note: A similar set of equations has been developed for the inner surface corner node on the other end of the tube.
Surface end node: \((r=m, z=N)\)

Figure 4.13 – Schematic of ACM model surface end node and associated control volume.

1st ADI Step: \((r^{P+1/2} = r^P + \Delta t/2)\) - radial direction is implicit and axial direction is explicit:

\[
\left[1 - F_o (1 + B_i) r_{m,N}^P + F_o T_{m,N-1}^P + F_o B_i T_\infty + \dot{Q} \frac{\Delta t}{2 \rho c_p}\right] = (1 + F_o) r_{m,N}^{P+1/2} - \frac{F_o}{2 r_{m,N}} \left[\left(r_{m,N} + \frac{\Delta r}{2}\right)^{P+1/2} - \left(r_{m,N} - \frac{\Delta r}{2}\right)^{P+1/2}\right] \tag{4.21}
\]

2nd ADI Step: \((r^{P+1} = r^{P+1/2} + \Delta t/2)\) - axial direction is implicit and radial direction is explicit:

\[
\frac{F_o}{2 r_{m,N}} \left[\left(r_{m,N} - \frac{\Delta r}{2}\right)^{P+1/2} + \left(r_{m,N} + \frac{\Delta r}{2}\right)^{P+1/2}\right] + (1 - F_o) r_{m,N}^P + F_o B_i T_\infty + \dot{Q} \frac{\Delta t}{2 \rho c_p} = [1 + F_o (1 + B_i) r_{m,N}^{P+1} - F_o T_{m,N-1}^{P+1}] \tag{4.22}
\]

Note: A similar set of equations has been developed for the inner surface corner node on the other end of the tube.

Dynamic Time-Stepping Routine

In order to increase execution efficiency within the program, a dynamic time-stepping or adaptive iteration subroutine has been added to the model to determine the appropriate time increment \((\Delta t)\) needed for solution convergence. The subroutine begins by calculating the maximum temperature, \(T_{\text{max}}\), and volume fraction, \(Vf_{\text{max}}\), difference for all the nodes and subsequently determines which flags to turn on (i.e., if time step needs to be increased,
decreased, or remain constant). If need be, the subroutine adjusts the time increment according to the following specified criteria:

- If the maximum values are less than 1/3 the user defined $T_{\text{max}}$ or $Vf_{\text{max}}$ values then it increases the time increment.
- If the maximum values are greater than the user defined $T_{\text{max}}$ or $Vf_{\text{max}}$ values then it decreases the time increment by a half.

If the time increment is modified by either of the aforementioned criterion, then the subroutine restarts the solution techniques at the end of the last valid time increment (i.e., resets the time increment) using the newly modified time increment. Otherwise the current time increment is maintained and the solution has met convergence stability criterion.

4.1.2 Controlled Slow Cool Model

The Controlled Slow Cool (CSC) Model has been developed with the premise that the tubes are entering the cooling regime side by side (no vertical stacking) with the axial length of the tube perpendicular to the direction of motion. Like the ACM, the CSC couples a heat diffusion model with a microstructure evolution model. However, in the CSC model the geometry of the analysis is different in that radial and circumferential conduction have been incorporated into the model and axial conduction has been ignored. Conduction in the axial direction was neglected on the postulate that the tube is experiencing relatively uniform boundary conditions in the axial length, except at the tube ends. Since the axial length is relatively long in comparison with the tube diameter and wall thickness, end effects are assumed to be minimal and; therefore, can be neglected. The model allows for multiple cooling zones that permit variable tube speeds, variable zone temperatures, and boundary conditions. The influence of adjacent tubes has also been incorporated into the model. As in the ACM, a dynamic time step approach has been included in the CSC model to improve computational speed and accuracy of results.

Geometry

A circular cross-section has been used to represent the geometry of the seamless tube within the CSC model, owing to the aforementioned assumptions (Figure 4.14). The circular cross-section consists of two sides (representing the inner and outer diameter of the tubes) to
which boundary conditions may be applied. To increase versatility, the model permits user
definition of the inner and outer diameter.

\[ \text{Figure 4.14 – Schematic of CSC geometry.} \]

**Heat Flow**

For the CSC model, the gradient and Laplacian operator within the transient heat
conduction Equation (4.1) are expressed in cylindrical coordinates as follows:

\[ \nabla \cdot k \nabla T = \frac{1}{r} \frac{\partial}{\partial r} \left( kr \frac{\partial T}{\partial r} \right) + \frac{1}{r^2} \frac{\partial}{\partial \theta} \left( k \frac{\partial T}{\partial \theta} \right) \quad (4.23) \]

The applicable boundary conditions for the solution of Equations (4.1) and (4.23) are defined as
follows:

1) At the outside surface of the tube \((r = R_o)\), at times greater than 0 \((t>0)\),

\[ -k \frac{\partial T}{\partial r} \Big|_{r = R_o} = h_{eff} (T - T_a) = q_{OD} \quad @ \ R_o, \ t>0 \quad (4.24) \]

2) At the inner surface of the tube \((r = R_i)\), at times greater than 0 \((t>0)\),

\[ -k \frac{\partial T}{\partial r} \Big|_{r = R_i} = 0 = q_{ID} \quad @ \ R_i, \ t>0 \quad (4.25) \]

where \(h_{eff}\) represents the effective heat-transfer coefficient due to radiation and convection.
The initial condition is given in Equation (4.26) and is based on the assumption that the sample starts at an initial temperature, \( T_i \), corresponding to the temperature of the tube from the previous processing stage:

\[
T(r, \theta)_{t=0} = T_i \quad @ \quad R_i \leq r \leq R_o, \quad 0 \leq \theta \leq 2\pi, \quad t=0 \quad (4.26)
\]

**Numerical Formulation**

The finite-difference heat-transfer equations for the CSC model, similar to the ACM model, have been established by completing an energy balance on each nodal control volume. The finite-difference approximations have been used to calculate the heat balance in both the radial and circumferential directions. An ADI method has been used to solve these equations. The time step is divided into two increments. As shown in Figure 4.15, in the first \( \frac{1}{2} \) time-step a tri-diagonal solver is used to solve the implicit equations for conduction in the radial direction. For the second \( \frac{1}{2} \) time-step, a full matrix solver is used to solve for conduction in the circumferential direction.

The decision to use an ADI method and divide the time step into two increments, rather than utilize one pass through a full matrix solver (i.e. solve conduction in both directions in one time step), was made to minimize the computation time. Using this method, it was found that the computation time was reduced by 3 to 5 times, depending on the number of nodes, compared to one-pass through the full matrix solver. It is important to note that the solution difference between the two methods was found to be negligible.
Figure 4.15 – ADI implicit directions for Controlled Slow Cool FD model.

The nodal volumes on which the energy balances have been completed are defined by spatially discretizing the seamless tube about a circumferential cross section. Nodal locations are defined based on an origin at the centerline of the tube. Figure 4.16 depicts the spatial discretization and node numbering. The model allows for user definition of the number of nodes in the radial and circumferential directions. For thermal validation purposes, a mesh of 5 nodes in the radial direction and 36 nodes in the circumferential direction (generating 180 nodes and 180 elemental control volumes, with node 1 beginning at the inner diameter and 0°) has been used.
Figure 4.16 – Schematic of spatial discretization and node numbering.

**Generalized Heat Balance Approach to Development of Finite-Difference Equations**

The heat balance approach used in the development of the finite-difference equations, presented below, incorporates the latent heat evolved from phase transformations and allows a variety of different boundary conditions to be applied to a control volume (see section 4.2).

\[
q_A + q_B + q_C + q_D + Q\Delta V = E_n \Delta V \tag{4.27}
\]

The control volume is treated as having four surface areas through which heat can flow. Figure 4.17 shows the control volume consisting of two surface areas in the radial direction \((A\) and \(C)\) and two in the circumferential direction \((B\) and \(D)\), with the length of \(\Delta r\) and the angle \(\Delta \Phi\) maintaining constant values.

Figure 4.17 – 3-D & 2-D schematic of control volume with respect to spatial nodes.
Within the CSC model, three different types of control volumes are present (Figures 4.18 – 4.20). These control volumes correspond to the various nodal positions present in Figure 4.16. A detailed example derivation (interior node) of the heat-transfer finite-difference equations that have been established based on a heat balance on each node by an energy analysis is presented in Appendix B.

As with the ACM model, the CSC model uses both the Fourier and Biot numbers (Equations 4.9 and 4.10) to simplify the calculations within the model. The corresponding derived equations (Equations 4.28 – 4.33) for both steps in the alternating direction implicit method are presented below:

**Interior node:** \((r=m, \Phi=n)\)

1\(^{st}\) ADI Step: \(r^{p+1/2} = r^p + \Delta t/2\) - radial direction is implicit and circumferential direction is explicit:

\[
(1 - F_{O_{r,m,\Phi}}) P_{m,n}^p + \frac{F_{O_{r,m,\Phi}}}{2} \left( T_{m,n+1}^p + T_{m,n-1}^p \right) + \frac{Q}{2\rho c_p} \frac{\Delta r}{2} = (1 + F_{O_{r,m,\Phi}}) P_{m,n}^{p-1/2} - \frac{F_{O_{r,m,\Phi}}}{2r_{m,n}} \left[ \left( r_{m,n} - \frac{\Delta r}{2} \right) T_{m-1,n}^{p-1/2} + \left( r_{m,n} + \frac{\Delta r}{2} \right) T_{m+1,n}^{p+1/2} \right]
\]

(4.28)

2\(^{nd}\) ADI Step: \(r^{p+1} = r^{p+1/2} + \Delta t/2\) - circumferential direction is implicit and radial direction is explicit:
\[
\frac{F_{o}}{2r_{m,n}} \left[ \left( r_{m,n} - \frac{\Delta r}{2} \right) T_{m-1,n}^{p+1/2} + \left( r_{m,n} + \frac{\Delta r}{2} \right) T_{m+1,n}^{p+1/2} \right] + \left( 1 - F_{o} \right) T_{m,n}^{p+1/2} + \frac{\dot{Q}}{2\rho c_{p}} \Delta t
\]

\[
= \left( 1 + F_{o} \right) T_{m,n}^{p+1} - \frac{F_{o}}{2} T_{m,n+1}^{p+1} - \frac{F_{o}}{2} T_{m,n-1}^{p+1}
\]

(4.29)

Inner surface node: \((r = M', \Phi = n)\)

![Diagram of CSC model inner surface node and associated control volume.](image)

Figure 4.19 – Schematic of CSC model inner surface node and associated control volume.

1\textsuperscript{st} ADI Step: \(T_{m,n}^{p+1/2} = T_{m,n}^{p} + \Delta t/2\) - radial direction is implicit and circumferential direction is explicit:

\[
\left( 1 - F_{o} \right) T_{M',n}^{p} + \frac{F_{o}}{2} \left( T_{M',n+1}^{p} + T_{M',n-1}^{p} \right) + \frac{\dot{Q}}{2\rho c_{p}} + F_{o}B_{i}T_{\infty}
\]

\[
= \left[ 1 + F_{o} \left( \frac{1}{r_{M',n}} \left( r_{M',n} + \frac{\Delta r}{2} \right) + B_{i} \right) \right] T_{M',n}^{p+1/2} + \frac{F_{o}}{r_{M',n}} \left[ \left( r_{M',n} + \frac{\Delta r}{2} \right) T_{M',n-1}^{p+1/2} \right]
\]

(4.30)

2\textsuperscript{nd} ADI Step: \(T_{m,n}^{p+1} = T_{m,n}^{p+1/2} + \Delta t/2\) - circumferential direction is implicit and radial direction is explicit:

\[
\left[ 1 - F_{o} \left( \frac{1}{r_{M',n}} \left( r_{M',n} + \frac{\Delta r}{2} \right) + B_{i} \right) \right] T_{M',n}^{p+1/2} + \frac{F_{o}}{r_{M',n}} \left[ \left( r_{M',n} + \frac{\Delta r}{2} \right) T_{M',n-1}^{p+1/2} \right] + F_{o}B_{i}T_{\infty} + \frac{\dot{Q}}{2\rho c_{p}} \Delta t
\]
\[
\left(1 + F_{0_r \mu_* \Delta \phi} \right) T_{P+1, n}^{M^*, n} - \frac{F_{0_r \mu_* \Delta \phi}}{2} T_{M^*, n+1}^{P+1} - \frac{F_{0_r \mu_* \Delta \phi}}{2} T_{M^*, n-1}^{P+1}
\]  
\text{(4.31)}

Outer Surface node: \((r=M, \phi=n)\)

Figure 4.20 – Schematic of CSC model outer surface node and associated control volume.

1\textsuperscript{st} ADI Step: \((r^{P+1/2} = r^P + \Delta t/2)\) - radial direction is implicit and circumferential direction is explicit:

\[
\left(1 - F_{0_r \mu_* \Delta \phi} \right) T_{M, n}^P + \frac{F_{0_r \mu_* \Delta \phi}}{2} (T_{M, n+1}^P + T_{M, n-1}^P) \frac{\Delta t}{2 \rho C_p} + \dot{Q} + F_{r, Bi} T_a
\]

\[
= \left[ 1 + F_{r_r} \left( \frac{1}{r_{M,n}} (r_{M,n} - \frac{\Delta r}{2}) + B_i \right) \right] T_{M, n}^{P+1/2} - \frac{F_{r_r}}{r_{M,n}} \left[ (r_{M,n} - \frac{\Delta r}{2}) T_{M-1,n}^{P+1/2} \right]
\]  
\text{(4.32)}

2\textsuperscript{nd} ADI Step: \((r^{P+1} = r^{P+1/2} + \Delta t/2)\) - circumferential direction is implicit and radial direction is explicit:

\[
\left[ 1 - F_{0_r \mu_* \Delta \phi} \right] T_{M, n}^{P+1/2} + \frac{F_{0_r \mu_* \Delta \phi}}{2} \left( (r_{M,n} - \frac{\Delta r}{2}) T_{M-1,n}^{P+1/2} + F_{r, Bi} T_a + \dot{Q} \frac{\Delta t}{2 \rho C_p} \right)
\]

\[
= \left(1 + F_{0_r \mu_* \Delta \phi} \right) T_{M, n}^{P+1} - \frac{F_{0_r \mu_* \Delta \phi}}{2} T_{M^*, n+1}^{P+1} - \frac{F_{0_r \mu_* \Delta \phi}}{2} T_{M^*, n-1}^{P+1}
\]  
\text{(4.33)}
Dynamic Time-Stepping Routine

Owing to the fact that the structural configurations of the ACM and CSC models are similar, an analogous treatment of the dynamic time-stepping routine has been performed.

4.2 Implementation of Boundary Conditions

Within the models, different boundary conditions can be selected for the various cooling zones, each characterized by its length and the tube traveling speed. For the numerical analysis, the heat flow at the surface has been characterized with a Cauchy-type boundary condition:

\[ q = h(T_s - T_{amb}) \]  \hspace{1cm} (4.34)

where \( T_s \) (K) is the surface temperature, \( T_{amb} \) (K) is the ambient temperature (air or water), and \( h \) the heat-transfer coefficient in W/m²/K.

The boundary conditions considered include: no heat-transfer (default), radiation, natural air-cooling, forced air-cooling, and water spray cooling. Natural air-cooling has been used for all periods where the tubes were not in contact with the water sprays or the forced air jets. An overall heat-transfer coefficient, \( h_{ov} \), has been used to account for heat-transfer in those cases where there is a combination of convection (natural, forced, and water) and radiation:

\[ h_{ov} = h_c + h_r \]  \hspace{1cm} (4.35)

where \( h_c \) is heat-transfer coefficient for convective heat flow and \( h_r \) is the heat-transfer coefficient for radiation. The methodology for evaluation of \( h_c \) and \( h_r \) are outlined in the following sections for each of the heat-transfer regions.

Convection

The values of the convective heat-transfer coefficient, \( h_c \), in the Timken seamless tube process have been characterized by a variety of different equations depending on the method of cooling.
Natural & Forced Air Convection

Two equations are available within the models to describe the heat-transfer coefficient for convective losses due to natural convection. The first developed by Golja\(^2\), models a horizontal tube that heats the surrounding air:

\[
h_c = \frac{k}{D} \left[ 0.38 \left( \frac{D^3 \beta g}{\nu^2} (T_s - T_{amb}) \right)^{1/4} \right]
\]  

(4.36)

where \(D\) represents the outer diameter, \(k\) the thermal conductivity, \(\beta\) the spatial coefficient of propagation, \(g\) the gravitational acceleration, \(\nu\) the kinematic viscosity of air, and the \(h_c\) values for this correlation are around 11-19 W/m\(^2\)/K. Kreith & Black\(^3\) also developed an equation incorporating Prandtl’s number \(Pr\) to characterize convective losses due to natural convection over horizontal cylinders:

\[
h_c = \frac{k}{D} \left[ 0.6 + 0.387 \left( \frac{D^3 \beta g}{\nu^2} (T_s - T_{amb}) Pr \right) \right]^{1/2}
\]  

(4.37)

where the \(h_c\) values are around 15-22 W/m\(^2\)/K.

The correlation developed by Golja has been used for the experimental validation of the controlled slow cooling bed (section 6.2). However, further experimental tests are required before making a choice on the final correlation.

For forced air convection, the flow has been postulated to be similar to that of flow across a horizontal cylinder. The resulting heat-transfer coefficient characterizing the convective losses has been calculated from the Equation (4.38)\(^3\):

\[
h_c = 0.683 \left( \frac{k}{D} \right)^{0.466} \left( \frac{\rho \nu D}{\mu} \right)^{0.666} \left( \frac{c_p \mu}{k} \right)^{1/3}
\]  

(4.38)

where \(h_c\) values are around 14-96 W/m\(^2\)/K.
The properties of air used for both natural convection and forced-air convection have been determined using a mean film temperature:

\[ T_f = \frac{T_s + T_{amb}}{2} \]  

and the thermodynamic property data for dry air has been obtained from literature and is presented in Table 4.1.

**Table 4.1 – Thermodynamic properties of dry air at atmospheric pressure.**

<table>
<thead>
<tr>
<th>Temperature T (K)</th>
<th>Density ρ (kg/m³)</th>
<th>Specific Heat Capacity Cₚ (J/kg/K)</th>
<th>Thermal Conductivity k (W/m/K)</th>
<th>Absolute Viscosity μ x 10⁶ (N·s/m²)</th>
<th>Prandtl Number Pr</th>
<th>( g\beta\nu^2\times10^4 ) (1/K/m³)</th>
</tr>
</thead>
<tbody>
<tr>
<td>273</td>
<td>1.252</td>
<td>1011</td>
<td>0.0237</td>
<td>17.456</td>
<td>0.71</td>
<td>1.85</td>
</tr>
<tr>
<td>293</td>
<td>1.164</td>
<td>1012</td>
<td>0.0251</td>
<td>18.24</td>
<td>0.71</td>
<td>1.36</td>
</tr>
<tr>
<td>313</td>
<td>1.092</td>
<td>1014</td>
<td>0.0265</td>
<td>19.123</td>
<td>0.71</td>
<td>1.01</td>
</tr>
<tr>
<td>333</td>
<td>1.025</td>
<td>1017</td>
<td>0.0279</td>
<td>19.907</td>
<td>0.71</td>
<td>0.782</td>
</tr>
<tr>
<td>353</td>
<td>0.968</td>
<td>1019</td>
<td>0.0293</td>
<td>20.709</td>
<td>0.71</td>
<td>0.6</td>
</tr>
<tr>
<td>373</td>
<td>0.916</td>
<td>1022</td>
<td>0.0307</td>
<td>21.607</td>
<td>0.71</td>
<td>0.472</td>
</tr>
<tr>
<td>473</td>
<td>0.723</td>
<td>1035</td>
<td>0.037</td>
<td>25.693</td>
<td>0.71</td>
<td>0.164</td>
</tr>
<tr>
<td>573</td>
<td>0.596</td>
<td>1047</td>
<td>0.0429</td>
<td>39.322</td>
<td>0.71</td>
<td>0.0709</td>
</tr>
<tr>
<td>673</td>
<td>0.508</td>
<td>1059</td>
<td>0.0485</td>
<td>32.754</td>
<td>0.72</td>
<td>0.035</td>
</tr>
<tr>
<td>773</td>
<td>0.442</td>
<td>1076</td>
<td>0.054</td>
<td>35.794</td>
<td>0.72</td>
<td>0.0193</td>
</tr>
<tr>
<td>1273</td>
<td>0.268</td>
<td>1139</td>
<td>0.0762</td>
<td>48.445</td>
<td>0.74</td>
<td>0.00236</td>
</tr>
</tbody>
</table>

**Spray Water Cooling**

To model the water spray cooling (accelerated water cooling), spray-boiling data has been used to characterize heat-transfer coefficients as a function of temperature. The data included a series of boiling curves that represented different spray configurations. Practically speaking, the heat-transfer coefficient is affected by the quench medium, nozzle diameter, spray velocity and volumetric flow rate. The data for these boiling curves has been acquired from two sources; literature\(^4,6\) and experimental tests performed at Timken\(^5\). The heat-transfer correlations representing the heat-transfer coefficient as a function of surface temperature for the boiling curve regions are presented in Table 4.2.
Table 4.2 – Heat-transfer correlations for spray boiling data.

<table>
<thead>
<tr>
<th>Boiling Curve</th>
<th>Flow Rate (L/m²/s)</th>
<th>Heat-transfer Coefficient (W/m²/K)</th>
<th>Surface Temperature</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>5926+4348147/(T–25)</td>
<td>80 &lt; T ≤ 135</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>114290–7571750/(T–25)</td>
<td>135 &lt; T ≤ 240</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>23077+12038463/(T–25)</td>
<td>240 &lt; T ≤ 435</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>-36283+36376000/(T–25)</td>
<td>435 &lt; T ≤ 1000</td>
<td></td>
</tr>
<tr>
<td>TKR test – R64R1</td>
<td>13.45</td>
<td>89091(1–(80–T)/55)</td>
<td>25 &lt; T ≤ 80</td>
<td>[5]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>11250+4281250/(T–25)</td>
<td>80 &lt; T ≤ 240</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>105500–15982500/(T–25)</td>
<td>240 &lt; T ≤ 340</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>-21226+23936350/(T–25)</td>
<td>340 &lt; T ≤ 870</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>-40769+40450000/(T–25)</td>
<td>870 &lt; T ≤ 1000</td>
<td></td>
</tr>
<tr>
<td>TKR test - R610R1</td>
<td>15.4</td>
<td>156556(1–(80–T)/55)</td>
<td>25 &lt; T ≤ 80</td>
<td>[5]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>13889+7847225/(T–25)</td>
<td>80 &lt; T ≤ 180</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>69444–7638000/(T–25)</td>
<td>180 &lt; T ≤ 360</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>-33594+33754150/(T–25)</td>
<td>360 &lt; T ≤ 1000</td>
<td></td>
</tr>
<tr>
<td>Curve A</td>
<td>2.02</td>
<td>8.4287T+5398.5</td>
<td>288.15 &lt; T ≤ 384.15</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>1236.5T–466381</td>
<td>384.15 &lt; T ≤ 399.15</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>-86.48T+61703</td>
<td>399.15 &lt; T ≤ 696.15</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.0018T+1498.8</td>
<td>T ≥ 696.15</td>
<td>[4]</td>
</tr>
<tr>
<td>Curve B</td>
<td>1.0</td>
<td>1.8295T+4901.7</td>
<td>288.15 &lt; T ≤ 373.15</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>674.39T–24603</td>
<td>373.15 &lt; T ≤ 393.15</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>-62.694T+43720</td>
<td>393.15 &lt; T ≤ 674.15</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>-0.0027T+1456.8</td>
<td>T ≥ 696.15</td>
<td>[6]</td>
</tr>
<tr>
<td>Curve C</td>
<td>0.6</td>
<td>3.445T+2521.4</td>
<td>288.15 &lt; T ≤ 371.15</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>583.87T–212905</td>
<td>371.15 &lt; T ≤ 390.15</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>-54.565T+36182</td>
<td>390.15 &lt; T ≤ 636.15</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.0052T+1467.3</td>
<td>T ≥ 636.15</td>
<td>[6]</td>
</tr>
<tr>
<td>Curve D</td>
<td>4.99</td>
<td>-0.0989T+20447</td>
<td>288.15 &lt; T ≤ 394.15</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>1489T–566490</td>
<td>394.15 &lt; T ≤ 416.15</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>-134.12T+108982</td>
<td>416.15 &lt; T ≤ 796.15</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.0013T+2199</td>
<td>T ≥ 796.15</td>
<td>[6]</td>
</tr>
<tr>
<td>Curve E</td>
<td>5.0</td>
<td>38.46T+2535.3</td>
<td>288.15 &lt; T ≤ 391.15</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>1468.9T–556973</td>
<td>391.15 &lt; T ≤ 411.15</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>-136.84T+103220</td>
<td>411.15 &lt; T ≤ 741.15</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.0069T+1792.6</td>
<td>T ≥ 741.15</td>
<td>[6]</td>
</tr>
</tbody>
</table>

*T is in (°C) for the Timken data and (K) for the literature data (curves A-E).

In an attempt to account for the increase in the heat-transfer coefficient in the film-boiling regime, a higher spray flux has been assumed to modify the literature data curves\[^{[6]}\]. These data curves have been generated using a series of polynomial regressions. Five boiling curves have been developed using literature data and three more from the experimental data obtained from Timken. The graph in Figure 4.21 depicts all eight boiling curves used to characterize the heat-transfer coefficient associated with spray cooling.
These boiling curves consist of four different regions (see Figure 4.22): 1) a natural convection region where there is no boiling at the heated surface, 2) a nucleate boiling region where isolated bubbles form at nucleation sites and separate from surface, 3) a transition boiling region where partial film boiling occurs and the heat-transfer coefficient decreases as the surface temperature increases, and 4) a film-boiling region where heat-transfer from the surface to the liquid occurs by radiation through the vapor phase and the heat flux increases with increasing change in temperature. The critical heat flux (CHF) point is important in most industrial applications because it is the point of maximum heat flux. The heat flux is at a minimum at the Liedenfrost point.
Radiation

Radiation occurring during the cooling process has been accounted for by linearizing the radiation equation so that the heat-transfer rate is proportional to a temperature difference where the effective heat-transfer coefficient is given by:

\[ h_r = \varepsilon \sigma (T_s + T_{amb})(T_s^2 + T_{amb}^2) \]  

(4.40)

where \( \varepsilon \) is the emissivity of the steel and \( \sigma \) Stefan Boltzmann's constant. This allows a Cauchy-type boundary condition to be used.

Owing to its dependence on the local temperature to the third power, the radiative heat-transfer coefficient is highly non-linear. It must therefore be updated for each time step and a value of the local temperature at the time step being evaluated is required. One method of evaluating the radiative heat-transfer coefficient is to iterate within the time step. Evaluate \( h_r \) on the basis of an initial value (i.e., the previous time-step temperature), solve the current time step, then re-evaluate \( h_r \) based on the new solution and compare successive solutions until a convergence criterion is attained. However, this method is computationally intensive so an alternative approach has been used in the models. The method used has been to simply base the
evaluation of the radiative heat-transfer coefficient on the previous time step. By restricting the maximum temperature change at any node within one time step to sufficiently small value (as implemented by the dynamic time-stepping routine) the error introduced by this approximation is minimized and the overall computation time is reduced over that of an iterative approach.

For the CSC model, the heat-transfer on the outer diameter surface of the tube due to radiation is more complex. To account for the influence of adjacent tubes, the heat-transfer coefficient due to radiation has been multiplied by a radiation shape factor \( F_i \). This radiation shape factor has been approximated using a simplified view factor approach. In this approach, three different views have been considered at a given point/node on the tube surface:

1. The view of the furnace top.
2. The view of adjacent tubes.
3. The view of the furnace bottom.

The view factor approximation is determined based on the distance between tube centers, radii of the tubes, and angular position of the nodes. A schematic representing the underlying methodology used in determining the radiation shape factor is depicted in Figure 4.23.

**Figure 4.23 – Schematic illustration depicting the view factor approximation.**
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The effective heat-transfer coefficient due to radiation is subsequently calculated using the following relation:

\[ h_i = \sum_{i=1}^{n} \varepsilon \sigma F_i (T_i + T_{amb,i}) \left( T_i^2 + T_{amb,i}^2 \right) \] \hspace{1cm} (4.41)

where \( F_i \) is the radiation shape factor for each view \( i \) and \( T_{amb,i} \) is the ambient temperature corresponding to each view \( i \) (e.g. \( T_{amb,1} \) - furnace top temperature, \( T_{amb,2} \) - adjacent tube surface temperature, and \( T_{amb,3} \) - furnace bottom temperature).

4.2.1 ACM Model

Using a time on/off method applied to either the outer diameter (OD) and/or the inner diameter (ID) nodal control volumes, boundary conditions (adiabatic, radiation, convection, or radiation and convection) are implemented. The determination of the appropriate boundary condition is based on the location of the various nodes at a given time with respect to the specific cooling regimes. A default boundary condition of natural-convection/radiation has been applied to the tube ends and the nodes lying outside of the cooling regimes.

4.2.2 CSC Model

Due to uncertainty in the exact configuration that the controlled slow cooling process would take, the model has been coded to accommodate multiple furnace zones. The zones have been configured as having separate tube velocities where the tube is assumed to be moving horizontally at a given velocity. It is also assumed that the tube rolls without slipping. Thus, in Figure 4.24, the center of the tube is assumed to move horizontally from \( C \) to \( C' \) and the nodes move in a sigmoidal path.

The appropriate zone and boundary conditions are determined by tracking the horizontal and angular position of the various nodes at any given time. The number of revolutions the node makes, along with its angular position, determines the location of these nodes within the cooling zones. Again, a time on/off method has been applied to the boundary conditions (radiation, convection, or radiation and convection) to the OD nodal control volumes. An adiabatic boundary condition has been assumed for the ID surfaces.
In addition, the model facilitates zones with varying top and bottom temperatures. This has several implications with regard to conductive and radiative heat-transfer, particularly the influences of neighboring tubes. In order to reduce the complexity of the process, no conductive heat-transfer between the tube and zone bottom (i.e., the support structure below the tubes) has been assumed, owing to the relatively small contact times and contact surface areas between the tube and the bottom surface. A default boundary condition of radiation has been applied to the nodes lying outside of the cooling regimes.

4.3 Coupling to Microstructure Models

The microstructural transformation has been modeled using transformation kinetics subroutines supplied by the Timken Company. Two different transformation kinetics subroutines have been integrated into the models, with an option for the user to select the appropriate subroutine depending on steel grade. The first, being steel grade specific, has been developed through collaborative efforts between the Timken Company and the Colorado School of Mines. It utilizes a state variable approach in which the transformation kinetics are tailored for individual steel grades. The second, a chemistry dependent approach, has been developed to add flexibility to the simulation tool by utilizing steel chemistry to determine the transformation kinetics. This subroutine has been developed through a joint venture between the Timken Company, Questek, and Minitech Limited. By substituting the appropriate heat of transformation and fraction transformed for each transformation reaction, the total heat released during a given time step can be calculated.
4.4 Material Properties

To conduct the analysis of the seamless tube cooling, the thermal-physical properties of the steel (i.e., density, specific heat, conductivity, and emissivity) are required as inputs into the models. This data was obtained from literature\textsuperscript{[7]}, as well as from experimental data supplied by the Timken Company\textsuperscript{[8]}. Table 4.3 shows typical model data for an AISI 5130 low alloy steel.

<table>
<thead>
<tr>
<th>Property</th>
<th>Symbol*</th>
<th>Value</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>Density</td>
<td>$\rho_{A,F,P,B,M}$</td>
<td>7800</td>
<td>Timken\textsuperscript{[8]}</td>
</tr>
<tr>
<td>Thermal conductivity</td>
<td>$k_A$</td>
<td>$11.363+1.5586\times 10^{-2}T$</td>
<td>AISI\textsuperscript{[7]}</td>
</tr>
<tr>
<td></td>
<td>$k_F$</td>
<td>$65.422-5.2176\times 10^{-2}T+9.7673\times 10^{-6}T^2$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$k_{P,B,M}$</td>
<td>$50.742-3.0567\times 10^{-2}T+1.1539\times 10^{-7}T^2$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$c_{pA}$</td>
<td>$674.73-0.24371T+2.0265\times 10^{-4}T^2$</td>
<td>AISI\textsuperscript{[7]}</td>
</tr>
<tr>
<td>Specific heat</td>
<td>$c_{pF}$</td>
<td>(T &gt; 787°C): $-10034.5+5.9668T+5.2\times 10^9T^{-2}$</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(787°C ≤ T &lt; 769°C): $34754.5-31.9196T$</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(769°C ≤ T &lt; 727°C): $-11462.6+12.4346T$</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(727°C ≤ T &lt; 527°C): $-4704.5+4.568T+1.1057\times 10^9T^{-2}$</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(527°C ≤ T): $503.13-0.13068T-51.702\times 10^5T^{-2}+4.47\times 10^5T^2$</td>
<td></td>
</tr>
<tr>
<td>Emissivity</td>
<td>$\varepsilon_{A,F,P,B,M}$</td>
<td>0.75</td>
<td>Timken\textsuperscript{[8]}</td>
</tr>
</tbody>
</table>

*The subscripts A, F, B, M refer to austenite, ferrite, bainite and martensite respectively.*

Two different approaches have been utilized to incorporate this data into the models. The first uses a simple look-up table approach in which tabulated data, relating the thermal-physical properties to grade, structure and temperature, is entered into a model input data file. The second utilizes polynomial equations (supplied by Timken) to characterize the thermal-physical property data. In both of these cases, linear interpolation techniques have been used to retrieve the appropriate data for the given temperature or phase. In the application of thermal-physical properties to mathematical models where there is a mixture of phases present, a simple rule of mixtures for any property $P$ has been applied:

$$P = \sum_{i=1}^{N_{\text{phase}}} X_i P_i$$

(4.42)

where the volume fraction and property of phase $i$ are denoted by $X_i$ and $P_i$ respectively.
For the numerical analyses, the densities of the steel grades have been held constant (i.e., independent of temperature), owing to the postulate of a static mesh and consequently allowing for the conservation of mass during thermal changes.

4.5 Latent Heat of Evolution

The latent heat per unit volume, \( Q \), represents the evolved/consumed heat energy when there is an exothermic or endothermic phase transformation (i.e., austenite decomposition). In the austenite temperature field, prior to any transformation, \( Q \) is set to zero during the numerical solution. The evolution of heat is considered as soon as the transformation reactions begin and the latent heat is evolved.

The amount of heat released during each time step in the numerical calculations depends on the rate of austenite decomposition into the various transformation products during a given section of the cooling history. Thus, the heat generated during phase evolution has been calculated using a discretized form:

\[
Q = \frac{\rho}{\Delta t} \sum_{i=2}^{5} H_i \Delta X_i, \tag{4.43}
\]

where \( \rho \) is the density, \( \Delta t \) the time increment, \( H_i \) the enthalpy of transformation of phase \( i \), and \( \Delta X_i \) the volume faction of phase \( i \).

There is a latent heat associated with the formation of the various transformation products: ferrite, pearlite, bainite and martensite. The latent heats vary with temperature due to the temperature dependence of the specific heat for each of the phases. The enthalpies of formation have been characterized using polynomial equations and the latent heats have been integrated into the model by way of transformation kinetics subroutines. The values for the enthalpies of transformation in steel are presented in Table 4.4.
Table 4.4 – Enthalpies of transformation in steel.

<table>
<thead>
<tr>
<th>Phase Transformation</th>
<th>Enthalpy of Transformation (J/kg)*</th>
<th>Temperature Range (°C)</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>austenite - ferrite</td>
<td>221656.4-864.4T+1.9795T²-0.001478T³</td>
<td>T ≤ 720</td>
<td>Timken[8]</td>
</tr>
<tr>
<td></td>
<td>-2.917x10⁷+114590T-148.8T²+0.06399T³</td>
<td>720 &lt; T ≤ 780</td>
<td></td>
</tr>
<tr>
<td></td>
<td>3277373-10575T+11.545T²-0.004247T³</td>
<td>T &gt; 780</td>
<td></td>
</tr>
<tr>
<td>austenite - pearlite</td>
<td>70651+225.23T-0.3469T²+6.775x10⁻⁵T³</td>
<td>--</td>
<td>Timken[8]</td>
</tr>
<tr>
<td>austenite - bainite</td>
<td>92000</td>
<td>--</td>
<td>Nagasaka et al.[9]</td>
</tr>
<tr>
<td>austenite - martensite</td>
<td>83600</td>
<td>--</td>
<td>Nagasaka et al.[9]</td>
</tr>
</tbody>
</table>

*T is in degrees Celsius.

4.6 Summary

Two 2-D transient heat diffusion models have been developed that are capable of predicting the thermal history within seamless tubes during two processing stages: 1) an accelerated cooling model (ACM) to model rapid water quenching, such as might occur between deformation stands to control austenite grain growth; and 2) a controlled slow cool model (CSC) to model slow controlled cooling, such as might occur at the end of the process to produce the final desired microstructure. Both models have been coupled with a microstructure evolution model (incorporating recrystallization kinetics, grain growth kinetics, and austenite decomposition kinetics) that has been provided by the Timken Company. These models have been coded in FORTRAN to run on a personal computer and use finite-difference methods to solve the general transient heat conduction equation, with an alternating-difference-implicit scheme to solve the system of equations. A summary of the key aspects in the ACM and CSC models is presented below:

The ACM model employs an axisymmetric configuration, owing to the premise that the tubes enter the cooling stands separately, with their axial lengths parallel to the direction of motion. The model has been designed as a flexible platform that allows for moving boundary conditions, multiple cooling zones, and on/off switches that can be applied to the outer diameter (OD) and/or the inner diameter (ID) of the tube.
Unlike the ACM model, the configuration of the CSC model is different. The (CSC) model employs a 2-D circumferential geometry where radial and circumferential conduction have been incorporated into the model and axial conduction has been ignored. This stems from the premise that the tubes enter the cooling regime side-by-side (i.e., no vertical stacking) with the axial length of the tube perpendicular to the direction of motion. Conduction in the axial direction has been neglected on the postulate that the tube is experiencing relatively uniform boundary conditions in the axial length, except at the tube ends. Since the axial length is relatively long in comparison with the tube diameter and wall thickness, end effects are assumed to be minimal and can be neglected. The model allows for multiple cooling zones that permit variable tube speeds, variable zone temperatures, and boundary conditions.

For the purpose of increasing robustness in the ACM and CSC models, a generalized heat balance approach (incorporating the latent heat evolved from any phase transformations that may occur in the process) has been used. This approach allows for a variety of different boundary conditions to be applied to the control volumes.

The boundary conditions describing the heat flow at the surface have been characterized by a Cauchy-type boundary condition. An overall heat-transfer coefficient, $h_{ov}$, accounts for heat-transfer in cases where there is a combination of convection (natural, forced, and water) and radiation.

Natural and forced-air convection have been characterized by a variety of empirical correlations, that are functions of $Re$, $Pr$, and $Ra$ numbers, to describe the heat-transfer of air flowing over horizontal tubes.

Water spray cooling (accelerated water cooling) has been modeled using boiling curve data (for a variety of different spray configurations) to characterize the heat-transfer coefficients as a function of temperature.

Radiation occurring during the process has been accounted for by linearizing the radiation equation so that the heat-transfer rate is proportional to a temperature difference. In the CSC model, the heat-transfer on the outer diameter surface due to radiation is more complex. Consequently, a geometric view factor approximation has been incorporated into the model to account for the influence of adjacent tubes and the surrounding environment.
A dynamic time-stepping subroutine has been added to the models to increase execution efficiency. The solution algorithm of this subroutine takes into account a maximum temperature and volume fraction difference in order to determine the appropriate time increment needed for solution convergence.

The incorporation of the material property data has been conducted using two different approaches: 1) a simple look-up table approach in which tabulated data, relating the thermal-physical properties to grade, structure, and temperature, is entered into a model input data file, and 2) polynomial equations to characterize the thermal-physical property data. Linear interpolation techniques have been used to retrieve the appropriate data for the given temperature or phase. In those cases where there is a mixture of phases present, a simple rule of mixtures for any property $P$ has been applied.

The latent heat associated with the formation of the various transformation products (ferrite, pearlite, bainite and martensite) is temperature dependent. Hence the enthalpies of formation have been characterized using polynomial equations and the latent heats have been integrated into the model by way of the transformation kinetics subroutines.

The models have been designed to predict the thermal history and microstructure evolution of tubes and are capable of simulating a wide range of cooling conditions (from the soft cooling associated with natural and forced-air convection to a hard quench utilizing water quench stands).
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7. AISI Project.


Experimental trials were conducted in collaboration with the Timken Company at their facilities in Canton, Ohio. A controlled slow cooling bed simulator was constructed, in which steel tubes and a furnace hood were instrumented with thermocouples, and time-temperature histories were recorded during various slow cooling conditions. The simulator was designed to investigate the influences of inter-tube spacing and the surrounding cooling environment on cooling history and microstructure evolution. The data collected were used to verify the CSC model formulation.

5.1 Material

The experimental work was carried out on a commercially significant low alloy, chromium steel grade, AISI 5130 that was supplied by the Timken Company. A typical chemical composition for AISI 5130 steel is shown in Table 5.1.

Table 5.1 – Nominal composition of AISI 5130 alloy steel.\(^{[11]}\)

<table>
<thead>
<tr>
<th>%C</th>
<th>%Cr</th>
<th>%Mn</th>
<th>%Si</th>
<th>%S</th>
<th>%P</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.3</td>
<td>0.95</td>
<td>0.8</td>
<td>0.21</td>
<td>0.04</td>
<td>0.04</td>
</tr>
</tbody>
</table>

The experimental runs were conducted on as-rolled 5130 steel tubes with dimensions of 0.08575 m outer diameter (OD), 0.0138 m wall thickness, and 0.914 m tube length.

5.2 Controlled Slow Cooling Bed Simulator

The experimental program was performed using a custom system designed and built at the Timken facilities. This system included: a gas furnace to preheat the steel tube samples to the desired initial temperature; a test rig used to hold the tubes; an insulated furnace hood with a removable front door to simulate the cooling bed; natural gas burners to preheat the cooling bed prior to sample insertion; and a data acquisition (DAQ) system that was used to record the thermal history within the samples and the surrounding cooling bed environment. A schematic of the controlled slow cooling bed apparatus is shown in Figure 5.1.
Figure 5.1 – Schematic of controlled slow cooling bed system used to cool tubular specimens.

Different cooling conditions were examined by: 1) varying the distance between adjacent tubes, 2) including or excluding use of the furnace hood, and 3) using the furnace hood with or without the door. The test rig was designed to accommodate three tubes, less than a meter in length, and allowed for variation in tube spacing and rotation (shown in Figure 5.2).

Figure 5.2 – Photograph of the experimental test rig.
The furnace hood consisted of a steel shell insulated with 0.102 m of FiberFrax\textsuperscript{*} insulation (see Figure 5.3). The removable door was added to facilitate the introduction of the test rig into the furnace hood and to allow for boundary condition manipulation. The top of the furnace hood was instrumented with five type-K thermocouples as shown in Figure 5.3. Thermocouples 1, 3, and 5 were used to determine the furnace hood temperature (located at the surface of hood insulation) and thermocouples 2 and 4 measured the furnace air temperature.

![Figure 5.3](image)

**Figure 5.3 – Photograph of the furnace hood and schematic of thermocouple positions.**

Prior to the insertion of the test rig containing the experimental tubes, natural gas burners were used to preheat the furnace hood as shown in Figure 5.4.

\textsuperscript{*}FIBERFRAX is a trademark of the Standard Oil Engineered Materials Company, Niagara Falls, NY.
5.3 Sample Instrumentation

The temperature history of the as-rolled tubes was obtained from thermocouples located in the center tube of the three-tube configuration. This center tube was instrumented with six type-K intrinsic thermocouples having a wire diameter of 0.25 mm and a stainless steel cladding of 1/16 inch in diameter. Clad thermocouple wires were fed along the center of the tube and brought to the surface through 5/16-inch holes. Center punching around the metal cladding secured the wires to the tube. Mullite insulation tubes were placed over exposed CHROMEL-ALUMEL* wires, and the wires were inserted into each of six 1/16-inch diameter flat bottom holes that were drilled at different depths and locations along its length (see Figure 5.5). Thermocouples 1, 3, and 5 were positioned at a depth of approximately ¼ of the wall thickness (ranging from 3.2 mm to 4.35 mm) and thermocouples 2, 4, and 6 at a depth of approximately ½ of the wall thickness (ranging from 6.55 mm to 7.35 mm). The variation in thermocouple position along the length of the tube allowed an investigation into tube end effects. Care was taken to provide sufficient space between the thermocouples so they did not influence the thermal profile of the sample. The radial variation in thermocouple placement was done to measure any through-thickness thermal profile for the samples. Thermocouples were placed far enough away from the surface, so that large surface variations/irregularities (i.e., scale

*CHROMEL-ALUMEL is a trademark of the Hoskins Manufacturing Company, Hamberg, MI.
formation) did not impact on the temperature measurements. The CSC model node positions that correspond to the thermocouple positions for a 17 X 9 node mesh model are depicted in Figure 5.5.

![Thermocouple positions](image)

**Figure 5.5** - a) Photograph of instrumented 5130 steel specimen depicting thermocouple positions, b) schematic of corresponding CSC model nodal/thermocouple positions.

### 5.4 Controlled Slow Cool Test Runs

In order to validate the CSC model, a series of experimental tests were run for the as-rolled 5130 steel tube specimens at the Timken facilities in Canton, Ohio. Six tests were designed (involving three tubes) to simulate various controlled slow cooling conditions. The test matrix for the 5130 specimens is presented in Table 5.2.

For each test, the sample tubes were first heated to the desired temperature (approximately 1125°C) in an electric furnace and held for about ½ hour at temperature to ensure uniform heating. The samples were then quickly transferred onto the test rig with tongs. During cooling, the DAQ system recorded the sample temperature as a function of time at a frequency of 1 Hz. To ensure precise thermal histories for each sample, it was important that the thermocouples made good contact with the sample and had fast response time. To make certain
that the thermocouple wire made good contact with the sample, the wires were separately spot welded to the bottom of each hole using a capacitance discharge unit, thus forming a double-intrinsic thermo-element junction. Such junctions provide a fast thermocouple response time and insure accurate positioning and contact at the bottom of the holes.\cite{2} Following the controlled slow cooling runs, the specimens were cut for microstructural studies.

Table 5.2 – As-rolled 5130 alloy steel test matrix.

<table>
<thead>
<tr>
<th>Test</th>
<th>Tube</th>
<th>Preheat (°C)</th>
<th>Hood</th>
<th>Doors</th>
<th>Spacing (m)</th>
<th>OD (m)</th>
<th>Wall Thickness (m)</th>
<th>Tube Length (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>5130-1</td>
<td>1145</td>
<td>Yes</td>
<td>No</td>
<td>0.419</td>
<td>0.08575</td>
<td>0.0138</td>
<td>0.914</td>
</tr>
<tr>
<td>2</td>
<td>5130-1</td>
<td>1145</td>
<td>Yes</td>
<td>No</td>
<td>0.203</td>
<td>0.08575</td>
<td>0.0138</td>
<td>0.914</td>
</tr>
<tr>
<td>3</td>
<td>5130-2</td>
<td>1145</td>
<td>Yes</td>
<td>Yes</td>
<td>0.203</td>
<td>0.08575</td>
<td>0.01385</td>
<td>0.914</td>
</tr>
<tr>
<td>4</td>
<td>5130-2</td>
<td>1145</td>
<td>No</td>
<td>No</td>
<td>0.203</td>
<td>0.08575</td>
<td>0.01385</td>
<td>0.914</td>
</tr>
<tr>
<td>5</td>
<td>5130-3</td>
<td>1145</td>
<td>Yes</td>
<td>Yes</td>
<td>0.419</td>
<td>0.08575</td>
<td>0.01365</td>
<td>0.914</td>
</tr>
<tr>
<td>6</td>
<td>5130-3</td>
<td>1145</td>
<td>No</td>
<td>No</td>
<td>0.419</td>
<td>0.08575</td>
<td>0.01365</td>
<td>0.914</td>
</tr>
</tbody>
</table>

Figure 5.6 depicts an actual cooling test run (excluding the use of the furnace hood). The presence of dark spots on the outer surface indicates the presence of scale formation. The darker regions at the ends of the tube indicate cooler sections of the tube associated with tube end effects.

Figure 5.6 – Photograph of experimental test run # 6 (without furnace hood).

In the series of experimental runs, owing to the time consuming nature of tube instrumentation, each of the instrumented tubes was used twice in order to minimize costs and
variability within the geometry. Unfortunately, the reuse of the tubes for the experimental runs gave rise to several unexpected results. First, since the thermocouple’s wire diameter was quite small, not all of the thermocouples survived subsequent tests. Second, each time the tubes were reused, the microstructure within the tubes changed. Finally, scale formation on the outer and inner surfaces of the tubes from the previous tests may have modified some of the heat-transfer properties. A larger design matrix was to be tested to overcome some of these problems, however, time constraints at the Timken facilities prevented this.

5.4.1 Measured Cooling Curve Data

Plots of the resulting thermal histories for the various experimental runs (Tests 1 through 6 described in Table 5.2) are shown in Figures 5.7-5.16 and include the furnace hood thermocouple readings for the applicable tests. A discussion of the basic trends and comparison with the model data will be performed in the experimental analysis section (Section 6.2).

![Experimental Cooling Curves for an AISI 5130 Steel Alloy (Test 1 - Instrumented Furnace Hood)](image)

Figure 5.7 – Furnace hood thermocouple readings – experimental Test 1.
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Experimental Cooling Curves for an AISI 5130 Steel Alloy (Test 1 - Instrumented Tube)

Figure 5.8 – Measured cooling curves – Test 1.

Experimental Cooling Curves for an AISI 5130 Steel Alloy (Test 2 - Instrumented Furnace Hood)

Figure 5.9 – Furnace hood thermocouple readings – experimental Test 2.
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Experimental Cooling Curves for an AISI 5130 Steel Alloy (Test 2 - Instrumented Tube)

Figure 5.10 - Measured cooling curves – Test 2.

Experimental Cooling Curves for an AISI 5130 Steel Alloy (Test 3 - Instrumented Furnace Hood)

Figure 5.11 - Furnace hood thermocouple readings – experimental Test 3.
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Experimental Cooling Curves for an AISI 5130 Steel Alloy (Test 3 - Instrumented Tube)

Figure 5.12 – Measured cooling curves – Test 3.

Experimental Cooling Curves for an AISI 5130 Steel Alloy (Test 4 - Instrumented Tube)

Figure 5.13 – Measured cooling curves – Test 4.
Figure 5.14 – Furnace hood thermocouple readings – experimental Test 5.

Figure 5.15 – Measured cooling curves – Test 5.
Figure 5.16 – Measured cooling curves – Test 6.
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Chapter 6: Model Validation

CHAPTER 6
MODEL VALIDATION

The ACM and CSC mathematical models were coded in FORTRAN and developed to run on a personal computer (PC). An evolutionary approach was adopted for both model development and model validation. It started by building a simple model and then verifying it, with each subsequent version being built on the previously validated version. The thermal diffusion models, incorporating latent heat evolution, were first validated using a commercial finite-element package ABAQUS™ and second through experimentally derived temperature measurements (experimental tests of controlled slow cooling conditions) performed at the Timken Company, Canton, Ohio.

Although, the modeling activities involved the development of two mathematical models: one to describe accelerated cooling and a second to describe controlled slow cooling conditions, the experimental tests of this study focused on controlled slow cooling conditions. Work is currently underway to validate (experimentally) the accelerated cooling model. The tests were conducted on industrial steel tube samples (instrumented at UBC) using an experimental facility designed and built at Timken.

The Timken Company provided the microstructural routines (i.e., incorporating recrystallization kinetics, grain growth kinetics, and austenite decomposition kinetics for the formation of ferrite, pearlite, bainite and martensite) for the coupled 2-D transient heat diffusion models. The proprietary nature of this research places the validation of the phase transformation routines, as well as the microstructural experimental analysis, outside the scope of the current study. However, the coupling of the transformation kinetics routines and the associated evolved latent heat, as well as the incorporation of temperature and chemistry dependent thermal-physical properties, were performed at UBC.

6.1 Numerical Validation

The numerical validation involved validating the thermal diffusion model as well as the algorithm associated with latent heat evolution. Owing to the lack of an analytical solution due to the complexity of the boundary conditions and the cylindrical nature of the geometry, the finite-difference models were compared with the results obtained using a benchmark commercial finite-element software package, ABAQUS™. The PC based FDM mathematical models were

™ ABAQUS is a trademark of Hibbitt, Karlsson and Sorensen Inc.
run on a Dell™ Dimension XPS T650r PIII machine with 256 Mb of RAM and a 650 MHz processor. The FEM mathematical models were run on a Silicon Graphics Inc. (SGI™) Origin 200 machine with 270MHz 64-bit MIPS RISC R12000™ microprocessors.

The thermal-physical properties used in the analyses are presented in Table 6.1. For the purposes of thermal model validation the material properties were assumed to be homogenous throughout the calculation domain and equal to those for austenite. The characteristic enthalpies of transformation for the austenite-ferrite, austenite-pearlite, austenite-bainite, and austenite-martensite reactions are reported to be 75.2, 92.0, 92.0, and 83.6 kJ/kg, respectively (Nagasaka, *et al.*, 2001). For validation purposes the larger enthalpy value of 92 kJ/kg, representing the pearlite or bainite reactions, was adopted in the models to validate the algorithm for the evolution of latent heat. During this portion of the validation, the microstructural routines were turned off and a lumped sum approach to latent heat additions was used. In this approach, a linear incremental evolution of latent heat (92 kJ/kg \times \text{mass (kg) of simulated tube}) in the 750°C to 700°C temperature range was applied.

<table>
<thead>
<tr>
<th>Property</th>
<th>Symbol</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Thermal conductivity</td>
<td>$k$, (W/m/K)</td>
<td>11.363+1.5586$^\circ$T</td>
</tr>
<tr>
<td>Specific heat</td>
<td>$c_p$, (J/kg/K)</td>
<td>467.1+0.1706T</td>
</tr>
<tr>
<td>Density</td>
<td>$\rho$, (kg/m$^3$)</td>
<td>7800</td>
</tr>
<tr>
<td>Emissivity</td>
<td>$\varepsilon$</td>
<td>0.75</td>
</tr>
<tr>
<td>Enthalpy of transformation</td>
<td>$H_f$, (kJ/kg)</td>
<td>92 (700-750°C)</td>
</tr>
</tbody>
</table>

* $T$ is in degrees Celsius.

### 6.1.1 Accelerated Cooling Model

The numerical validation of the ACM model involved the examination of several processing parameters; the geometry of the tube, the steel grade, the initial tube temperature, the boundary conditions, the spray boiling curve data (Section 4.2 – Figure 4.21) and the velocity at which the tube is traveling. Some cases are presented below as examples.

Tables 6.2 and 6.3 summarize the parameters used for the comparisons between the ACM model predictions and the ABAQUS FEM model. A sensitivity analysis was performed on the ACM model geometry and processing conditions in order to determine an appropriate mesh size to use in the numerical validation. For the analyses, a mesh of 11 nodes in the radial direction

---

*Dell is a trademark of the Dell Computer Corporation.*

*SGI is a trademark of Silicon Graphics Inc.*

*MIPS RISC R12000 is a trademark of MIPS Technologies Inc.*
and 101 nodes in the axial direction (producing 1111 nodes and 1000 elemental control volumes) was used for both the FDM and FEM models. The temperature response of nodes located at the inner surface, mid-wall thickness and outer surface at the mid-axial position in the tubes were used as a basis for comparison between the two models. Figure 6.1 depicts the simulated boundary conditions considered in cases 1 & 2.

Table 6.2 – Case 1: Processing parameters used in ACM validation (thermal diffusion model – no latent heat).

<table>
<thead>
<tr>
<th>Model Parameters</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tube length (m)</td>
<td>0.2766</td>
</tr>
<tr>
<td>Outer diameter (m)</td>
<td>0.05222</td>
</tr>
<tr>
<td>Inner diameter (m)</td>
<td>0.03236</td>
</tr>
<tr>
<td>$T_{\text{initial}}$ (K)</td>
<td>1417.59</td>
</tr>
<tr>
<td>$T_{\text{ambient}}$ (K)</td>
<td>298.15</td>
</tr>
<tr>
<td>$T_{\text{water}}$</td>
<td>293.15</td>
</tr>
<tr>
<td>Tube velocity (m/s)</td>
<td>0.02</td>
</tr>
<tr>
<td>Time (s)</td>
<td>400</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Type</th>
<th>Distance</th>
<th>Boiling Curve</th>
</tr>
</thead>
<tbody>
<tr>
<td>OD boundary conditions</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Convection</td>
<td>0.025 m</td>
<td>C</td>
</tr>
<tr>
<td>Radiation</td>
<td>0.2266 m</td>
<td>---</td>
</tr>
<tr>
<td>Convection</td>
<td>0.025 m</td>
<td>C</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Type</th>
<th>Distance</th>
<th>Boiling Curve</th>
</tr>
</thead>
<tbody>
<tr>
<td>ID boundary conditions</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Adiabatic</td>
<td>0.1258 m</td>
<td>---</td>
</tr>
<tr>
<td>Convection</td>
<td>0.025 m</td>
<td>C</td>
</tr>
<tr>
<td>Adiabatic</td>
<td>0.1258 m</td>
<td>---</td>
</tr>
</tbody>
</table>

Table 6.3 – Case 2: Processing parameters used in ACM validation (thermal diffusion model – latent heat).

<table>
<thead>
<tr>
<th>Model Parameters</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tube length (m)</td>
<td>0.2766</td>
</tr>
<tr>
<td>Outer diameter (m)</td>
<td>0.05222</td>
</tr>
<tr>
<td>Inner diameter (m)</td>
<td>0.03236</td>
</tr>
<tr>
<td>$T_{\text{initial}}$ (K)</td>
<td>1417.59</td>
</tr>
<tr>
<td>$T_{\text{ambient}}$ (K)</td>
<td>298.15</td>
</tr>
<tr>
<td>$T_{\text{water}}$</td>
<td>293.15</td>
</tr>
<tr>
<td>Tube velocity (m/s)</td>
<td>0.02</td>
</tr>
<tr>
<td>Time (s)</td>
<td>400</td>
</tr>
<tr>
<td>Latent heat</td>
<td>92 kJ/kg evolved between (700-750°C)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Type</th>
<th>Distance</th>
<th>Boiling Curve</th>
</tr>
</thead>
<tbody>
<tr>
<td>OD boundary conditions</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Convection</td>
<td>0.025 m</td>
<td>C</td>
</tr>
<tr>
<td>Radiation</td>
<td>0.2266 m</td>
<td>---</td>
</tr>
<tr>
<td>Convection</td>
<td>0.025 m</td>
<td>C</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Type</th>
<th>Distance</th>
<th>Boiling Curve</th>
</tr>
</thead>
<tbody>
<tr>
<td>ID boundary conditions</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Adiabatic</td>
<td>0.1258 m</td>
<td>---</td>
</tr>
<tr>
<td>Convection</td>
<td>0.025 m</td>
<td>C</td>
</tr>
<tr>
<td>Adiabatic</td>
<td>0.1258 m</td>
<td>---</td>
</tr>
</tbody>
</table>
The first case examines the thermal diffusion of heat in the absence of latent heat evolution under a variety of thermal processing conditions. As can be seen in Figure 6.2, the agreement between the results of the ACM model and the FEM model are relatively good. Both models predict the same behavior and there is only a slight variation of several degrees at the end of the cooling cycle. It has been postulated that the basis for the nodal temperature discrepancies between the FEM and FDM models may be the different ways in which the ABAQUS FEM and the FDM mathematical models integrate in time. ABAQUS uses a modified Newton-Raphson technique for solution of the problem in which so-called equilibrium iterations are conducted within a time-step. The FDM use a simple direct time-stepping approach.
Figure 6.2 – Case 1: Comparison of ACM model to ABAQUS FEM model – no latent heat evolution.

The second case, presented in Figure 6.3, compares the thermal predictions of the two models for identical processing conditions as described in the first case, but with the addition of a linear incremental evolution of latent heat in the 750°C to 700°C temperature range. Once again, the comparison was made on the basis of predictions for nodes located at the inner surface, mid-wall thickness and outer surface of the tube. The results for the second case also show good agreement between the ACM model and the ABAQUS FEM model. Similar temperature differences are observed between the FEM and FDM models in this case, as in the first case, and are speculated to have arisen for the same reasons as discussed above.
6.1.2 Controlled Slow Cool Model

The CSC model was also validated against the commercial FEM model ABAQUS using a number of problems selected to verify the various components of the model, including the basic heat-transfer model, the ability to account for the release of latent heat and the ability to handle a number of different processing configurations. The processing conditions examined include the geometry of the tube, steel grade, initial tube temperature, boundary conditions, adjacent tube spacing and the velocity at which the tube is moving. A selection of cases are presented below.

Tables 6.4 and 6.5 summarize the processing parameters for the comparisons between the CSC model predictions and the ABAQUS FEM model. As with the ACM model, a sensitivity analysis was performed on the CSC model geometry and processing conditions in order to determine an appropriate mesh size to use in the numerical validation. For the analyses, a mesh of 5 nodes in the radial direction and 36 nodes in the circumferential direction (producing 180 nodes and 180 elemental control volumes) was used for both the FDM and FEM models. The nodal comparisons of the models occurred at the inner surface, mid-radius and outer surface.
nodes at the 0° position (see Section 4.1.2 – Figure 4.16). Please refer to Table 6.1 for material property data. The simulated cooling zones considered in cases 1 and 2 are depicted in Figure 6.4.

Table 6.4 – Case 1: Processing parameters used in CSC validation (thermal diffusion model – no latent heat).

<table>
<thead>
<tr>
<th>Model Parameters</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial tube spacing (m)</td>
<td>0.1</td>
</tr>
<tr>
<td>Outer diameter (m)</td>
<td>0.05222</td>
</tr>
<tr>
<td>Inner diameter (m)</td>
<td>0.03236</td>
</tr>
<tr>
<td>( T_{\text{initial}} ) (K)</td>
<td>1417.59</td>
</tr>
<tr>
<td>( T_{\text{ambient}} ) (K)</td>
<td>301.15</td>
</tr>
<tr>
<td>Time (s)</td>
<td>3600</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Zone 1</th>
<th>Zone 2</th>
<th>Zone 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>BC</td>
<td>Radiation</td>
<td>Radiation</td>
</tr>
<tr>
<td>Length (m)</td>
<td>8</td>
<td>8</td>
</tr>
<tr>
<td>( T_{\text{top}} ) (K)</td>
<td>773.15</td>
<td>373.15</td>
</tr>
<tr>
<td>( T_{\text{bottom}} ) (K)</td>
<td>373.15</td>
<td>323.15</td>
</tr>
<tr>
<td>( T_{\infty} ) (K)</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>HTC (W/m²/K)</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>Velocity (m/s)</td>
<td>0.005</td>
<td>0.01</td>
</tr>
</tbody>
</table>

Table 6.5 – Case 2: Processing parameters used in CSC validation (thermal diffusion model – with latent heat).

<table>
<thead>
<tr>
<th>Model Parameters</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial tube spacing (m)</td>
<td>0.1</td>
</tr>
<tr>
<td>Outer diameter (m)</td>
<td>0.05222</td>
</tr>
<tr>
<td>Inner diameter (m)</td>
<td>0.03236</td>
</tr>
<tr>
<td>( T_{\text{initial}} ) (K)</td>
<td>1417.59</td>
</tr>
<tr>
<td>( T_{\text{ambient}} ) (K)</td>
<td>301.15</td>
</tr>
<tr>
<td>Time (s)</td>
<td>3600</td>
</tr>
<tr>
<td>Latent heat</td>
<td>92 kJ/kg evolved between (700-750°C)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Zone 1</th>
<th>Zone 2</th>
<th>Zone 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>BC</td>
<td>Radiation</td>
<td>Radiation</td>
</tr>
<tr>
<td>Length (m)</td>
<td>8</td>
<td>8</td>
</tr>
<tr>
<td>( T_{\text{top}} ) (K)</td>
<td>773.15</td>
<td>373.15</td>
</tr>
<tr>
<td>( T_{\text{bottom}} ) (K)</td>
<td>373.15</td>
<td>323.15</td>
</tr>
<tr>
<td>( T_{\infty} ) (K)</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>HTC (W/m²/K)</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>Velocity (m/s)</td>
<td>0.005</td>
<td>0.01</td>
</tr>
</tbody>
</table>
Figure 6.4 – Schematic of controlled slow cool processing conditions (cases 1 & 2).

Figure 6.5 presents the first case examined for the CSC model. The latent heat associated with phase transformations is neglected in this case and the thermal diffusion model compares relatively well with the ABAQUS FEM model. The cooling paths of all the nodes show similar behavior between the two models. Only a slight variation of several degrees is observed.

Figure 6.5 - Case 1: Comparison of CSC model to ABAQUS FEM model – no latent heat evolution.

Figure 6.6 demonstrates the CSC model’s ability to account for latent heat evolution. The temperature profiles for the inner surface, mid-radius and outer surface nodes, produced
similar cooling paths. In addition, the evolution of latent heat seems to affect both models in a similar manner.

![Figure 6.6 - Case 2: Comparison of CSC model to ABAQUS FEM model -latent heat evolution.](image)

Several additional cases were run (not presented) to further validate the model. Overall, both the ACM and the CSC models were found to exhibit favorable results, along with a robustness that enables them to handle a variety of different processing conditions. In addition, the PC run finite-difference models provide considerable improvements in terms of computational costs (i.e., computation times, storage memory, etc ...). In particular, runtimes on the PC were approximately 1/3 of those for the FEM model. This result is particularly promising if on-line control is being considered.
6.2 Experimental Analysis

As described in Chapter 5 (Section 5.4), a series of six experimental tests were conducted on 5130 steel grade tubes to validate the CSC mathematical model. These tests were designed to simulate various controlled slow cooling conditions. Comparisons of the thermal fields were subsequently made between the simulated CSC model predictions and the experimental results.

As with the numerical analysis, the CSC mathematical model was run on a Dell Dimension XPS T650r PIII machine with a 256 Mb of RAM and a 650 MHz processor. A simulation of 25 minutes of cooling (experimental time) required approximately 2.5 minutes of execution time. For the analyses, a mesh of 9 nodes in the radial direction and 17 nodes in the circumferential direction (producing 153 nodes and 153 elemental control volumes) was used. Tables 6.6 and 6.7 summarize the processing parameters that were used for the comparisons between the model predictions and the experimental data. The nodal locations for the thermocouple comparisons are depicted in Section 5.3 – Figure 5.5.

Table 6.6 – As-rolled 5130 alloy steel test matrix.

<table>
<thead>
<tr>
<th>Test</th>
<th>Tube</th>
<th>Preheat (°C)</th>
<th>Hood</th>
<th>Doors</th>
<th>Spacing (m)</th>
<th>OD (m)</th>
<th>Wall Thickness (m)</th>
<th>Tube Length (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>5130-1</td>
<td>1145</td>
<td>Yes</td>
<td>No</td>
<td>0.419</td>
<td>0.08575</td>
<td>0.0138</td>
<td>0.914</td>
</tr>
<tr>
<td>2</td>
<td>5130-1</td>
<td>1145</td>
<td>Yes</td>
<td>No</td>
<td>0.203</td>
<td>0.08575</td>
<td>0.0138</td>
<td>0.914</td>
</tr>
<tr>
<td>3</td>
<td>5130-2</td>
<td>1145</td>
<td>Yes</td>
<td>Yes</td>
<td>0.203</td>
<td>0.08575</td>
<td>0.01385</td>
<td>0.914</td>
</tr>
<tr>
<td>4</td>
<td>5130-2</td>
<td>1145</td>
<td>No</td>
<td>No</td>
<td>0.203</td>
<td>0.08575</td>
<td>0.01385</td>
<td>0.914</td>
</tr>
<tr>
<td>5</td>
<td>5130-3</td>
<td>1145</td>
<td>Yes</td>
<td>Yes</td>
<td>0.419</td>
<td>0.08575</td>
<td>0.01365</td>
<td>0.914</td>
</tr>
<tr>
<td>6</td>
<td>5130-3</td>
<td>1145</td>
<td>No</td>
<td>No</td>
<td>0.419</td>
<td>0.08575</td>
<td>0.01365</td>
<td>0.914</td>
</tr>
</tbody>
</table>

Table 6.7 – CSC model parameters.

<table>
<thead>
<tr>
<th>Test</th>
<th>Initial Tube Temperature (°C)</th>
<th>Austenite Grain Size</th>
<th>Furnace Hood Temperature (°C)</th>
<th>Floor Temperature (°C)</th>
<th>Furnace Air Temperature (°C)</th>
<th>Tube Velocity (m/s)</th>
<th>Emissivity</th>
<th>Thermocouple</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1090</td>
<td>130</td>
<td>150</td>
<td>25</td>
<td>65</td>
<td>0.05</td>
<td>0.37</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>1120</td>
<td>110</td>
<td>215</td>
<td>25</td>
<td>70</td>
<td>0.05</td>
<td>0.35</td>
<td>3</td>
</tr>
<tr>
<td>3</td>
<td>883</td>
<td>130</td>
<td>380</td>
<td>25</td>
<td>330</td>
<td>0.05</td>
<td>0.35</td>
<td>3</td>
</tr>
<tr>
<td>4</td>
<td>1125</td>
<td>140</td>
<td>25</td>
<td>25</td>
<td>25</td>
<td>0.05</td>
<td>0.42</td>
<td>4</td>
</tr>
<tr>
<td>5</td>
<td>1133</td>
<td>130</td>
<td>315</td>
<td>25</td>
<td>75</td>
<td>0.05</td>
<td>0.35</td>
<td>1</td>
</tr>
<tr>
<td>6</td>
<td>1130</td>
<td>180</td>
<td>25</td>
<td>25</td>
<td>25</td>
<td>0.05</td>
<td>0.35</td>
<td>2</td>
</tr>
</tbody>
</table>

*Indicates experimental thermocouple locations used for model validation (Section 5.3 - Figure 5.5).

The material properties that have been used in the simulated model predictions are summarized in Tables 6.8 and 6.9. The density in these analyses was held constant at 7800 kg/m³, to avoid altering the mass, since the volume of the computational domain does not vary with temperature.
Table 6.8 – Material properties for 5130 alloy steel.

<table>
<thead>
<tr>
<th>Property</th>
<th>Symbol</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Density</td>
<td>$\rho_{A.F.P.B.}$</td>
<td>7800</td>
</tr>
<tr>
<td>Thermal conductivity</td>
<td>$k_A$</td>
<td>$11.363+1.5586\times10^{-2}T$</td>
</tr>
<tr>
<td>(W/m/K)</td>
<td>$k_F$</td>
<td>$65.422-5.2176\times10^{-2}T+9.7673\times10^{-6}T^2$</td>
</tr>
<tr>
<td></td>
<td>$k_{P,B,M}$</td>
<td>$50.742-3.0567\times10^{-2}T+1.1539\times10^{-7}T^2$</td>
</tr>
<tr>
<td>Specific heat</td>
<td>$c_{pA}$</td>
<td>$674.73-0.24371T+2.0265\times10^{-4}T^2$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$(T &gt; 787^\circ C)$: $-10034.5+5.9668T+5.2\times10^9T^2$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$(787^\circ C \leq T &lt; 769^\circ C)$: $34754.5-31.9196T$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$(769^\circ C \leq T &lt; 727^\circ C)$: $-11462.6+12.4346T$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$(727^\circ C \leq T &lt; 527^\circ C)$: $-4704.5+4.568T+1.1057\times10^9T^2$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$(527^\circ C \leq T)$: $503.13-0.13068T-51.702\times10^5T^2+4.47\times10^9T^2$</td>
</tr>
<tr>
<td>Enthalpy of Formation</td>
<td>$H_{ff}$</td>
<td>$(T \leq 720^\circ C)$: $221656.4-864.4T+1.9795T^2-0.001478T^3$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$(720^\circ C &lt; T \leq 780^\circ C)$: $-2.917\times10^7+114590T-148.8T^2+0.06399T^3$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$(780^\circ C &lt; T)$: $3277373.0-10575T+11.545T^2-0.00424T^3$</td>
</tr>
<tr>
<td></td>
<td>$H_{fp}$</td>
<td>$70651.0+225.23T-0.3469T^2+6.775\times10^5T^2$</td>
</tr>
<tr>
<td></td>
<td>$H_{fb}$</td>
<td>92000</td>
</tr>
<tr>
<td></td>
<td>$H_{fm}$</td>
<td>82600</td>
</tr>
</tbody>
</table>

The subscripts $A$, $F$, $B$, $M$ refer to austenite, ferrite, bainite and martensite respectively.

Table 6.9 – Thermodynamic properties of dry air at atmospheric pressure.

<table>
<thead>
<tr>
<th>Temperature $T$ (K)</th>
<th>Density $\rho$ (kg/m$^3$)</th>
<th>Specific Heat $c_p$ (J/kg/K)</th>
<th>Thermal Conductivity $k$ (W/m/K)</th>
<th>Absolute Viscosity $\mu$ $\times 10^6$ (Ns/m$^2$)</th>
<th>Prandtl Number $Pr$</th>
<th>$g\beta\gamma \times 10^8$ (1/K/m$^3$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>273</td>
<td>1.252</td>
<td>1011</td>
<td>0.0237</td>
<td>17.456</td>
<td>0.71</td>
<td>1.85</td>
</tr>
<tr>
<td>293</td>
<td>1.164</td>
<td>1012</td>
<td>0.0251</td>
<td>18.24</td>
<td>0.71</td>
<td>1.36</td>
</tr>
<tr>
<td>313</td>
<td>1.092</td>
<td>1014</td>
<td>0.0265</td>
<td>19.123</td>
<td>0.71</td>
<td>1.01</td>
</tr>
<tr>
<td>333</td>
<td>1.025</td>
<td>1017</td>
<td>0.0279</td>
<td>19.907</td>
<td>0.71</td>
<td>0.782</td>
</tr>
<tr>
<td>353</td>
<td>0.968</td>
<td>1019</td>
<td>0.0293</td>
<td>20.790</td>
<td>0.71</td>
<td>0.6</td>
</tr>
<tr>
<td>373</td>
<td>0.916</td>
<td>1022</td>
<td>0.0307</td>
<td>21.673</td>
<td>0.71</td>
<td>0.472</td>
</tr>
<tr>
<td>473</td>
<td>0.723</td>
<td>1035</td>
<td>0.037</td>
<td>25.693</td>
<td>0.71</td>
<td>0.164</td>
</tr>
<tr>
<td>573</td>
<td>0.596</td>
<td>1047</td>
<td>0.0429</td>
<td>39.322</td>
<td>0.71</td>
<td>0.0709</td>
</tr>
<tr>
<td>673</td>
<td>0.508</td>
<td>1059</td>
<td>0.0485</td>
<td>32.754</td>
<td>0.72</td>
<td>0.035</td>
</tr>
<tr>
<td>773</td>
<td>0.442</td>
<td>1076</td>
<td>0.054</td>
<td>35.794</td>
<td>0.72</td>
<td>0.0193</td>
</tr>
<tr>
<td>1273</td>
<td>0.268</td>
<td>1139</td>
<td>0.0762</td>
<td>48.445</td>
<td>0.74</td>
<td>0.00236</td>
</tr>
</tbody>
</table>

The fit of the CSC model predictions to the experimental data was achieved largely through the adjustment of the emissivity value (~ 0.75) used in the model by means of an ‘adjustment’ parameter. This reduced emissivity corresponds to an ‘effective emissivity’ for the system rather than specifically for the 5130 steel. The adjustment parameter enables the ‘tuning’ or ‘alignment’ of the model to the particular experimental set-up, thereby providing a means of offsetting some of the simplifying assumptions postulated during model formulation.
For the purpose of validation, only two of the six tests are presented in the experimental analysis section, Tests 4 and 5 (plots for tests 1-6 may be found in Appendix C). These cases have been chosen to illustrate the effects of cooling with and without a furnace hood. In Test 4 the tubes cool without the cover of the furnace hood (i.e. cool in the ambient air). Figure 6.7 shows a comparison between the calculated cooling curve and the experimental data for Test 4. As can be seen, the agreement between the measurements and the predictions is good. However, the curves show a discrepancy between the predicted and measured data in the start of transformation kinetics and in the quantity of latent heat evolved. This would indicate that the microstructure subroutine needs further refinement to accurately predict the transformation kinetics. The predicted microstructure evolution of the various phases for Test 4 is shown in Figure 6.8.

Figure 6.7 – Predicted cooling curve and experimental data – 5130 Test 4 (without furnace hood).
Test 5 examines the controlled cooling of the tubes within the furnace hood. The comparison between the calculated cooling curve and the experimental data for Test 5 is shown in Figure 6.9. Again, the agreement between the measurements and the predictions is good. A similar discrepancy in the start of the transformation kinetics between both curves is apparent. Figure 6.10 depicts the microstructure evolution for Test 5.
Figure 6.9 – Predicted cooling curve and experimental data – 5130 Test 5 (with furnace hood).
For the six experimental test cases investigated, the model predictions agreed reasonably well with the measured cooling curves when effective emissivity values ranged in magnitude from 0.35 to 0.42 (corresponding to adjustment parameters of ~ 0.47-0.56 respectively). While these values may appear low, the fact that a relatively narrow range of emissivity values were capable of fitting a wide range of experimental conditions suggests that the model correctly captures the various factors effecting heat-transfer between the tube and its surroundings. The factors postulated to contribute to these low emissivity values are discussed in Section 7.1.3. The model will necessarily have to be 'retuned' if applied to a different system.

Both the ACM and CSC models were numerically validated against the commercial FEM software package ABAQUS for a variety of conditions. Additionally, the CSC model was validated experimentally. The results show that the models are capable of successfully predicting the thermal fields in tubes under industrial processing conditions. The microstructural models will need additional validation, which is outside the scope of this thesis project.
References

CHAPTER 7
DISCUSSION

The objective of this research was to develop a set of mathematical models for simulating “in-line” quenching and controlled slow cooling of tubular products for the Timken Company as part of their CTMP program. The long term goal is to optimize existing industrial processes and develop new processes leading to cost benefits and quality enhancements in tubular products. However, before these models can provide important insights into the tube manufacturing process, a sensitivity analysis of the model and process parameters must be performed. This analysis begins by determining model sensitivity to various solution parameters (i.e., initial time increment, mesh size, etc...) to ensure the models provide accurate and stable solutions that converge over a wide range of cooling conditions. The next step is to determine the effects of various model parameters that might have a significant influence on the cooling processes. The knowledge ascertained from these analyses can be subsequently used in the experimental validation process to fit the models with experimental data. Once the models have been calibrated to accurately and effectively simulate the cooling conditions in industrial processes, the optimization and design of processing conditions can proceed. An example of this application might be the use of the models, in conjunction with the knowledge of parameter influences on cooling, to simulate specific applications aimed at defining chemical compositions and cooling conditions necessary to develop different products (i.e., identify processing routes which provide the complex microstructures needed to give specialized mechanical properties).

7.1 Sensitivity Analysis

The sensitivity of both the ACM and the CSC models was investigated. The sensitivity analyses were performed with three aims: 1) to determine the effects of certain parameters on the stability and convergence of the models, 2) to determine the effect of various parameters on the cooling of steel tubes and their influence on thermal fields and transformation product distributions, and 3) to determine the effect of the parameters on the temperature distribution in the tubes for use in fitting the model results to experimental data.

The stability, accuracy and convergence of the transient heat-transfer solutions for the modeled cooling processes are essentially influenced by a number of solution parameters. Table
7.1 presents the solution parameters selected for the sensitivity analysis and postulated to have the greatest influence.

**Table 7.1 – Sensitivity analysis: solution parameters.**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Applicable Model</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial time increment, $\Delta t_{\text{initial}}$ (sec)</td>
<td>ACM, CSC</td>
<td>0.01, 0.1, 1, 10</td>
</tr>
<tr>
<td>Maximum temperature difference, $\Delta T_{\text{max}}$ (K)</td>
<td>ACM, CSC</td>
<td>5, 10, 20, 50</td>
</tr>
<tr>
<td>Mesh size (nodes)</td>
<td>ACM, CSC</td>
<td>50, 90, 360, 720, 740</td>
</tr>
</tbody>
</table>

Two parameters associated with the dynamic time-stepping routine have been left out of the analysis: time increment and maximum volume fraction. The time increment parameter was neglected because it is not a user defined quantity as it is automatically calculated by the dynamic time-stepping routines. The maximum volume fraction parameter in the dynamic time-stepping routine was neglected because the transformation kinetics routine was supplied by the Timken Company. Consequently, its analysis is outside the scope of the current study.

In terms of processing, the cooling of seamless tubes is potentially influenced by a large number of parameters relating to the steel chemistry and the heat-transfer boundary conditions. The parameters chosen for this section of the sensitivity analysis were those postulated to have a significant influence on the cooling process, as well as those associated with the greatest uncertainty, or for which little data were available. These are summarized in Table 7.2. A number of parameters were obtained from literature; it was assumed that these parameters were sufficiently well established and that their inclusion in the sensitivity analysis was unnecessary.

**Table 7.2 – Sensitivity analysis: processing parameters.**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Applicable Model</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wall thickness, $w_t$ (mm)</td>
<td>ACM, CSC</td>
<td>5, 7.5, 10, 12.5</td>
</tr>
<tr>
<td>Tube travel velocity, $v$ (m/s)</td>
<td>ACM, CSC</td>
<td>0.02, 0.05, 0.1, 0.15</td>
</tr>
<tr>
<td>Inter tube spacing, $L$ (m)</td>
<td>CSC</td>
<td>0.124, 0.203, 0.419, 2.438</td>
</tr>
<tr>
<td>Quench location</td>
<td>ACM</td>
<td>Int./Ext., Ext.</td>
</tr>
<tr>
<td>Tube end distance (mm)</td>
<td>ACM</td>
<td>0, 12.5, 25, 37.5, 50, 62.5, 75</td>
</tr>
<tr>
<td>Furnace Temperature</td>
<td>CSC</td>
<td>Hood, no hood</td>
</tr>
<tr>
<td>Emissivity, $\varepsilon$</td>
<td>ACM, CSC</td>
<td>0.35, 0.45, 0.55, 0.65, 0.75</td>
</tr>
</tbody>
</table>

The results of the sensitivity analysis are shown in Figures 7.1 to 7.15. In the figures, the curves shown for each condition correspond to nodal locations that allow for the effects of the parameters on the stability and convergence criteria, and temperature fields to be readily assessed.
7.1.1 Stability and Convergence

In order to evaluate the stability and convergence of the ACM and CSC models, the effects of various parameters (initial time increment, maximum temperature difference, and mesh size) have been investigated. The issue of arriving at an acceptable solution is not a trivial one as the stability and convergence of the numerical scheme is dependent on specimen geometry, material properties and processing conditions as they can introduce non-linearities into the problem, making the effects of the aforementioned parameters process specific. Hence, both the ACM and CSC models have been examined using a variety of tube geometries and boundary conditions (i.e., radiation, convection, etc...). Selected cases are presented in the forthcoming section.

Initial Time Increment

The sensitivity of the models to the initial time increment has been found to have a minimal effect on the stability and convergence of the solution owing to the adaptive nature of the dynamic time-stepping routine. Since the dynamic time-stepping routine automatically calculates the time increment for each time step based on temperature (\(\Delta T_{\text{max}}\)) and volume fraction \(V_f\) criterion, high values of the initial time increment automatically get reduced to the appropriate levels. Initial time increment values of 0.01 sec, 0.1 sec, 1 sec, and 10 sec were examined simulating identical quenching conditions over a period of 40 seconds. The boundary conditions for the simulated cooling regime are presented in Table 7.3.

![Table 7.3 - Sensitivity analysis: boundary conditions for \(\Delta t\) comparisons.](image)

The predicted cooling curves from the ACM model for an outer surface node are presented in Figure 7.1.
Figure 7.1 — Comparison of predicted cooling curves for an outer surface node on a tube experiencing a complex cooling regime.

The results show that the initial time increment has a minimal effect on the stability and convergence of the solution. A maximum final temperature difference and percent difference in the total number of iterations of approximately 2°C and 1% respectively were realized between the initial time increment values. However, Figure 7.1 suggests that the accuracy of the solution is more sensitive to the initial time increment in regions where the overall convective heat-transfer coefficient is high. A large temperature difference is observed between the solutions for $\Delta t_{\text{initial}}=10$ seconds and the rest of $\Delta t_{\text{initial}}$ values at solution times between $t=14$ to $t=15$ seconds. This is due to the fact that the non-linearity of the convective boundary condition is more severe (steep cooling rate between 14 and 15 seconds – spray water cooling). The radiation boundary condition has been found to be less sensitive to the variation in the initial time increment. Consequently, for highly non-linear transient heat-transfer problems, care must be taken when choosing the initial time increment. In addition, it should be noted that once a minimum initial
time increment has been determined, the only significant effect of changing this value is in the increased computing times associated with a decreased initial time increment.

**Maximum Temperature Difference**

The maximum temperature difference parameter, $\Delta T_{\text{max}}$, in the dynamic time-stepping routine was found to have a significant effect on model stability, convergence and accuracy. $\Delta T_{\text{max}}$ values of 5, 10, 20, and 50 K were investigated using the ACM model to simulate a tube experiencing an external quench ($h_{\text{ext}}=2000$ W/m$^2$/K) for a period of 40 seconds. The predicted cooling curves for an outer surface node are presented in Figure 7.2.

![Figure 7.2](image)

**Figure 7.2** – Comparison of $\Delta T_{\text{max}}$ values for an outer surface node experiencing an external quench.

The results indicate a decrease in the solution accuracy with increasing $\Delta T_{\text{max}}$ where substantial solution differences (approximately 35°C) are observed in regions of high cooling rates. In addition, the ability of the model to form stable and converging solutions decreases as
the value of $\Delta T_{\text{max}}$ increases. This is observed in Figure 7.2 where the simulated cooling curve for a $\Delta T_{\text{max}}$ value of 50 K is only stable for approximately 31 seconds, following which the solution begins to diverge and the program is unable to find a solution.

Mesh Resolution

The sensitivity of the models to mesh resolution was analyzed and found to have a significant effect. Mesh sizes of 50, 90, 360, 720, and 740 nodes were used in the CSC model to investigate mesh refinement on solution accuracy and execution time. The cooling of a tube spaced 0.419 m from the nearest adjacent tubes and experiencing natural convection on its outer surface for a period of 50 seconds was simulated. Figures 7.3 and 7.4 present the predicted cooling curves of an outer surface node.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure7.3.png}
\caption{Simulated cooling curves of an outer surface node experiencing natural convection for several different mesh configurations.}
\end{figure}
A temperature difference of approximately 4°C was realized between the 50 and 740 node meshes. However, the execution time of the 740 node mesh was approximately 13 times longer than that of the 50 node mesh. In addition, a negligible difference in the final temperature of the 360 and 740 node meshes was observed, but the execution time of the former was approximately half of the latter. This indicates that there are inherent limits in achievable accuracy and in the optimum range of mesh refinement given a target accuracy. It should be mentioned that the optimum values are likely problem/process dependent and not distinct. Furthermore, the accuracy, stability and convergence were found to be sensitive to mesh geometries with excessive aspect ratios.
Solution Parameters – Summary

In general, it was observed from the models that accuracy may be improved if the mesh is refined for regions which experience large temperature gradient or if the time-step is reduced during periods when temperature changes quickly. Since the time-step is calculated within the models based on certain temperature difference and volume fraction criteria, solution stability and convergence are automatically realized: leading to significant computational time savings in solving real problems. The maximum temperature difference and mesh size were found to be the most important variables affecting stability and convergence. The initial time increment was found to have less of an influence owing to the adaptive nature of the dynamic time-stepping routine. The adaptive time-stepping routine is particularly important because the non-linearities (latent heat associated with phase transformations, boundary conditions, material properties, etc...) occur at different times during processing for each problem. The computational time for each initial time increment selected was almost identical for every initial time increment owing to the adaptive nature of the dynamic time-stepping routine, however, it did rise markedly with mesh refinement. Thus, careful consideration must be given when refining the mesh for analysis of new tube geometries and process conditions. Likewise, the maximum temperature difference, $\Delta T_{\text{max}}$, and the initial time increment, $\Delta t_{\text{initial}}$, must also be chosen carefully to improve efficiency and eliminate inaccurate results.

7.1.2 Temperature Profiles

The range of thermal processing routes covered by both models extends from controlled slow cooling through to intense “in-line” quenching. Under these cooling conditions, the effects of processing parameters on the thermal profiles vary. An analysis has been carried out to investigate the influence of the main processing variables (Table 7.2) on the predicted thermal responses. The models enabled the quantification of the effects of the parameters on the uniformity of the thermal fields. A selection of simulations performed by the mathematical models are presented in the subsequent sections.

Wall Thickness

The wall thickness has a strong influence on the local cooling rate and microstructure of externally quenched tubes. Wall thickness values of 5 mm, 7.5 mm, 10 mm and 12.5 mm were examined by simulating identical quenching conditions over a period of 50 seconds using the
ACM model. The heat-transfer coefficient \( h_{ext}=2000 \text{ W/m}^2/\text{K} \) on the outer surface of the simulated tube was applied over its entire length. An adiabatic boundary condition was applied to the inner surface of the simulated tube. The predicted through-thickness cooling curves for the four wall thickness values are presented in Figure 7.5.

The simulations indicate a trend toward increased cooling rates as the tube thickness decreases, as would be expected for a given cooling condition. A difference of approximately 300°C in the final through-thickness temperature was observed between the 5 mm and 12.5 mm wall thickness cases. The trend was such that the through-thickness thermal gradients (top and bottom curves of shaded thermal-field regions respectively) decrease as the wall thickness was decreased. Consequently, wall thickness plays a significant role in the development of the final tube microstructure. For example, varying the tube thickness for a given cooling intensity could result in a transition from a fully martensitic structure to partially martensitic structures within the tube. Furthermore, there is also the potential to change the thermal response at the surface to include a thermal rebound in the thicker tubes, thus allowing some capacity for auto tempering of the surface martensite to occur.
**Tube Travel Speed**

The model predictions confirm that the external surface temperature of the tubes after quenching is very sensitive to travel velocity. The ACM model was used to simulate the cooling of a 1 m long tube with a wall thickness of 20 mm and an outer diameter of 76.2 mm experiencing an external quench, 0.5 m in length, at different tube travel velocities. Tube travel velocities of 0.02 m/s, 0.05 m/s, 0.1 m/s, and 0.15 m/s were investigated over a period of 60 seconds. The through-thickness thermal profiles for each of the tube travel velocities are presented in Figures 7.6 to 7.9.

![Simulated through-thickness cooling curves for an externally quenched tube traveling at 0.02 m/s (ACM model).](image)

**Figure 7.6** – Simulated through-thickness cooling curves for an externally quenched tube traveling at 0.02 m/s (ACM model).
Figure 7.7 – Simulated through-thickness cooling curves for an externally quenched tube traveling at 0.05 m/s (ACM model).

Figure 7.8 – Simulated through-thickness cooling curves for an externally quenched tube traveling at 0.1 m/s (ACM model).
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Generally, as the travel velocity increases, over a given external quench zone, the cooling rate decreases. Other simulations confirmed the importance of the travel velocity (i.e. quenching time) for ensuring a fully martensitic structure, even if high values of heat-transfer coefficient were employed. With increasing travel velocity a critical value can be achieved above which the temperatures of the internal part of the tube are higher than $M_s$ and bainite can replace martensite.

**Internal/External Quenching**

The calculated thermal field of a 20 mm thick tube subjected to external quenching is compared to the predicted thermal field for the case of an internal and external quench in Figure 7.10. An identical value of the heat-transfer coefficient at the outer and inner surface was adopted ($h=2000 \text{ W/m}^2\text{K}$). The calculations show that the introduction of the internal quenching increases the mean cooling rate at the inner surface from $12^\circ\text{C s}^{-1}$ to $42^\circ\text{C s}^{-1}$. The cooling improvement is also evident at mid-thickness.

**Figure 7.9** - Simulated through-thickness cooling curves for an externally quenched tube traveling at 0.15 m/s (ACM model).
Consequently, higher cooling rates and reduced temperature gradients (low thermal stresses) can be achieved using a combination of internal/external quenching. Internal quenching may be achieved by the introduction of a lance incorporating a quenching head inside the tube or through tube immersion in a water tank with internal axial flow. It should be noted that the effects on microstructure should also be examined when considering the use of internal quenching units. A situation may arise where martensite is formed on both the OD and ID with a bainite core, thus the applicability of internal/external quenching units may ultimately be dictated by the evolved microstructure and associated mechanical properties.

**Latent Heat**

The evolution of the thermal field in steel during heat treating operations can be influenced significantly by latent evolution. As the steels pass through their transformation temperature range, the austenite decomposes into a mixture of different transformation products, which release heat. The amount of latent heat released varies depending on the type and quantity of the phases produced. Thus the evolution of this heat is linked to the phase transformation kinetics. An illustration of latent heat effects on the thermal fields is presented in Figure 7.11. In Figure 7.11, the ACM model has been used to compare the results for a tube subject to an...
external quench with and without latent heat evolution included (with and without the phase transformation kinetics included).

Figure 7.11 - Comparison of predicted cooling curves of an external node submitted to an external quench with and without phase transformation kinetics.

Figure 7.11 shows that the evolution of latent heat significantly alters the cooling of the steel at moderate cooling rates. In one study, Hodgson et al.\textsuperscript{[1]} modeled and measured cooling curves for low and high carbon steels under slow cooling conditions. They showed that the evolving microstructure significantly altered the cooling curve of the steel. In the low carbon steels investigated, relatively little heat of transformation was evolved and the distinct change in cooling rate was due to the change in the thermal-physical properties. However, for the eutectoid steels, the change in cooling behavior was almost entirely due to the heat of transformation, with a smaller effect from the difference in thermal-physical properties between the various phases.

At high quench rates the need to include latent heat effects is less certain as the effect is less obvious. The key point is to carefully establish the range of cooling rates and transformation products that are going to be investigated with the model. If equilibrium products and bainites are going to be examined, then the model must include latent heat effects. On the other hand, if
the quench rates are to be severe and the transformation products are going to be exclusively martensitic then latent heat may be ignored.

**Tube Spacing**

Within the CSC model, inter tube spacing (center to center distance between adjacent tubes) was found to have an effect on the developing thermal profiles during slow cooling conditions. Inter tube spacing values of 0.124 m, 0.203 m, 0.419 m, and 2.438 m were investigated using tubes experiencing natural convection and radiation on the outer tube surface over a period of 1000 seconds. The simulated cooling curves for an outer surface node are presented in Figure 7.12. These cooling curves are the result of the heat-transfer between the body and its surroundings (i.e., the surrounding air, the floor, and its nearest neighboring tubes).

![Predicted cooling curves of an outer surface node undergoing natural convection at various inter tube spacing values.](image)

The results show that as inter tube spacing increases, so does the mean cooling rate at the outer surface. This is because as the distance between adjacent tubes increases, the adjacent tubes provide less of a shielding effect to radiative heat-transfer to and from the surroundings. However, limits associated with tube spacing distances do exist for adjacent tube shielding
effects. As the inter tube spacing distance approaches a distance of the outer diameter of the tube, minimum radiative heat losses occur. Conversely, as the inter tube spacing distance increases, a distance is reached (a function of outer diameter) where additional increases in inter tube distance cause a negligible change in the heat-transfer and the adjacent tube shielding effects approach zero. In essence, cooling is analogous to a single tube.

**Furnace Temperature**

During controlled slow cooling, the furnace temperature was found to alter the developing thermal fields within the tubes. In order to investigate the effects of furnace temperature, the CSC model was used to simulate two conditions: 1) slow cooling without a furnace hood (i.e., air cooling – tube experiencing natural convection and radiation at room temperature), and 2) slow cooling with a furnace hood (furnace hood temperature of 623.15 K, floor temperature of 298.15 K, and a furnace gas temperature of 473.15 K).

![Figure 7.13 - Effects of furnace temperature on an outer surface node under slow cooling conditions.](attachment:image.png)

The results show that by increasing the furnace temperature consistent with the addition of a furnace hood, a significant decrease in the outer surface cooling rate may be achieved.
**Tube End Effects**

Tube end effects, or axial thermal gradients, largely occur due to the additional heat losses (convective or radiative) occurring at the tube ends resulting from the additional exposed surface area. The developing axial thermal gradients (at the tube ends) were investigated by examining the nodal temperatures at the mid wall thickness position along the axial length of the tube for a 20 mm thick, 1 m long tube, experiencing an external quench over a period of 50 seconds.

![Figure 7.14 - Comparison of tube end effects using the ACM model.](image)

The results show that the axial thermal gradients increase with distance and time. For the specific case depicted in Figure 7.14, after a period of 50 seconds, the axial thermal gradients are negligible at distances of approximately 37.5 mm from the tube ends. These effects are of some significance as they can alter the microstructure and mechanical properties in these regions. However, it is important to note that tube end effects are largely dependent on specimen geometry, material properties and boundary conditions. Hence, the importance of tube end effects is process specific. In the case of on-line process control, the minimization of tube end effects might be realized by introducing slight axial thermal gradients to offset the additional...
heat-transfer occurring at the tube ends. It should be mentioned that in 10-20 m long tubes these end effects represent a small portion of the overall tube length and are often simply removed in post processing.

### 7.1.3 Fitting Parameters

Owing to the empirical nature of the relations used to quantify the heat-transfer coefficients, some adjustment or tuning of these correlations is often required when comparing the model predictions to experimental data. For the controlled slow cooling experimental runs conducted at the Timken Company, it was necessary to reduce the rate of heat transfer within the model to bring the model predictions in line with the measurements. This was achieved by multiplying the emissivity by an ‘adjustment’ parameter to lower effective emissivity. Figure 7.15 presents the effects of emissivity on the CSC model for a tube experiencing a combination of natural convection and radiation. The cooling curves are of an outer surface node using five different emissivity values (0.35, 0.45, 0.55, 0.65, and 0.75).

![Figure 7.15 - Comparison of emissivity values for predicted cooling curves.](image)

The results show that lower cooling rates may be achieved as the effective emissivity value decreases. As stated in Section 6.2, the controlled slow cooling experimental tests were
effectively ‘fit’ with the CSC model using a narrow range of effective emissivity values, 0.35 to 0.42 (Section 6.2 – Table 6.7).

There are several different factors that might necessitate the need for utilizing a lower than expected effective emissivity. Some of these factors include: loose scale formation on the tubes; the assumptions with respect to the temperatures of the furnace hood, floor and furnace gas; the fact that the influence of the support rig on heat-transfer was neglected; and finally, the basic geometrical assumptions within the model used to approximate the radiation view factors. Particularly, in the case of the radiation view factor approximations, the angle of incident radiation was neglected and all incident radiation from a specific region (i.e. furnace top, etc…) was assumed to be equal. This exclusion of the incident radiation angle in the view factor approximations might have led to an overestimation in radiative heat-transfer within the CSC model and necessitated the need for a reduction in the emissivity values. Improvements with radiation view factor calculations could be made using view factor integration routines (incorporating ray tracing algorithms), however, these calculations are rather complex and would in all likelihood substantially increase the computation time of the models. Importantly, though, the relatively simple approach taken here does provide a reasonable representation of complex cooling systems.

Scale Formation

During the course of the experimental tests, it was noted that dark patches of scale were present on the instrumented tubes (Section 5.4 – Figure 5.6). It has been postulated that the scale layer on the steel surface affects the cooling conditions, with patches of coarse scale actually decreasing the cooling rate. This suggests that quite variable cooling curves might be obtained for identical set-up conditions depending on surface scale presence. This decrease in cooling rate is caused by the scale acting as a thermal insulator. If the steel is heavily worked and various descaling practices are employed to minimize the amount of scale, then obviously heat transfer will be improved and a different emissivity may be necessary.

7.2 Industrial Applications

Once the models have been properly validated (i.e., comparing computed results with industrial results for various steel grades), the CSC and ACM models may be used: 1) to provide qualitative guidance in optimizing the design of a specific cooling process, 2) to determine the
feasibility of processing various steel grades under actual industrial conditions, and 3) to provide the necessary data to formulate an on-line control solution (i.e., simulation data used to populate neural nets).

As the preceding sensitivity analysis demonstrated, numerous parameters have a significant influence on the developing thermal fields during cooling processes. By utilizing the knowledge of how the process related parameters affect the cooling conditions experienced within a tube and the associated evolution of microstructure, conditions can be tailored to produce desired products. An example of this might be in the development of a cooling process to produce a self-tempered steel tube. The production of self-tempered tubes requires the surface layers of the product to be cooled below the $M_s$, while leaving the core of the steel at a sufficiently high temperature to temper the martensite by conduction of heat from the center to the surface, once the material has left the quenching zone. In the aforementioned example, tube travel velocity, water quench rate, steel chemistry, etc... might be examined using the ACM model to determine the optimum steel grade and processing conditions in order to reduce costs associated with conducting numerous experimental tests.

Thus, the analysis of the cooling processes and the schemes proposed to model the process confirm the necessity of assessing the interactions among thermal and microstructural fields quantitatively when modeling the cooling of steel tubes. Successfully predicting the response enables the models to confidently optimize process parameters, at least in a comparative fashion and for their practical application in the following industrial applications:

- Rationalization of quenching and controlled slow cooling conditions for steels currently in production;
- Identification of new steel grades to achieve the desired structure and strength with the present plant constraints;
- Prediction of improvements obtainable through plant modifications;
- Design of new cooling systems (quench units, controlled slow cool furnaces, etc...);
- Identification of simplified models, as well as the use of simulation results to populate neural nets for on-line process control.
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8.1 Summary and Conclusions

Steel companies are using microstructural engineering models and the application of controlled thermo-mechanical processing (CTMP) to improve product quality, processing efficiency, and cost effectiveness. In the current study, two mathematical models were developed to predict the variation in temperature for seamless tubes during the water spray quenching and controlled slow cooling stages of the manufacturing process at the Timken Bearing and Steel Company of Canton, Ohio. These models identified as the accelerated cooling model (ACM) and the controlled slow cool model (CSC), have been coupled with a microstructure evolution model (incorporating recrystallization kinetics, grain growth kinetics and austenite decomposition kinetics for the ferrite, pearlite, bainite, and martensite reactions) provided by the Timken Company. The microstructural evolution model influences the thermal models through changes to the thermal-physical properties and the latent heat of transformation.

An evolutionary approach was employed for model development and model validation, with each new version being tested prior to further development. The models were coded in FORTRAN to run on a personal computer and use finite-difference methods to solve the general transient heat conduction equation, with an alternating-difference-implicit scheme to solve the system of equations. Both the ACM and CSC models have been numerically validated against the commercial FEM software package ABAQUS for a variety of conditions. Additionally, the CSC model has been validated through a series of experiments, conducted in the laboratory, to measure the thermal response of instrumented steel tubes under controlled slow cooling conditions. A summary of the key aspects of the ACM and CSC models is presented below.

The ACM model employs a 2-D axisymmetric formulation (circumferential conduction is neglected), based on the premise that the tubes are subject to uniform cooling around their circumference and enter the cooling operation (i.e. water-spray stands) separately, with their axial lengths parallel to the direction of motion. The model has been designed as a flexible platform that allows for moving boundary conditions and multiple cooling zones, with on/off switches controlling the implementation of boundary conditions, applied to the outer diameter (OD) and/or the inner diameter (ID) of the tube.
The CSC model employs a 2-D circumferential geometry where radial and circumferential conduction have been included in the model and axial conduction has been ignored. This stems from the premise that the tubes enter the cooling process side-by-side (i.e., no vertical stacking) with the axial length of the tube perpendicular to the direction of motion. Conduction in the axial direction was neglected on the postulate that the tube is experiencing relatively uniform boundary conditions along the axial length, except at the tube ends. Since the axial length is relatively long in comparison to the tube diameter and wall thickness, end effects are assumed to be minimal and are, therefore, neglected. The model allows for multiple cooling zones that permit variable tube speeds, variable zone temperatures, and heat-transfer conditions.

For the purpose of increasing robustness in the ACM and CSC models, a generalized heat balance approach (incorporating the latent heat evolved from any phase transformations that may occur in the process) was used. This approach allows for a variety of different boundary conditions to be applied to the control volumes where the boundary conditions describing the heat flow at the surface have been characterized by a Cauchy-type boundary condition.

An overall heat-transfer coefficient, $h_{ov}$, accounts for heat-transfer in cases where there is a combination of convection (natural, forced, and water) and radiation. Natural and forced-air convection have been characterized by a variety of empirical correlations, that are functions of $Re$, $Pr$, and $Ra$ numbers, to describe the heat-transfer of air flowing over horizontal tubes.

In the ACM model, water spray cooling (accelerated water cooling) has been modeled using boiling curve data (for a variety of different spray configurations) to characterize the heat-transfer coefficients as a function of temperature. Radiation occurring during the process has been accounted for by “linearizing” the radiation equation so that the heat-transfer rate can be calculated using a conventional Cauchy-type boundary condition, with a “radiation-based” heat-transfer coefficient.

In the CSC model, the heat-transfer on the outer diameter surface due to radiation is more complex. Consequently, a geometric view factor approximation has been integrated into the model to account for the influence of adjacent tubes and the surrounding environment.

A dynamic time-stepping subroutine has been added to the models to increase execution efficiency. The solution algorithm of this subroutine takes into account a maximum temperature
and volume fraction difference in order to determine the appropriate time increment needed for accurate solution integration and to ensure convergence.

The incorporation of the material property data has been conducted using two different approaches: 1) a simple look-up table approach in which tabulated data, relating the thermal-physical properties to chemistry, structure and temperature, is entered into a model input data file; and 2) polynomial equations to characterize the thermal-physical property data. Linear interpolation techniques have been used to retrieve the appropriate data for the given temperature or phase. In those cases where there is a mixture of phases present, a simple rule of mixtures for any property \( P \) has been applied.

The numerical validation comparing simulated results revealed that the thermal fields within the steel tubes can be predicted reasonably well using finite-difference modeling and that the latent heat effects of the phase transformations and the temperature dependence of material properties can be effectively incorporated in the model.

The experimental and simulated results under controlled slow cooling conditions agreed well for the AISI 5130 steel alloy tubes. An adjustment parameter was used to reduce the emissivity and yield an effective emissivity value that fit the CSC model results to the controlled slow cooling data obtained during the experimental runs performed at the Timken facilities. The relatively narrow range of the reduced emissivity values used to fit a wide range of experimental conditions suggests that the model correctly captures the various factors affecting heat-transfer between the tube and its surroundings. Loose scale formation on the tube surfaces, assumptions in surrounding temperatures, and the assumptions used to determine radiative view factors, were speculated to be the reason why it proved necessary to use a low effective emissivity in order to get the model to agree with the experimental results.

A sensitivity analysis of the ACM and CSC models was performed. This involved investigating the influences of various solution and processing parameters and comparing the predicted temperature response and microstructural evolution with experimental temperature field measurements. The following sections summarize this sensitivity analysis.

**8.1.1 Sensitivity Analysis – Solution Parameters**

The stability and convergence of the heat-transfer solutions for the modeled cooling processes are essentially influenced by the initial time increment, maximum temperature
difference and mesh size. The initial time increment was found to have minimal effect on the
stability and convergence of the solution except in regions where the overall convective heat-
transfer coefficient is high. The maximum temperature difference had a significant effect on
model stability, convergence and accuracy. Solution accuracy decreased with increasing
temperature difference. The mesh size was found to have a significant effect on the solution
accuracy especially for elements with excessive aspect ratio. Increasing refinement of the mesh
for a given step criteria does not continuously improve accuracy, but may considerably raise the
computing time.

8.1.2 Sensitivity Analysis – Process Parameters

The range of thermal processing routes covered by both models extends from controlled
slow cooling through to intense ‘in-line’ quenching. An analysis was carried out to investigate
the influence of the main processing variables on the predicted thermal responses and the results
are presented below:

- Wall thickness has a strong influence on the local cooling rate and microstructure of
  externally quenched tubes. The simulations indicate increased cooling rates on inner tube
  surfaces as tube thickness decreases. The influence of wall thickness on thermal profiles and
  resulting microstructure distributions plays a significant role in the development of
  conditions that result in fully martensitic structures or partially martensitic structures within
  the tube.

- Generally, as tube travel velocity increases, over a given external quench zone, the cooling
  rate on the inner surface decreases. Controlling the travel velocity (i.e., quenching time) can
  influence percentage of evolved martensite, even if high values of the heat-transfer
  coefficient are employed.

- The introduction of internal quenching may be used to increase the mean cooling rate at the
  inner surface and within the tube. The achievement of higher cooling rates and reduced
  temperature gradients within the tubes may be realized using a combination of
  internal/external quenching.

- Transformation kinetics and associated latent heats of transformation were found to have a
  significant effect on the cooling rate experienced within the steel tubes. However, when the
latent heat corresponding to transformation is released and cooling rates are very high, the effect observed is relatively small.

- Within the CSC model, inter tube spacing was found to have an effect on the developing thermal profiles during slow cooling conditions. The mean cooling rate at the outer surface was found to decrease as inter tube spacing increases. This is because as the distance between adjacent tubes increases, less of a shielding effect for radiative heat-transfer to and from the surroundings is provided. Lower and upper bounds were observed for this shielding effect. As the inter tube spacing distance approaches a distance approximately equal to the outer diameter of the tube, minimum radiative heat losses occurs. Conversely, as the inter tube spacing distance increases, a distance is reached where with additional increases in inter tube distance the effect becomes negligible and the adjacent tube shielding effects approach zero.

- During controlled slow cooling, the furnace temperature was found to alter the developing thermal fields within the tubes. By increasing the furnace temperature, a significant decrease in the outer surface cooling rate may be achieved.

- Tube end effects were found to be minimal in relation to overall tube length as well as being process specific. Where on-line process control is achievable, the minimization of tube end effects might be realized by introducing slight axial thermal gradients to offset the additional heat-transfer occurring at the tube ends.

### 8.2 Recommendations for Future Work

The current work has shown that it is both necessary and possible to integrate thermal and microstructural models for the post deformation cooling of steel. However, there are still a number of areas that warrant further development before these models can be more widely applied. Suggestions for future work include:

- The experimental validation of the ACM model.

- The further development of material property data for industrially relevant steel grades to be included within the models.
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- The further development of the microstructural evolution models to improve transformation kinetics routines and resulting microstructure distributions (involving the experimental analysis of tubes during cooling conditions - such data would provide a base for developing and validating heat flow versus microstructure correlations for seamless tube processing).

- Boiling heat-transfer behavior of the steel tubes with spray cooling water is extremely complicated and a number of factors can influence this behavior. These include the effect of water velocity at the impingement point on the calculated boiling curve, as well as the cylindrical nature of the tubes. Thus, the development and further investigation of boiling water heat-transfer correlations that accurately describe the heat-transfer in tubes during water quenching is warranted. In addition, the quantification of the water spray quenching condition (i.e., water flow rate, nozzle type, and tube temperature) effects on boiling water heat-transfer for various steel alloys is needed.

- The addition of different stacking configurations for the CSC model (i.e., tube stacking), as well as an investigation into improving the view factor approximations via view factor integration routines should be considered. Such an approach, while adding significant complexity, may provide more accurate predictions of the radiative heat-transfer in seamless tube cooling.
APPENDIX A

Heat-Transfer Finite-Difference Equations – ACM Model (Interior Node)

The set of heat-transfer finite-difference equations for the seamless tube has been established, based on a heat balance at each node, by an energy analysis. The heat balance in both the radial and axial directions has been calculated by finite-difference approximation. An ADI method has been used to solve the parabolic equations (using tri-diagonal matrices and a time-step divided into two increments).

In the first half time-step \((t^{p+1/2} = t^p + \Delta t/2)\) the implicit direction is in the radial direction. In the second half time-step \((t^{p+1} = t^{p+1/2} + \Delta t/2)\) the implicit direction is in the axial direction. Figure A.1 depicts the two implicit directions that have been used to determine the tri-diagonal equations.

![Diagram of ADI directions](image)

(a) 1st direction  
(b) 2nd direction

Figure A.1 – Schematic of ADI directions.

The seamless tube has been spatially discretized, with a subsequent heat balance being applied to a control volume. The following derivations represent the numerical formulation of the heat-transfer finite-difference equations for an interior node:

Applying the 1st law of thermodynamics to the interior sub-volume depicted in Figure A.2 results in:

\[
\Delta q_r + \Delta q_z + \dot{Q} \Delta V = \Delta q_{r+\Delta r} + \Delta q_{z+\Delta z} + E_{st} \Delta V
\]  

(A.1)

Where \(r\) and \(z\) are the spatial coordinates, \(\Delta q\) the heat energy acting on the control volume, \(\dot{Q}\) the
internal heat generation term due to phase transformations, $\Delta V$ is the volume of the control element, and $E_{st}$ is the energy storage term.

Figure A.2 – Schematic of ACM model interior node and associated control volume.

1st ADI Step: $(t^{p+1/2} = t^p + \Delta t/2)$ - radial direction is implicit and axial direction is explicit:

$$- k\left( r_{m,n} - \frac{\Delta r}{2} \right) \Delta \Phi \Delta z \left( \frac{T_{m,n}^{p+1/2} - T_{m-1,n}^{p+1/2}}{\Delta r} \right) - k\Delta r r_{m,n} \Delta \Phi \left( \frac{T_{m,n}^p - T_{m-1,n}^p}{\Delta z} \right) + \dot{Q} \Delta r r_{m,n} \Delta \Phi \Delta z =$$

$$- k\left( r_{m,n} + \frac{\Delta r}{2} \right) \Delta \Phi \Delta z \left( \frac{T_{m,n+1}^{p+1/2} - T_{m,n}^{p+1/2}}{\Delta r} \right) - k\Delta r r_{m,n} \Delta \Phi \left( \frac{T_{m,n+1}^p - T_{m,n}^p}{\Delta z} \right) + \rho c_p \left( \frac{T_{m,n+1/2}^p - T_{m,n}^p}{\Delta t/2} \right) \Delta r r_{m,n} \Delta \Phi \Delta z$$

(A.2)

Rearranging:

$$\frac{k\Delta \Phi \Delta z \Delta t}{2 \rho c_p \Delta r r_{m,n} \Delta \Phi \Delta z} \left( r_{m,n} - \frac{\Delta r}{2} \right) \Delta \Phi \left( \frac{T_{m,n+1}^{p+1/2} - T_{m,n}^{p+1/2}}{\Delta r} \right) + \frac{k\Delta \Phi \Delta z \Delta t}{2 \rho c_p \Delta r r_{m,n} \Delta \Phi \Delta z} \left( r_{m,n} + \frac{\Delta r}{2} \right) \Delta \Phi \left( \frac{T_{m,n+1/2}^p - T_{m,n}^p}{\Delta t/2} \right)$$

$$+ \frac{k\Delta r r_{m,n} \Delta \Phi \Delta t}{2 \rho c_p \Delta r r_{m,n} \Delta \Phi \Delta z} \left( \frac{T_{m,n}^p - 2T_{m,n+1}^p + T_{m,n+2}^p}{\Delta z} \right) + \dot{Q} \frac{\Delta r r_{m,n} \Delta \Phi \Delta z \Delta t}{2 \rho c_p \Delta r r_{m,n} \Delta \Phi \Delta z} = (T_{m,n+1/2}^p - T_{m,n}^p)$$

(A.3)

Substitute Fourier’s numbers: $F_{oz} = \frac{k\Delta t}{\rho c_p \Delta z^2}$ and $F_{or} = \frac{k\Delta t}{\rho c_p \Delta r^2}$ and rearrange:

$$T_{m,n}^p + \frac{F_{oz}}{2} \left( T_{m,n+1}^p - 2T_{m,n}^p + T_{m,n-1}^p \right) + \dot{Q} \frac{\Delta t}{2 \rho c_p} = T_{m,n+1/2}^p + \frac{F_{or}}{2r_{m,n}} \left( r_{m,n} - \frac{\Delta r}{2} \right) T_{m,n}^{p+1/2}$$

(A.4)
Finally yields:

\[(1 - F_{oz}) T_{m,n}^{P+1} + \frac{F_{oz}}{2} \left( T_{m,n+1}^{P} + T_{m,n-1}^{P} \right) + \dot{Q} \frac{\Delta t}{2 \rho c_p} \]

\[= (1 + F_{oz}) T_{m,n}^{P+1/2} - \frac{F_{oz}}{2 r_{m,n}} \left[ \left( r_{m,n} - \frac{\Delta r}{2} \right) T_{m-1,n}^{P+1/2} + \left( r_{m,n} + \frac{\Delta r}{2} \right) T_{m+1,n}^{P+1/2} \right] \]  

(A.5)

**2**\textsuperscript{nd ADI Step:*** \(T_{m,n}^{P+1} = T_{m,n}^{P+1/2} + \Delta t/2\) - axial direction is implicit and radial direction is explicit:

\[-k \left( r_{m,n} - \frac{\Delta r}{2} \right) \Delta \Phi \Delta z \left( \frac{T_{m,n+1}^{P+1/2} - T_{m,n-1}^{P+1/2}}{\Delta r} \right) - k \Delta r r_{m,n} \Delta \Phi \left( \frac{T_{m,n}^{P+1} - T_{m,n-1}^{P+1}}{\Delta z} \right) + \dot{Q} \Delta r r_{m,n} \Delta \Phi \Delta z =

\[-k \left( r_{m,n} + \frac{\Delta r}{2} \right) \Delta \Phi \Delta z \left( \frac{T_{m,n+1}^{P+1} - T_{m,n}^{P+1}}{\Delta r} \right) - k \Delta r r_{m,n} \Delta \Phi \left( \frac{T_{m,n}^{P+1} - T_{m,n-1}^{P+1}}{\Delta z} \right) + \rho c_p \left( \frac{T_{m,n}^{P+1} - T_{m,n}^{P+1/2}}{\Delta t/2} \right) \Delta r r_{m,n} \Delta \Phi \Delta z \]

(A.6)

Rearranging:

\[
\frac{k \Delta \Phi \Delta z \Delta t}{2 \rho c_p \Delta r r_{m,n} \Delta \Phi \Delta z} \left( r_{m,n} - \frac{\Delta r}{2} \right) \left( \frac{T_{m,n-1}^{P+1/2} - T_{m,n}^{P+1/2}}{\Delta r} \right) + \frac{k \Delta \Phi \Delta z \Delta t}{2 \rho c_p \Delta r r_{m,n} \Delta \Phi \Delta z} \left( r_{m,n} + \frac{\Delta r}{2} \right) \left( \frac{T_{m+1,n}^{P+1/2} - T_{m,n}^{P+1/2}}{\Delta r} \right) + \frac{k \Delta r r_{m,n} \Delta \Phi \Delta t}{2 \rho c_p \Delta r r_{m,n} \Delta \Phi \Delta z} \left( \frac{T_{m,n+1}^{P+1} - 2T_{m,n}^{P+1} + T_{m,n-1}^{P+1}}{\Delta z} \right) + \dot{Q} \frac{\Delta r r_{m,n} \Delta \Phi \Delta t}{2 \rho c_p \Delta r r_{m,n} \Delta \Phi \Delta z} = \left( T_{m,n}^{P+1} - T_{m,n}^{P+1/2} \right) \]

(A.7)

Substitute Fourier's numbers: \(F_{oz} = \frac{k \Delta t}{\rho c_p \Delta z^2}\) & \(F_{oz} = \frac{k \Delta t}{\rho c_p \Delta r^2}\) and rearrange:

\[T_{m,n}^{P+1} - \frac{F_{oz}}{2} \left( T_{m,n+1}^{P+1} - 2T_{m,n}^{P+1} + T_{m,n-1}^{P+1} \right) = \dot{Q} \frac{\Delta t}{2 \rho c_p} + T_{m,n}^{P+1/2} - \frac{F_{oz}}{2 r_{m,n}} \left( r_{m,n} - \frac{\Delta r}{2} \right) T_{m,n}^{P+1/2}

- \frac{F_{oz}}{2 r_{m,n}} \left( r_{m,n} + \frac{\Delta r}{2} \right) T_{m,n}^{P+1/2} + \frac{F_{oz}}{2 r_{m,n}} \left( r_{m,n} + \frac{\Delta r}{2} \right) T_{m+1,n}^{P+1/2} + \frac{F_{oz}}{2 r_{m,n}} \left( r_{m,n} + \frac{\Delta r}{2} \right) T_{m+1,n}^{P+1/2}

(A.8)

Finally yields:

\[(1 - F_{oz}) T_{m,n}^{P+1/2} + \frac{F_{oz}}{2 r_{m,n}} \left[ \left( r_{m,n} - \frac{\Delta r}{2} \right) T_{m-1,n}^{P+1/2} + \left( r_{m,n} + \frac{\Delta r}{2} \right) T_{m+1,n}^{P+1/2} \right] + \dot{Q} \frac{\Delta t}{2 \rho c_p} \]

\[= (1 + F_{oz}) T_{m,n}^{P+1} - \frac{F_{oz}}{2} \left( T_{m,n+1}^{P+1} + T_{m,n-1}^{P+1} \right) \]

(A.9)
APPENDIX B

Heat-Transfer Finite-Difference Equations – CSC Model (Interior Node)

A similar set of heat-transfer finite-difference equations for the seamless tube has been established, based on a heat balance at each node, by an energy analysis for the CSC model. The heat balance in both the radial and circumferential directions has been calculated by finite-difference approximation. The time-step has been divided into two increments and an ADI method has been used to solve the parabolic equations.

In the first half time-step \( t^{p+1/2} = t^p + \Delta t/2 \) a tri-diagonal solver is used to solve the implicit equations for conduction in the radial direction. For the second half time-step \( t^{p+1} = t^{p+1/2} + \Delta t/2 \) a full matrix solver is used to solve for conduction in the circumferential direction (Figure B.1).

![Figure B.1 - Schematic of ADI directions.](image)

The seamless tube has been spatially discretized, with a subsequent heat balance being applied to a control volume. The following derivations represent the numerical formulation of the heat-transfer finite-difference equations for an interior node.
Applying the 1\textsuperscript{st} law of thermodynamics to the interior sub-volume depicted in Figure B.2 results in:

\[
\Delta q_r + \Delta q_\phi + \dot{Q} \Delta V = \Delta q_{r+\Delta r} + \Delta q_{\phi+\Delta \phi} + \dot{E}_{st} \Delta V
\]  
(B.1)

where \(r\) is the radius, \(\Phi\) is the angle between adjacent nodes, \(\Delta q\) the heat energy acting on the control volume, \(\dot{Q}\) the internal heat generation term due to phase transformations, \(\Delta V\) is the volume of the control element, and \(\dot{E}_{st}\) is the energy storage term.

**Figure B.2** – Schematic of CSC model interior node and associated control volume.

\textbf{1\textsuperscript{st} ADI Step:} \(t^{p+1/2} = t^p + \Delta t/2\) - radial direction is implicit and circumferential direction is explicit:

\[
-k \left( r_{m,n} - \frac{\Delta r}{2} \right) \Delta \Phi \Delta z \left( \frac{T_{m,n}^{p+1/2} - T_{m-1,n}^{p+1/2}}{\Delta r} \right) - k \Delta r \Delta z \left( \frac{T_{m,n}^p - T_{m,n-1}^p}{r_{m,n} \Lambda \Phi} \right) + \dot{Q} \Delta r r_{m,n} \Lambda \Phi \Delta z =
\]

\[
-k \left( r_{m,n} + \frac{\Delta r}{2} \right) \Delta \Phi \Delta z \left( \frac{T_{m+1,n}^{p+1/2} - T_{m,n}^{p+1/2}}{\Delta r} \right) - k \Delta r \Delta z \left( \frac{T_{m,n+1}^p - T_{m,n}^p}{r_{m,n} \Lambda \Phi} \right) + \rho c_p \left( \frac{T_{m,n}^{p+1/2} - T_{m,n}^p}{\Delta t/2} \right) \Delta r r_{m,n} \Lambda \Phi \Delta z
\]

(B.2)

Rearranging:

\[
\frac{k \Delta \Phi \Delta z \Delta t}{2 \rho c_p \Delta r r_{m,n} \Lambda \Phi \Delta z} \left( r_{m,n} - \frac{\Delta r}{2} \right) \left( \frac{T_{m-1,n}^{p+1/2} - T_{m,n}^{p+1/2}}{\Delta r} \right) + \frac{k \Delta \Phi \Delta z \Delta t}{2 \rho c_p \Delta r r_{m,n} \Lambda \Phi \Delta z} \left( r_{m,n} + \frac{\Delta r}{2} \right) \left( \frac{T_{m+1,n}^{p+1/2} - T_{m,n}^{p+1/2}}{\Delta r} \right)
\]
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\[ + \frac{k \Delta r \Delta z \Delta t}{2 \rho c_p \Delta r_{m,n} \Delta \Phi \Delta z} \left( \frac{T_{m,n}^p - 2T_{m,n}^p + T_{m,n-1}^p}{r_{m,n} \Delta \Phi} \right) + \frac{\Delta r_{m,n} \Delta \Phi \Delta z \Delta t}{2 \rho c_p \Delta r_{m,n} \Delta \Phi \Delta z} = \left( T_{m,n}^{p+1/2} - T_{m,n}^p \right) \] (B.3)

Substitute Fourier's numbers: \( F_{\Phi} = \frac{k \Delta t}{\rho c_p \left( r_{m,n} \Delta \Phi \right)^2} \) & \( F_{r} = \frac{k \Delta t}{\rho c_p \Delta r^2} \) and rearrange:

\[ T_{m,n}^p + \frac{F_{\Phi}}{2} \left( T_{m,n+1}^p - 2T_{m,n}^p + T_{m,n-1}^p \right) + \frac{\Delta t}{2 \rho c_p} \frac{\Delta r_{m,n} \Delta \Phi \Delta z \Delta t}{2 \rho c_p \Delta r_{m,n} \Delta \Phi \Delta z} = T_{m,n}^{p+1/2} \]

\[ + \frac{F_{r}}{2r_{m,n}} \left( r_{m,n} - \frac{\Delta r}{2} \right) T_{m,n}^{p+1/2} - \frac{F_{r}}{2r_{m,n}} \left( r_{m,n} - \frac{\Delta r}{2} \right) T_{m-1,n}^{p+1/2} - \frac{F_{r}}{2r_{m,n}} \left( r_{m,n} + \frac{\Delta r}{2} \right) T_{m+1,n}^{p+1/2} \] (B.4)

Finally yields:

\[ (1 - F_{\Phi}) T_{m,n}^p + \frac{F_{\Phi}}{2} \left( T_{m,n+1}^p + T_{m,n-1}^p \right) + \frac{\Delta t}{2 \rho c_p} \left( r_{m,n} - \frac{\Delta r}{2} \right) T_{m-1,n}^{p+1/2} + \left( r_{m,n} + \frac{\Delta r}{2} \right) T_{m+1,n}^{p+1/2} \] (B.5)

2\textsuperscript{nd} ADI Step: \( (T_{m,n+1} = T_{m,n+1}^{p+1/2} + \Delta t/2) \) - circumferential direction is implicit and radial direction is explicit:

\[-k \left( r_{m,n} - \frac{\Delta r}{2} \right) \Delta \Phi \Delta z \left( \frac{T_{m,n}^{p+1/2} - T_{m,n-1}^{p+1/2}}{\Delta r} \right) - k \Delta r \Delta \Phi \left( \frac{T_{m,n}^{p+1} - T_{m,n-1}^{p+1}}{r_{m,n} \Delta \Phi} \right) + \frac{\Delta t}{2 \rho c_p} \Delta r_{m,n} \Delta \Phi \Delta z = \]

\[-k \left( r_{m,n} + \frac{\Delta r}{2} \right) \Delta \Phi \Delta z \left( \frac{T_{m+1,n-1}^{p+1/2} - T_{m,n}^{p+1/2}}{\Delta r} \right) - k \Delta r \Delta \Phi \left( \frac{T_{m+1,n}^{p+1} - T_{m,n}^{p+1}}{r_{m,n} \Delta \Phi} \right) + \rho c_p \left( \frac{T_{m,n}^{p+1} - T_{m,n}^{p+1/2}}{\Delta t/2} \right) \Delta r_{m,n} \Delta \Phi \Delta z \] (B.6)

Rearranging:

\[ \frac{k \Delta \Phi \Delta z \Delta t}{2 \rho c_p \Delta r_{m,n} \Delta \Phi \Delta z} \left( r_{m,n} - \frac{\Delta r}{2} \left( \frac{T_{m,n}^{p+1/2} - T_{m,n}^{p+1/2}}{\Delta r} \right) \right) + \frac{k \Delta \Phi \Delta z \Delta t}{2 \rho c_p \Delta r_{m,n} \Delta \Phi \Delta z} \left( r_{m,n} + \frac{\Delta r}{2} \left( \frac{T_{m+1,n}^{p+1} - T_{m,n}^{p+1}}{\Delta t/2} \right) \right) \]

\[ + \frac{k \Delta \Phi \Delta z \Delta t}{2 \rho c_p \Delta r_{m,n} \Delta \Phi \Delta z} \left( \frac{T_{m,n+1}^{p+1} - 2T_{m,n}^{p+1} + T_{m,n-1}^{p+1}}{r_{m,n} \Delta \Phi} \right) + \frac{\Delta t}{2 \rho c_p \Delta r_{m,n} \Delta \Phi \Delta z} \left( T_{m,n}^{p+1} - T_{m,n}^{p+1/2} \right) \] (B.7)

Substitute Fourier's numbers: \( F_{\Phi} = \frac{k \Delta t}{\rho c_p \left( r_{m,n} \Delta \Phi \right)^2} \) & \( F_{r} = \frac{k \Delta t}{\rho c_p \Delta r^2} \) and rearrange:
\[ T^{p+1}_{m,n} = \frac{F_0}{2r_{m,n}} \left( T^{p+1}_{m,n+1} - 2T^{p+1}_{m,n} + T^{p+1}_{m,n-1} \right) + \frac{\Delta t}{2\rho_c} + \frac{F_0}{2r_{m,n}} \left( r_{m,n} - \frac{\Delta r}{2} \right) T^{p+1/2}_{m,n} \]

\[-\frac{F_0}{2r_{m,n}} \left( r_{m,n} + \frac{\Delta r}{2} \right) T^{p+1/2}_{m,n} + \frac{F_0}{2r_{m,n}} \left( r_{m,n} - \frac{\Delta r}{2} \right) T^{p+1/2}_{m-1,n} + \frac{F_0}{2r_{m,n}} \left( r_{m,n} + \frac{\Delta r}{2} \right) T^{p+1/2}_{m+1,n} \]

(B.8)

Finally yields:

\[ (1 - F_0)T^{p+1/2}_{m,n} + \frac{F_0}{2r_{m,n}} \left[ \left( r_{m,n} - \frac{\Delta r}{2} \right) T^{p+1/2}_{m-1,n} + \left( r_{m,n} + \frac{\Delta r}{2} \right) T^{p+1/2}_{m+1,n} \right] + \frac{\dot{Q}}{2\rho_c} \frac{\Delta t}{2} \]

\[ = (1 + F_0)T^{p+1}_{m,n} - \frac{F_0}{2} \left( T^{p+1}_{m,n+1} + T^{p+1}_{m,n-1} \right) \]

(B.9)
APPENDIX C
Experimental Validation Cooling Curves – CSC Model

The experimental validation cooling curves for the six experimental cases described in Chapters 5 and 6 are presented in Figures C.1 – C.6. Tables 6.6 – 6.9 (Chapter 6) summarize the processing parameters that have been used for the comparisons between the model predictions and the experimental data. The nodal locations for the thermocouple comparisons are depicted in Chapter 5, Section 5.3, Figure 5.5.

![Predicted cooling curve and experimental data - 5130 Test 1 (furnace hood).](image-url)

Figure C.1 – Predicted cooling curve and experimental data – 5130 Test 1 (furnace hood).
Figure C.2 – Predicted cooling curve and experimental data – 5130 Test 2 (furnace hood).
Figure C.3 – Predicted cooling curve and experimental data – 5130 Test 3 (furnace hood).
Figure C.4 – Predicted cooling curve and experimental data – 5130 Test 4 (without furnace hood).
Figure C.5 – Predicted cooling curve and experimental data – 5130 Test 5 (furnace hood).
Figure C.6 – Predicted cooling curve and experimental data – 5130 Test 6 (without furnace hood).