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Abstract 

A model that integrates the use of feed-forward Artificial Neural Networks 

and G I S techniques was developed for preliminary road design in forestry. 

The model was built and tested with G I S data from Malco lm Knapp Resea rch 

Forest (approximately 5000 ha). 

Artificial Neural Networks having a variety of architectures were trained 

using this data, in conjunction with a several different learning parameters. O n c e 

the neural networks were trained and tested, the knowledge was used to predict 

based on new data. The results of these predictions consis ted in a numerical 

representation of the "l ikelihood" of a given cell to contain a road. The resulting 

va lues were represented in G IS format as a new cost - surface. With the addition 

of this new surface, an optimal path function was run to trace the location of the 

road. 

The Artificial Neural Network approach was compared to the c lass ica l 

"S lope - Curvature" approach, traditionally used before in preliminary forest road 

design with G I S . In all c a s e s , the Artificial Neural Network approach yields better 

results, both in terms of road length and spatial autocorrelation coefficient. 



The results of this study suggest that the technique used may be a reasonable 

method for determining the preliminary road location in forested areas. The roads 

generated with the aid of Artificial Neural Networks have a higher spatial 

autocorrelation with the original road and are a lso shorter than the ones 

generated with the S lope - Curvature cost surface. The route selected is not 

perfect from an engineering point of view; however it still can provide good 

information for the forest road-planner. The route selected by the computer 

should be modified based on the field inspection and the knowledge and 

exper ience of the special ist. 
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1. Introduction 

1.1. Background and Rationale 

The forest industry must be increasingly competitive on a global basis, 

driving the need to continually reduce costs. In light of this, forest companies 

strive to operate in a cost effective manner while balancing this with ecological 

and environmental concerns. One major component related to both of these 

concerns is the construction and use of forest road networks. Forest mangers are 

concerned with how forest-related activities can be conducted in the most 

economical way by planning an appropriate forest road network that takes into 

consideration timber transportation and road construction, as well as their 

environmental impacts. 

Approaches and methods to assist in the development and identification of 

current and future roading requirements continue to be a much needed area of 

research (Murray, 1998). One reason for this is the expectation that more 

comprehensive management planning will be carried out given the availability of 

more detailed and complete spatial information associated with today's forest 

regions. Another related reason is to ensure that the environmental and 

economical impact of forest management practices can be estimated. Thus, 

analytical methods and techniques are essential components of the management 

planning process associated with forest harvesting and transportation operations. 
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The planning of a road network to a c c e s s timber harvest sites is a difficult 

and time consuming task. Traditional methods for designing a forest road system 

consisted largely of aerial photo interpretation and field reconna issance. More 

recently, forest engineers have used large-scale contour maps to select 

preliminary routes using dividers, a process knows as route projection. The 

engineer then calculates the total construct ion, transport and road maintenance 

cost for each alternative. This is both an expensive and t ime-consuming task 

given that the forest management plan typically covers thousands of hectares 

and tens of thousands of t imber entry points over a planning period of many 

years. S e s s i o n s and Liu (1993) have d iscussed the need for tools and 

techniques to assist in the development of road network sys tems in forest 

management , particularly within the context of access ing t imber harvest si tes. 

Designing and evaluating several alternative road networks is general ly 

impract ical, because of the complexity and t ime-consuming nature of the task. 

P lanners are thus typically restricted to reviewing only one or two alternative 

networks, often only superficially (Walker and Lougheed , 1989). Therefore there 

is a c lear need for an automated method to assist forest managers and 

special is ts in planning their forest road network. 

The introduction of Geograph ic Information Sys tems (GIS) represents an 

important step forward in forest planning and model ing. This technology provides 

a new means of integrating information in a way that helps us understand and 

address forest management problems. G IS helps us to organize data and to 
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understand their spatial relationship, providing a basis for making more precise 

and intelligent dec is ions. 

There are several G IS tools that use raster G IS and Digital Terrain Mode ls 

(DTMs) such as E S R I ' s Spat ia l Analyst , E S R I ' s A r c G R I D toolbox, both of which 

have predefined functions that can help the special ist in solving the problem of 

preliminary road des ign. T h e s e of-the-shelf tools are based on the use of 

shortest path algorithms. T h e s e algorithms attempt to minimize cumulat ive cost 

along a path between two or more cel ls in a two d imensional array by calculat ing 

the accumulat ive cost over a surface and by compensat ing for the actual 

d is tance that must be travelled taking into account horizontal and vertical factors 

influencing the total cost of moving from one location to another. The path with 

the least cumulat ive cost is then considered as the optimal path for the road. 

O n e d isadvantage of this approach is that the optimal path calculated by 

the computer does not a lways coincide with the path that would be chosen by the 

special ist in the field. A number of possib le explanat ions for this d iscrepancy 

exist, such as : 

- the underlying data is of insufficient accuracy or reliability to support 

the analys is ; 

- the knowledge of the special ist is not well represented in the optimal 

path model ; 

- the mathematical combinat ion of all factors involved in road planning 

does not address the interdependence of these factors, which means 
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that a road location may be a nonl inear and non-separable function of 

the combinat ion of all these factors. 

My thesis addresses some of these limitations by developing a model that 

integrates the use of traditional G IS cost - analysis tools with the use of neural 

networks that have the ability to " learn" and to general ize from limited 

information. 

The goal of this model is not to replace detai led ground survey and 

engineer ing plans but more intelligently direct and limit the possibil i t ies that need 

to be cons idered, as well as highlighting road locations that are not obvious but 

might be feasible. This model indicates where such survey should be 

undertaken, thus reducing the time and cost of determining the final road layout. 

Moreover, by al lowing the user to vary the input parameters and constraints, the 

model permits considerable flexibility in the evaluation of alternative road 

networks. 
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1.2. Objective of Study 

The objective of this thesis is to determine whether artificial neural networks 

combined with G IS techniques might be useful in preliminary design of roads in 

forestry. To do this, a computer model will be deve loped by integrating G IS cost 

- analys is tools such as shortest path algorithms with artificial neural networks 

that have the ability to " learn" and general ize from limited information. 
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2. Previous Research 

2.1. Road modeling 

A key component of integrated forest management planning in C a n a d a is 

a road plan that shows the network of forest roads to be constructed, maintained 

and decommiss ioned over a period of time to al low a c c e s s to stands scheduled 

for harvesting and management . To aid the forest management planner, a 

number of decis ion support sys tems have been developed in recent years that 

take advantage of Geograph ic Information Sys tems , Database Management 

Sys tems and advanced analytical methods (e.g. Network, Pegger , Roadview). 

S o m e of these decis ion support sys tems deal with the entire road network for an 

extensive area (e.g. Network) while others focus on individual roads or smal l 

c lusters of roads over one or more periods of time (Pegger, Roadview) 

Tan (1992) identifies two primary steps in the typical procedure of 

automated forest road locating: network formulating and road locating. T h e s e 

steps apply to both the more extensive road networks as well as for individual 

roads or smal l cluster of roads. T h e s e steps are: 

1 - Network formulating 

2 - Road locating 

Network formulating is concerned with determining the nodes and links contained 

in the network. Hogan (1973) identifies links as the existing roads, roads to be 

constructed or other modes of transportation. Nodes are connected by links and 

they are the points through which the resources of a management unit must pass 

6 



for transportation to markets. The formulation of a network must be performed 

with care so as to include all feasible routes. 

Road locating is concerned with finding the most appropriate route for a 

road or a road network. For locating a road between a pair of points (origin -

destination), heuristic algor i thms 1 and shortest path algorithms (Minamikata 

1984) can be appl ied in determining the road route of the least cost; while the 

dynamic programming technique of Douglas and Henderson (1987) can locate 

the road route with the greatest benefit. The Travel ing S a l e s m a n Algori thm 

(Wijngaard and Reinders 1985) and Min imum Spann ing Tree model (Dykstra, 

1984) are useful for finding a road network connect ing a certain number of points 

(e.g. centers of forest areas) with the minimum cost of road construct ion. T h e s e 

algorithms require some expert instructions to enable these points to be 

connected by the road network. 

W h e n locating forest roads, it is common that the points to be connected 

are unknown except for the given starting points. In such c a s e s it would be 

increasingly difficult to locate a forest road that would minimize the total cost of 

terrain transportation, road transportation, road construction and maintenance. 

S o m e algorithms are reported in the literature (e.g. Kobayash i 1984, 

Nieuwenhuis 1986) for estimating the optimum solution when locating forest 

roads. The road locating method presented by Kobayash i (1984) uses a heuristic 

rule that begins with a given starting point and moves iteratively to a 

1 A rule of thumb, simplification, or educated guess that reduces or limits the search 
for solutions in domains that are difficult and poorly understood. Unlike algorithms, 
heuristics do not guarantee optimal, or even feasible, solutions and are often used 
with no theoretical guarantee (www.hyperdictionary.com) 
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neighbouring node to achieve the greatest benefit to cost ratio at each iteration, 

until a satisfactory road system is found. In this method, if the routes between 

non-neighbouring nodes are not found before road locating, then it is difficult to 

c ross over extreme terrain. Alternatively, Niuewenhuis (1986) initially def ines the 

proposed routes for road construction between any pair of the nodes by the least 

cost path method, and then evaluates the alternative road routes by using the 

rule of max imum ratio of cell coverage to cost. In this method, t imber 

transportation and forest s tands are not considered and thus the cost benefit 

analys is and spatial analysis concerning the road are limited. 

The N E T W O R K program (Sess ions , 1988) addresses the problem of 

optimization of logging transportation over multiple periods of t ime. The model 

answers the quest ion: "Which products should be hauled to which mills in order 

to maximize discounted net revenue?" The inputs for N E T W O R K consis ts of two 

lists of information: one list is of exist ing, proposed or alternative links; the other 

list is of origins where material will enter the network, destinations where material 

will leave the network, the volume the activity will generate and the year in which 

the activity will occur. The solution identifies the combinat ion of routes that will be 

used to provide the minimum total cost or max imum value. N E T W O R K can 

optimally solve problems involving only variable costs but uses a heuristic, to find 

good , feasible solutions for c a s e s with fixed and variable costs (Sess ions and 

S e s s i o n s , 1988). Examp les of variable costs are: transportation costs, road 

surface rock replacement, etc, while fixed costs might be road construction and 

maintenance costs such as : ditch and culvert cleanout, reconstruction costs for 
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existing roads, etc. N E T W O R K calculates the minimum cost or max imum value 

network by using a shortest path algorithm to solve the variable cost problem 

proposed by Ford (Ford and Fulkerson, 1956). Resul ts for network planning 

problems that involve variable costs will be optimal. For networks with variable 

and fixed costs, the heuristic rules do not guarantee an optimal solut ion, but the 

solution will be feasible. N E T W O R K uses an empir ical formulation of a network, 

in which the user defines nodes and links manual ly, and therefore several routes 

might be missing due to errors in the formulation of the network. Moreover , the 

model doesn' t take into account the s lope of the terrain, which is a decis ive factor 

in locating the forest roads, due to limitations in the maximum gradients that 

transport vehic les can negotiate. 

In 1993, S e s s i o n s and Liu used an improved version of N E T W O R K to 

develop a model for preliminary planning of forest road sys tems using Digital 

Terrain Mode ls (DTM). The method identifies feasible road segments , evaluates 

their variable and fixed costs and then determines the optimal set of road 

segments to be used and the year in which the roads are to be constructed. The 

solution procedure has three steps: 

identification of possible road segments on the D T M and 

calculat ion of the costs for each road segment , 

network analys is to find the heuristic combinat ion of road 

segments which minimizes the sum of the construct ion, 

maintenance and transport costs, and 
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display the results of the analysis on the digital terrain model or 

contour map so the transportation planner can review and verify 

the results in the field 

The method takes into account the max imum gradients that transport 

vehic les can negotiate, but environmental factors such as unstable s lopes or 

riparian management areas are not cons idered. After the road links have been 

generated from the digital elevation model , a heuristic algorithm (Network I I ) is 

used in order to identify the set of road segments , which minimize the sum of 

construct ion, transport and road maintenance costs. Th is algorithm so lves an 

iterative sequence of shortest path problems, at each iteration convert ing the 

fixed costs into equivalent variable costs. 

The method a s s u m e s that there are no existing roads. However, existing 

roads can be incorporated in the model by identifying them by the c losest grid 

point and adding them to the list of feasible road segments with zero construction 

costs . The model does not take into account soil information or s lope stability 

information in the creation of feasible road segments . With G I S , this information 

is becoming more access ib le and could be used as a cell attribute to determine: 

If a road segment is permissible 

How soil and ground s lope would affect cut and fill s lopes, and 

How existing vegetation would affect road construction costs 
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The previous models address the problem of large-scale road des ign 

(individual roads or small number of roads in a limited area). To address the 

problem of road network design at a smal ler sca le , R . M . Newnham (1995) 

deve loped a computer model named R O A D P L A N . The model divides the area 

into cel ls, ass igns them harvesting priorities and calculates a "roadability" factor 

based on the number of pixels classif ied as water or muskeg . Further, the cel ls 

are grouped together in cutblocks based on maximum al lowable area and 

minimum al lowable volume. Al though R O A D P L A N considers possib le l inkages 

between a potential node and all cel ls on the existing network, the links that are 

finally se lected are all straight l ines. Topography is not considered either in 

adjusting the construction costs or in limiting the maximum slope for the forest 

road. 

C A R P P (Computer A ided Road Projection Program) deve loped by 

Anderson and Nelson (2003) considers topography, stream cross ings and other 

road design parameters (such as distance between swi tchbacks and junction 

angles) by assigning limits and penalt ies to each link. Penal t ies add cost to 

undesirable links so that the algorithm will favour other l inks, and limits 

unacceptable l inks, thereby restricting the network to only feasible links. 

However, the solutions are not optimal and there is variation caused by the order 

of landings and spatial randomness of the node/l ink set. 

Al l of the existing models that use G IS techniques are limited in terms of 

road location accuracy due to limitations in G I S data accuracy. With the advent of 

high-resolution D T M data, computer-aided road design sys tems have become 
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more attractive, as they provide quick evaluation of alternatives in a more 

systemat ic manner. O n e method for gathering high-resolution elevation data is 

with the use of airborne laser mapping technology such as L I D A R (Light 

Detection And Ranging). L I D A R elevation data has been found to be accurate to 

within 15 cm (Ahamed et a l . 2000). 

The model developed by Coul ter (Coulter et a l , 2001) uses L IDAR data to 

design forest road segments , by estimating accurately and quickly the cut and fill 

earthwork that occurs during forest road construction. The method does not 

calculate the road layout but it uses user-def ined centreline points and then 

searches alternate road locations to minimize earthwork while satisfying user-

specif ied constraints and design criteria. 

The method may significantly dec rease road design time and effort, both 

in the field and in the office. A n engineer in the field equipped with a Globa l 

Posit ioning Sys tem ( G P S ) unit would need to make far fewer field measurements 

in order to complete road design and earthwork calculat ions, meaning a greater 

number of alternatives could be examined. If an area is covered by a high 

resolution D T M , a field engineer would need only a ser ies of road centre points in 

order to calculate fairly accurate cut and fill vo lumes. 

At this point, the method appl ies to straight road segments and does not 

deal with horizontal or vertical curves. Addit ionally, this model a lso does not take 

in-sloping, out-sloping, curve widening or turnouts into considerat ions. 
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"Off - the - Shelf" software, such as R o a d E n g , A u t o C A D , Pegger and 

RoadV iew , A r c V I E W and A r c l N F O (ESRI 1992) can be used in forest road 

planning and des ign. 

R o a d E n g from SoftTree as well as A u t o C A D rely on survey data col lected 

in the field to generate terrain models and very detai led engineered road location 

and construction plans. To use these programs, a road location has to be chosen 

in advance by the special ist, and accurate surveys must be carried out in the 

field. 

P E G G E R and R O A D V I E W developed by Rogers (2001) are A r c V I E W 

extensions that ass is ts in the initial road planning by automating the route 

projection process, a lso known as "pegging". The P E G G E R program is a tool for 

quickly identifying possib le route location alternatives given grades speci f ied by 

the user. The results are then displayed in R O A D V I E W , a road visual isat ion 

package for A r c V I E W . 

This tool does not evaluate additional environmental and economic 

constraints that must be considered by the professional forester such as soil 

types, hydrology, property l ines and s lope c lasses . Moreover, P E G G E R can be 

used to develop only one road segment at the time and it cannot deal with more 

complex road networks. 

A r c l N F O is a much more powerful G I S package deve loped by E S R I that 

can be used in forest road planning. A r c G R I D is a raster or ce l l - based 

geoprocess ing toolbox that is integrated with A r c l N F O . In A r c G R I D , a planning 

area can be divided into individual grids. E a c h grid could be a sect ion of road 
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depending on its surroundings (slope, earthwork, etc). There are three functions 

that can be used for road location: C O S T D I S T A N C E , P A T H D I S T A N C E and 

C O S T P A T H . T h e s e functions are based on use of a shortest path algorithm. 

C O S T D I S T A N C E and P A T H D I S T A N C E are similar funct ions, but the 

P A T H D I S T A N C E function considers horizontal and vertical factors. Horizontal 

factors determine the difficulty on moving from one cell to another while 

account ing for the horizontal e lements that may affect the movement. The 

vertical factors determine the difficulty of moving from one cell to another while 

account ing for the vertical e lements that may affect the movement. To determine 

this vertical factor, the s lope between the F R O M cell and the T O cell is calculated 

from the va lues defined in the input grid. 

Us ing one of these functions, one can find the least cumulat ive cost from a 

cell (landing) to a source cell (existing roads). The path from a cell to a source 

cell is found by the C O S T P A T H function. 

If we consider only the s lope factor, these functions can be used directly 

for preliminary planning of forest roads. However, in forest road planning, 

consider ing only the grade factor is not adequate. W e must take into account 

some other important factors such as hydrology, soil stability, ecological factors, 

earthwork, etc. The goal of this study is to provide improvements to the way that 

cost-benefit analys is and spatial analys is are performed. 
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2.2. Artificial Intelligence in Natural Resources 

Geograph ic Information Sys tems as an aid to the decis ion making process 

provide excel lent capabil i t ies for understanding and process ing spatial data, but 

very often this is over looked in favour of the "presentation" of data. With the 

development of Artificial Intelligence (Al) based technologies in recent years, new 

opportunit ies have emerged to enhance the tools used to process spatial data 

(Deadman and Gimblet, 1995). Artificial Intelligence techniques have t remendous 

capabil i t ies to process real-world situation and simulate how the human brain 

process spatial data and therefore combined with G I S can be successfu l ly used 

in making intelligent dec is ions in problems with a spatial component . 

Traditionally, Artificial Intelligence techniques have been used in areas 

such as : robotics, natural language recognit ion, image recognit ion, detection of 

medical phenomena, stock market predictions, etc but there are a few 

appl icat ions in Forestry as wel l , such as : landscape planning, growth and yield 

model ing, forest stand age calculation from satellite imagery, estimation of 

probability for landsl ides, etc. This wide gamut of appl icat ions has conducted to 

the development of a large variety of new techniques and methods that have 

been incorporated in desktop appl icat ions and thus making Artificial Intelligence 

increasingly avai lable to researchers and special ists. T h e s e commercia l ly 

avai lable software packages include Artificial Neural Networks (ANN) , Genet ic 

Algor i thms, Expert Sys tems , Cel lu lar Automata etc. 
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Since G IS systems are data intensive and many different types of data 

(e.g. remote sens ing , topography, hydrology, etc) are used by special ists in the 

decis ion making process, A l may prove useful in capturing expert ise and 

representing knowledge as an aid to decis ion making. In light of these 

appl icat ions and in conjunction with the suitability of the structure of the input 

data, A N N s were chosen as the method to be investigated for applicability to the 

road planning problem. 

A n artificial neural network, somet imes referred to as simply a Neural Net, 

differs from other computer algorithms in that it is not ru le-based. Neural 

networks are appl icable in virtually every situation in which a relationship (or 

pattern) between the input var iables and output var iables exists, even when that 

relationship is very complex and not easy to articulate in common statistical 

terms. Neural nets are used in natural resource application development in areas 

such landscape planning, forestry, geology and can be trained to respond to a 

variety of input var iables, of spatial or non-spatial form. 
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An artificial neural network is trained to recognize and generalize the pattern or 

the relationship between a set of inputs and outputs and consists of many simple 

processing units (or nodes) connected together. 

y 

Fig. 1 An example of an Artificial Neural Network simple node 

• xi, X 2 , x n are inputs. These could be real numbers or Boolean values 

depending on the problem. 

• y is the output and is Boolean. 

• wi , w 2 , w n are weights of the edges and are real valued. 

• T is the threshold and is real valued. 

The output y is 1 if the net input which is 

W] Xj + W2 X2 + ... + W n X n 

is greater than the threshold T. Otherwise the output is 0. 
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The behaviour of each node is very s imple, but together a collection of nodes can 

exhibit many sophist icated behaviours and be used to solve complex tasks. 

The knowledge in a N N is stored as the strength of the interconnection weights 

(a numeric parameter), which is modified through a process cal led learning, 

using a training algorithm. The algorithmic function in conjunction with a learning 

rule is used to modify the weights in the network in an orderly fashion. 

F ig . 2 A n example of a s imple Artificial Neural Network 

The most common type of artificial neural network consists of three 

groups, or layers of units. The first layer is cal led the input layer and contains one 

node (or neuron) for each of the inputs in the training data file. The last layer is 

cal led the output layer and contains one neuron for each of the network outputs. 

Between the input and output layers are an arbitrary number of hidden layers 

each containing an arbitrary number of neurons. E a c h neuron is connected to 

every other neuron in adjacent layers by a set of weights (see fig.2). The weights 

define the 'strength' of the flow of information from one layer to the next through 
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the network. E a c h weight can take on any positive or negative value. "Training" 

a neural network is simply the process of determining an appropriate set of 

weights so that the network accurately approximates the input/output relationship 

of the training data. 

Unl ike most computer appl icat ions, an Artificial Neural Network is not 

"programmed", rather it is "taught" to give an acceptable answer to a particular 

problem. Input and output va lues are given to the network, initial weights are 

ass igned and then the N N repeatedly adjust those interconnection weights until it 

can successfu l ly produce output va lues that match the original va lues. Th is 

weighted matrix of interconnections al lows the neural network to learn and apply 

this knowledge to new datasets (Easson and Barr, 1996). In Chapter 4.4 

"Artificial Neural Network process ing" , I will d i scuss into more detail the 

parameters utilized for the road location appl icat ion. 

Al though there are simple commercia l N N tools avai lable that appear as 

s imple to use as a spreadsheet , making the best use of these techniques require 

s o m e understanding of the underlying algorithms. Therefore it is important to 

cons ider carefully how to map features of the problem to input/output layers, 

what (if any) hidden layers to have in between, what learning method to use and 

how to set parameters and initialize the weights. 
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3. Study site 

The University of British Columbia Malcolm Knapp Research Forest was 

established in 1949 as a facility for research, education and demonstration in the 

practice of Forestry. The forest is situated about 60 kilometres East of 

Vancouver, British Columbia, at a latitude 49 18' N, longitude 122 35' W. 

Malcolm Knapp Research Forest - Overview Map 

Fig. 3 Malcolm Knapp Research Forest Overview Map 

The forest is 5,157 hectares in size, with an average width (from west to east) of 

4 km and an average length (from south to north) of 13 km. The area is typical 

lower coastal topography - mountain lakes, steep slopes and rock outcrops in 

the North and more gentle slopes of glacial till in the South. Elevation range from 
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sea level to 1025 meters. For more detailed information, please visit 

www.forestrv.ubc.ca/resfor/mkrf.html. The Research Forest has an extensive 

road network (over 100 km) covering the entire land-base, in a variety of terrain 

conditions and with various degrees of complexity. This, combined with an 

extensive GIS dataset, makes the Research Forest an excelent candidate for 

developing and testing the road model. 

21 

http://www.forestrv.ubc.ca/resfor/mkrf.html


4. Data collection and preparation 

4.1. Data collection 

The dataset contains A rcV iew and Arc/Info coverages as well as 0.5 m 

resolution ortho-photos needed for the project (Table 1). 

Tab le 1 Exist ing and derived datasets use din model ing the forest roads 

Dataset Existing Derived 

Contour l ines V 

Lakes 

Forest cover 

Soi l Bear ing Capac i ty 

S t reams V 

R o a d s 

Open ings 

S lope V 

Side S lopes V 

Curvature 

The actual contour l ines have a 20 m interval and so new contour l ines (5 

m interval) were digitized using an Arc/Info procedure in order to provide a more 
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accurate source for Digital Elevat ion Model creat ion, necessary for a good 

representation of the terrain in a road-model ing project of this level of detail. 

Two coverages were digit ized, each using a different method: 

- 5 m contour l ines were digitized manual ly from 1:10,000 M Y L A R maps 

using the T R A C E module from A r c l N F O 7.2. Th is coverage is extremely 

important for the entire model , s ince it provides the basis for the creation 

of a highly accurate Digital Terrain Mode l (DTM), which is further used to 

generate s lope and curvature grids. The M Y L A R maps were created from 

1:20,000 air photo interpretation done by hand over 15 years ago and are 

very accurate compared to similar information in use e lsewhere in B C 

(Lawson, pers.com.) 

- Eco logy maps were digitized from geo-referenced scanned maps (Klinka 

1975) using the on-screen digitizing procedure. 

After digitizing, elevation data was added to the contour l ines and soil 

information to the ecology maps . The soil data was further p rocessed in order to 

calculate the soil bearing capacity for the entire a rea . For more information on 

soil bearing capacity calculat ion, p lease see Append ix 3. 
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4.2. Data standardization 

For this project, a set of GIS standards were developed and implemented. 

These standards refer to the data format, projection, storage precision, 

registration, file names, metadata and topology. Below is a short description of 

each of these standards. 

Format 

Spatial data is stored in ARC/INFO coverage format. 

Storage Projection and Datum 

The coverages are projected in the Universal Transverse Mercator (UTM) 

Zone 10, and the coordinates are in meters. The datum is North American Datum 

83 (NAD 83 Canada). 

Storage Precision 

Coverages are created in single precision coordinates (preserving about 7 

decimals). This is sufficient for the dataset used in the analysis, as UTM 

projection coordinates can be stored in single precision with meter accuracy. 
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Data registration 

All the existing datasets were subject to affine transformation (a warping 

process that preserves ratio of d istance along the lines) in order to align them 

with the new 0.5 m color ortho-photo to ensure dataset consis tency and 

accuracy. 

Coverage Names 

E a c h coverage 's name is composed of a descriptor referring to its 

thematic content or what kind of information it represents. The next (optional) 

charac te r '_ ' is simply a separator. The rest of the name refers to the road to be 

modeled. This convention is extended to the raster datasets as well . S o m e 

examples of coverage and grid names formed according to the naming scheme 

would be: ' road_h50' , ' Iake_h110' t ' s l ope_a42 \ etc. 

Metadata 

Every coverage has metadata assoc ia ted to it. Metadata is "data about 

data", providing information such as : who is responsible for the dataset, date of 

creat ion, data source, spatial extent, accuracy, etc. 

Clean Topology 

All coverages are topo log ica l ^ c lean and correct and all polygon 

boundar ies meet exactly. 
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4.3.Generating the DEM and the Raster datasets 

The model is raster based which means that a Digital Elevat ion Model 

(DEM) was created as a basis for the elevation information as well as for 

generat ing other raster coverages used in the analys is , such as s lope, curvature, 

etc. A D E M provides a digital representation of a portion of Earth over a two 

dimensional surface. The basic data for a D E M is based on terrain elevation 

observat ions that are derived general ly from one of three sources : digit ized 

contours, photogrammetric data capture (including aerial photography and digital 

satellite imagery), and surveying. D E M s derived from hypsography (topographic 

relief) or contours are perhaps the most common of all sources . 

For this project a Triangulated Irregular Network (TIN) w a s created from 

5m contour l ines, s t reams, lakes and roads, the last three integrated in the model 

as break l ines. Break lines represent a discontinuity in the in the slope of the 

surface and are used for a better representation of the surface and to improve 

the display and analysis of TIN. 

Al l the grids used in the model have a 5 m resolution that enab les them to 

better model the terrain condit ions and also relates to the road width, which in 

most c a s e s is 5 meters as well . Increasing and/or decreas ing this resolution 

would dec rease the m o d e l ' s accuracy by introducing interpolation and 

general izat ion errors. 
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From the new TIN, a raster D E M was created as well as other grids, such 

as : 

- s lope 

- s ide s lopes 

- curvature 

S lope identifies the steepest downhil l s lope for a location on a surface. 

The S lope command takes an input surface raster and calculates an output 

raster containing the s lope at each cel l . The lower the s lope value, the flatter the 

terrain is and the higher the s lope value, the steeper the terrain (ArcGIS Desktop 

Help). 

S ide s lopes represent the s lope from one cell to all neighboring cel ls. 

Curvature represents the fragmentation of the terrain and it's calculated at 

each cell center. A positive curvature indicates that the surface is upwardly 

convex at that cell while negative curvature indicates that the surface is upwardly 

concave at that cel l . A value of zero indicates that the surface is flat (ArcGIS 

Desktop Help). 
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4.4. Artificial Neural Network Processing 

For an A N N to be used as a tool to interpret spatial data, the map 

information must be converted into patterns. T h e s e patterns consist of a value for 

each input theme at a given location. During the training of the A N N , the patterns 

must a lso contain the value of the accepted output value for each location. O n c e 

the trained A N N has produced an interpretive result, the result must be converted 

back into GIS format for the production of an output map, further used in the 

analys is. 

The following G IS layers were used to collect data from: 

- s lope 

- s ide - s lopes (slope to all neighboring cel ls) 

- lakes 

- s t reams 

- soil bearing capacity 

- curvature 

- roads 

The steps required to translate the information, for each input and output 

from A r c l N F O to a P C - b a s e d A N N are outlined below. T h e s e steps begin after 

the data has been automated and is in the form of A r c l N F O coverages . For a 

detai led list of commands used , p lease see Append ix 3. 
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(1) Create the Triangulated Irregular Network (TIN) from 5 m contour l ines, 

including the st reams, lakes and roads as break l ines. 

(2) Genera te the s lope and side s lope grids from the TIN. The raster resolution 

chosen was 5 m. 

(3) Create a grid of points that will be used to collect the information from all 

other layers. The points were equal ly distributed at 5m interval, coinciding with 

the centroids of the cel ls. 

(4) Buffer the lakes, s t reams and roads as fol lows: 

- lakes : 10m buffer 

- s t reams: 20m buffer 

- roads: 5m buffer 

(5) Concatenate the information from all the grids and polygon coverages into the 

point coverage created at Step 3. In this step, a custom made A rc Macro 

Language (AML) program was used in order to combine all the attributes from all 

layers into a single GIS database. The process was done for the entire study 

area , and the A M L program ran for 6 days on a Pent ium III - 900 M h z before the 

data collection was completed. The result is a database with over two million 

records and 15 var iables, database that was imported and stored in Microsoft 

A c c e s s format. 
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5. Analytical Methods 

5 .1 . Training and testing the Artificial Neural Network 

Five case-s tud ies were undertaken to investigate the applicability of 

the model to preliminary forest road design (see Tab le 3). E a c h study had 

an area of approximately one square kilometer, cover ing a variety of relief 

condit ions and road configurations. After running the model , the resulting 

roads were compared to the existing roads on the ground and a spatial 

autocorrelation coefficient was calculated in each case . 

Tab le 2 R o a d s modeled and criteria utilized to select the study datasets 

Study Road name Length 
(m) 

R o a d 
complexity 

Terrain 
condit ions 

Training 
dataset 

1 H50 1,065 S imple 
S teep 

(over 30°) 

Loca l 

2 H110 1,151 Med ium 
Steep 

(over 30°) 
Local 

3 H90 1,554 Comp lex 

S teep 

(over 30°) 
Loca l 

4 A 4 2 715 S imple Flat 

(0-15°) 

Loca l 

5 LOO 3,406 Comp lex Med ium 

( 1 5 ° - 3 0 ° ) 

External 

For each road that was modeled, a smal ler dataset (40000 - 65000 

records) was cl ipped from the database created in step 5 to be used in analys is . 

The smal ler dataset cl ipped in the previous step was then exported in ASCI I 

30 



format, using M S A c c e s s Export function, in order to be compatible with QwikNet 

Profess ional Neural Network software (http://qwiknet.home.comcast.net). 
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Fig.4 Location map for all roads modeled 



A two layer back - propagation A N N with 5 neurons in each hidden layer was 

used for this project. The neural network implemented is a feed-forward multi

layer perceptron, which simply means that it is made up of several layers and the 

data propagates forward through the network from input to output. The first layer 

is cal led the input layer and contains one node for each of the inputs in the 

training data file. The last layer is cal led the output layer and contains one 

neuron for each of the network outputs. Between the input and output layers 

there is one hidden layer, containing five neurons. E a c h neuron is connected to 

every other neuron in adjacent layers by a set of weights. The weights define the 

'strength' of the flow of information from one layer to the next through the 

network. E a c h weight can take on any positive or negative value. "Training" a 

neural network is simply the process of determining an appropriate set of weights 

so that the network accurately approximates the input/output relationship of the 

training data. 

W h e n a grid cell is p rocessed , the va lues assoc ia ted with that cell are sca led 

automatical ly by the software and become the va lues of the input nodes. Data 

scal ing is essent ia l for neural networks to be able to properly learn from training 

data. The type of activation function chosen for the output layer determines the 

range that the training data must be sca led for. T h e s e sca led va lues are then 

passed to the nodes in the hidden layer connected to the input nodes. However, 

rather than being passed directly, they are first multiplied by the weight 

assoc ia ted with the connect ions between the nodes. The receiving node then 

appl ies a s igmoid function to the sum of va lues they receive and the result is 
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passed to the nodes in the output layer. The following parameters were 

considered as input for the neural network: 

Table3. Input parameters for the neural network 

Variable name Description 

Slope Slope for the cell that is processed (percents) 

2. Slope_NO 

Slope_NW 

Slope_WE 

Slope_SW 

Slope_SO 

Slope_SE 

Slope_EA 

Slope_NE 

Variables 2 to 9 represent side slopes in percents as show in 

the diagram below: 

Slope_NE Slope_NO Slope_NW 

Slope_WE Slope Slope_EA 

Slope_SW Slope_SO Slope_SE 

10. Lake 

Presence or absence of a lake 

1 if a lake is present 

0 if there is no lake 

11 Stream 

Presence or absence of a stream 

1 if a stream is present 

0 if there is no stream 

12 QF Soil bearing capacity 

13 Curvature Terrain curvature 

14 Road 

Presence or absence of a road 

1 if a road is present 

0 if there is no road 
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The final neural network architecture is shown in the figure below: 

Inputs Hidden l a y e r 
Slope 
Slope_NO 
Slope_NW 

Slope_WE 

Slope_SW 

Slope_SO 
Slope_SE 
Slope_EA 

Slope_NE 

Lakes 
Streams 
QF 

Curvature 

Fig.5 Architecture of the Neural Network used in modeling the roads 

Output 

Roads 

Once the architecture and learning method were chosen, and the training 

parameters were set, the training session started with sample data 

(approximately 7 0 % of the entire dataset), so the internal weights can start to 

adjust and learn patterns and trends in the data. Initially, the weights assigned to 

each connection are set to random values. The weights are then adjusted based 

upon the training data by undergoing many iterations of a training function, such 
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as the back-propagat ion. The back-propagat ion is the most commonly used 

training algorithm for neural networks. The weights (w) are updated as fol lows: 

Awij(t) = -ri 
SE(t) 
Swij(t) 

+ aAwij(t -1) 

where is the learning rate and a is the momentum. 

The learning rate parameter controls the rate at which the neural network learns 

and the momentum parameter controls the influence of the last weight change on 

the current weight update. Higher values for these parameters lead to faster 

learning but this can cause the network to be unstable and stop learning. 

The relationship learned by the N N must be tested before being used in 

predict ions, in order to determine the quality of the knowledge. Test ing of the 

trained N N requires that inputs, but not the outputs, for another portion of the 

training data be presented to the N N . The accepted output is compared to the 

output produced by the N N to see if the N N ' s output is acceptable. If the output 

produced by the trained N N is correct within accepted error ranges ( R M S error < 

0.1), the N N can be used with new data. The testing dataset was represented by 

the remaining 3 0 % of the dataset. 
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5.2. Predicting on new data 

After the net is trained, it was used to predict based on input data. The 

results of these predictions consisted in a numerical representation of the 

"l ikel ihood" of a given cell to contain a road. The resulting va lues range from 0 to 

1, with 0 representing cel ls with the lowest l ikelihood to contain a road (for 

example a cell that is on a lake) and 1 representing cel ls with the highest 

l ikelihood to contain a road (for example a cell that is on an existing road). The 

resulting va lues were represented in a G IS format as a new cost surface. 

5.3. Creating the cost surface 

To calculate the cost value for each cel l , a new field was added to the 

da tabase and the cost was calculated using the equation [1]: 

Cost = [3] 
Likelihood 

In other words, the cost of having a road on a specif ic cell is inversely 

proportional to the likelihood of that cell to contain a road (the higher the 

l ikel ihood, the smal ler the cost and vice versa). This new variable w a s utilized in 

producing the cost surface on which the A r c l N F O optimal path function was run. 
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5.4. The optimal path algorithm 

With the addition of this new resultant cost surface, an optimal path 

function was run to trace the optimal path between two or more cel ls. Instead of 

calculat ing the actual d istance (Eucl idean distance) from one point to another, 

the function determines the shortest weighted distance (or accumulated travel 

cost) from each cell to the nearest cell in the set of source cel ls. The weighted 

distance functions apply "distance" not in geographic units but in cost units. 

The optimal path function will return either the least cost path between the 

source(s) and destination(s) or a corridor of the least cost paths, respectively. In 

our c a s e , the source cells represent the existing road network and the destination 

cel ls represent landings. 

Tracing the optimal path is a two-step process: 

- Run the P A T H D I S T A N C E function 

- Run the C O S T P A T H function 

The P A T H D I S T A N C E function calculates the accumulat ive cost over a cost 

surface, and also compensates for the horizontal and vertical factors influencing 

the total cost of moving from one location to another. The results from 

P A T H D I S T A N C E function are used as input in C O S T P A T H and C O R R I D O R grid 

functions. T h e s e functions return either the least cost path between the source(s) 
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and destination(s) or a corridor of the least cost paths, respectively. In our case , 

the source cel ls represent the existing road network and the destination cel ls 

represent landings. 

The P A T H D I S T A N C E function calculates the shortest weighted distance (or 

accumulated travel cost) from each cell to the nearest cell in the set of source 

cel ls. The function creates three output grids: 

1. the cost-distance grid 

2. the cost-backl ink grid 

3. the cost-al location grid 

1. The first step in calculating the cost-distance grid is to identify the source 

cel ls. Then the cost to travel to each neighbour that adjoins a source cell is 

determined. Next, each of the neighbour cells is ordered from least costly to most 

costly in a list. The cell location with the least cost is then removed from the list. 

Finally, the least-accumulat ive cost to each of the neighbours of the cell that was 

just removed from the list is determined. 

0 

0 

rj 

Active accumulat ive cost cell list 

2.0 2.5 2.5 3.5 4.0 4.5 4.5 4.9 
5.7 6.4 7.1 

I Value=No Data 

0 Source cells 

Neighbourhood cell to be added to active 
list 

Fig 6. The algorithm for calculat ing the accumulat ive cost 
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The process is repeated until all cel ls on the grid have been ass igned an 

accumulat ive cost. The grid does not show which source to return to or how to 

get there. The accumulat ive values are based on the cost unit specif ied on the 

cost surface. 

2. The cost- backlink grid with a value range from 0 to 8 that can be 

used to reconstruct the route to the source. E a c h value (0 through 8) identifies 

which neighbouring cell to move into to get back to the source. The source cel ls 

are ass igned to 0 s ince they have reached the goal (the source). If a cell on the 

back-l ink is ass igned 1, the cell immediately to its right will lead to the source with 

the least costly path. The lower right diagonal cell will be ass igned 2, directly 

south would be value 3 and so forth. 

1 0 0 5 4 5 
7 1 0 5 5 6 
3 8 7 6 6 3 
3 5 7 3 4 
3 4 4 4 5 
0 5 5 5 5 5 

6 7 8 
5 0 1 
4 3 2 

Fig 8: Back- l ink positions in the back-link grid 

Fig 7: The algorithm for calculat ing the cost back-l ink grid 
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3 . The cost-allocation grid identifies which cells will be al located to which 

source, on the basis of the lowest accumulat ive cost to reach the source. 

1 1 1 1 1 1 
1 1 1 1 1 1 
2 1 1 1 1 2 
2 2 1 H I 2 2 
2 2 2 2 2 
2 2 2 2 2 2 

Fig 9: The algorithm for calculating the cost allocation grid 

In s imple terms, the cost-distance grid represents how much it would cost 

each cell to reach a cell location from a source via the least-cost path. The cost-

j 

allocation grid def ines, for each cel l , the least costly source and the cost back-

link identifies how to retrace the path to the source from the destination location. 
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5.5. Model calibration and testing 

The value of a prediction with a model is only as good as the ability of the 

model to be effectively val idated. The validation involves testing the model 's 

predictive capabil i t ies with information other than that used in running the model . 

In other words, the road modeled has to be compared with the same existing 

road from the field. Al though the existing road might not be perfect from an 

engineer ing point of view, it is the best knowledge representation we have with 

respect to that road. Therefore, the measure of s u c c e s s for a modeled road is 

represented by the similarity of that road with the existing road from the field. 

The basic validation approach was to replicate an existing road from the 

study area and then to compare the model 's output to the existing road with 

respect to the length and spatial autocorrelation coefficient. 

The process has two phases : 

- the visual phase in which the newly modeled road is a s s e s s e d visual ly 

and in which a meaningful range of va lues for the P A T H D I S T A N C E 

function parameters is establ ished 

- the analytical phase in which the length and the spatial autocorrelation 

coefficient were calculated and compared for different runs and the 

best parameters were chosen to predict a new road in the study area 
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Spatial autocorrelation is a measure of the similarity of objects within an 

area. (ArcGIS help file). A spatial object can have at least two types of attributes: 

1. aspatial attributes, such as: elevation, slope, aspect etc) 

2 . spatial attributes represented by the location of objects in a specified 

coordinate system. From an object based view of spatial data, spatial 

autocorrelation measures the relationship between the difference of 

the aspatial attributes of objects with the distance between the objects. 

In our case the a-spatial attributes are represented by a Boolean value (0 for 

cells with no road and 1 for cel ls with roads) and spatial attributes are 

represented by x, y coordinates for a specif ic object. 

Figure 10 presents two spatial objects (in this case two roads) which are 

c lose together, have similar a-spatial descriptors and therefore are highly 

spatially correlated. Figure 11 presents an example of low spatial autocorrelation 

where objects with similar a-spatial descriptors are more far apart in space. 

• 0. 08 

Fig. 10: A n example of high spatial Fig. 11: A n example of low spatial 

autocorrelation autocorrelation 
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Goodch i ld (1996) identifies two objects that are very c lose together and 

have very different a-spatial attributes as having a negative spatial 

autocorrelat ion. In the context of A r c l N F O G R I D module, the objects correspond 

to cel ls and the a-spatial descriptors or attributes correspond to cell va lues. 

The formula for calculating the C O R R E L A T I O N index is: 

n n n 

k k k 

The general notation used in correlation formulas and their G R I D 

interpretation are the following: 

n - the total number of cel ls in a grid 

i - any cell on the first input grid 

j - any cell on the second input grid 

Zj - the value of the attribute of cell i 

Zj - the value of the attribute of cell j 

z> - the mean value of the attribute of the first grid 

Z j - the mean value of the attribute of the second grid 

Cy - the similarity of i's and j 's attributes : z ^ z ^ 
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In the terms of the above notation, spatial autocorrelation is simply a measure of 

the attribute similarities in the set of cij with the locational similarit ies, and then 

summing the results into a single coefficient (Goodchi ld , 1986). 

O n c e the model is successful ly cal ibrated, it can be used to project future 

roads in the study area. B e c a u s e these predictions cannot be verified at the t ime, 

they must be understood in terms of probabilit ies. The predictions are thought to 

be a good starting point for the special ist in developing a new forest road. Even if 

the route selected is not perfect from an engineering point of view, it still can 

provide good information for the forest road-planning engineer. For preliminary 

planning the important thing is the relative usefu lness of road routes, not the 

exact road layout. The route selected by the computer should be modified based 

on the knowledge and exper ience of the special ist as well as the exact terrain 

condit ions surveyed in the field. 
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6. Results and discussions 

This chapter presents the results for the 5 - c a s e study ana lyzed (see Tab le 2) 

E a c h study addresses a certain combinat ion of factors that influence road design 

and construct ion, including: terrain condit ions, stream cross ings, road complexity 

and configuration, etc. To help evaluate the performance of the model , for each 

road studied, the model was run on two cost sur faces: one generated by the 

neural network, which accounted for all 12 parameters (see Tab le 3) and the 

other by a more traditional approach (Sess ions , 1993), which typically accounts 

for only two parameters, s lope and curvature. 

The evaluation criteria used for the proposed road was the spatial autocorrelation 

coefficient calculated for the following combinat ions: 

1. neural net road - existing road 

2. slope-curvature road - existing road 

H50 was the first road modeled. It has a relatively s imple layout but was 

constructed on very steep terrain (Fig 12), making it suitable to test the model 's 

performance in high s lope areas. The second road modeled was H90, with a 

more complex des ign, on very steep slope and with three swi tchbacks (Fig13). 

The road H110 is the third road modeled, in an area with many st reams and 

lakes with a moderate to steep s lope. It is composed of two segments that join 

together in a "Y" shape, each segment linking a landing to the main road (Fig 14). 

The forth road modeled is A42, which is a very s imple segment of road, on an 

area that is not steep but is c rossed by numerous streams (Fig. 15). The last 
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road modeled was LOO, on the North s ide of Loon Lake , and it is composed of 

four segments of road linked together. Th is experiment was conducted to test the 

applicabil ity of the model in areas with no roads and therefore no possibility to 

train the Neural Network. The training dataset utilized comes from H90 - H110 

area (Fig 16), that has similar characterist ics with the area North of Loon Lake 

where the model was appl ied. 

The Vertical Factor 

The P A T H D I S T A N C E function utilized in the model was run using different 

va lues for the vertical factor (VF) parameter. Th is parameter takes into account 

the cost necessary to overcome the slope between two cel ls. To calculate the 

VF , the vertical angle or s lope is calculated between cel ls from the z va lues 

ass igned to each location and then the slope is correlated to a vertical factor on a 

graph. There may be a threshold angle such that if the s lope exceeds this angle, 

then the cost is so great that it becomes a barrier to travel. Th is threshold is 

referred to as the cut-angle. The V F is ass igned to infinity when the s lope 

exceeds the cut-angle. Examp les of the cut-angle va lues are shown in the table 

below: 

Tab le 4 Cut-angle values for road H50 

Runs Cut-angle (percents) Cut-angle (degrees) 

1 100 45 

2 30 16.7 

3 10 5.7 
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For H50 , the model was run using a range of va lues for the cut-angle, from 1% to 

100%. A visual inspection of the map (Fig 12) shows that the smal ler the cut-

angle value is, the c loser the modeled road is to the original. The best fit is 

ach ieved at a cut-angle value of 10% , which is suitable for forest road des ign. 

O n c e the appropriate parameters were establ ished, the model was run and the 

road length and spatial autocorrelation coefficient were calculated. 

For the other roads, the P A T H D I S T A N C E function was run without using the cut-

angle parameter and therefore without limiting the maximum slope for the road. 

By removing the cut-angle from the equat ion, other parameters than s lope (e.g. 

st ream cross ing, lakes, networking, etc) became more important in choos ing the 

optimal path for this road. However, this led to creating a proposed road with 

s lopes greater than the maximum slope admiss ib le for a forest road. By 

introducing the cut-angle parameter in the P A T H D I S T A N C E function, there is a 

risk that the algorithm stops when no viable alternatives (cells with s lope smal ler 

than the cut-angle parameter value) can be found. In real life, when situations 

like this occur, the planner can prescribe blasting and/or cut and fill operat ions to 

overcome the obstacle. 

48 



The road length 

Tab le 5 shows that the lengths of the neural network model roads are c loser to 

their corresponding existing road than the length of the slope-curvature model 

roads. This is important because the cost of building and maintaining a road is 

directly related to the length of that road. 

Table5: Road lengths table for all roads modeled 

Road Name Length (m) Road Name 

Original Neural 

Network 

S lope - Curvature 

H50 1065 1059 1383 

H90 1554 1652 2609 

H110 1151 1004 1459 

A 4 2 714 856 976 

LOO 3406 3401 8401 

The neural network road length var ies from 8 7 % of the original road in c a s e of 

H110 to 120% of the original in case of road A 4 2 . The roads predicted with the 

slope-curvature model vary in length from 127% for H90 to 2 4 7 % for L O O . 
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Stream cross ings 

By visual ly inspecting all the maps, it can be seen that in all c a s e s the roads 

modeled with the neural network have fewer stream cross ings than the roads 

modeled using slope-curvature (also see Table 6). This indicates that the neural 

network has learned from the training dataset that stream cross ings are 

"expensive" and therefore ass igned a high cost to them. B e c a u s e of the high 

cost, the optimal path algorithm, which is trying to minimize the total cost of the 

road, avoided those areas. 

Tab le 6 S t ream crossings for all roads modeled 

Road 
St ream cross ings 

Road 
Original Neural Network S lope-Curvature 

H50 0 0 0 

H90 0 0 3 

H110 0 0 6 

A42 2 2 1 

LOO 5 2 -
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The spatial autocorrelation coefficient 

The spatial autocorrelation coefficient was calculated for all the modeled roads, 

to shows the degree of similarity between the original road, the neural network 

road and the slope-curvature road. 

Table7:Spat ia l autocorrelation coefficient va lues for all roads modeled 

R o a d 

modeled 

Spatial autocorrelation coefficient R o a d 

modeled Original - Neural Network Original - S lope-Curvature 

H50 0.40 0.12 

H90 0.41 0.10 

H110 0.30 0.08 

A 4 2 0.29 0.08 

LOO 0.28 0.04 

Tab le 7 shows that in all c a s e s the spatial autocorrelation coefficient between the 

original road and the neural network model is much higher than the spatial 

autocorrelat ion coefficient calculated for the s lope curvature model . Tab le 8 in 

Append ix 2 shows a graphical representation of the spatial autocorrelation 

dif ferences between the neural network model and the s lope curvature model . 
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7. Conclusions and Recommendations 

The research conducted for this thesis attempted to determine whether 

artificial neural networks combined with G IS techniques might be useful in 

preliminary design of roads in forestry. First, a cost surface was derived using a 

neural network algorithm (back-propagation) and then an optimal path algorithm 

( P A T H D I S T A N C E ) was run on the generated cost surface. Finally, the resulting 

roads were compared to the same roads generated by a slope-curvature model 

in terms of length, stream crossings and spatial autocorrelation 

The results indicate that forest roads can be predicted with a certain degree 

of accuracy, although the accuracy of the prediction may not be suitable for some 

appl icat ions. In all c a s e s , the neural network model performed better than the 

slope-curvature model . This technique may be useful for practical forestry in 

situations when very accurate GIS data is avai lable and the cost of preliminary 

field work is prohibitively expens ive. The utility of this method will increase once 

high accuracy data collection technologies became cost effective and provide 

very accurate terrain data for G I S model ing, (e.g. 'L IDAR - Light Detect ion A n d 

Ranging - with approximately 1 meter horizontal accuracy and 0.3 meters 

vertical accuracy) . 
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This project is just a starting point for the computer model ing of forest road 

planning using G I S . There is much room for improving and exploring. From an 

operational standpoint it would be useful to redo the analys is using T R I M (Terrain 

Resou rce Information Management ) data, provided by the Ministry of 

Environment, for an area larger than the Malco lm Knapp Resea rch Forest. 

O n e of the d isadvantages of this model is that the predicted roads might have 

a very short turning radius, because the algorithm is based on a cell-by-cell 

select ion and therefore further studies are needed in order to accommodate 

logging vehic le requirements. 

Another shortcoming of the model is that it doesn' t take into account 

earthwork calculat ions around horizontal curves and through vertical curves. 

Th is , combined with a P A T H D I S T A N C E algorithm that doesn' t use C U T A N G L E 

va lues can lead to the creation of steep road segments that are not feasible from 

an engineering point of view. 

Addit ionally, experiments could be performed to study the model 's behavior in 

areas with no road network, or where the road network is poorly deve loped. Th is 

will al low the integration of this model with other forest management models that 

are usually appl ied to large forested areas over multiple harvest periods (e.g. 

Forest Planning Studio, C A R P P , etc). 

O n e limitation of the approach taken by this research is that in the process of 

training the artificial neural network utilized only one algorithm (back-

propagation). Future work might attempt to investigate this issue, by testing 

different algorithms with different training parameters. 
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O n e of the most beneficial improvements would be to develop a user-

interactive and integrated sys tem, where the road locating procedure can be 

used for drawing the road network and where the users would be al lowed to 

make changes to the network thus des igned. 
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Append ix 1 - Maps 



lBC,Jm»20O1 

Fig. 12 Map of road H50 
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Preliminary Road Layout for MKRF H90 
Model 1 Model 2 

U B C , July 2001 

F i g . 1 3 M a p o f road H90 



Preliminary Road Layout for MKRF H 1 1 0 - Study 1 0 

Neural Network Model Slope - Curvature Model 
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Fig. 14 Map of road H110 
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Preliminary Road Layout for MKRF A42 
Study 1 Study 2 

Legend: 
Contour Lines 

5m Interval 

Roads 
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Study 1 
Model 4(NN, noHF, Slope - 1.0) 
— — Length = 910.98 m 
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Model 1(NN, noHF, Hcutangle - 6) 
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Fig 15 Map of road A42 



Preliminary Road Layout for MKRF LOO 
H110 

Fig 16 Map of road LOO 
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Append ix 2 - Spat ia l autocorrelation 



Table 8 Spatial autocorrelation comparison table for the 5 roads modeled 

Road Original - Neural Network Original - S lope Curvature 

H50 /\ A 
C = 0.40 C = 0.12 

H90 \ 
C = 0.41 C = 0.10 

H110 Y 
C = 0.30 

If 
C = 0.08 
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Road Original - Neural Network Original - S lope Curvature 

A42 k 
C = 0.29 C = 0.08 

LOO A C = 0.28 C = 0.04 
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Appendix 3: Soi l bearing capacity 

The ultimate soil bearing capacity (qf) is defined as the least pressure which 

would cause shear failure of the supporting soil immediately below and adjacent 

to a foundation (R .F . Cra ig , 1992). 

The ultimate soil bearing capacity can be express by T e r z a g h i ' s formula: 

qf=l-yBNr+cNc+DNq [5] 

Where : 

Y - unit weight of a soil and represents the ratio between total weight and total 

vo lume 

B - width of footing (B = 0.80m) 

c - sheer strength parameter 

D - depth of footing (D = 0.10m) 

Nr, Nc, Nq - bearing capacity factors 

The values for^ and c have been obtained from Level I Stability Ana lys is 

Documentat ion by Hammond et al (1992) and the va lues forAf, , Nc, Nq have 

been extrapolated from a graph from Cra ig (1992), pp 305. 
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Appendix 4: A rc lNFO funct ions and procedu 



1. S L O P E - identifies the rate of maximum change in z value from each cel l . 

SLOPE(<gr id> { D E G R E E | P E R C E N T R I S E } ) 

SLOPE(<gr id> , <z_factor>, { D E G R E E | P E R C E N T R I S E } ) 

Arguments 

<grid> - any valid combinat ion of grids, sca lars , numbers, operators and 

functions that produces an output grid. 

{ D E G R E E | P E R C E N T R I S E } - keywords specifying the units in which the value 

of s lope will be expressed . 

D E G R E E - with this option the inclination of s lope will be calculated in degrees. 

P E R C E N T R I S E - keyword to output the percent r ise, a lso referred to a s the 

percent s lope. 

<z_factor>- the number of ground x, y UNITS in one surface ZUNIT . The <grid> 

Z U N I T S are multiplied by the specif ied <z_factor> to adjust the output grid 

Z U N I T S to another unit of measure . The default va lue of the <z_factor> is 1 . 

Higher z va lues will result in a more exaggerated relief (surface) and thus in a 

more extreme shading. 

2 . B U F F E R - creates buffer polygons around speci f ied input coverage features. 

B U F F E R <in_cover> <out_cover> {buffer_item} {buffer jable} {buffer_distance} 

{ fuzzy jo le rance} {LINE | P O L Y | POINT | N O D E } { R O U N D | FLAT} {FULL | 

L E F T | RIGHT} 

Arguments 

<in_cover> - the coverage containing features to be buffered. 

<out_cover> - the coverage to be created. 

{buffer_item} - an item in the feature attribute table of <in_cover> whose value is 

used as the feature's buffer distance. If a buffer table is used , the {bufferjtem} 

functions as a lookup item in {buffer_table}. 
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{buffertabie} - an INFO lookup table which lists a buffer d istance for each 

{bufferjtem}. A {buffer_table} can be specif ied only if {bufferjtem} is speci f ied. 

The {buffer_table} contains at least two items. 

{bufferjtem} - defined the same as {bufferjtem} in the <in_cover> feature 

attribute table. The {buffer_table} must be sorted on this item in ascend ing order. 

DIST - the buffer distance for each {bufferjtem} value. DIST must be defined as 

a numeric item (i.e., N, I, F, or B). A lookup table will categor ize item va lues. The 

use of lookup tables is descr ibed in Managing Tabular Data, 

{bufferjdistance} - the distance used to create buffer zones around <in_cover> 

features when {bufferjtem} or {bufferjtem} and {buffer_table} are not speci f ied. 

The default d istance is 0.125 coverage units. This default buffer d istance will be 

appl ied whenever this argument is sk ipped with a '#', omitted, or a d istance of 0 

is speci f ied. The smal lest buffer d istance that can be computed is 0 .00000005 

coverage units. Specifying a buffer d istance below this threshold will result in an 

empty output cover. For polygon features, if a negative buffer d istance is used , 

buffers will be generated on the insides of polygons. 

{fuzzy_tolerance} - the minimum distance between coordinates in the output 

coverage. A value of 0 will not be accepted. The default fuzzy tolerance is 

determined as follows: 

1) To lerance values are read from the coverage T O L file if it exists. 

2) If no T O L file exists and the width of the B N D is between 1 and 100, the 

tolerance is 0.002. 

3) Otherwise, the tolerance is 1 /10,000 of the width or height of the B N D , 

whichever is greater. 

{LINE | P O L Y | P O I N T | NODE} - the feature c lass to be buffered: 

L INE - arcs will be buffered. This is the default option. 

P O L Y - polygons will be buffered. 

P O I N T - points will be buffered. 

N O D E - nodes will be buffered. 
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{ R O U N D | FLAT} - for l ines, the shape of the buffer at the line end points. 

R O U N D will make an end in the shape of a half-circle. F L A T will construct 

rectangular line endings with the middle of the short s ide of the rectangle 

coincident with the end point of the line. 

{FULL | L E F T | RIGHT} - for l ines, the buffer may be generated on either s ide 

(FULL) , or a "half buffer" may be generated to the topological left ( LEFT) or right 

s ide of a line (RIGHT) . S e e notes for a further explanation of the concept of a half 

buffer. 

3 . I N T E R S E C T - computes the geometric intersection of two coverages. Only 

those features in the area common to both coverages will be preserved in the 

output coverage. 

I N T E R S E C T <in_cover> <intersect_cover> <out_cover> { P O L Y | L INE | POINT} 

{ fuzzy jo le rance} {JOIN | N O JOIN} 

Arguments 

<in_cover> - the coverage whose polygon, line or point features will be 

intersected with the <intersect_cover>. 

<intersect_cover> - the overlay coverage containing polygon features. 

<out_cover> - the coverage to be created. 

{ P O L Y | LINE | POINT} - the <in_cover> feature c lass to be overlaid and 

preserved in the <out_cover>. 

P O L Y - polygon-on-polygon overlay. This is the default option. 

L INE - l ine-in-polygon overlay. 

P O I N T - point-in-polygon overlay. 
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{fuzzy_tolerance} - the minimum distance between coordinates in the output 

coverage. By default, the minimum fuzzy tolerance value from input and intersect 

coverages is used . It is determined as fol lows: 

1) To lerance values are read from the existing coverage T O L file. 

2) If no TOL file exists and the width of the B N D is between 1 and 100, the 

tolerance is 0.002. 

3) Otherwise, the tolerance is 1 /10,000 of the width or height of the B N D , 

whichever is greater. 

A fuzzy tolerance value of 0 will not be accepted by I N T E R S E C T . 

{JOIN | NOJOIN} - speci f ies whether all items in both the <in_cover> feature 

attribute and <intersect_cover> P A T will be joined into the output coverage 

feature attribute table. 

JO IN - all feature attribute items from both coverages will appear in the output 

coverage feature attribute table. If a duplicate item is encountered, the item in the 

input coverage will be maintained and the one in the join file will be dropped. This 

is the default option and is used unless N O J O I N is speci f ied. 

N O J O I N - only the feature's internal number (cover#) from the input coverage 

and the intersect coverage are joined in the output coverage feature attribute 

table. This option is useful in reducing the s ize of the output coverage feature 

attribute table. The relate environment is then used to relate to other tables 

containing the attributes of output coverage features. 
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4. P A T H D I S T A N C E - calculates, for each cel l , the least-accumulat ive-cost 

d istance over a cost surface from a source cell or a set of source cel ls while 

account ing for surface distance and horizontal and vertical cost factors. 

PATHDISTANCE(<sou rce_g r i d> , {cost_grid}, {surface_grid}, {horiz_factor_grid}, 

{horiz_factor_parm}, {vert_factor_grid}, {vert_factor_parm}, {o_backlink_grid}, 

{o_allocate_grid}, {max_distance}, {value_grid}) 

Arguments 

<source_grid> - a grid that identifies those cells from which a least-accumulat ive-

cost d istance is calculated to each cel l . The input value types can be either 

integer or floating point. 

{cost_grid} - a grid defining the impedance or cost to move planimetrically 

through each cel l . The value at each cell location represents the cost per unit of 

surface distance for moving through the cel l . E a c h cell location value is 

multiplied by the cell resolution (while a lso compensat ing for d iagonal movement) 

to obtain the total cost of passing through the cel l . The va lues on the {cost_grid} 

can be integer or floating point, but they cannot be negative (you cannot have a 

negative cost). 

{surface_grid} - a grid identifying the z-values at each cell location. The va lues 

are used to calculate the actual surface distance that will be covered when 

pass ing between cel ls. 

{horiz_factor_grid} - a grid defining the horizontal direction at each cel l . The 

va lues on the grid must be integers ranging from 0 to 360 with 0 degrees being 

north, or towards the top of the sc reen, and increasing c lockwise. Flat a reas 

should be given the value of - 1 . The va lues at each location will be used in 

conjunction with the {horiz_factor_parm} in order to determine the horizontal cost 

incurred when moving from a cell to its neighbours. 

{horiz_factor_parm} - def ines the relationship between the horizontal cost factor 

and the horizontal relative moving angle (HRMA). The input parameter may be 

one of several keywords (and modifiers) identifying a defined horizontal factor 
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graph or an ASCI I file that creates a custom graph. The graphs are used to 

identify the horizontal factor that will be used in calculat ing the total cost for 

moving into a neighbouring cel l . If the parameter is used with any modifier, the 

string must be double quoted. 

The format for the horizontal parameter is: 

"keyword { m o d i f i e M ... modifier_n}" 

If no keyword is speci f ied, the default horizontal parameter is B I N A R Y . 

In the explanat ions of the horizontal factor keywords and modifiers, two 

acronyms are used: 

- H F stands for the horizontal factor defining the horizontal difficulty that is 

encountered in moving from one cell to the next. 

- H R M A stands for the horizontal relative moving angle, which identifies the angle 

between the horizontal direction from a cell and the moving direction. 

Horizontal-factor keywords: 

B I N A R Y - indicates that if the H R M A is less than the cut angle, the H F is set to 

the value assoc ia ted with the zerofactor; otherwise it is infinity. 

F O R W A R D - establ ishes that only forward movement is a l lowed. The H R M A 

must be greater or equal to 0 and less than 90 (0 <= H R M A < 90). If the H R M A 

is greater than 0 and less than 45 degrees, the H F for the cell is set to the value 

assoc ia ted with the zerofactor. If the H R M A is greater than or equal to 45 

degrees, then the side value modifier value is used. The H F for any H R M A equal 

to or greater than 90 degrees is set to infinity. 

L I N E A R - defines that the H F is a l inear function of the H R M A . 

I N V E R S E J J N E A R - speci f ies that the H F is an inverse linear function of the 

H R M A . 

T A B L E - identifies that an ASCII file will be used to define the horizontal-factor 

graph used to determine the H F s . The name of the table is entered as a modifier 

after a blank space following the keyword. 
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Modif iers to the horizontal keywords: 

Z E R O F A C T O R - establ ishes the horizontal factor to be used when the H R M A is 

0. This factor posit ions the y-intercept for any of the horizontal-factor functions. 

C U T A N G L E - defines the H R M A angle beyond which the H F will be set to 

infinity. 

S L O P E - establ ishes the s lope of the straight line used with the L I N E A R and 

I N V E R S E L I N E A R horizontal-factor keywords. The s lope is speci f ied as a 

fraction of rise over run (i.e., 45 percent s lope is 1/45, which is input as 0.02222). 

S I D E V A L U E - establ ishes the H F when the H R M A is greater than or equal to 45 

degrees and less than 90 degrees for the F O R W A R D horizontal-factor keyword 

is speci f ied. 

tab le_name - identifies the name of the ASCII table defining the H F . It is used in 

conjunction with the T A B L E horizontal-factor keyword. 

{vert_factor_grid} - a grid defining the z-values for each cell location. The va lues 

are used for calculating the s lope that is used to identify the vertical factor 

incurred when moving from one cell to another. 

{vert_factor_parm} - def ines the relationship between the vertical cost factor and 

the vertical relative moving angle ( V R M A ) . The input parameter may be one of 

several keywords (and modifiers) identifying a defined vertical factor graph or an 

ASCI I file creating a custom graph. The graphs are used to identify the vertical 

factor that will be used in calculating the total cost for moving into a neighbouring 

cel l . If the parameter is used with any modifier, the string must be double 

quoted. 

The format for the vertical parameter is: 

"keyword { m o d i f i e M ... modifier_n}" 

If no keyword is speci f ied, the default vertical parameter is S E C . 
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In the explanat ions of the vertical-factor keywords and modif iers, two acronyms 

are used: 

- V F stands for the vertical factor defining the vertical difficulty that is 

encountered moving from one cell to the next. 

- V R M A stands for the vertical relative moving angle, which identifies the s lope 

angle between the F R O M or processing cell and the T O cel l . 

Vert ical-factor keywords: 

B I N A R Y - speci f ies that if the V R M A is greater than the low-cut angle and less 

than the high-cut angle then the V F is set to the value assoc ia ted with the 

zerofactor; otherwise it is infinity. 

L I N E A R - indicates that the V F is a l inear function of the V R M A . 

S Y M J J N E A R - def ines that the V F is a l inear function of the V R M A in either the 

negative or positive side of the V R M A , respectively, and the two l inear functions 

are symmetr ical with respect to the V F (y) axis. 

I N V E R S E J J N E A R - indicates that the V F is an inverse l inear function of the 

V R M A . 

S Y M J N V E R S E J J N E A R - identifies that the V F is an inverse l inear function of 

the V R M A in either the negative or positive side of the V R M A , respectively, and 

the two linear functions are symmetr ical with respect to the V F (y) axis. 

C O S - def ines the V F as the cos ine-based function of the V R M A . 

S E C - identifies the V F as the secant -based function of the V R M A . 

C O S - S E C - indicates that the V F is the cos ine-based function of the V R M A when 

the V R M A is negative and the secant -based function of the V R M A when the 

V R M A is nonnegative. 

S E C - C O S - speci f ies that the V F is the secant -based function of the V R M A when 

the V R M A is negative and the cos ine-based function of the V R M A when the 

V R M A is nonnegative. 

T A B L E - identifies that an ASCII file will be used to define the V F s . The name of 

the table is entered as a modifier after a blank space following the keyword. 
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Modif iers to the vertical-factor keywords: 

Z E R O F A C T O R - establ ishes the vertical factor to be used when the V R M A is 0. 

This factor posit ions the y-intercept of the specif ied function. By definition, the 

zerofactor is not appl icable to any of the trigonometric vertical functions ( C O S , 

S E C , C O S _ S E C , or S E C _ C O S ) . The y-intercept is defined by these functions. 

L C U T A N G L E - def ines the V R M A angle below which the V F will be set to infinity. 

H C U T A N G L E - defines the V R M A angle above which the V F will be set to 

infinity. 

S L O P E - establ ishes the s lope of the straight line used with the L I N E A R and 

I N V E R S E J J N E A R vertical-factor keyword. The slope is specif ied as a fraction 

of rise over run (e.g., 45 percent s lope is 1/45, which is input as 0.02222). 

tab le_name - identifies the name of the ASCII file defining the V F . It is used in 

conjunction with the T A B L E vertical-factor keyword. 

{o_backlink_grid} - the name of the output back-link grid. The back-l ink grid 

contains values from 0 through 8, which is a code identifying the direction of the 

next neighbouring cell (the succeed ing cell) when retracing (from the destination 

to the source) the least-accumulat ive-cost path from a source cell to a 

destination. 

If the path is to pass into the right neighbour, the cell will be ass igned the value 

'1 ' , '2 ' for the lower-right diagonal cell and continuing c lockwise. The value '0 ' is 

reserved for source cel ls. 

{o_allocate_grid} - the name of the output cost-al location grid. The output grid 

def ines for each cel l , the zone on the <source_grid> that ach ieves the minimum-

cost distance or the least-accumulat ive cost in order to reach the cel l . 

{max_distance} - def ines the threshold that the accumulat ive-cost-d istance 

va lues cannot exceed . If an accumulat ive-cost-distance value exceeds the 
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{max_distance}, the output value for the cell will be N O D A T A . The 

{max_distance} def ines the extent to which the accumulat ive-cost d is tances are 

computed. 

{value_grid} - an optional input grid that identifies the zone value that should be 

used for each cell on the <source_grid>. The value defined by the {value_grid} 

for each source cell will be ass igned to all cel ls that are al located to the source 

cell location in terms of the minimum-cost d istance. The default zone value for a 

source cell is the value on <source_grid>. 

Th is grid is particularly important if the source grid was created by T E S T or a 

Boo lean operator that will only output 1s, Os and N O D A T A , or if alternative 

va lues or zones are to be used instead of the existing ones on the source input 

Default Va lues for Horizontal Factor Modif iers 

Keywords Zerofactor Cutangle S lope S ideva lue 

Binary 1.0 45 - -

Forward 0.5 45 (fixed) - 1.0 

L inear 0.5 181 1/90 

Inverse linear 2.0 180 -1/90 

Default Va lues for Vert ical Factor Modif iers 

Keyword Zerofactor Lcutangle Hcutangle S lope C o s p o w e r 

Binary 1.0 -30 30 

L inear 1.0 -90 90 1/90 

S y m j i n e a r 1.0 -90 90 1/90 

Inv j i near 1.0 -45 45 -1/45 

Sym_inverse_l inear 1.0 -45 45 -1/45 
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C o s -90 90 1.0 

S e c -90 90 1.0 

C o s s e c -90 90 1.0 1.0 

S e c cos -90 90 1.0 1.0 

5. C O S T P A T H - produces an output grid that records the least-cost path(s) from 

selected cell(s) in the input <fromcell_grid>, or from interactive select ion on the 

display, to the c losest source cell defined within the <accumcost_grid> in terms 

of cost d istance. 

COSTPATH(<f romce l l_gr id> , <accumcost_grid>, <backlink_grid>, { B Y C E L L | 

B Y Z O N E | B Y L A Y E R } ) 

C O S T P A T H ( < * > <accumcost_grid>, <backlink_grid>, { B Y C E L L | B Y L A Y E R } , 

{verify_grid}) 

Arguments : 

<fromcell_grid> - a grid that identifies those cel ls from which the least cost path is 

determined to the least costly source. The grid consis ts of cel ls which are to be 

considered in the C O S T P A T H calculat ions having valid va lues ('0' is a valid 

value), and the remaining cel ls must be ass igned to N O D A T A . 

<accumcost_grid> - the name of a cost d istance grid to be used to determine the 

least cost path from the <fromcell_grid> cell locations to a source. The 

<accumcost_grid> was created with the C O S T D I S T A N C E (or by the 

C O S T A L L O C A T I O N or C O S T B A C K L I N K functions) or P A T H D I S T A N C E 

functions. The <accumcost_grid> stores, for each cel l , the minimum 

accumulat ive cost d istance over a cost surface from each cell to a set of source 

cel ls. 
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<backlink_grid> - the name of a cost back link grid used to determine the path to 

return to a source via the least-cost path. For each cell in the back link grid, a 

value identifies the neighbour that is the next cell on the least accumulat ive cost 

path from the cell to a single or set of source cel ls. 

{ B Y C E L L | B Y Z O N E | B Y L A Y E R } - a keyword defining the manner in which the 

va lues and zones on the <fromcell_grid> or from the interactive input will be 

interpreted in the cost path calculat ions. 

B Y C E L L - for each cell with valid va lues on the <fromcell_grid> or from the 

interactive input, a least-cost path is determined and saved on the output grid of 

the C O S T P A T H function. With the B Y C E L L keyword, each cell of the 

<fromcell_grid> input is treated separately, and a least-cost path is determined 

for each 'from' cel l . 

B Y Z O N E - for each zone on the <fromcell_grid> or from interactive input, a 

single least-cost path is determined and saved on the output grid of the 

C O S T P A T H function. With the B Y Z O N E keyword, for each zone , the least-cost 

path begins from the cell with the lowest cost d istance weighting in the zone . 

B Y L A Y E R - for all cel ls on the <fromcell_grid> input, the least cost path is 

derived from the cell with the minimum of the least cost paths to source cel ls. 

<*> - al lows for the interactive (graphical) entrance of the from cel ls. A dialogue 

is entered and the user is prompted for the points from which to calculate the 

least cost path. To enter a point, the cursor is posit ioned over the desired 

location, and the appropriate button on the mouse is cl icked (the appropriate 

button is specif ied in the dialogue). If the point is not the one des i red, a second 

button is dep ressed . To stop entering points, the appropriate button on the 

mouse specif ied by the dialogue is depressed . Only the locations of single cel ls 

can be chosen with the <*> option when identifying the from cel ls in which cost 
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paths are to be calculated. There is a maximum of 100 cells or picks with the 

cursor. 

{verify_grid} - defines the grid whose cell values will be printed for verification 

when interactively entering the input locations with the <*> argument. Once a 

cell is chosen (by depressing the appropriate button on the mouse), the value for 

the cell location on the {value_grid} will be displayed on the screen. If the cell is 

the one that is desired, another cell can be chosen or the session can be ended. 

If the value that is printed to the screen is not the cell that is desired, the cell 

input can be canceled by depressing the appropriate button on the mouse. The 

value that is printed to the screen is not used in the processing of the 

COSTPATH function. 
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AML procedure for side slope calculation 

/* Calculates the side slope for a cell 

/* 

/* 

/* 

/* 

/* 

/* 

/* 

I* 

I* 

I* 

I* Upper left 

&if [exists slope_ul -grid] &then 

kill slope_ul all 

/* Upper 

&if [exists slope_up -grid] &then 

kill slope_up all 

/* Upper right 

&if [exists slope_ur -grid] &then 

kill slope_ur all 

I* Right 

&if [exists slope_ri -grid] &then 

kill slope_ri all 

/*Lower right 

&if [exists s lope j r -grid] &then 

kill s lope j r all 

/* Lower 

&if [exists s lope jo -grid] &then 

kill s lope jo all 

ul ! up ! 
.1 i 

ur 

le 'cell! 

.1 i 
ri 

II ! lo ! 
.1 i 

Ir ! 



/* Lower left 

&if [exists s l o p e j l -grid] &then 

kill s l o p e j l all 

/* Left 

&if [exists s l o p e j e -grid] &then 

kill s l o p e j e all 

D O C E L L 

s lope_ul = (abs(h50demjn t ( -1 , -1) - h50dem jn t ( 0 , 0))) /1 .41 / 5 * 100 

s lope_up = (abs(h50demjn t (0 , -1) - h50dem jn t (0 , 0))) / 5 * 100 

s lope_ur = (abs (h50demjn t (1 , -1) - h50dem jn t ( 0 , 0))) /1 .41 / 5 * 100 

slope_ri = (abs (h50demjn t (1 , 0) - h50dem jn t (0 , 0))) / 5 * 100 

s l o p e J r = (abs(h50demJnt (1 , 1) - h50dem jn t ( 0 , 0))) /1 .41 / 5 * 100 

s lope_do = (abs(h50demjn t (0 , 1) - h50dem jn t ( 0 , 0))) / 5 * 100 

s l o p e j l = (abs(h50demjn t ( -1 , 1) - h50dem jn t (0 , 0))) /1 .41 / 5 * 100 

s l o p e j e = (abs(h50demjn t ( -1 , 0) - h50dem jn t (0 , 0))) / 5 * 100 
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AML procedure for data collection 

/* A A U T H O R 

/* 

/*Original Cod ing : ESRI 

/* 

/ *N N A M E 

/* 

/ * G R I D S P O T 7 0 . A M L 

/"Copyr ight 1995, Environmental Sys tems Resea rch Institute, Inc. 

/* 

/ * P ^ P U R P O S E 

/* 

/* Th is A M L sets an item in a point coverage P A T equal 

/* to the value of a grid cell at the corresponding location. It is intended 

/* to be similar to the L A T T I C E S P O T command except that it does not 

/* perform interpolation. This A M L requires A R C / I N F O 7.0 or higher. 

/* 

/ *U U S A G E 

/* 

I* G R I D S P O T <grid_name> <point_cover> {spot_item} 

/* 

/ *V V A R I A B L E S 

/* 

/* Local var iables: 

/* 

/* gr id_name Name of the grid to take cell va lues from 

/* ptcov N a m e of point coverage to which cell va lues are added 

/* s p o t j t e m N a m e of P A T item to which cell va lues are added. If 

/* omitted, the default item name is S P O T . 

/* o ld$messages S a v e setting of & m e s s a g e s 



I* o ld$d isp laySave setting of D I S P L A Y 

/* o ld$echo S a v e setting of &echo 

/* 

/* G loba l var iables: N O N E 

/* 

/*C C A L L S 

/* 

/* None. 

/* 

/*==================DISCLAIMER================================ 

/ *You may use , copy, modify, merge, distribute, alter, reproduce and/or 

/*create derivative works of this A M L for your own internal use. Al l 

/*rights not specif ical ly granted herein are reserved to E S R I . 

/* 

/ *THIS A M L IS P R O V I D E D " A S - I S " W I T H O U T W A R R A N T Y O F A N Y KIND, 

E I T H E R 

/ * E X P R E S S O R IMPL IED, I N C L U D I N G , B U T N O T LIMITED T O , T H E IMPL IED 

/ * W A R R A N T I E S O F M E R C H A N T A B I L I T Y A N D F I T N E S S F O R A P A R T I C U L A R 

P U R P O S E , 

/ *WITH R E S P E C T T O T H E A M L . 

/* 

/ * E S R I shall not be liable for any damages under any theory of law 

/*related to your use of this A M L , even if ESRI is advised of the 

/*possibi l i tes of such damage. This A M L is not supported by E S R I . 

/*============================================================ 

&args gr id_name ptcov s p o t j t e m 

&severity &error &routine bailout 

/* Argument Check ing 
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&if [show program] ne ' A R C &then 

&return This ami must be run from A R C 

&if [null %grid_name%] &then 

&return Usage : G R I D S P O T <grid> <point_coverage> {spot_item} 

& i f A [exists %gr id_name% -grid] &then 

&return %gr id_name% is not a grid. 

&if [null %ptcov%] &then 

&return Usage : G R I D S P O T <grid> <point_coverage> {spot_item} 

& i f A [exists %ptcov% -point] &then 

&return %ptcov% is not a point coverage. 

&if [null %spot_item%] &then 

&sv s p o t j t e m S P O T 

&s o ld$messages [show &messages ] 

& m e s s a g e s &off 

/* C h e c k whether s p o t j t e m exists in the point coverage P A T 

&if [iteminfo %ptcov%.pat -info % s p o t J t e m % -exists] &then 

&type W A R N I N G : Existing item % s p o t J t e m % in % p t c o v % . P A T will be 

recalculated. 

&e lse 

additem %ptcov%.pat %ptcov%.pat % s p o t J t e m % 4 12 f 3 

/* Now go into Arcplot and get the values 



&sv old$display [show display] 

display 0 

ap 

/* Declare and open a cursor to read and write to the P A T 

cursor ptcur declare %ptcov% points rw 

cursor ptcur open 

&s o ld$echo [show &echo] 

&echo &off 

/* Start a loop to go through the P A T , find the cell value at each 

/* point location, and write it to the S P O T item in the P A T . 

&do &while %:ptcur.aml$next% 

&s temp [show cel lvalue %gr id_name% [show select %ptcov% point 1 xy]] 

&if [type %temp%] = 1 &then 

&s :ptcur.%spot_item% -9999 

&else 

&s :ptcur.%spot_item% %temp% 

cursor ptcur next 

&end 

q /* quit from arcplot 

&cal l exit 

&return /* To call ing ami 

/* 

/* Rout ine Exit 

/* 

&routine exit 

&if [variable old$display] &then 
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display %old$disp lay% 

&if [variable o ld$messages] &then 

& m e s s a g e s % o l d $ m e s s a g e s % 

&if [variable old$echo] &then 

&echo %o ld$echo% 

& return 

/* 

/* Rout ine Bailout 

/* 

&routine bailout 

&severity &error &ignore 

&cal l exit 

&return; &return &error Bail ing out of gridspot.aml 


