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Abstract

In this thesis, adaptive sectoring of a CDMA cellular network is investigated, and the aim is to maximize the uplink capacity by utilizing the mobiles’ spatial information. One important feature of the algorithm developed is that it does not depend on tracking individual mobile, but rather on the statistics of mobiles. The distribution of mobiles is modeled as a spatial Poisson process, whose rate function quantizes the mobile concentration and is inferred with a Bayesian estimator based on the statistics of network traffic. In addition, the time dynamics of the rate function is assumed to evolve according to the mobiles’ mobility pattern and it is formulated using the Influence model. With the knowledge of the mobiles’ spatial distribution, the interference and thus the outage probability of different sector partitions of a cell can be computed. The adaptive sectoring problem is formulated as a shortest path problem, where each path corresponds to a particular sector partition, and the partition is weighted by its outage probability. In simulation examples, a hot spot scenario is simulated with the adaptive sectoring mechanism, and it is observed that load balancing between sectors is achieved and which greatly reduces the effect of hot spot.
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Chapter 1

Introduction

In wireless cellular networks, CDMA is a promising technology to offer high quality and robust voice/data services. Its RAKE receiver design and soft handoff greatly increase the robustness against multipath and fast fading environment. However, the ever increasing demand for the wireless services is continuously challenging the capacity limit of CDMA networks. In this thesis, the application of adaptive sectorization to increase the network capacity is studied.

It is well known that CDMA systems are interference limited, and sectoring has been an effective mean of increasing the network capacity by introducing spatial domain orthogonalization to the system. The conventional method applied in, for example, GSM and IS-95 employs 120° or 60° sectoring to achieve better reuse of network resources. However, one major drawback of this scheme is its inflexibility when dealing with non-stationary and non-uniform mobile distribution. For example, hot spots can cause outage in a sector while other sectors have light traffic.

In this thesis, we extend the conventional sectorization by allowing base stations to observe the network traffic and adaptively sectorize the cell accordingly. The dynamic sectorization is achieved by the deployment of smart antenna system at the base station.
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While smart antenna is often associated with adaptive beam forming, our approach is fundamentally different. Even though both approaches utilize the spatial domain, while beam forming directs dedicated beam to each mobile, sectorization spans the cell with few main beams with each beam corresponds to a sector.

The major difference between adaptive and conventional sectoring is the system's responsiveness to changes in mobile distribution. In [41], movement of people are observed to follow certain patterns. However, mobility is not observable, and it can only be indirectly observed through the network traffic. In this thesis, a mobility-enhanced traffic model is developed to capture the fluctuation of the mobile distribution over period of a day from the network traffic observed, and based on which, the sectoring problem is solved to maximize the uplink capacity.

1.1 Main Contributions

The main scheme of this thesis is to enable the CDMA networks to re-configure its sectorization in response to fluctuations in mobiles' spatial distribution. The two basic problems are:

1. The formulation of the adaptive sectorization as an optimization problem.

2. The real time estimation of mobiles' spatial distribution.

In this thesis, the first problem is solved by mapping the adaptive sectoring problem to a shortest path problem, and which can then be readily optimized by the application of
Dijkstra's algorithm. In order to estimate the mobile distribution, a statistical model is developed relating the mobile concentration and the network traffic such as the new call requests; the establishment of the statistical relation provides an important feedback link on evaluating the sectoring decision. Based on the statistical model, a Bayesian estimator is derived to track the mobiles' spatial distribution in real time.

The main contributions of the thesis are summarized below:

1. A mobility-enhanced traffic model is developed. Mobile's distribution is modeled as a spatial Poisson process with time-varying rate function. The rate functions of different locations are assumed to evolve according to the mobiles' aggregate mobility pattern and which is formulated with the Influence model [3]. If the dynamics is formulated in ordinary Markov chain, the curse of dimensionality greatly limits the applicability of the model.

2. Recursive MAP estimator of the spatial Poisson's rate function given the network traffic. It provides real time tracking of the mobile distribution.

3. Formulation of the adaptive sectoring problem as a shortest path problem for changing mobile distribution. The method was first applied in [34] to sectorize cells in wireless local loop, and it is adapted to work with the developed model.

1.2 Outline of the Thesis

In Chapter 2, the background information is provided. Sec. 2.1 discusses reasons for the inefficient use of network resources in systems with fixed sectorization, and few possible remedies. The status of these remedies are described, and which provides the motivation for the development of the adaptive sectorization. Sec. 2.2 provides an overview of a statistical model, called the Influence model, used in the thesis to model the mobiles' mobility pattern; the model is introduced in the Chalee Asavathiratham's PhD thesis [3] and it is a generative model describing the interactions of many Markov chains. Sec. 2.3 surveys the application of the spatial Poisson process in modeling the mobile distribution and also some common approaches in which the mobility pattern is modeled.

Chapter 3 is the main body of the thesis where the adaptive sectoring algorithm is developed. Sec. 3.1 provides the mathematical formulation of the problem, and the basic assumptions; the optimization problem of the adaptive sectoring problem is illustrated and the related models such as the channel model and the signal model are discussed in this section. Based on the optimization problem, the adaptive sectoring algorithm is developed in Sec. 3.2, and the simulation results are presented in Sec. 3.3.

Chapter 4 concludes the thesis, and also lists some limitations of the work and possible directions for future work.

Appendix A derives a MAP estimator essential to the adaptive sectoring algorithm developed in Chapter 3.
Chapter 2

Background and Literature Survey

2.1 Sectorization

In CDMA systems, because mobiles share frequency spectrum and time slots, interference reduction has direct impact on the system capacity and quality of service. In recent years, the area that has received a great attention in this aspect is the exploitation of spatial dimension. The idea is to spatially separate mobiles and allow the network resources to be reused on individual basis; by contrast, the conventional method reuses resources on cell or sector basis. Among the spatial selective techniques, smart antenna is a promising technology and it is envisioned to be a core component in future generation of mobile networks [42, 32]. However, even though intensive research has gone into this field, many challenges such as cost and system complexity still make the adoption of smart antenna technology in mobile cellular networks difficult. In this thesis, instead of focusing on individual adaptation with smart antenna directly, smart antenna is applied to enhance the conventional networks. The main topic of the thesis is to make fixed cell sectorization adaptive with the power of smart antenna, and keeps the system complexity to the minimum. In this section, the background material on sectorization and smart
antenna is provided to motivate the need for an adaptive sectorization system.

2.1.1 Fixed Sectorization

In cellular radio system, the classical approach in utilizing spatial dimension is cell sectorization with directional antennas. [9] illustrates how signal-to-inference ratio and cluster size can be improved with sectorization to handle higher traffic densities. The sectorization gain is even more visible with CDMA technology because of two points: 1) Handoff mechanism between sectors is greatly facilitated with soft handoff. (Assuming sharp antenna cut off and small overlapping soft handoff area.) 2) The frequency reuse factor in CDMA is 1 and thus there is no loss in trunking efficiency. In principle, assuming ideal sector antenna pattern, the sectorized system's capacity is the number of sectors multiplies the original system's capacity. In practice, the typical sectorization gain is often assumed to be 2.5 (4 dB) for a 3 sector cell to take unideal antenna pattern and other channel effects into account [31].

In most cases, unfortunately, the sectorization gain is not fully utilized; the mobiles are not uniformly distributed in the network to take full advantage of the sectorized system. The problem is aggravated when the cell dimension is in micro-cell or pico-cell range. [40] describes six factors contributing to the traffic nonuniformity, and which are listed in Table 2.1. Factor 1 is the variation of the number of active mobiles in a short time scale due to activation/termination of calls and hand-off; it is often modeled as a Poisson process with constant average traffic. Factor 2 represents the long term variation
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<table>
<thead>
<tr>
<th>Time variation:</th>
</tr>
</thead>
<tbody>
<tr>
<td>1) Short term (Poisson with constant mean)</td>
</tr>
<tr>
<td>2) Long term (Traffic variation over the course of a day)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Geographical variation:</th>
</tr>
</thead>
<tbody>
<tr>
<td>3) Steady and predictable (Traffic in shopping malls or railway stations)</td>
</tr>
<tr>
<td>4) Transient (Burst of data during a local traffic congestion)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Cell shape variation:</th>
</tr>
</thead>
<tbody>
<tr>
<td>5) Nonuniform placement of base stations</td>
</tr>
<tr>
<td>6) Nonuniform propagation loss</td>
</tr>
</tbody>
</table>

Table 2.1: Six factors contributing to the nonuniformity of traffic in a cellular network.

of the average traffic, and an example is the day-night variation of traffic in downtown business districts. Factor 3 refers to geographical traffic variation with predictable pattern (Peak data rates in train stations) and factor 4 considers the transient geographical traffic (Sudden burst of service requests during a local traffic congestion). Factor 5 and 6 are related to nonuniformity in system capacity supplied by the network due to irregular placement of base stations and random propagation environment respectively. (Hexagonal cellular network model and log-normal shadowing propagation losses are assumed in this thesis, and thus factor 5 and 6 are not modeled.)

Because of the nonuniformity, full system capacity is not utilized [30, 47]; system needs to estimate and adapt to the nonuniformity in order to achieve more efficient use of the system resources. In recent years, smart antenna technology has received great
attention in its ability to track and exploit this spatial information. A brief overview of the smart antenna technology is given in the next subsection.

2.1.2 Smart Antenna System

In general, smart antenna systems contain two main components: an antenna array and a digital signal processing unit. The conceptual scheme of a smart antenna system is illustrated in Fig. 2.1. The antenna array consists of many antenna elements, which usually are omnidirectional antenna, and the elements are arranged in certain geometry patterns. The common arrays place the elements along a straight line (linear array) or on a circle (circular array). The digital signal processing unit, according to certain control strategies, could alter each antenna element’s gain and phase, and as a result changes the radiation pattern of the antenna. References on smart antenna may be found in [28, 22, 21]. The vector of gains and phases applied to produce a beam $i$ is often called a weight vector and denoted as $w^i = [w^i_0, \ldots, w^i_M]$, where $M$ is the number of antenna elements and each component $w^i_m$ is a complex number called weighting element. The smart antenna systems can be classified into two types according to its weight vector: adaptive array system and switched beam system.

**Adaptive Array System** An adaptive array system is a smart antenna system that adaptively adjust its weight vector according to mobile movement. The radiation pattern of the antenna array can be adjusted in real time adapting to the RF signal environment. The signal of interest (SOI) and the signal not of interest (SNOI) are estimated based on
Figure 2.1: Conceptual scheme of a smart antenna system. Each beam $i$ is shaped by its weight vector, $w_i$.

the signals' time delays among the antenna elements, and antenna pattern is dynamically adjusted to follow the direction of SOIs. Fig. 2.2(a) illustrates a possible radiation pattern where two desired users are followed and an interferer is rejected.

**Switched-Beam System** A switched-beam system is a smart antenna system with a set of pre-calculated and fixed weight vector, and thus only a set of fixed antenna patterns can be generated; [29] uses a Butler matrix to generate the switch beams to cover a cell. As the mobile moves through the cell, the system detects the signal strength, and chooses, from the predefined antenna patterns, the one with the best signal.

The potential of the smart antenna system seems enormous. However, there are certain practical challenges that are still not yet addressed. [25] details many concerns regarding the deployment of the adaptive array system.

1. The requirement on channel link parameters in forward beam-forming. (In TDD, parameters may be obtained from the reverse link. In FDD, autocalibration tech-
Figure 2.2: The two classifications of smart antenna system.

1. The degradation of forward link due to the multipath radio environment.
2. The numerical complexity of signal processing in beam-forming and spatial filtering.
3. Standardization still incomplete.
4. High deployment cost and difficulties in integrating with existing networks.

Furthermore, the switched-beam system also has several limitations [28].

1. The system is not able to provide protection from multipath components which arrive in the angle near that of the desired mobile; especially when the mobile is not located at the main lobe of the beam pattern but slightly off.
2. The system typically cannot take advantage of path diversity by combining coherent multipath components.
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Considering the limitations listed above, the application of smart antenna to individual mobiles in mobile cellular network still seems several years away. However, the adaptive power of the smart antenna may be applied to a less complex environment - adaptive sectorization. Using the adaptive beam pattern, the sector coverage may be altered according to the traffic nonuniformity, and fully utilize the network resources supplied by the sectorized system.

2.1.3 Adaptive Sectorization

In this thesis, the adaptive sectoring algorithm developed is independent of the underlying smart antenna technology. However, in order to demonstrate the practicality of the system, the application of the switched-beam system is discussed because of its superiority in mobile cellular networks. Comparison of the two smart antenna technologies are discussed in [10, 36], and it is observed that in high density areas where both angle of arrival spread and SINR are relatively small, as compared to LAN and indoor systems, the adaptive array system performs less satisfactory. The switched beam system provides equal or better performance with a fraction of the complexity and the expense.

In addition, there are certain advantages in implementing the adaptive sectoring with the switched beam system: 1) The system integrates easily with the existing fixed sectorized system and it is upgradable to full switch beam system as needs arise or technologies mature. The adaptive sectoring can be implemented by dynamic combination of switch beams and which is described in [29, 18]. In particular, [29] details the use of Butler
matrix and circular antenna array to equip a fixed sectorized system with the adaptive sectoring ability. 2) The system conforms to 3G standards. For example, [12] describes the support of auxiliary pilot with switched beam in CDMA2000, [28] details its application in IS-95 and [1] describes how dedicated pilot symbols in WCDMA systems can render future deployment of the system easier.

As a result, the antenna architecture that support the adaptive sectoring algorithm can be considered as a migration from a fixed sectorized system to a full switched-beam smart antenna system. A possible implementation which build on top of existing fixed sectoring system is to deploy circular antenna array and a beam forming network per sector, and with each beam forming network outputs signal to the sector receiver [29]. Fig. 2.3 illustrates the antenna radiation pattern of a possible adaptive sectoring implementation; each sector is identified by its pilot signal and soft handoff is used when mobiles travel between sectors. In addition, since the location of mobiles can be identified by the beam with the strongest signal strength, the statistics of the mobiles' distribution can be collected by summing up the connection requests in the beams making up the sector. The details of the mobile distribution will be discussed in Chapter 3.

The adaptive sectorization problem have been researched in many papers. This paragraph provides a literature survey of papers which looked into this problem [34, 15, 20, 2]. [34, 15] deals with the problem when mobiles' locations within the network are known and stationary, such as the case in wireless local loop. The adaptive sectoring is solved for two cases: minimizing the total transmit power of the mobiles and minimizing the
total received power at the base station. [2] assumes a spatial Poisson process with the intensity function \( \lambda \), which is assumed known, and the probability of having \( k \) mobiles in an area \( A \) is given by the Poisson distribution \( P(k, A) = \frac{(\lambda A)^k}{k!} e^{-\lambda A} \). By fixing \( k \) and \( P = \sum_{j=k}^{\infty} P(j, A) \), and replace \( A \) by \( \frac{r^2 \theta}{2} \) where \( r \) is the cell radius and \( \theta \) is the sector’s angle span, \( P \) is the probability of having more than \( k \) users in \( \theta \). Adaptive sectoring is computed by an iterative method which reduces \( \theta \) when \( k \) is above a certain threshold. [20] continuously monitors the SINR (signal to interference and noise ratio) of all the users, and sectorize the cell to equalize the SINR in all sectors. However, in each of the above solutions, there are certain limitations. While the work in [34, 15] is designed to work for wireless local loop, it is difficult to extend it for constantly moving mobiles. In [2], the success of the algorithm depends on the knowledge of the mobile concentration. Moreover, the SINR-based sectoring in [20] may be unstable because of the shadowing.
and fast fading in the measurement of SINR [13].

2.2 The Influence Model

In this thesis, the statistical model applied to track the traffic nonuniformity is formulated as an the Influence model, which is introduced in the PhD thesis by Chalee Asavathiratham [3]. Briefly, the Influence model is a generative model describing the interactions between many Markov chains. In the formulation to be developed in Chapter 3, the network is divided into discrete areas, and the traffic in each discrete area is modeled as a finite state Markov chain and the traffic nonuniformity is the result of the Markov chains' interactions. In this section, the Influence model is introduced and some of its important properties emphasized.

The Influence model comprises a network of interacting nodes; each node assumes a finite number of possible states at each discrete time instant, and the interactions between the nodes are represented by the edges connecting them. The graphical representation of the model is illustrated in Fig. 2.4. The state of a node at time $k$, $X_k$, is represented by an indicator vector containing a single 1 in the position corresponding to the present state, and 0 everywhere else. For example, suppose the state space of a node is {High, Low}, the indicator vector denoting the state High is $s[k] = [1 \ 0]'$, where the prime denotes matrix transposition. Furthermore, suppose the network contains $M$ nodes, the next state probability of node $i$, given the current state of all $M$ nodes, can be calculated
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Figure 2.4: Graphical representation of the Influence model. Each node is a finite state Markov chain, and the interactions between the nodes are represented by the edges connecting them. Each node may have different state space.

using

\[ P(X_{k+1}^i|X_k^i, \ldots, X_k^M) = \sum_{j \in D(i)} d_{ij} P(X_{k+1}^i|X_k^j), \]

where \( d_{ij} \) and \( P(X_{k+1}^i|X_k^j = s_j[k]) = s'_j[k]A_{ji} \) are model parameters whose significance will be explained below, and \( D(i) \) is the set of nodes which share an edge with node \( i \), including \( i \) itself. The simulation procedures of the Influence Model for an arbitrary node \( i \) is listed here:

- Stage 1: The node \( i \) randomly selects one of its neighboring nodes or itself, i.e., selects one from the set \( D(i) \), to determine its state at the next time instant. The probability at which its neighboring nodes or itself is chosen is \( d_{ij} \), and \( \sum_j d_{ij} = 1 \).

- Stage 2: Suppose the node chosen from stage 1 is node \( j \), the present state of node \( j, s_j[k] \), fixes the probability vector of node \( i \) for time \( k + 1 \), i.e., \( P(X_{k+1}^i|X_k^j = s_j[k]) = s'_j[k]A_{ji} \), where \( A_{ji} \) is a fixed row-stochastic \( m_j \times m_i \) matrix whose values dictate the probability distribution of \( X_{k+1}^i \), and \( m_j \) and \( m_i \) are the number of
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states for $X^i_k$ and $X^j_k$ respectively. Note that since $s'_j[k]$ is a indicator vector, a particular row of $A_{ji}$ is picked for $P(X^i_{k+1}|X^j_k = s_j[k])$.

- Stage 3: Node $i$'s state at time $k + 1$, $s'^{i}[k + 1]$, is sampled from the distribution vector $P(X^i_{k+1}|X^j_k = s_j[k])$ computed at Stage 2.

Applying the simulation procedures, complex phenomena involving interactions between large number of chains could be simulated. The model parameter $d_{ij}$ is a constant factor that indicates how often the node $i$ is influenced by the node $j$, and $P(X^i_{k+1}|X^j_k)$ specifies how node $i$ is influenced by $j$ depends on $j$'s current state. The time dynamics of $X^i_k$ for $i = 1, 2, \ldots, M$ can be depicted graphically in Fig. 2.5(a), where the dependency is assumed known a priori and it is specified by $D(i)$ defined above. Furthermore, for the adaptive sectorization to be modeled, the state of nodes can not be observed, and hidden states need to be incorporated into the Influence model. The dynamics of the Influence model with hidden states is illustrated in Fig. 2.5(b). In this thesis, parameters of the Influence model are assumed known (Some parameter estimation techniques can be found in [5, 11]), and the estimator of the state's a posteriori probability distribution given observations will be derived.

2.3 Spatial Poisson Process and Mobility

In this thesis, the mobiles' spatial distribution is modeled as a doubly stochastic Poisson process. The literature survey of papers applying the spatial Poisson process is provided
(a) The states of the Influence model’s dynamics are fully observed.

(b) The states of the Influence model are hidden.

Figure 2.5: The graphical representation of the Influence model. (a) assumes all states are observed, and (b) models the case where the states are indirectly observed through $N_t^i$. 
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in Sec. 2.3.1. In addition, the stochastic process that drives the doubly stochastic Poisson process is modeled after the mobiles' mobility pattern, whose overview is given in Sec. 2.3.2

2.3.1 Spatial Poisson Process

In this subsection, a literature survey of the spatial Poisson process in the context of cellular networks is provided. The most often encountered version of the spatial Poisson in the literature is the homogeneous spatial Poisson process. It has been used to characterize the other-cell interference, determine the optimal soft handoff area and to dimension the communication networks. More detail is given in the next paragraph. However, homogeneous spatial Poisson is not adequate in our case because it cannot reflect the fluctuation of the mobile concentration. In order to adapt the sectorization to maximize the uplink capacity, the model needs to be flexible enough such that it can follow mobiles' mobility pattern. The most obvious extension of the homogeneous spatial Poisson process is the doubly stochastic Poisson process, and it will also be discussed in the following paragraphs.

The homogeneous spatial Poisson process is defined as follows: Suppose mobiles are randomly located over a plane according to a homogeneous spatial Poisson process of rate \( \lambda \), the probability of having a certain number of users in some area \( A \), \( N(A) \), is

\[
P(N(A) = k) = \exp(-\lambda |A|) \frac{(\lambda |A|)^k}{k!}.
\]

Many papers have used the homogeneous spatial Poisson to model the mobiles' spatial
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distribution. Earlier works [39, 23] characterize the interference at the receiver from a Poisson field of interferers, and which is applied to demodulate a signal in the presence of such interference. [43] divides the network area into a grid, and represents the traffic intensity in each grid block as a spatial Poisson process with certain rate function; the rate function is estimated based on the geographical and demographical data. Furthermore, [33] relates the targeted traffic, represented by the spatial Poisson's rate function, to the soft handoff threshold, and the optimal threshold is determined as a trade off between capacity and coverage. As demonstrated in [8] and further elaborated in Chapter 3, the spatial Poisson distribution is seen to follow in a simple way from some basic assumptions.

One of the limitations of the homogeneous Poisson distribution is that the mean number of mobiles in the area is fixed. However, in terms of adaptive sectoring, it is the change of mobile concentration that is of primary interest. As a result, a more sophisticated model is needed. Doubly stochastic Poisson process, a generalization of the homogeneous Poisson process, is defined as follows [37]: Let \( \{x_t; t \geq t_0\} \) be a left-continuous, vector valued stochastic process that influences the evolution of a point process whose associated counting process is \( \{N_t; t \geq t_0\} \). \( \{N_t; t \geq t_0\} \) is a doubly stochastic Poisson process with intensity process \( \{\lambda_t(x_t); t \geq t_0\} \) if for almost every given path of the process \( \{x_t; t \geq t_0\} \), \( N \) is a Poisson process with intensity function \( \lambda_t(x_t) \). In other words, \( \{N_t; t \geq t_0\} \) is conditionally a Poisson process with intensity function \( \lambda_t(x_t) \) given \( \{x_t; t \geq t_0\} \). The intuitive approach in characterizing the mobile concentration is to model it as a doubly stochastic Poisson process, and has the rate function, \( x_t \) in the
above definition, models after mobiles' mobility pattern.

2.3.2 Mobility Pattern

Much research effort that has been spent in the analysis of mobility patterns is to characterize mobiles' movement behavior. The mobility characterization has implications on issues related to location management, radio resource allocation and handoff management; [48] studies the effect of mobility on the performance of multimedia traffic and [49] evaluates its impact on CDMA's capacity. As a broad classification, individual user-behavior and aggregate movement are the two major types of mobility patterns. In this subsection, a brief survey of the common approaches in modeling the mobile movement is presented.

Much of the work related to individual user-behavior characterization is based on the Markovian assumption. The most common model is the random walk model, where mobiles either remain within a region or move to an adjacent region according to a transition probability distribution. Under the Markovian movement assumption, [4] evaluates the cost of location update and [46] formulates the location update algorithm as a semi-Markov decision process. A commonly applied mobility model in ad-hoc networks is the random waypoint model [24]. The model breaks the entire movement of the mobile into repeating pause and motion periods. The mobile first stays at a location for a certain period of time then it moves to a new randomly chosen destination at a speed uniformly distributed between \([V_{\text{max}}, V_{\text{min}}]\). Many other variations exist to model the individual
user-behavior, however, the mobility pattern of interest in this thesis is on the aggregate movement. For interested readers, a more complete survey of mobility models can be found in [7] and references therein.

In this thesis, it is the statistics of mobiles that is of interest, and as a result, the aggregate movement model better suit our needs. In general, the aggregate population movement has been well characterized using the fluid model [19] and the gravity model [6, 27]. In fluid model, traffic flow is conceptualized as the flow of fluid. One of the simplest fluid models describes the amount of traffic flowing out of a region to be proportional to the population density within the region, the average velocity, and the length of the region boundary. However, one of the limitations of this model is that it is hard to apply to situations where individual movement patterns are desired. In the gravity model, on the other hand, the mobility pattern is characterized by the concept of origin and destination trips. The portion of all trips started in a given area that will destine in another is proportional to the relative attraction and inversely proportional to the spatial separation between the two points. In its simplest form, the probability $T_{ij}$ of movement between the origin $i$ and destination $j$ is $K_{ij}P_iP_j$, where $P_i$ is the attraction parameter of the region $i$, and $K_{ij}$ is the parameter specific to the region pair $i$ and $j$.

In this thesis, the gravity model is favored in describing the aggregate movement pattern. As will be explained in more detail, the collection of mobiles' statistics requires the network to be divided into discrete regions, where each region is a fraction of a cell (The network model is defined in Chapter 3). Since average population density and average
velocity are used in the fluid model, the setup of the network model with small regions has made the fluid model inappropriate because the model is accurate only for regions containing large population. As a result, it is natural to adopt a mobility model similar to the gravity model. As will be shown in the model definition, the aggregate mobility pattern is specified in terms of conditional probability between each pair of regions in the network; the conditional probability characterizes the dependence of a region's future mobile concentration on its neighboring region's previous mobile concentration.
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Adaptive Sectoring

3.1 Model Definitions and Formulation of Adaptive Sectoring Problem

The adaptive sectoring of CDMA systems is formulated as a maximization problem of its uplink capacity; uplink is chosen because it is the limiting link [44, 16]. In CDMA networks, because mobiles occupy the same frequency spectrum and time allocation, interference is the major factor limiting the capacity. A widely used capacity measure is the outage probability, which is defined as the probability of interference at a base station exceeding a certain threshold value [44, 17]. As a result, the optimization problem to be developed is the minimization of outage probability in CDMA uplink with adaptive sectorization.

In order to compute the outage probability at a sector, the knowledge of mobiles' whereabouts is necessary. Yet, as the density of mobiles increases, tracking the location of individual mobile is too computationally intensive, and may lead to frequent sectoring because of various individual movement patterns. As a result, the network is modeled
as a hexagonal cellular network, with each cell consists of six equally spaced areas called subarea (See Fig. 3.1(a)), and with respect to which statistics of mobiles is collected. Fig. 3.1(b) illustrates the process where each base station collects statistics in its subareas and shares it among its neighboring base stations; the arrows in the figure indicate the transfer of information. The sharing of mobiles' spatial information allows, as demonstrated in later sections, the computation of the outage probability.

In this thesis, discrete sectoring in terms of subareas is considered. Specifically, each sector in a cell is defined by the beam pattern of its sector-beam, whose beamwidth is multiples of a subarea's angular span (See Fig. 3.1(d)). In addition, perfect beam pattern is assumed; there is no overlap between beams and thus mutual interference is ignored and mobiles in a particular sector only see one sector-beam. As a result, the outage probability of a sector is computed according to mobile statistics in subareas covered within the range of the sector-beam's angular span (See Fig. 3.1(c)). Note that the dimension of the subarea defines the granularity of the model; the smaller the subarea, the finer the tracking of the mobile distribution and also the sectoring, but the higher the computational load on the system to perform estimation.

From the above discussions, the adaptive sectoring problem consists of three components: the optimization of the sectoring problem, the estimation of mobile distribution and the computation of outage probability. In this section, the model components are established in turn.
(a) The network is modeled as a hexagonal cellular network, and each cell is divided into six equally spaced areas called subarea. The base station is located at the center of the cell and it is equipped with the smart antenna technology such that sectoring is achieved by adapting the antenna’s radiation pattern to mobile’s mobility.

(b) Each base station is responsible for traffic estimation in each of its subareas, and also the distribution of the estimated values to its adjacent base stations. The value is necessary for the calculation of other-cell interference. The black dots represent the mobiles.
(c) Computation of the outage probability for a particular sector configuration. The information of mobile distribution in other cells is fed to the central cell in the previous step.

(d) Adaptive sectoring which minimize the total outage probability in the sectors. The sector beams are assumed to be perfect, and no mutual interference is considered.

Figure 3.1: Four major components of the adaptive sectoring algorithm.
3.1.1 Formulation of Adaptive Sectoring Problem

A natural mathematical representation of the adaptive sectoring problem is with graph partitioning; a discrete sectoring of a cell with no overlapping sector-beams is modeled as a particular partitioning of subareas. The key advantage of representing the problem as a graph partitioning problem is that, under certain conditions, the partitioning problem has a one-to-one correspondence to a shortest path problem, and which is readily solvable using Dijkstra’s algorithm. (The method was first applied in [34] to sectorize wireless local loops with stationary mobiles.) In this subsection, the graph partitioning formulation of the adaptive sectoring problem, and the mapping to a shortest path problem are demonstrated.

Fig. 3.2(a) illustrates the graph theoretical representation of the cellular network. A cell is modeled as a ring of nodes where each node represents a subarea. Let the
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Graph $G = (V, E)$ denotes the ring and the vector $V = \{v_1, v_2, \ldots, v_6\}$ denotes the nodes, the sectoring problem is equivalent to the partitioning of nodes (subareas) into subsets (sectors). Let $\pi = \{S_1, \ldots, S_N\}$ be a partition of the set of nodes $V$ into $N$ subsets. $\pi$ is considered feasible in $G$ if for every $g \in \{1, \ldots, N\}$, the subgraph $G(S_g)$ induced by $S_g$ is connected, and the weight $W(S_g)$, which is the outage probability experienced in sector $S_g$, is greater than or equal to zero. For example, 3.1(d) illustrates a feasible partition with $S_1 = \{v_1\}$, $S_2 = \{v_2, v_3\}$ and $S_3 = \{v_4, v_5, v_6\}$, and $W(S_2)$ is the outage probability caused by mobiles in the area shaded in Fig. 3.1(c). The set of all such feasible partitions is denoted by $\Omega(G, N)$. The cost function $C : \Omega(G, N) \rightarrow \mathbb{R}$ assigns a value to each feasible partition and the cost of a particular partition $\pi$ is given by

$$C(\pi) = \sum_{i=1}^{N} W(S_i).$$

The graph partitioning problem is to find a feasible partition with the minimum cost, i.e.,

$$\min_{\{\pi \in \Omega(G, N)\}} C(\pi) = \sum_{i=1}^{N} W(S_i) \quad (3.1)$$

In general, the problem of optimally partitioning an arbitrary graph with an arbitrary cost function is a NP-hard optimization problem. However, it has been shown that the partitioning problem can be solved in polynomial time if the graph is a string and the cost function is separable.

**Definition** A function of $M$ variables, $f(x_1, x_2, \ldots, x_M)$, is separable if it can be expressed as a sum of $M$ functions of a single variable; i.e., $f(x_1, x_2, \ldots, x_M) = \sum_{i=1}^{M} f_i(x_i)$.

**Theorem 1** If the cost function is separable, the problem of optimally partitioning a string can be reduced to a shortest path problem.
Proof The proof can be found in [14].

The important observation of a ring is that it can be broken into a string if an edge is removed. In addition, with perfect sector-beam assumption, the computation of a sector's outage probability is independent of other sectors. In other words, the hypothesis of the above theorem holds and the graph partitioning formulation of the adaptive sectoring problem is equivalent to a shortest path problem. Fig. 3.2(b) illustrates the string representation where the edge $e_6$ is arbitrarily chosen and removed. It should be noted that the removal of an edge traded problem complexity with computational complexity since six strings are generated from one ring.

Suppose $H$ is a string whose $M$ nodes are labeled as $v_1, \ldots, v_M$ such that adjacent nodes have consecutive indices. The problem is to partition $M$ nodes into $N$ subsets with the minimum cost function. The graph partitioning problem is mapped to a shortest path problem by the construction of an acyclic network. Let $(0,0)$ be the origin and $(N,M)$ be the destination node of the acyclic network. The set of network nodes that lie in between the origin and the destination node is $P = \{(g,i) : 1 \leq g \leq N-1, g \leq i \leq M-N+g\}$. Edge is placed from the network node $(g,i)$ to the network node $(h,j)$ if $h = g + 1$ and $j > i$, and no edges otherwise. Note that a network node is different from a string node.

There is a one-to-one correspondence between the feasible partitions of the string and the paths in the acyclic network. Each network node $(g,i)$ is in $P$ iff $i$ is the last string node of the subset $S_g$ in $\pi$. In other words, suppose an edge is $((h,j),(g,i))$, the subset $S_g$ contains the string nodes $\{v_{j+1}, \ldots, v_1\}$ because the last string node of $S_h$ is $j$ and
The network nodes that lie in between the origin $(0,0)$ and the destination $(3,6)$ follow the rule $\{(g,i) : 1 \leq g \leq N - 1, g \leq i \leq M - N + g\}$ where $N = 3$ and $M = 6$. Edge is placed from the node $(g,i)$ to $(h,j)$ if $h = g + 1$ and $j > i$, and no edges otherwise.

the last string node of $S_g$ is $i$. Furthermore, the weight of each network node is zero, and the weight of each edge is the weight $W$ of the corresponding subset. For example, let $M = 6$ and $N = 3$, which is the case of partitioning 6 subareas into 3 sectors, and choose the string representation as shown in Fig. 3.2(b), the acyclic network constructed is illustrated in Fig. 3.3. Suppose a path through the network is $(0,0) \rightarrow (1,1) \rightarrow (2,3) \rightarrow (3,6)$, the corresponding sectors of the three edges $((0,0),(1,1)), ((1,1),(2,3))$ and $((2,3),(3,6))$ are $\{v_1\}, \{v_2,v_3\}$ and $\{v_4,v_5,v_6\}$ respectively. The weight assigned to each edge is the weight of the corresponding subset and it is the outage probability of the corresponding sector.

As a result, according to the above formulation, the adaptive sectoring problem can be
viewed as a shortest path problem with a changing weight matrix; the weight of each edge
depends on the evolving statistics of mobile distribution in each subarea. In Sec. 3.1.2,
a model is developed to track the statistics in each subarea, and Sec. 3.2.3 computes of
the outage probability.

3.1.2 Mobility-Enhanced Traffic Model

In this subsection, the aim is to develop a model of mobile distribution which enables the
base stations to track the mobile distribution by collecting its statistics. The first major
problem that has to be addressed is the observability of mobility. In general, mobility
is not observable, and it can only be indirectly observed through the network traffic
processed at the base station. The approach taken is inspired by [8] where the mobile
distribution is modeled as a spatial Poisson process and its relation to the network traffic
is demonstrated with the following theorem.

**Theorem 2** Let $\Pi_t$ be a Poisson process of arriving calls at a base station with constant
rate of $X_k$ from mobiles in an arbitrary subarea. Once the mobiles placed the call, they
move at random around the subarea with independent trajectories. Let $E$ be a spatial
subset of the subarea such that the probability of the mobile who called at time $s$ being
in $E$ at a subsequent time $t$ is $p(s,t)$. Then the number of mobiles in $E$ at time $t$ has a
Poisson distribution with mean

$$u(t) = \int_0^t X_k p(s,t)ds.$$
Assuming uniform distribution for $p(s, t)$ over the subarea, the distribution of the mobiles in the subarea is a spatial Poisson process with rate equals to that of the arriving calls.

**Proof** The proof can be found in [26], (pg 49 Bartlett's Theorem).

In Theorem 2, a number of assumptions are made, and it is worthwhile going into the details.

**Assumption 1** The arrival process at the base station is a Poisson process with constant rate.

The arrival process referred to in the Theorem is the connection requests made by mobiles in the subarea. For example, the number of times Access Channel is requested in IS-95 or CDMA2000. From the study of broadband network traffic [35], the connection request is generally modeled as an inhomogeneous Poisson process. The additional assumption is that the rate function, $X_k$, in a subarea is a jump process with finite states, and jumps occur on a hourly basis; during each hour, the rate function is taken as a simple random variable and takes on a single value.

**Assumption 2** The uniform probability distribution over the subarea.

The assumption is made to simplify the discussion, and it seems reasonable if the subarea is small enough such that highly attractive locations such as shopping malls does not appear like a clustered point in the subarea. However, other distributions may be applied but they are not studied in this thesis.

The advantages of relating the network traffic to a spatial Poisson process are 1)

The time dynamics of the connection requests in each subarea can be described by the
mobiles' mobility pattern. 2) The rate function of the spatial Poisson process can be estimated in real time from the statistics of connection requests.

Model Definition Let $i = 1, 2, \ldots, M$ denote subareas, where $M$ is the number of subareas in the network, and $k = 0, 1, \ldots, 23$ denotes hours of a day, $\Pi_k^i$ is the spatial Poisson process with constant rate $X_k^i$ in subarea $i$ during the time interval $[k, k + 1)$. $X_k = [X_k^1, X_k^2, \ldots, X_k^M]$ is a discrete time discrete state stochastic process, and, with Theorem 2, its state controls the rate of connection arrivals observed in each subarea. The evolution of $X_k$ is pictorially represented as a dynamic Bayes nets (DBN) in Fig. 2.5(b). If there is only one subarea, $X_k^i$ is a hidden Markov chain observed through a Poisson process. For $M$ subareas, the state of $X_k^i$ for all subarea $i$ is modeled with the Influence model [3]. Suppose the subarea of interest is $i$, let $D(i)$ denotes the dependency of $i$, the transition probability for $X_k^i$ is

$$P(X_{k+1}^i | X_k^1, \ldots, X_k^M) = \sum_{j \in D(i)} d_{ij} P(X_{k+1}^i | X_k^j),$$

(3.2)

where $D(i)$ refers to $i$ itself and its adjacent subareas, and $d_{ij}$ and $P(X_{k+1}^i | X_k^j)$ are model parameters which are assumed known. (Some parameter estimation techniques can be found in [5, 11].) Furthermore, the initial probability distribution $P(X_k^i | X_{k=0}^i)$ is also assumed known for all $i$. Justification of the model is presented next.

Aggregate Mobility Modeling with Influence Model The basic assumption underlying the model is that daily pattern of a subarea's traffic is the result of mobiles traveling in and out of the subarea. The aggregate movement of the mobiles is expressed as a conditional probability of $X_k$ on $X_{k-1}$. The most straightforward model is
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$P(X_{k+1}^1, \ldots, X_{k+1}^M|X_k^1, \ldots, X_k^M)$, however, such complete specification is not desirable because not only does the model dimension grow exponentially as the number of subareas, the interpretation of the model parameters is difficult.

In Asavathiratham's PhD thesis [3], the Influence Model is introduced to describe interactions between many Markov chains. The model simplifies $P(X_{k+1}^1, \ldots, X_{k+1}^M|X_k^1, \ldots, X_k^M)$ to $M P(X_{k+1}^i|X_k^1, \ldots, X_k^M)$, and for each $i$, $P(X_{k+1}^i|X_k^1, \ldots, X_k^M)$ is a convex combinations of $P(X_{k+1}^i|X_k^i)$ as shown in (3.2). (Note that (3.2) degenerates to a standard Markov chain if $d_{ij} = 1$ for $i = j$, and 0 otherwise.) The parameter $d_{ij}$ is referred to as "influences" by Asavathiratham, and they are constant factors indicating how often subarea $i$ is influenced by subarea $j$, and the effect of the influence is in the specification of the conditional probability $P(X_{k+1}^i|X_k^i)$.

In terms of aggregate mobility, the implicit assumption of (3.2) is that during $[k, k+1)$, the time interval is short enough such that mobiles in one subarea can only stay in the same subarea or travel to the adjacent ones. In addition, $d_{ij}$ may be interpreted as relative attraction between subarea $i$ and $j$ such that high traffic flux between $i$ and $j$ can be expressed by high $d_{ij}$. An example of $P(X_{k+1}^i|X_k^i)$ is that the probability of a food court $i$ having high traffic at time $k+1 = 12$ given the neighboring business district $j$ had high traffic at time $k = 11$ might be 0.8. In other words, given there was high concentration of people working nearby, the probability of them coming to the food court subarea for lunch and induce high traffic is 80%. In addition to the mobility interpretation, the model complexity of the Influence model is another advantage. Suppose there are $M$ subareas
and each subarea has $Q$ states, the total number of model parameters are $MQ^2 + M^2$, which is greatly reduced from $Q^{2M}$ as in the case of complete specification.

### 3.1.3 CDMA Network Assumptions and Outage Probability Calculation

In this subsection, the CDMA network model and the propagation model are introduced, and the expression of the outage probability is derived. For adaptive sectoring, because it is the performance analysis of the network over long time scales that is of primary interest, many important physical layer effects, such as the signature sequence structure of the CDMA system and the fast fading losses, are not included. The performance of the adaptive sectoring is studied with perfect power control, soft handoff and log-normal shadowing.

**Propagation Model and Interference Calculation** The propagation loss in general is modeled as the product of $\gamma$th power of distance and a log-normal shadowing component [44]. Let $B_n$ denotes the location of base station $n$ and suppose an arbitrary mobile at location $z$, the following propagation loss model is assumed:

$$\Gamma_z[B_n] \equiv d[z, B_n]^{\gamma 10^{6/10}} = d[z, B_n]^{\gamma 10^{a(\xi_z/10) + b(\xi_z,B_n/10)}}$$

(3.3)

where $d[z, B_n]$ is the distance between $z$ and $B_n$, and $\gamma$ is the path loss exponent. The shadowing $\xi = a\xi_z + b\xi_z,B_n$ is the superposition of two components: $\xi_z$ is the shadowing in the near field of the mobile at point $z$, and $\xi_z,B_n$ is the shadowing in the wireless link.
between the mobile at \( z \) and the base station \( B_n \). \( \xi_z \) and \( \xi_{z,B_n} \) are independent Gaussian random variables with the following properties: \( \mathbb{E}(\xi_z) = \mathbb{E}(\xi_{z,B_n}) = 0 \), \( \text{Var}(\xi_z) = \text{Var}(\xi_{z,B_n}) = \sigma^2 \) and \( \mathbb{E}(\xi_z\xi_{z,B_n}) = 0 \) for all \( n \), and \( \mathbb{E}(\xi_z,B_n\xi_{z,B_m}) = 0 \) for all \( n \neq m \). In addition, \( \xi_z \) and \( \xi_{z,B_n} \) are assumed to have equal standard deviation, and thus \( a^2 = b^2 = 1/2 \) is assumed.

With the propagation model in place, the base station that does the power control and the set of base stations that participate in soft handoff can be defined. Let \( B = [B_1 B_2 \ldots B_N] \) denotes the \( N \) base stations in the network, the path loss of a mobile at location \( z \) to each of the base station is then \( \Gamma_z[B] = [\Gamma_z[B_1] \Gamma_z[B_2] \ldots \Gamma_z[B_N]] \). The base station that power controls the mobile at \( z \) is defined as \( C_z = \text{arg min}_i \Gamma_z[B_i] \). As regard to soft handoff, assume \( N_s \) base stations are involved, the soft handoff set, \( \zeta_z \), is defined with respect to location \( z \) as the set of \( N_s \) base stations with the least path loss values in \( \Gamma_z[B] \). \( N_s \) is taken to be 2 in the rest of the thesis.

Furthermore, the received power from the mobile at \( z \) is power controlled to have magnitude of 1 at the base station \( C_z \). As a result, a mobile at \( z \) and power controlled by \( C_z \) has to transmit with power \( \Gamma_z[C_z] \), and the interference it induces on base station \( B_n \) is equal to

\[
I = \begin{cases} 
\Gamma_z[C_z]/\Gamma_z[B_n], & \text{if } B_n \neq C_z \\
1, & \text{if } B_n = C_z
\end{cases}
\]

(3.4)

**Interference Calculation Revisited with Spatial Poisson** In Sec. 3.1.2, Theorem 2 establishes that the mobile distribution in the network is spatial Poisson. The problem to be addressed is to revisit the interference calculation and take spatial Poisson into
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Figure 3.4: Computation of the outage probability for a particular sector configuration.

The diamonds shown in the figure is the soft handoff set, where the mobile located in the diamond is in soft handoff with the 2 base stations at the diamond's vertices, and power controlled by the one with smaller pathloss.

In this thesis, soft handoff of two base stations is assumed.

account. Fig. 3.4 shows the network model conceptually. Each point $z \in \mathbb{R}^2$ is assigned a soft handoff set $\zeta_z$, which is represented as a diamond-shaped area; for any mobile within the diamond, the mobile is in soft handoff with the two base stations at the vertices, and power controlled by the one with smaller pathloss.

Suppose the interference at $B_1$ is of interest, which is the central base station in Fig. 3.4. Let $S$ be the set of all subareas in the shaded area $A$, and $\Pi^i_k$ the subarea $i$'s spatial Poisson process with rate $X^i_k$, the entire set of mobiles that is loading the sector is denoted
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as $\Pi_k = \bigcup_{i \in S} \Pi_k^i$. With (3.4), the total interference at the sector of $B_1$ is

$$I[B_1] = \sum_{z \in \Pi_k} \Gamma_z[C_z]/\Gamma_z[B_1].$$

(3.5)

According to [8], (3.5) can be classified into two components by identifying the two point patterns in $\Pi_k$; any point in $\Pi_k$ can either belong to a point pattern corresponding to $C_z = B_1$ ($\Pi_k[B_1]$) or the one corresponding to $C_z \neq B_1$ ($\Pi_k[\tilde{B}_1]$). The classification is achieved by the Poisson Marking theorem. According to the network definitions given above, the probability that a mobile at $z$ is power controlled by $B_1$ is $P(C_z = B_1) = P(\Gamma_z[B_1] < \Gamma_z[B_n])$ and the probability of not power controlled by $B_1$ is $P(C_z \neq B_1) = P(\Gamma_z[B_1] > \Gamma_z[B_n])$ for all $n \in \zeta_z$ and $n \neq 1$. Furthermore, let $z \in \mathbb{R}^2$ and define the mean measure of $\Pi_k$ by

$$m(dz) = \sum_{i \in S} X_k^i \delta(i, dz),$$

where

$$\delta(i, dz) = \begin{cases} 1, & \text{if } dz \text{ is in subarea } i \\ 0, & \text{otherwise.} \end{cases}$$

(3.6)

the two points patterns of mobiles in $\Pi_k$ are then classified as:

**In-cell mobile** is the point pattern $\Pi_k[B_1]$ with mean measure $m[B_1](dz)$ defined by $d(m[B_1])(z) = P(C_z = B_1)dm(z)$.

**Other-cell mobile** is the point pattern $\Pi_k[\tilde{B}_1] \equiv \Pi_k - \Pi_k[B_1]$ with mean measure $m[\tilde{B}_1](dz)$ defined by $d(m[\tilde{B}_1])(z) = P(C_z \neq B_1)dm(z) = (1 - P(C_z = B_1))dm(z)$.

As a result, let $I^i[B_1]$ and $I^o[B_1]$ denote the in-cell and other-cell interference at $B_1$ respectively. The total interference at $B_1$ expressed in (3.5) is the summation of $I^i[B_1]$
and \( I^o[B_1] \):

\[
I[B_1] = I'[B_1] + I^o[B_1] = \sum_{z \in \Pi_k[B_1]} 1 + \sum_{z \in \Pi_k[B_1]} \Gamma_z[C_z]/\Gamma_z[B_1]. \tag{3.7}
\]

The outage probability of the sector is then

\[
P \left( \sum_{z \in \Pi_k[B_1]} 1 + \sum_{z \in \Pi_k[B_1]} \Gamma_z[C_z]/\Gamma_z[B_1] > \alpha \right), \tag{3.8}
\]

where \( \alpha \) is the threshold value for the total interference. The evaluation of (3.8) is presented in Sec. 3.2.3. In this subsection, the outage probability expression is for a particular sector partition. However, it should be clear that the expression is the same for different partitions except the spatial Poisson process \( \Pi_k \).

### 3.2 Adaptive Sectoring Algorithm

From the previous section, the adaptive sectoring problem is shown to be equivalent to finding the shortest path in an acyclic network whose weight matrix is constantly changing; the weight is a function of a spatial Poisson process which evolves on a hourly basis. As a result, the rate function estimation of the spatial Poisson process and the construction of the acyclic network’s weight matrix with (3.8) are integral parts of the adaptive sectoring algorithm. Once the weight matrix is constructed, Dijkstra’s algorithm can be used to determine the optimal sector partition. In this section, the components of the adaptive sectoring algorithm is described. Sec. 3.2.1 provides an overview of the algorithm, Sec. 3.2.2 describes the MAP estimation of the spatial Poisson’s rate function,
Sec. 3.2.3 computes the outage probability and Sec. 3.2.4 brief discusses the Dijkstra's algorithm.

### 3.2.1 Overview of the Adaptive Sectoring Algorithm in Pseudocode

Recall in Sec. 3.1.2, the time $t$ of a day is divided into hourly intervals $k = \{0, 1, \ldots, 23\}$. Let $M$ be the number of subareas and $N$ the number of sectors in a cell, the pseudocode of the adaptive sectoring algorithm is provided in Algorithm 1 (See page 41).

### 3.2.2 MAP Estimator of Spatial Poisson's Rate Function

In this subsection, the MAP (maximum a posteriori) estimator of $X_i^k$ given the connection requests statistics is introduced, where the derivation is presented in Appendix A. Since the estimators for all subareas are equivalent, and for notational convenience, the subarea to be estimated is labeled as $X_l^k$, and the neighbors of $X_l^k$, labeled as $X_1^k$, $X_2^k$ and $X_3^k$, are shown in Fig. A.1(a).

**MAP Estimator Algorithm** Let $\Pi^k_i$ be a spatial Poisson process with rate $X_i^k$ at the subarea $i$, and let $\{N_k^i(\sigma); k \leq \sigma < t\}$ denotes the observed path of $\Pi^k_i$ in the time interval $[k, t)$, i.e., the connection requests processed at the base station. The a posteriori probability mass function of $X_k^i$ is iteratively calculated by the following algorithm.

For $t \in [k, k + 1)$, define $\Delta N_i^k = N_i^k(t + \Delta t) - N_i^k(t)$, where $\Delta t$ is an arbitrary time interval, the a posteriori probability mass function $P(X_k^i|N_k^i(\sigma); k \leq \sigma < t)$, for
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Algorithm 1 Adaptive Sectoring Algorithm

1: Initialize $P(X_{k=0}^i)$ for all subarea $i$ and the Influence model parameters {See Sec. 3.1.2.}

2: for ($k = 0; k \leq 23; k++$) do

3: $t \leftarrow k$

4: repeat

5: $t = t + \Delta T$

6: MAP estimation of each subarea's rate function. Complexity $O(M)$. {See Sec. 3.2.2}

7: until (MAP estimator stabilizes)

8: Construct the shortest path’s weight matrix. Complexity $O(M)$. {See Sec. 3.1.1 for the shortest path formulation and Sec. 3.2.3 for the outage probability computation}

9: Dijkstra’s Algorithm to find the shortest path. Complexity $O(M^2N)$.{See Sec. 3.2.4}

10: Cell sectorization.

11: Update the rate function estimator for $k + 1$. {See Sec. 3.2.2}

12: end for
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\( i = 1, 2, 3, 4 \) is

\[
P(X_k^i | N_k^i(\sigma); k \leq \sigma < t + \Delta t) \\
= P(X_k^i | N_k^i(\sigma); k \leq \sigma < t) \left\{ 1 + (X_k^i - \bar{X}_k^i) \bar{X}_k^i^{-1}(\Delta N_k^i - \bar{X}_k^i \Delta t) \right\} + o(\Delta t),
\]

where \( \bar{X}_k^i = E[X_k^i | N_k^i(\sigma); k \leq \sigma < t] = \sum X_k^i X_k^i P(X_k^i | N_k^i(\sigma); k \leq \sigma < t) \), and for \( \Delta t \) small enough, \( \Delta N_k^i \) is either 0 or 1 depending on occurrence or nonoccurrence of events and \( o(\Delta t) \) is negligible. At the end of the time interval \([k, k+1)\), label \( n_1 = \{N_k^1(\sigma); k \leq \sigma < k + 1\} \), \( n_2 = \{N_k^2(\sigma); k \leq \sigma < k + 1\} \), \ldots, and \( n_4 = \{N_k^4(\sigma); k \leq \sigma < k + 1\} \), the probability mass function of the subarea 1 at the beginning of the next time interval \([k + 1, k + 2)\) is

\[
P(X_{k+1}^1 = x|n_1, n_2, n_3, n_4) = \sum_{j=1}^4 d_{ij} \sum_{X_k^j} P(X_{k+1}^1 = x|X_k^j) P(X_k^j|n_j),
\]

where \( d_{ij} \) and \( P(X_{k+1}^1|X_k^j) \) are Influence model parameters. For \( t \in [k + 1, k + 2) \), (3.9) again continuously update the a posteriori probability upon receiving connection requests. As a result, assuming the initial probability \( P(X_{k=0}^i) \) is known for all \( i \), the a posteriori probability of \( X_k^i \) can be tracked for any time \( t \), and thus the MAP estimator at time \( t \) is

\[
\arg \max_x P(X_k^1 = x|N_k^1(\sigma), \ldots, N_k^4(\sigma); k \leq \sigma < t)
\]

### 3.2.3 Outage Probability Evaluation for Adaptive Sectoring

In this subsection, the aim is to evaluate the outage probability (3.8) of an arbitrary sector configuration. The spatial Poisson distribution is assumed known, and its resulting
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outage probability is computed. Let $\Pi_k$ be the union of spatial Poisson processes loading a sector, the total interference received at the sector of base station $B_1$ is computed with (3.7) and the outage probability is

$$P(I^i[B_1] + I^o[B_1] > \alpha) = P \left( \sum_{z \in \Pi_k[B_1]} 1 + \sum_{z \in \Pi_k[B_1]} \Gamma_z[C_z] / \Gamma_z[B_1] > \alpha \right).$$

Recall $\Pi_k[B_1]$ is the mobile point pattern power controlled by $B_1$ and $\Pi_k[\bar{B}_1]$ is the point pattern not power controlled by $B_1$. It is obvious that the first term, $I^i[B_1]$, is a Poisson random variable. In addition, in order for the base station $B_1$ to be well defined, a condition that $\Gamma[B_1] > 0$ should be imposed. Combining the two observations, the outage probability becomes

$$P(I^i[B_1] + I^o[B_1] > \alpha | I^i[B_1] > 0) = \frac{e^{-u}}{1 - e^{-u}} \sum_{j=1}^{\infty} \frac{(u)^j}{j!} P(I^o[B_1] > \alpha - (j - 1))$$

where $u \equiv E(I^i[B_1])$. The exact expression for $P(I^o[B_1])$ is difficult, however, from [8, 17], it is shown that Gaussian approximation can be applied; the approximation is motivated by the central limit theorem and it is treated rigorously in [17]. In order to compute the mean and the variance of the Gaussian approximation, the characteristics function of $I^o[B_1]$ is derived, and the mean and the variance are the first and second cumulants of $I^o[B_1]$ respectively. Theorem 3 below establishes the existence of the characteristics function and Theorem 4 shows the expression to compute the cumulants based on the model assumptions.

Let $\Pi_k[\bar{B}_1]$ be a Poisson point pattern on the network area $A$ with mean measure
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$m[B_1]$. Recall $I^o[B_1] = \sum_{z \in \Pi_\nu[B_1]} \Gamma_z[C_z]/\Gamma_z[B_1]$, define

$$\phi_z[B_1] = \begin{cases} 0 & \text{if } C_z = B_1, \\
\frac{\Gamma_z[C_z]}{\Gamma_z[B_1]} & \text{if } C_z \neq B_1.
\end{cases}$$

**Theorem 3** If $\int_A \int_{R^+} \min(|\phi_z[B_1]|, 1)m[B_1](dz) < \infty$ holds, then for any complex number $s$, the characteristics function of $I^o[B_1]$ can be calculated with

$$E(\exp(sI^o[B_1])) = \exp\left(\int_A \int_{R^+} [\exp(s\phi_z[B_1]) - 1]m[B_1](dz)\right). \quad (3.12)$$

**Proof** The proof can be found in [8].

The hypothesis holds since the area $A$ is finite (only the first layer of interference is considered in this thesis), and the mean measure of the spatial Poisson process has finite states. As a result, the characteristics function of $I^o[B_1]$ exists, and its cumulants can be computed.

**Lemma** If the characteristics function of $I^o[B_1]$ exists, let $\kappa_c$ denotes the $c^{th}$ cumulant of $I^o[B_1]$,

$$\kappa_c = \frac{d^c}{ds^c} \left(\ln E(\exp(sI^o[B_1]))\right)|_{s=0},$$

then

$$\kappa_c = \int_A E(\phi_z[B_1])^cm(dz).$$

**Proof** From (3.12), $\ln E[sI^o[B_1]]$ is given by

$$\int_A \int_{R^+} (s\phi + \frac{s^2\phi^2}{2!} + \cdots)m[B_1](dz).$$

Thus

$$\kappa_c = \int_A \int_{R^+} \phi[B_1]^cm[B_1](dz)$$
Theorem 4 Divide the network area $A$ into $A_{in-cell}$ and $A_{other-cell}$, where in-cell (other-cell) is defined by the inclusion (exclusion) of $B_1$ in the soft handoff set $\zeta_z$ at the location $z$, i.e., for $z \in A_{in-cell}$, $B_1 \subset \zeta_z$ and for $z \in A_{other-cell}$, $B_1 \not\subset \zeta_z$. If soft handoff set contains only 2 base stations, label the soft handoff base stations in $A_{in-cell}$ as $C_z$ and $B_1$, and the base stations in $A_{other-cell}$ as $B_m$ and $B_n$, the $c^{th}$ cumulant is

$$
\kappa_c = \exp((c\beta_0)^2) \int_{A_{in-cell}} \left( \frac{d[z, C_z]}{d[z, B_1]} \right)^c Q \left( \sqrt{2c\beta_0} + \frac{M_{C_z} - M_{B_1}}{\sqrt{2}\sigma_b} \right) m(dz)
+ 2 \exp((c\beta_0)^2) \int_{A_{other-cell}} \left( \frac{d[z, B_m]}{d[z, B_1]} \right)^c Q \left( \frac{c\beta_0}{\sqrt{2}} + \frac{M_{B_m} - M_{B_n}}{\sqrt{2}\sigma_b} \right) m(dz),
$$

(3.13)

where $m(dz)$ is defined in (3.6), $\beta \equiv \ln 10/10$ and $M_{B_t} \equiv 10\gamma \log_{10} d[z, B_t]$.

Proof From the lemma above, and recall (3.3) for $\Gamma_z$,

$$
\kappa_c = \int_A E(\phi_z[B_1])^c m(dz) = \int_A E \left( \left( \frac{\Gamma_z[C_z]}{\Gamma_z[B_1]} \right)^c \right) m(dz)
= \int_{A_{in-cell}} E \left( \left( \frac{d[z, C_z]}{d[z, B_1]} \right)^{10} \right)^c \frac{m(dz)}{10^{\xi[B_1/10]}}
+ \int_{A_{other-cell}} E \left( \left( \frac{d[z, B_m]}{d[z, B_1]} \right)^{10} \right)^c \frac{m(dz)}{10^{\xi[B_m/10]}}
+ \int_{A_{other-cell}} E \left( \left( \frac{d[z, B_n]}{d[z, B_1]} \right)^{10} \right)^c \frac{m(dz)}{10^{\xi[B_n/10]}}
= \exp((c\beta_0)^2) \int_{A_{in-cell}} \left( \frac{d[z, C_z]}{d[z, B_1]} \right)^c Q \left( \sqrt{2c\beta_0} + \frac{M_{C_z} - M_{B_1}}{\sqrt{2}\sigma_b} \right) m(dz)
+ 2 \exp((c\beta_0)^2) \int_{A_{other-cell}} \left( \frac{d[z, B_m]}{d[z, B_1]} \right)^c Q \left( \frac{c\beta_0}{\sqrt{2}} + \frac{M_{B_m} - M_{B_n}}{\sqrt{2}\sigma_b} \right) m(dz),
$$

(3.13)
The last equality is arrived at by taking the mean of the Gaussian variable $\xi_i, B_i - \xi_j, B_j$ under the constraint $M_{B_i} - M_{B_j} < \xi, B_i - \xi, B_j$.

With (3.13), $I^o[B_1]$'s mean and variance, $\kappa_1$ and $\kappa_2$ respectively, are calculated, and the outage probability becomes:

$$P(I^i[B_1] + I^o[B_1] > \alpha | I^i[B_1] > 0) = \frac{e^{-m}}{1 - e^{-m}} \sum_{j=1}^{\infty} \frac{m^j}{j!} Q(\tilde{y}_j)$$

(3.14)

where $\tilde{y}_j \equiv (\alpha - j + 1 - \kappa_1)/\sqrt{\kappa_2}$, $m$ is the mean of $\Pi_k[B_1]$ and $Q$ is the Q-function for the standard normal distribution.

From the above equations, it can be seen that if the rate function of the spatial Poisson process is known, the cost function for each sectoring configuration can be computed. However, the computation requires two numerical integration: one for the in-cell mobiles and the other for the other-cell mobiles. The numerical integration process is computationally intensive and time consuming. Fortunately, because the rate function of the spatial Poisson process is assumed to be constant over each subarea, the integration can be precomputed, and real time operation has computational complexity linear to the number of subareas in $\Pi_k$.

### 3.2.4 Dijkstra's Algorithm

For reader's convenience, the Dijkstra's algorithm [45] is presented in Algorithm 2, page 47. The instance of the shortest-path problem is given in Fig. 3.3, and which is the acyclic network constructed from the graph partitioning problem. Denote $E$ as the set of edges in the graph, $W : E \rightarrow \mathbb{R}^1$ as the weight function of the edge (The outage probability
computed in the previous subsection), and let \( g(i) \) be the weight of a minimum-weight 1-i path, the Dijkstra's algorithm is as follows:

\begin{algorithm}
\caption{Dijkstra's Algorithm}
\begin{algorithmic}[1]
\State Initialize: \( g(1) = 0, U = \{1\}, h(j) = W_{ij} \) if \((1, j) \in E, h(j) = \infty\) otherwise.
\State Let \( i = \arg\min_{j \in U} h(j) \). If the minimum is not unique, select any \( i \) that achieves the minimum. Set \( U \leftarrow U \cup \{i\} \) and \( g(i) = h(i) \). If \( U = V \), stop.
\State For all \( j \not\in U \) with \((i, j) \in E, h(j) \leftarrow \min(g(i) + w_{ij}, h(j)) \). Return to step 2.
\end{algorithmic}
\end{algorithm}

### 3.3 Simulation Results

In this section, the focus is on the numerical analysis of the adaptive sectoring algorithm. The analysis consists of two parts: Sec. 3.3.1 simulates the traffic tracking with the mobility-enhanced traffic model as described in Sec. 3.2.2, and Sec. 3.3.2 simulates a hot-spot scenario where a comparison in performance of adaptive and fixed sectoring is made.

#### 3.3.1 Simulation of Spatial Poisson Estimation

As described in Sec. 3.1.2, the network traffic is determined by a spatial Poisson process whose rate function is described in terms of the Influence Model. Ideally, the parameters of the Influence model can be learned from the actual traffic statistics using the expectation-maximization method or the constrained gradient descent method [11, 5].
However, in this thesis, the model parameters are assumed known, and a hypothetical network is used to simulate the tracking of the rate functions.

The hypothetical network consists of 10 adjacent subareas, and the Influence model parameters are arbitrarily chosen. The rate function $X_k^i$ in each subarea is assumed to have three states \{High, Medium, Low\}. Fig. 3.5 illustrates the traffic tracking for four time slices of 2 subareas in the network. The blue line is the true state of the subarea, and the green dotted line is the output of the MAP estimator (3.11). It can be seen that the estimator follows the true state nicely except for the first few minutes after each time the rate function changes value (on a hourly basis). The reason is that the estimation equation is formulated in a finite difference form, and update is done only upon new arrival of connection requests. As a result, a certain convergence time is needed for the MAP estimator to reach the true value.

Fig. 3.6 illustrates the real time tracking with the finite difference equation (3.9) of the two subareas during the first time interval. As the connection requests arrive, the real time update of the subareas' probability mass function is plotted. The top (bottom) plot shows that the system is getting more certain that the subarea is in state High (Low) as connection requests are accumulated. It can be observed that the convergence speed is directly proportional to the magnitude of the rate function. The tracking converges within 4 minutes when the subarea is in state High, while the tracking of the state Low takes approximately 40 minutes. However, since the MAP estimator depends only on the absolute difference between the state probabilities, the estimation yields accurate result
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Figure 3.5: The real time output of the MAP estimators of the traffic in two subareas of a hypothetical network are plotted for four 60-minute periods. The realizations of the intensity functions in subareas are generated using the Influence model, and (3.11) is applied to follow. The solid line is the simulated realization, and the dotted line is the MAP estimator value.
Figure 3.6: The two plots illustrate the real time tracking of the a posteriori probability mass function of the two subareas in Fig. 3.5 for the first 60-minute period. (3.9) is applied to update the a posteriori probability mass function as traffic data is accumulated. It is evident from the figure that the convergence speed in tracking is directly proportional to the magnitude of the rate function.
as long as the true state has the highest probability.

3.3.2 Simulation of Adaptive Sectorization

The typical problem of nonuniform traffic is manifested in the generation of hot spots. In this subsection, the response of the adaptive sectoring algorithm is studied against a hot spot scenario, where a comparison in network capacity of the adaptive and the fixed sectoring is made. Fig. 3.4 illustrates the network model. The network consists of 19 cells and each cell has radius of one. The value of the path-loss exponent, \( \gamma \), is assumed to be 4, and the required SIR is set to 7 dB/128, which corresponds to a despread SIR of 7 dB when the spreading factor is 128. Furthermore, the shadowing component in the propagation uncertainty is taken to have standard deviation of 8 dB. Under the network assumptions made, the outage probability of different sector configurations under uniform traffic is illustrated in Fig. 3.7. It is obvious that the sector with angular span of 4 subareas has the steepest slope, and the sector with one subarea is the smoothest.

Suppose the cell of interest is the central cell, the hot spot scenario considered is to increase the rate function of its two neighboring cells, and determine how adaptive sectoring can mitigate the effect. Fig. 3.8 illustrates the difference in outage probabilities between the fixed and the adaptive sectoring. In the fixed sectoring case, when the rate function is gradually increased, as illustrated in Fig. 3.8(a), the sector closest to the hot spot experiences high outage probability while the other two sectors have all the unutilized resources. On the other hand, the adaptive sectoring case is illustrated in Fig.
Figure 3.7: Outage probability of sector configuration consisting of 1 to 4 subareas under constant spatial Poisson rate.

3.8(b), and it can be observed that the adaptive sectoring algorithm narrows the loaded sector when its outage probability starts to rise, and share the load among the three sectors. It is observed that even though the outage probabilities have risen in the other two sectors, they are well below 1%; the outage probability in the fixed sectoring case has soared to approximately 9%.
Figure 3.8: Comparison of system performance with fixed and dynamic sectoring under hot spot condition. It can be observed that dynamic sectoring balances the traffic and keep the outage probabilities of the three sectors under 1%, where the loaded sector in fixed sectoring has approximately 9% outage probability.
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Conclusion and Future Work

4.1 Conclusion

In this thesis, a solution to the adaptive sectoring problem is developed. A mobility-enhanced traffic model is built to capture the mobile distribution from the network traffic statistics, and the dimension of the model is significantly reduced using the Influence model. For a network of M subareas and each subarea has Q possible states, the number of model parameters is $MQ^2 + M^2$. Furthermore, the real time tracking of the mobile distribution enables the computation of each sector's outage probability, and the adaptive sectoring algorithm is formulated as a shortest path problem, which is easily solvable with standard Dijkstra's algorithm.

The simulation on the tracking of the spatial Poisson process' rate functions has shown rapid convergence when the rate function is high. On the other hand, even though the convergence is slow when the rate is low, accurate estimation is made as long as the true state has the highest probability. Furthermore, the simulation of hot spot scenario has demonstrated the adaptive sectoring's ability to cope with nonuniform traffic distribution. The adaptive sectoring balances the load between sectors such that no sector
has outage probability exceeding 1%, while the fixed sectoring scheme experiences outage of approximately 9%.

4.2 Limitations

- While the application of the Influence model greatly reduces the model parameters, the joint effects of the neighbors is sacrificed and only the first order effects is modeled. Furthermore, the Influence model's parameters are assumed known, and the probabilistic structure of individual Markov chains is assumed to be identical across the network.

- The evaluation of the outage probability in Sec. 3.2.3 is based on the estimated value instead of the entire probability density function of the spatial Poisson’s rate function. In other words, hard decision is made and the sectorization is not optimal.

- The possible capacity improvement with increasing the soft handoff area of the smart antenna radiation pattern is not studied; increasing the sector overlap may help reducing the interference and improving the system performance because of the diversity gain of the soft handoff.

4.3 Future Work

- Application of the mobility-enhanced traffic model to other resource management problems such as channel allocation.
• Currently, the model parameters are assumed known, and each subarea (individual Markov chain) is assumed to have the same state space. However, the Influence Model is very flexible, and it is possible to have different state space for different subareas, and have the model parameters estimated based on the real time traffic data.

• Improve the algorithm that evaluates the outage probability; instead of using the estimated value of the spatial Poisson's rate functions, use its probability density function.

• Study the possibilities of incorporating the soft handoff diversity gain into the cost function of the optimization problem, and determine its effects on the sectorization decision.

• Study the steady state behaviour of the mobiles' mobility pattern using the estimated Influence model matrix. The study may provide information essential to cell planning and cell dimensioning, and lead to efficient investment on telecommunication infrastructure.
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Appendix A

Derivation of MAP Estimator

In this Appendix, the MAP estimator introduced in Sec. 3.2.2 is derived. Because of the symmetric property of hexagonal cellular network, the estimators of all the subareas are equivalent. Fig A.1(a) illustrates the network model, and the subarea to be estimated is labelled as $X_k^1$ whose evolution is shown in Fig. A.1(a) as a dynamic bayes net (DBN). The solid lines in DBN show the dependency of $X_k^1$ at $k+1$ on itself and its neighbors' previous state. (The dotted lines refer to other subareas' dependency, but they are irrelevant in estimating $X_k^1$.) Note that for each $k$, $X_k^i$ is not observable; it is indirectly observed through the connection requests processed in each subarea $i$, and which is labeled as $N_k^i$ in the figure. As a result, the estimation problem is the recursive propagation of the realizations $N_k^i$ for $i = 1, 2, 3, 4$ to determine the a posteriori probability distribution of $X_k^1$.

Denote the a posteriori probability distribution for $X_k^1$ given the network traffic $N_k^i$ up to time $k$ as the marginal function $P_{k|k}^1 = P(X_k^1|N_0^i, N_0^{2}, N_0^{3}, N_0^{4})$, and the prediction as $P_{k+1|k} = P(X_{k+1}^1|N_0^i, N_0^{2}, N_0^{3}, N_0^{4})$, where $N_0^i = (N_0^1, N_0^2, ..., N_0^4)$. The recursive computation of two marginal functions produces the a posteriori probability tracking of the subarea. Fig. A.1(b) illustrates the dynamics as a factor graph with the marginal
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(a) The mapping of the network model to its corresponding Bayes net representation. The solid lines in the Bayes net indicate the dependency structure of $X_k^1$ on itself and its neighbors' previous states, and the dotted lines indicate the dependency structure of other subareas.

(b) Factor graph representation of the Bayesian network. The $X_k^1$ is isolated and the conditional probabilities relevant to the estimation of $X_k^1$ are explicitly illustrated.

Figure A.1: The figure illustrates the network model relevant to the development of the MAP estimator, and the corresponding graphical representation. The sub-area of interest is labeled as $X_k^1$, and its dependency on its neighboring subareas are represented as a Bayes net in (a) and as a factor graph in (b).
functions explicitly stated. Given $P^i_{k|k}$ for all $i$, the prediction part can be computed easily.

Let $\sum X_k \equiv \sum X^i_k \sum X^i_k \cdots \sum X^i_k$,

$$P^1_{k+1|k} = \sum_{X_k} P(X^1_{k+1}|X^1_k, X^2_k, X^3_k, X^4_k) P^1_{k|k} P^2_{k|k} P^3_{k|k} P^4_{k|k}$$

$$= \sum_{X_k} \left( \sum_{i=1}^d d_{ij} P(X^i_{k+1}|X^i_k) \right) P^1_{k|k} P^2_{k|k} P^3_{k|k} P^4_{k|k}$$

$$= \sum_{i=1}^d \left( \sum_{X^i_k} P(X^i_{k+1}|X^i_k) P^i_{k|k} \right)$$

where the second step uses the Influence model representation discussed earlier in Sec. 3.1.2. Both $d_{ij}$ and $P(X^i_{k+1}|X^j_k)$ are defined model parameters. The computation of $P^i_{k|k}$ from the previous prediction $P^i_{k|k-1}$ is illustrated in the following Theorem.

**Theorem** Suppose $N^i_k(t)$ is doubly stochastic Poisson with rate $X^i_k$, and $X^i_k$ is a random variable. If we let $P_t(X^i_k|N^i_k(o); k < o < t)$ denote the conditional probability density function for $X^i_k$ given the connection request statistics $\{N^i_k(o); k < o < t\}$, then we obtain

$$dp(X^i_k|N^i_k(o); k < o < t) = p(X^i_k|N^i_k(o); k < o < t)(X^i_k - X^i_k)(dN^i_k - X^i_k dt),$$

with $P(X^i_k|N^i_k(o); \sigma = k) = P^i_{k|k-1}$, and

$$X^i_k = E[X^i_k|N^i_k(o); k < o < t] = \sum_{X^i_k} X^i_k p_t(X^i_k|N^i_k(o); k < o < t)$$

**Proof** The proof can be found in [38].

Eq. (A.1) can also be viewed as defining an updating algorithm according to which the prior density $P^i_{k|k-1}$ is propagated forward in time to form the a posterior density $P^i_{k|k}$ as data are accumulated. For this interpretation, it is convenient to rewrite (A.1) in
the finite difference form

\[ P(X_k^i|N_k^i(\sigma); k \leq \sigma < t + \Delta t) = P(X_k^i|N_k^i(\sigma); k \leq \sigma < t) \left\{ 1 + (X_k^i - \bar{X}_k^i)\bar{X}_k^i\Delta N_k^i - \bar{X}_k^i\Delta t \right\} + o(\Delta t), \]  

(A.2)

For \( \Delta t \) sufficiently small, the term \( o(\Delta t) \) can be disregarded and \( \Delta N_k^i = N_k^i(t + \Delta t) - N_k^i(t) \) will be either zero or one according to the nonoccurrence or occurrence of a point in \([t, t + \Delta t]\). As \( \sigma \) reaches time \( k + 1 \), \( P(X_k^i|N_k^i(\sigma)) = P_{k|k}^i \), which completes the cycle.