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ABSTRACT

The problem of restoring an image distorted by a system consisting of a stochastic impulse response in conjunction with additive noise is investigated. The method of constrained least squares is extended to this problem, and leads to the development of a new technique based on the minimization of a weighted error function. Results obtained using the new method are compared with those obtained by constrained least squares, and by the Wiener filter and approximations thereof.

It is found that the new technique, "Weighted Least Squares", gives superior results if the noise in the impulse response is comparable to or greater than the additive noise.
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CHAPTER 1 - INTRODUCTION

Many situations exist in which an image is obtained which has been degraded so that much of the information contained in the image cannot be perceived. This degradation may take either or both of the following forms: the image may be blurred, or noise may be introduced at various stages in the formation of the image, most commonly at the detection stage.

Naturally, it would be desirable to reverse the degradation process as much as possible so as to recover the information which was apparently “lost”. This is done by first rendering the degraded image in digital form (if it is not a digital image to begin with) so that it can be processed by a digital computer, then applying an algorithm which is designed to obtain a good estimate of the original image. This paper shall describe a number of commonly-used image restoration methods, present a new technique which the author has developed, and compare the results obtainable with each method.

These methods will be applied in particular to restoration problems involving a partially stochastic blur, that is, to images which have been blurred by a system whose fundamental impulse response is known but which is also subject to noise. In this we depart from the usual scope of image restoration work, which assumes that the blur may be modelled in an entirely deterministic fashion.
The purpose of the author's research was to find a new, hopefully better means of restoring images which have been degraded by a "noisy" blur in conjunction with additive noise. This degradation process may be modelled as follows [17]:

\[ g = (h + n_1) * f + n_2 \]  

(2.1)

where \( g \) is the distorted image, \( f \) is the original (undegraded) image, \( h \) is a deterministic point-spread (blur) function, \( n_1 \) and \( n_2 \) are random processes with known statistical properties, and \( * \) is the convolution operator.\(^1\) In adopting this model, we assume that both the deterministic and stochastic components of the blur are limited in space and shift-invariant, and that the noise sources are uncorrelated with either the blur or the image. We also assume that no statistics are available concerning the original image.

The random processes \( n_1 \) and \( n_2 \) may represent a variety of real-world phenomena. Examples of \( n_1 \) include:

- Error in a posteriori estimation of \( h \). Where the blur function is unknown or difficult to model (such as in the case of camera "jitter" or motion blur), one may try to estimate \( h \) by studying \( g \). Obviously this can rarely be done perfectly.

- Error in modelling \( h \). If, for example, it is known that \( g \) was formed by an out-of-focus lens, there will still be some error in determining the degree to

\(^1\)See Appendix A for an explanation of the notation used in this paper.
which the lens is out of focus. Furthermore, the actual transfer function of
the lens is unlikely to conform perfectly to its idealistic model.

• A natural random process may add itself to the known cause of blur. For
example, an unknown amount of dust may appear between the object of
interest and the lens, thus altering the blur function in a way that may be
modelled statistically.

• The blur function may be inherently random, such as in the case of atmo-
spheric turbulence.

Examples of $n_2$ include:

• Noise in the image detector. This is an obvious problem with electronic video
equipment, but it also occurs as “graininess” in photosensitive films.

• Quantization noise. When an image is rendered in digital form, some roundoff
error in the brightness values is inevitable. Hence $n_2$ must always be assumed
to exist when a digitized image is being processed (although it may, in some
cases, be considered negligible).

We shall be particularly interested in the case in which both $n_1$ and $n_2$ are white
Gaussian noise processes.
2.1 THE DISCRETE CASE

In order to find a means of restoring a digital image, we first reformulate the degradation process as follows:\(^2\)

\[ G = B \ast F + N_1 \ast F + N_2 \] \hspace{1cm} (2.2)

Here we have replaced the continuous functions of Equation 2.1 with matrices obtained by sampling the corresponding continuous functions on a rectangular tessellation. We shall define their dimensions as follows:

- \( F \) has dimensions \( M \times N \);
- The blur matrix \( B \) and its associated noise \( N_1 \) both have dimensions \( J \times K \);
- \( G \) and the additive noise \( N_2 \) both have dimensions \( (M + J - 1) \times (N + K - 1) \), since the size of \( G \) is determined by the convolution of the image and blur matrices.

2.1.1 The Fourier Space

In the literature,\(^3\) image restoration problems (not necessarily involving stochastic blur) have often been approached using existing one-dimensional signal processing techniques (which are applied in the time domain), by converting the image to a one-dimensional signal\(^4\) and finding a solution by methods involving the solution of systems of equations. This approach becomes extremely costly when applied

---

\(^2\)The convolution operation, as applied to matrices, is defined in Appendix A.

\(^3\)See, for example, [1], [12], [13], and [17]

\(^4\)A "raster scan" is most often used.
to images because of the large size of the matrices involved. The cost and complexity of restoration may be considerably reduced by considering the problem in the frequency domain, since space-domain convolution operations are replaced by pointwise linear operations in the frequency domain.

One way to convert signal processing techniques to the Fourier domain leaves the problem formulated in one dimension, but expresses the restoration filter in terms of circulant matrices. The Fourier version of the filter is then obtained directly using the fact that the eigenvalues of a circulant matrix are equal to the discrete Fourier transform coefficients of the circulant sequence. First used by Hunt [8], this technique is undeniably clever, but we shall find it easier to obtain restoration filters directly in the frequency domain.

We may reformulate our problem in the Fourier space as follows:

\[ \mathcal{G} = PQB \hat{f} + PQ \mathcal{N}_1 \hat{f} + \mathcal{N}_2 \]  

(2.3)

where \( \mathcal{G}, B, \hat{f}, \mathcal{N}_1, \) and \( \mathcal{N}_2 \) are the discrete Fourier transforms of the matrices \( \mathcal{G}, B, F, N_1, \) and \( N_2, \) respectively, of Equation 2.2 (\( P \) and \( Q \) are discussed below).

To make use of Fourier techniques, we must first expand the matrices of Equation 2.2 to a common size, which must be at least \((M + J - 1) \times (N + K - 1)\). This is done by padding the smaller matrices with zeros. This done, the discrete Fourier transform (DFT) is applied to the degraded image and the blur model to obtain their spectra; a restoration algorithm derived from Equation 2.3 is applied to obtain the spectrum of the image estimate \( \hat{f} \); and the inverse DFT is applied to \( \hat{f} \) to obtain \( \hat{F} \).

Usually, the matrices are expanded to a larger size than is strictly necessary -
most commonly a power of 2 on each side – in order to take advantage of fast Fourier transform algorithms. Hence, the size of the operand matrices will, in general, be greater than \((M + J - 1) \times (N + K - 1)\). Henceforward, we shall use the dimensions \(P \times Q\) for all such matrices.

2.2 SCOPE

We shall be expressly concerned here with techniques for the restoration of images, as opposed to their enhancement. This means that we shall only consider techniques which we expect to reverse the degradation process, not those which improve the appearance of images by means of techniques such as edge enhancement, contrast adjustment, smoothing, and so forth.

To decide on the success of a restoration method, we need an objective criterion of quality. The most commonly used such criterion is the mean-squared error (MSE) of the estimate, that is, the average of the squares of the differences between each point in \(F\) and the corresponding point in \(\hat{F}\). We shall adopt this criterion due to its popularity and its mathematical simplicity.

Another, less objective, criterion is sharpness, which we shall loosely define as the amount of genuine detail visible in the restored image.
CHAPTER 3 – VARIOUS RESTORATION METHODS

3.1 THE WIENER FILTER

The Wiener filter, or least squares filter, is obtained by minimizing the expected value of the mean-squared error of the estimate:

\[
\text{minimize } E \left[ \frac{1}{PQ} \sum_{p=0}^{P-1} \sum_{q=0}^{Q-1} (\hat{F}_{pq} - F_{pq})^2 \right]
\] (3.1)

In general, the solution of (3.1) is a nonlinear function of the degraded image \( G \), and requires knowledge of the joint probability density of \( F \) and \( G \), treating both as random fields [13]. To simplify the problem, we restrict \( \hat{F} \) to be a linear function of \( G \), i.e. \( \hat{F}_{pq} = M_{pq} \hat{G}_{pq} \), where \( M \) is not a function of either \( F \) or \( G \). Minimization of (3.1) then yields the optimum \textit{linear least-squares estimate}, which for our problem is:

\[
\hat{F}_{pq} = \frac{PQ \hat{G}_{pq} B_{pq}^*}{P^2 Q^2 |B_{pq}|^2 + P^2 Q^2 S_{n_1}(p, q) + \frac{S_{n_2}(p, q)}{S_{ff}(p, q)}}
\] (3.2)

where \( S_{n_1} \) and \( S_{n_2} \) are the power spectral densities of \( N_1 \) and \( N_2 \), respectively, and \( S_{ff} \) is the power spectral density of the undegraded image \( F \). Note that this means that the original image must be treated as a random field. Also notice that if \( S_{n_1} \) is zero, that is, if noise is absent from the blur, then the familiar form of the Wiener filter results.

The Wiener filter was first applied to images by Helstrom [7] for the case of additive noise only, and by Slepian [14] for the case of an entirely unknown blur (but with known statistics). Equation 3.2 is adapted from Franks [4], where it is applied to one-dimensional signals. Ward and Saleh [17] have used this filter with our imaging model in its space-domain formulation.
3.1.1 Applicability

The Wiener filter is the best linear filter in the sense that it minimizes the expected mean-squared error of the estimate. However, it requires some \textit{a priori} knowledge of $F$, which is treated as a random field with a known power spectral density, so that it is most often applied to \textit{classes} of images rather than single pictures.

We are interested in restoration of a single image, with no knowledge of its statistics, so the Wiener filter is not strictly applicable to our problem. However, it shall be useful to us as a standard optimum linear filter against which other methods may be compared.

It should be stressed that the optimality of this filter is confined to the class of linear filters, and that nonlinear filters have been found which outperform the Wiener filter \cite{17} at the cost of increased complexity of implementation and time required to obtain a solution.

3.2 THE “GAMMA” FILTER

In many restoration problems, either the expected power spectrum of the image, or the statistics of the noise, or both, may be unknown. In such cases, although the Wiener filter cannot be considered strictly valid, the following approximation to Equation 3.2 is often used \cite{13}:

$$\hat{f}_{pq} = \frac{PQ \mathcal{E}_{pq} \mathcal{E}_{pq}^*}{P^2Q^2 |\mathcal{E}_{pq}|^2 + \Gamma} \quad (3.3)$$

Here the noise-to-signal power ratio $P^2Q^2S_{n_1} + S_{n_2}/S_{ff}$ is replaced by the constant $\Gamma$, which is generally chosen by making a rough guess of the overall NSR.
literature, where this filter is seen, the noise in the blur is generally absent, so that \( \Gamma \) just replaces \( S_{n2}/S_{ff} \).

### 3.2.1 Applicability

Rather good results (comparable to Wiener) can be obtained with this method by trying different values of \( \Gamma \) until the best-looking results are obtained. Of course, this adds greatly to the amount of time needed to restore an image.

### 3.3 ANOTHER APPROXIMATION OF THE WIENER FILTER

If the noise statistics are known, but not the expected image power spectrum, a “quick-and-dirty” estimate can be obtained by replacing the expected power spectrum of the image in the Wiener filter by the actual power spectrum of the degraded image, as follows:

\[
\hat{f}_{pq} = \frac{PQ \mathcal{G}_{pq} B_{pq}^*}{P^2 Q^2 |B_{pq}|^2 + P^2 Q^2 S_n(p, q) + \frac{s_n(p, q)}{|\hat{g}_{pq}|^2}} \tag{3.4}
\]

on the assumption that the power spectrum of the degraded image is not far different from that of the original image. We shall refer to Equation 3.4 as the “false Wiener” filter.

### 3.3.1 Applicability

This filter works surprisingly well despite the fact that it is strictly *ad hoc*. It is (so far) probably the best one-shot linear filter in cases where nothing at all is known about \( \mathcal{F} \), and is particularly good in cases where the additive noise is
small compared to the multiplicative noise, since it then approaches the form of the
Wiener filter.

3.4 CONSTRAINED DECONVOLUTION

Constrained Deconvolution was first developed for the one-dimensional case by
Phillips [11] and applied by Twomey and Hunt to the problem of image restoration
with additive noise only \((n_1 = 0)\) [16],[9]. It was derived directly in the frequency
domain, again for the case of noiseless blur, by Dines and Kak [3]. I have adapted
the method of Dines and Kak to our case of a partially stochastic blur. What
follows here is a quick overview of the method; for a detailed derivation, please see
Appendix B.

The idea of this method is to find an estimate \(\hat{F}\) such that the total computed
noise power (known as the “residual”) is equal to its expected value:

\[
\sum_{p=0}^{P-1} \sum_{q=0}^{Q-1} \left[ G_{pq} - (B*\hat{F})_{pq} \right]^2 = E \sum_{p=0}^{P-1} \sum_{q=0}^{Q-1} \left[ (N_1*\hat{F})_{pq} + N_{2pq} \right]^2
\]  

(3.5)

Some manipulation is required to convert this equation to its frequency domain
analogue for the case of white Gaussian noise:

\[
\sum_{p=0}^{P-1} \sum_{q=0}^{Q-1} \left[ \frac{G_{pq} - PQ\hat{F}_{pq} \hat{f}_{pq}}{\sigma_1^2} \right] - JK \sigma_1^2 \left[ \hat{f}_{pq} \right]^2 = \frac{(M + J - 1)(N + K - 1)\sigma_2^2}{PQ}
\]  

(3.6)

where \(\sigma_1^2\) and \(\sigma_2^2\) represent the variances of the multiplicative noise (noise in the
blur) and the additive noise, respectively.

Since an infinite number of estimates exist which conform to this constraint,
another independent criterion is chosen to find an optimum estimate. For example,

\footnote{Please see Appendix B.}
one might choose to make the estimate smooth, or to minimize its total energy.

The criterion used in this method is to minimize a function of the form:

$$\sum_{p=0}^{P-1} \sum_{q=0}^{Q-1} |L \ast \hat{F}|_{pq}^2$$  \hspace{1cm} (3.7)

since $L$ can very easily be chosen so that minimization of (3.7) is helpful. For example, the Laplacian operator may be chosen:

$$L = \begin{bmatrix}
0 & 1 & 0 \\
1 & -4 & 1 \\
0 & 1 & 0 \\
\end{bmatrix}$$  \hspace{1cm} (3.8)

in which case, by minimizing (3.7), we are choosing the version of $\hat{F}$ with the smallest sum of second differences, and hence a "smooth" $\hat{F}$. Note that $L$ is padded with zeros in the same manner as $B$, so that the convolution in (3.7) is circular. Usually the dimensions of the active part of $L$ are smaller than those of $B$; if not, it may be necessary to increase the dimensions $P$ and $Q$ to accomodate $L \ast \hat{F}$.

Another common choice is to make $L$ a simple impulse:

$$L_{pq} = \begin{cases}
1, & \text{if } p = q = 0 \\
0, & \text{otherwise}
\end{cases}$$  \hspace{1cm} (3.9)

whereby (3.7) minimizes the total energy of $\hat{F}$. This is the form of $L$ which we shall be using (see Chapter 4, "Results").

In any case, the method of Lagrange multipliers is used to minimize the frequency-domain form of (3.7), with $\hat{F}$ constrained by Equation 3.6. This leads to the fol-
following filter:

\[ \hat{f}_{pq} = \frac{PQ \mathcal{F}_{pq} B_{pq}}{vP^2Q^2 |L_{pq}|^2 + P^2Q^2 |B_{pq}|^2 - JK\sigma_1^2} \]  

(3.10)

where \( v \) is an unknown constant derived from the Lagrange multiplier \( \lambda \).

It is impossible to (analytically) solve (3.10) and (3.6) simultaneously to obtain \( v \), so an iterative procedure must be used. A guess is made of the value of \( v \), Equation (3.10) is used to obtain the corresponding \( \hat{f} \), then this is plugged into (3.6). This is repeated until Equation 3.6 is satisfied. It turns out [13] that the left side of (3.6) is a monotonically increasing function of \( v \) in the region of the solution, so we may easily "zero in" on the value of \( v \) for which Equation 3.6 is satisfied.\(^2\)

### 3.4.1 Applicability

Constrained Deconvolution is an example of a nonlinear restoration method. Since its solution cannot be obtained analytically, it is time-consuming compared to a linear method such as the Wiener filter. However, in contrast with the Gamma filter, which also requires that a parameter be adjusted until the "best" solution is found, Constrained Deconvolution obtains its solution automatically, with no need for human judgment to choose an optimum solution. Its advantage over the Wiener filter is that nothing needs to be known \textit{a priori} about the image to be restored; it is merely necessary to make the assumption that the two noise sources are uncorrelated with each other and with the image, which is usually the case. (Equations 3.6 & 3.10 are derived for the particular case of stationary white Gaussian noise sources.)

\(^2\)This is proven in Reference [13] without considering \( N_1 \). Because the constraint is nonlinear in our case of a noisy blur, we cannot prove that it is still true, but the author has found it to be true in practice.
3.5 WEIGHTED LEAST SQUARES

What follows here is the history of the author’s development of the Fourier-domain version of the weighted least-squares (WLS) filter, which began with a modification of Constrained Deconvolution for the particular case of white Gaussian noise.

Since the expected value of the residual, \( E \left\{ \sum_{p=0}^{P-1} \sum_{q=0}^{Q-1} \left| G_{pq} - (B \ast \hat{F})_{pq} \right|^2 \right\} \), is dependent on \( \hat{F} \) when \( \sigma_1^2 \neq 0 \) (Eq. 3.5), it is possible to minimize the residual itself (and hence, optimistically, the noise in the estimate), rather than a chosen linear function of \( \hat{F} \), while still keeping the same constraint: that the residual be equal to its expected value. Stating our objective in the frequency domain, we wish to minimize:

\[
\sum_{p=0}^{P-1} \sum_{q=0}^{Q-1} \left| G_{pq} - PQ \hat{F}_{pq} \right|^2
\]

subject to Equation 3.6.

Following a similar derivation to that of the constrained deconvolution filter, we obtain:

\[
\hat{F}_{pq} = \frac{PQ G_{pq} B_{pq}^*}{P^2 Q^2 |B_{pq}|^2 + v JK \sigma_1^2}
\]  

(3.11)

where, again, \( v \) is found by iteration with Equation 3.6.

It is easily shown that this filter is the same as the constrained deconvolution filter using the minimum energy criterion, unless of course \( \sigma_1 = 0 \), in which case it degenerates to the simple inverse filter. (The alert reader may also have noticed that this amounts to a determinate “Gamma” filter, ie. it represents a means of choosing \( \Gamma \) objectively for the case of white Gaussian noise.)

At first glance, minimization of the residual appears to be a good criterion for finding \( \hat{F} \). However, it fails to take into account the fact that the noise is signal-
dependent: it is larger where $F$ is larger. This means that the noise energy is greater in areas\(^3\) where $F$ is stronger. Thus, the minimum-residual criterion is \textit{weighted} in favour of areas where the signal strength is greatest – precisely where there is more noise.

Clearly, in order to correct for this behaviour, we should give more weight to the residual at frequencies where $\hat{f}$ is small. We may do this by minimizing a \textit{weighted} version of the residual, in such a way that the expected value of this weighted residual is constant for any magnitude of $\hat{f}$. The obvious choice is to weight the residual by its expected value, which leads us to the following criterion:

$$\text{minimize } \sum_{p=0}^{P-1} \sum_{q=0}^{Q-1} \frac{|G_{pq} - PQ \hat{E}_{pq} \hat{f}_{pq}|^2}{JK \sigma_f^2 |\hat{f}_{pq}|^2 + \frac{\sigma_f^2}{P^2Q^2}}$$

(3.12)

Obviously, it makes no sense to apply the constraint of Equation 3.6, which would simply set this quantity equal to 1. Hence we simply minimize this with respect to $\hat{f}$, obtaining:\(^4\)

$$\hat{f} = \frac{PQ GB^*}{P^2Q^2 |B|^2 - \frac{JK \sigma_f^2 |G-PQ B \hat{f}|^2}{JK \sigma_f^2 |\hat{f}|^2 + (M+J-1)(N+K-1)\sigma_f^2/P^2Q^2}}$$

(3.13)

(Here, and henceforward, the subscript $pq$ is omitted from frequency-domain expressions, as it is clear that such expressions are to be evaluated point-by-point.)

If a reasonable starting estimate of $\hat{f}$ is chosen, iteration of Equation 3.13 will converge successfully. However, it is possible to solve this equation analytically using the fact that the phase of $\hat{f}$ is equal to that of $GB^*$ (from inspection of Equation 3.13). By this means, Equation 3.13 can be rearranged into a quadratic

\(^3\)Either areas in space, or frequency components.

\(^4\)Please see Appendix C for a detailed derivation of a generalized form of this filter.
equation, the roots of which are:

$$\hat{f} = \begin{cases} \frac{\mathcal{G}}{PQB^*} & \frac{\mathcal{B}^*(M + J - 1)(N + K - 1)\sigma^2}{PQJK\sigma^2} \end{cases}$$

(3.14)

Hence, the solution at any point in the spectrum is either the INVERSE FILTER or a value which is 180° out of phase with the inverse filter.

In a trial, iteration of Equation 3.13 starting with the DFT of the undegraded image yielded an estimate which was composed of one or the other of the two roots of (3.14) at each point. Taking a sample of this estimate, it was found that, for the samples taken, the roots obtained were the ones which best fit the constraint of Equation 3.6 at each point.

We now have a useful, semi-linear filter. The scheme is to obtain both possible roots (3.14) at each point in the spectrum, and choose the one which best fits the point form of the constraint on $\hat{f}$:

$$|\mathcal{G} - PQB\hat{f}|^2 = JK\sigma^2 |\hat{f}|^2 + \frac{(M + J - 1)(N + K - 1)\sigma^2}{P^2Q^2}$$

(3.15)

3.5.1 Generalization of the Method

Minimization of a weighted residual is the basis of a well-known space-domain technique known as “regression spatial image restoration” [12]. This technique models the degradation of a one-dimensional signal as follows:

$$\tilde{g} = B\tilde{f} + \tilde{n}$$

(3.16)

A minimum-variance unbiased estimate of $\tilde{f}$ can be obtained by minimizing the following function:

$$(\tilde{g} - B\tilde{f})^T K_n^{-1}(\tilde{g} - B\tilde{f})$$

(3.17)
where $K_n^{-1}$ is the inverse of the autocovariance matrix of the noise. The idea is apparently to minimize the residual, weighted at each point by the variance of the noise. No means has been found to implement this method in the frequency domain, so that its application to pictures is limited due to the enormous size of the matrices involved and the time required to obtain a solution, even when it is formulated in terms of circulant matrices [6].

We now realize that our method is a frequency-domain analogy to the minimization of (3.17). In our method, the Fourier version of the residual is minimized, weighted at each point in the spectrum by the power spectral density of the noise, which we define as follows:

$$S_n(p, q) = E \left[ |\mathcal{N}(p, q)|^2 \right]$$

$$= \left[ \text{DFT} \{ R_n \} \right]_{pq}$$  \hspace{1cm} (3.18)

For Equation 3.19 to hold, it is necessary for the noise to be stationary, so that $R_n$ (the autocorrelation function of the noise) is a function of two dimensions. (Otherwise, it is a function of four dimensions – the location vectors of the two points being correlated.) In any case, observe that the power spectral density of the noise is also equal to the expected value of the residual:

$$S_n(p, q) = E \left[ |\mathcal{G}_{pq} - PQB_{pq} \tilde{f}_{pq}|^2 \right].$$

This leads us to the following generalized Weighted Least Squares criterion:

$$\minimize \sum_{p=0}^{P-1} \sum_{q=0}^{Q-1} \frac{|\mathcal{G}_{pq} - PQB_{pq} \tilde{f}_{pq}|^2}{S_n(p, q)}$$

$$\hspace{1cm} (3.21)$$
In the degradation model we have adopted, the additive and multiplicative noise sources are independent of each other and of \( F \), so that (as shown in Appendix A):

\[
S_n = P^2Q^2S_{n1}|\mathcal{F}|^2 + S_{n2} \tag{3.22}
\]

so that (3.21) leads us to:

\[
\hat{f} = \frac{PQ\mathcal{G}B^*}{P^2Q^2|\mathcal{B}|^2 - \frac{P^2Q^2S_{n1}||\mathcal{G}-PQ\hat{f}|^2}{P^2Q^2S_{n1}|\hat{f}|^2+S_{n2}}} \tag{3.23}
\]

and hence:

\[
\hat{f} = \left\{ \frac{\mathcal{G}}{PQ\mathcal{B}}, -B^*S_{n2} \right\} \tag{3.24}
\]

where the correct root is chosen to be that which best fits:

\[
|\mathcal{G} - PQ\mathcal{B}\hat{f}|^2 = P^2Q^2S_{n1}|\hat{f}|^2 + S_{n2}. \tag{3.25}
\]

Please see Appendix C for the complete derivation of this filter.

### 3.5.2 Analysis of the Result

We have not yet verified that (3.24), the roots of Equation 3.23, actually minimize (3.21). Let us consider this now. Inspection of (3.21) immediately reveals that the quantity to be minimized is a nonnegative real number for all \((p,q)\). Now, if we substitute the first root from (3.24), \( \frac{\mathcal{G}}{PQ\mathcal{B}} \), (the "inverse filter") into (3.21), we get 0. Substitution of the second root returns a nonzero positive quantity, and we can see that, in the limit as \( |\hat{f}| \to \infty \), (3.21) approaches \( \frac{|\mathcal{B}|^2}{S_{n1}} \). Since the only finite extrema of (3.21) are given by Equation 3.24, we can only come to one conclusion. Please see Figure 3.1.
In fact, the second root from Equation 3.24 maximizes the weighted error function (3.21). Yet the method described in the previous section works (as will be seen in the next chapter), and works considerably better than the inverse filter, which is the absolute minimum of (3.21).

To explain this, we need to consider the inverse filter \( \hat{f} = \frac{\mathcal{G}}{PQB} \), the most primitive attempt at image restoration. It is obtained by taking the expectation of both sides of Equation 2.3:

\[
E[\mathcal{G}] = E[PQB\hat{f} + PQ\mathcal{N}_1\hat{f} + \mathcal{N}_2] = PQB\hat{f} \tag{3.26}
\]

which immediately gives \( \hat{f} = \frac{\mathcal{G}}{PQB} \).

This filter performs poorly because in most cases the blur transfer function \( \mathcal{B} \) tends to act as a low-pass filter when applied to \( \hat{f} \). Thus, when noise is added to a blurred image, it accounts for most of the higher frequencies in the spectrum of \( \mathcal{G} \).

Now, since \( \mathcal{B} \) is a low-frequency emphasis filter, its inverse is a high-frequency emphasis filter. Due to the difference in the spectra of the blurred image and the noise, such a filter amplifies the noise more than the signal component of \( \mathcal{G} \),

Figure 3.1: Behaviour of the weighted residual function for all estimates \( \hat{f} \) at a given point \((p, q)\). (Cross-section through the line \( \hat{f} = |\hat{f}|e^{i\text{arg}(GB^*)} \).)
so that the "restored" image is very noisy, containing very large high-frequency components.

One attempt to circumvent this problem in the application of the inverse filter is described by McGlamery [10]. This method selects a threshold frequency below which the inverse filter may be applied. Above this threshold, the inverse is replaced by the degraded image \( \mathcal{G} \). Until now, the selection of this threshold has been a matter of trial and error.

Now consider the operation of the "constraint" (Equation 3.25). It selects the root in (3.24) for which the error function \( |\mathcal{G} - PQ\mathbf{B}\hat{\mathbf{f}}|^2 \) is closest to its expected value. We may think of the action of the selection process as follows: "If the estimate \( \hat{\mathbf{f}} \) which maximizes the weighted residual has a noise power which is closer to the expected quantity than that of the inverse filter (which gives the absolute minimum of the weighted residual), then it appears that the inverse filter fails at that frequency." It is our great fortune that the alternative to the inverse filter given by the other root in (3.24) is \emph{small} at such points compared to the inverse filter (since their magnitudes are inversely proportional) so that, in effect, our method of selecting between the possible solutions (3.24) is an \emph{automatic} implementation of McGlamery's thresholding technique.

Thus, by a somewhat roundabout method, we have arrived at a determinate means of deciding whether or not to use the inverse filter for each point of the spectrum of the estimate \( \hat{\mathbf{f}} \): we see whether it fits the constraint (Equation 3.25) better than the maximizing root \( \frac{-B^*S_n}{PQ\hat{\mathbf{g}}^*S_{n_1}} \). If not, we substitute something else.

It stands to reason, now, that the optimal "something else" is \emph{not} the maxi-
mizing root; after all, it is 180° out of phase with the inverse filter. If our theory is correct, then using, for example, $\mathcal{G}$ as the alternative (following McGlamery), or 0, should give better results. This hypothesis has been confirmed; results using various alternatives to the inverse filter are shown in the next chapter.

3.5.3 Summary

Our new method, “Weighted Least Squares”, boils down to a non-arbitrary means of deciding where to use the inverse filter as an estimate of the undegraded image spectrum. The decision is made by finding which of the two quantities (3.24) best fits the following model of the noise power at each point in the spectrum of the degraded image:

$$|\mathcal{G} - PQ\hat{\mathcal{G}}|^2 = P^2Q^2S_n + S_{n2}$$

If the inverse filter, $\frac{\mathcal{G}}{PQ\hat{\mathcal{G}}}$, fits best, it is used to obtain $\hat{\mathcal{G}}$. If not, another quantity is substituted; for example, 0 or $\mathcal{G}$.

3.5.4 Applicability

WLS may be used in any image restoration problem which can be described by our model (Equation 2.3) and for which it is possible to model the noise sources by their power spectral densities. Whether the method is effective (gives good results) remains to be seen, and is the topic of the next chapter.
CHAPTER 4 – RESULTS

The methods presented in the previous chapter were applied to the restoration of an image of size 120 x 120 (the “FACE” of Figure 4.5(a)) which was degraded by a simulated optical system with the following impulse response:

\[ h(\rho) = \left( \frac{\sin(\rho)}{\rho} \right)^2 \]  \hspace{1cm} (4.1)

where \( \rho \) is the distance from the origin. This represents a diffraction-limited incoherent optical system of square aperture [2]. This function was sampled and truncated to a size of 9 pixels square, with the scale of \( \rho \) chosen to give 3 complete lobes in all. The resulting matrix (B) was then normalized so that the sum of its elements was equal to 1 (so that convolution of this matrix with the target image would preserve the energy of the image). Hence G had dimensions of 128 x 128, so that no further padding was necessary for the application of the fast Fourier transform.

The noise matrices \( N_1 \) and \( N_2 \) were generated by stationary white Gaussian pseudo-random number generators with variances \( \sigma_1^2 \) and \( \sigma_2^2 \), respectively.

This system was fine for numerical comparison of the various restoration methods, but for the pictures of Figs. 4.5 - 4.7, a stronger blur was needed to bring out the differences between the various techniques. Therefore, a uniform 9 x 9 step function was used for the photographs.

The original image “FACE” is an array of eight-bit positive integers. Its range is (4, 227), its mean value is 106.53, and its sample standard deviation is 43.35. Prior to processing, it is converted to an array of real numbers and padded with its mean (rather than zeros) to size \( P \times Q \).
4.1 AN INTERESTING RESULT

The author was fortunate to have first tried the WLS filter on an image with a relatively large value of $\sigma_1$. Indeed, the method would have been dismissed entirely on the sole basis of its performance for the case of no multiplicative noise. The performance of the WLS filter is shown in Figure 4.1.

![Figure 4.1: Performance of the WLS filter for different values of $\sigma_1^2$, with $\sigma_2^2 = 0.1$. The filter uses either the actual value of $\sigma_1^2$ or a fixed minimum value.](image)

Note how the mean-squared error of the estimate actually increases as the noise in the blur decreases below a certain point. This is contrary to what we might expect, but can be understood if we refer to Equation 3.13 – as $\sigma_1$ approaches 0, Equation 3.13 approaches the inverse filter, which of course fails due to the presence of additive noise.

In order to force this filter to behave well for low values of $\sigma_1$, we must set a minimum value for $\sigma_1$ to be used by the filter. It was found that, for optimum results, this minimum value is approximately proportional to $\sigma_2$ and, for a given $\sigma_2$,
is constant for any quantity of $\sigma_1$ below the minimum value. However, the minimum value changes for different types of blur (it seems to drop as the blur becomes broader) and different images, so that, in practice, the WLS filter cannot be used where $\sigma_1$ is small without finding the minimum $\sigma_1$ manually for each restoration problem (much as is done with the "Gamma" filter).

4.2 COMPARISON WITH OTHER METHODS

In order to assess the value of the WLS filter, the mean-squared error of the estimate using WLS was compared to those obtained using the other techniques presented in the previous chapter. The Wiener filter was selected as the optimum standard, using the *actual* value of $|\mathcal{F}|^2$ in place of the power spectral density $S_{ff}$ (of course, this would never be used in practice!). It should be stressed that the Wiener filter is not used here as an actual candidate for use in our problem, since we have assumed that nothing is known about the image prior to its restoration.

The "Gamma" filter was chosen as an example of a linear filter which must be "tuned" manually to obtain an optimum result. The "false Wiener" filter is an example of a linear filter which does not require such tuning, and Constrained Deconvolution (CDV) is an example of a nonlinear filter. All other things being equal, we would choose a linear filter over a nonlinear one because it is faster; and any filter which works on its own is preferable to one which must be adjusted manually.

From the point of view of implementation, the WLS filter may be considered linear (since it does not require iterations, but simply selects one of two possible
linear solutions using a simple criterion). For large values of $\sigma_1$ it works on its own, but for smaller values it requires manual adjustment. Thus, to be useful, it must give better results than all other filters (except Wiener) when tuned manually, or it must give better results than the “false Wiener” filter and CDV when the actual value of $\sigma_1$ is used by the filter.

For the case of $\sigma_2 = 0$, it was found that the “false Wiener” filter always outperforms WLS. This is to be expected, since in this case the false Wiener filter is functionally identical to the Wiener filter and hence gives the optimum linear estimate. When $\sigma_1 = 0$, a minimum value must always be found for $\sigma_1^2$ as used by WLS; in such cases, the Gamma filter always gives better results for the same effort. In fact, the author has found that the Gamma filter always gives better results (when properly “tuned”) than WLS (and even better than the Wiener filter in some cases). Thus, we shall no longer consider the use of a minimum value of $\sigma_1$ with WLS.

Figures 4.2 & 4.3 show the performance of all the candidate methods for a fixed value of $\sigma_2^2$ (0.1 was chosen as a rough approximation to the amount of additive noise one might expect from quantization error). The MSE of each estimate is shown as a ratio to the MSE of the corresponding Wiener estimate. Constrained Deconvolution is used here with the minimum energy criterion ($L$ is given by Equation 3.9). WLS2 is a variation of WLS which replaces the negative root of Equation 3.13 with 0. As the reader can see from the figures, this variation is superior to the original WLS filter.

From these plots, it is apparent that a range of values of $\sigma_1$ exists in which
Figure 4.2: Comparison of all methods using a square lens ($\text{sinc}^2$) blur function

WLS2 gives superior results compared to both CDV and "false Wiener". This is the region in which WLS2 may be considered useful, as it gives the best results of the available "automatic" methods. The Gamma filter still gives better results in this range of $\sigma_1$, but must be adjusted manually.

4.3 OTHER CHOICES FOR THE ALTERNATE ROOT

We have already seen that better choices than the "maximizing root", $\frac{-\hat{g} \cdot S_{n_2}}{P \hat{g} \cdot S_{n_1}}$, exist as alternatives to the inverse filter for use by WLS. The question is, what would the best alternative root be? Unfortunately, the author has been unable to analytically determine an optimal choice. However, a number of obvious choices present themselves:
Figure 4.3: Comparison of all methods using a uniform square blur function

- Zero, as used by WLS2. This assumes that, where the inverse filter is not
  selected, the noise-to-signal ratio in the degraded image at those points in
  the spectrum is greater than unity, so it is best to "leave 'out" those points
  altogether.

- g, with its phase changed to that of the inverse filter. The phase of the
  inverse filter is used simply because the Wiener filter always uses it, so that
  we expect that phase to be the optimum choice.

- The following approximation to the Wiener filter:

\[
\frac{PQgB^*}{P^2Q^2|\mathcal{B}|^2 + P^2Q^2S_{n_1}}
\]  

(4.2)
For each of these alternatives, we may use Equation 3.25 to compare the inverse filter either to the maximizing root or the alternative which we actually intend to use. It has been found that the latter approach gives superior results in all cases tried.

Figure 4.4 shows the results obtained using each alternative to the inverse filter. Of these, it is apparent that the Wiener approximation works best for large values of $\sigma_1$, and indeed outperforms the false Wiener filter for all $\sigma_1^2 > 10^{-5}$ (approximately). $\mathcal{G}$ works better for smaller values of $\sigma_1$. All the methods give poor results for very low amounts of noise in the blur. It should be noted that the improvement in MSE obtained by using $\mathcal{G}$ instead of 0 (as was used by WLS2) comes at the expense of...
of some detail in the restored image. Hence, if sharpness of the restored image is important, it is preferable to use $0$ rather than $\mathcal{G}$ for levels of multiplicative noise at which these two alternatives are better than the Wiener approximation.

4.4 VISUAL RESULTS

Figures 4.5–4.7 are photographs showing the best results obtainable using each method discussed, applied to a uniform 9 x 9-pixel blur. In Figure 4.5, $\sigma_1 = 0.001$ and $\sigma_2 = 0.316$. Here the Gamma filter gives results as good as the Wiener filter. CDV and the false Wiener filter give somewhat blurred output, while both versions of WLS give a good, sharp image, though noisier than that produced by the Gamma filter. WLS2 may be considered useful here, since $\sigma_1 > \sigma_1(\text{min})$. (This is not true of the original WLS filter.)

In Figure 4.6, $\sigma_1 = 0$ and $\sigma_2 = 0.316$. Here the Gamma filter gives results which appear in these photos to be better than those of the Wiener filter. In fact, the Gamma filter has a “grainy” artifact which is not as visible in the photographs as the Wiener filter's artifacts. The false Wiener filter gives terrible results. CDV gives quite good results, and may be considered the best “automatic” filter. Results using WLS are poor, especially in view of the fact that the minimum $\sigma_1$ must be used.

In Figure 4.7, $\sigma_1 = 0.001$ and $\sigma_2 = 0$. Again, the Gamma filter gives excellent results. This time, the false Wiener filter is the same as the Wiener filter, so naturally their results match. CDV works rather poorly. WLS is better, but would still not be used since the false Wiener filter works so well.
Figure 4.5: Results using $\sigma_1 = 0.001$ and $\sigma_2 = 0.316$: (a) The original image “FACE”. (b) “FACE” blurred and with noise added. (c) Output of Wiener filter. (d) Output of “false Wiener” filter. (e) CDV. (f) WLS. (g) Gamma filter. (h) WLS2.
Figure 4.6: Results using $\sigma_1 = 0$ and $\sigma_2 = 0.316$: (a) The original image “FACE”. (b) “FACE” blurred and with noise added. (c) Output of Wiener filter. (d) Output of “false Wiener” filter. (e) CDV. (f) WLS. (g) Gamma filter. (h) WLS2.
Figure 4.7: Results using \( \sigma_1 = 0.001 \) and \( \sigma_2 = 0 \): (a) The original image “FACE”. (b) “FACE” blurred and with noise added. (c) Output of Wiener filter. (d) Output of “false Wiener” filter. (e) CDV. (f) WLS. (g) Gamma filter. (h) WLS2.
CHAPTER 5 – CONCLUSION

We have adapted and applied the following image restoration techniques to images degraded by a stochastic blur and additive noise: the inverse filter, the Wiener filter, the "Gamma" filter, the "false Wiener" filter, and Constrained Deconvolution. Investigation of the noise-power constraint, which is the basis of Constrained Deconvolution, has led to the development of a new restoration technique. This technique, Weighted Least Squares, is a modification of the inverse filter whereby the points at which the inverse filter gives good results are determined analytically. Where the inverse filter is predicted to give poor results, one of a number of replacement functions is used in its place.

Weighted Least Squares has been found to be useful where the effect of noise added to the blur impulse response is comparable to, or greater than, that due to additive noise. It is applicable to any system which can be described by the degradation model which was presented in Chapter 2, and for which the power spectral densities of the noise sources are known.

Four alternatives to the inverse filter were investigated for use by WLS. The first (the "maximizing" root from (3.24)), was shown to be suboptimal. The degraded image spectrum and 0 were found to work well for moderate amounts of blur noise. For larger amounts of this noise, an approximation of the Wiener filter was found to give the best results.

Although nonlinear filters may exist which give better results, they have the disadvantage of requiring considerably more computation time than does the Weighted Least Squares filter, which is "semi-linear" and produces results within a timespan
comparable to that required by the fastest linear filters.

The author is optimistic that the technique of choosing between alternative solutions of an imaging problem by using the noise-power constraint (Equation 3.6) may be found useful in other methods of image restoration.
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APPENDIX A – MATHEMATICAL CONVENTIONS

If we ignore colour, an image can be simply described as a function of two dimensions, strictly limited in domain. In this text, a continuous image (such as a photograph or the real image formed by a lens) will be denoted by a normal, lower-case letter, eg. \( f(x,y) \). A digital image takes the form of a matrix, which will be denoted by a boldface upper-case letter, and an individual element of such a matrix (a pixel) will be indicated by subscripts, as follows:

\[
F_{xy}
\]

Where used, vectors will be denoted by lowercase letters, and will be obvious by the presence of an arrow superscript. The dimensions of matrices and vectors are represented by normal uppercase letters corresponding to the matrices' subscripts. For example, a subscript \( x \) may take values from 0 to \( X - 1 \).

The discrete Fourier transform (DFT) of a matrix shall be represented by the script uppercase version of the same letter used to represent the corresponding space domain matrix. It shall be defined as follows:

\[
\mathcal{F}_{uv} = \frac{1}{MN} \sum_{m=0}^{M-1} \sum_{n=0}^{N-1} F_{mn} e^{-2\pi j \left( \frac{m}{M} + \frac{n}{N} \right)}
\]  
(A.1)

The corresponding inverse transform is:

\[
F_{mn} = \sum_{u=0}^{M-1} \sum_{v=0}^{N-1} \mathcal{F}_{uv} e^{2\pi j \left( \frac{m}{M} + \frac{n}{N} \right)}
\]  
(A.2)

These definitions are taken from Rosenfeld and Kak [13], as are the following associated theorems:
A.1 PARSEVAL'S THEOREM

\[ \sum_{m=0}^{M-1} \sum_{n=0}^{N-1} F_{mn} G_{mn}^* = MN \sum_{u=0}^{M-1} \sum_{v=0}^{N-1} \mathcal{F}_{uv} \mathcal{G}_{uv}^* \]  
(A.3)

A.2 THE CONVOLUTION THEOREM

\[ \text{DFT}\{F * G\}_{pq} = PQ \mathcal{F}_{pq} \mathcal{G}_{pq} \]  
(A.4)

Here * denotes circular convolution, which is defined as follows:

\[ [F * G]_{mn} = \frac{1}{PQ} \sum_{p} \sum_{q} F_{pq} G_{m-p, n-q} \]  
(A.5)

where it is understood that \( G_{aP+b, bQ+q} = G_{pq} \) for all integers \( a, b \); in other words, the matrices \( F \) and \( G \) are extended periodically as required by Equation A.5.

This theorem states that circular convolution in the space domain is equivalent to point-by-point multiplication of the corresponding spectra.

Throughout this paper, the circular convolution of any two matrices is taken to the same as their linear convolution, since the operands are assumed to have been padded with zeros to reach dimensions equal to those of the output matrix. This is necessary in any case for Fourier methods to be applied to image restoration problems, since all spectra must have the same dimensions if they are to be, for example, added or multiplied together.
A.3 POWER SPECTRAL DENSITY

I have chosen to define the power spectral density of a random field as follows:

\[ S_n(p, q) \triangleq E \left[ |N_{pq}|^2 \right] \tag{A.6} \]

This includes the usual definition of \( S_n \) as the discrete Fourier transform of the autocorrelation function of the random field:

\[ S_n(p, q) \triangleq \left[ \text{DFT} \left\{ R_n \right\} \right]_{pq} \tag{A.7} \]

which is limited in its application to homogeneous random fields [13]. Equation A.6 is a far more useful definition for use with our discrete degradation model (Equation 2.2), since the noise sources \( N_1 \) and \( N_2 \) are limited in space and so cannot be considered homogeneous. Therefore, Equation A.7 cannot be used for our problem. On the other hand, it is easily shown that (A.6) exists for many nonhomogeneous random fields (in particular, any field consisting of uncorrelated random variables).

Let us consider our special case of zero-mean white Gaussian noise. Take \( N_1 \); it consists of \( JK \) independent Gaussian noise elements of variance \( \sigma_1^2 \). The rest of the \( P \times Q \) matrix is filled with zeros. Since the DFT is linear, we may write:

\[ \mathcal{N}_1(p, q) = \sum_{i=0}^{P-1} \sum_{j=0}^{Q-1} \mathcal{N}_{ij}(p, q) \tag{A.8} \]

where \( \mathcal{N}_{ij} \) is the DFT of a matrix filled with zeros except for the single point \( N_1(i, j) \). Now, note that

\[ |\mathcal{N}_{ij}(p, q)| = \frac{|N_1(i, j)|}{PQ} \quad \forall (p, q) \tag{A.9} \]
so that

\[
E \left[ |N_1(p, q)|^2 \right] = E \left[ \left( \sum_{i=0}^{P-1} \sum_{j=0}^{Q-1} N_{ij}(p, q) \right) \left( \sum_{i=0}^{P-1} \sum_{j=0}^{Q-1} N_{ij}(p, q) \right)^* \right] \tag{A.10}
\]

\[
= \sum_{i=0}^{P-1} \sum_{j=0}^{Q-1} E \left[ \frac{|N_1(i, j)|^2}{PQ} \right] \tag{A.11}
\]

since the cross terms, being uncorrelated, have an expected value of zero. Now,

\[
E \left[ |N_1(i, j)|^2 \right] = \begin{cases} 
\sigma_1^2 & \text{if } (0 \leq i < J) \text{ AND } (0 \leq j < K) \\
0 & \text{otherwise}
\end{cases} \tag{A.12}
\]

Hence:

\[
S_{n_1}(p, q) = \frac{JK\sigma_1^2}{P^2Q^2} \forall p, q \tag{A.13}
\]

and, similarly,

\[
S_{n_2}(p, q) = \frac{(M + J - 1)(N + K - 1)\sigma_2^2}{P^2Q^2} \forall p, q. \tag{A.14}
\]

* * *
We begin with the Fourier version of our degradation model (Equation 2.3). We omit the subscripts \( pq \), since they are clear from the context:

\[
\mathcal{G} = PQB\hat{f} + PQ\mathcal{N}_1\hat{f} + \mathcal{N}_2
\]  

We immediately obtain the expression for the total noise power in the degraded image:

\[
\sum_{p=0}^{P-1} \sum_{q=0}^{Q-1} |\mathcal{G} - PQB\hat{f}|^2 = \sum_{p=0}^{P-1} \sum_{q=0}^{Q-1} |PQ\mathcal{N}_1\hat{f} + \mathcal{N}_2|^2
\]  

Our constraint will be that the total computed noise power in the degraded image, given an estimate \( \hat{f} \), shall be equal to its expected value. Although we can hardly expect this to be true at individual points, it is a reasonable expectation for the image spectrum as a whole. In any case, we write:

\[
\sum_{p=0}^{P-1} \sum_{q=0}^{Q-1} |\mathcal{G} - PQB\hat{f}|^2 \triangleq E \left[ \sum_{p=0}^{P-1} \sum_{q=0}^{Q-1} |PQ\mathcal{N}_1\hat{f} + \mathcal{N}_2|^2 \right] \]  

\[
= \sum_{p=0}^{P-1} \sum_{q=0}^{Q-1} E \left[ (PQ\mathcal{N}_1\hat{f} + \mathcal{N}_2)(PQ\mathcal{N}_1\hat{f} + \mathcal{N}_2)^* \right] \]  

\[
= \sum_{p=0}^{P-1} \sum_{q=0}^{Q-1} E \left[ P^2Q^2\mathcal{N}_1\mathcal{N}_1^*\hat{f}\hat{f}^* + \mathcal{N}_2\mathcal{N}_2^* \right]
\]  

since the cross terms, being uncorrelated, have an expected value of 0. This yields our constraint:

\[
\sum_{p=0}^{P-1} \sum_{q=0}^{Q-1} |\mathcal{G} - PQB\hat{f}|^2 = \sum_{p=0}^{P-1} \sum_{q=0}^{Q-1} \left[ P^2Q^2S_{n_1} |\hat{f}|^2 + S_{n_2} \right]
\]  
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Now we wish to minimize expression 3.7. First, we must convert it to the frequency domain:

\[
\sum_{p=0}^{P-1} \sum_{q=0}^{Q-1} |L \hat{F}|_{pq}^2 = \sum_{p=0}^{P-1} \sum_{q=0}^{Q-1} |L \hat{F}|_{pq}^2
\]

(since \(L\) and \(F\) are REAL)

\[
= PQ \sum_{p=0}^{P-1} \sum_{q=0}^{Q-1} |PQ L \hat{F}|_{pq}^2 \quad \text{(by Parseval's theorem)}
\]

\[
= P^3Q^3 \sum_{p=0}^{P-1} \sum_{q=0}^{Q-1} |L \hat{F}|^2 \quad \text{(B.7)}
\]

Now let us define:

\[
U = P^3Q^3 \sum_{p=0}^{P-1} \sum_{q=0}^{Q-1} |L \hat{F}|^2 + \lambda \sum_{p=0}^{P-1} \sum_{q=0}^{Q-1} \left[ |G - PQ \hat{F}|^2 - P^2Q^2 S_{n1} |\hat{F}|^2 - S_{n2} \right] \quad \text{(B.8)}
\]

To minimize (3.7) under the constraint (B.6), we must find the \(\hat{F}\) which minimizes \(U\). Since \(U\) is not an analytic function of \(\hat{F}\), we must minimize it separately with respect to the real and imaginary components of \(\hat{F}\).

Let: \(A = \Re\{\hat{F}\}, C = \Im\{\hat{F}\} \leftrightarrow \hat{F} = A + jC \quad \text{(B.9)}\)

Then:

\[
U = \sum_{p=0}^{P-1} \sum_{q=0}^{Q-1} \left[ P^3Q^3 |L(A + jC)|^2 + \lambda |G - PQ \hat{F}|^2 - P^2Q^2 S_{n1} |A + jC|^2 - \lambda S_{n2} \right] \quad \text{(B.10)}
\]

Now we differentiate this with respect to each \(A_{pq}\) and \(C_{pq}\), and set the derivatives equal to 0. However, we can immediately see that this results in the same two equations for all \(pq\), so we can drop the sums and just minimize \(U_{pq}\), as follows:

\[
\text{Let: } u = U_{pq} = P^3Q^3 |L(A + jC)|^2 + \lambda |G - PQ \hat{F}(A + jC)|^2
\]

\(^1\)For an explanation of the method of Lagrange multipliers, please see eg. [15].
\[-\lambda P^2 Q^2 S_{n_1} |A + jC|^2 - \lambda S_{n_2}\]
\[= P^3 Q^3 \mathcal{L} \mathcal{L}^*(A^2 + C^2) + \lambda |\mathcal{G} \mathcal{G}^* - PQ \mathcal{G} \mathcal{B}^*(A - jC)\]
\[-PQ \mathcal{G}^* \mathcal{B} (A + jC) + P^2 Q^2 \mathcal{B} \mathcal{B}^*(A^2 + C^2)\]
\[-P^2 Q^2 S_{n_1} (A^2 + C^2) - S_{n_2}\]  \hfill (B.11)

\[\frac{\partial U}{\partial A} = 0 \quad = 2P^3 Q^3 \mathcal{L} \mathcal{L}^* A + \lambda [-PQ \mathcal{G} \mathcal{B}^* - PQ \mathcal{G}^* \mathcal{B} + P^2 Q^2 \mathcal{B} \mathcal{B}^* A - 2P^2 Q^2 S_{n_1} A]\]
\[= A [2P^3 Q^3 \mathcal{L} \mathcal{L}^* + 2\lambda P^2 Q^2 \mathcal{B} \mathcal{B}^* - 2\lambda P^2 Q^2 S_{n_1}]\]
\[-\lambda PQ (\mathcal{G} \mathcal{B}^* + \mathcal{G}^* \mathcal{B})\]  \hfill (B.12)

Since \(\mathcal{G} \mathcal{B}^* + \mathcal{G}^* \mathcal{B} = 2\Re\{\mathcal{G} \mathcal{B}^*\}\), and letting \(\lambda = PQ/v\):

\[\Rightarrow A = \frac{PQ \Re\{\mathcal{G} \mathcal{B}^*\}}{v P^2 Q^2 |\mathcal{L}|^2 + P^2 Q^2 |\mathcal{B}|^2 - P^2 Q^2 S_{n_1}}\]  \hfill (B.13)

Similarly,

\[\frac{\partial U}{\partial A} = 0 \quad = 2P^3 Q^3 \mathcal{L} \mathcal{L}^* C + \lambda [PQ j \mathcal{G} \mathcal{B}^* - PQ j \mathcal{G}^* \mathcal{B}j + 2P^2 Q^2 \mathcal{B} \mathcal{B}^* C - 2P^2 Q^2 S_{n_1} C]\]
\[= C [2P^3 Q^3 \mathcal{L} \mathcal{L}^* + 2\lambda P^2 Q^2 \mathcal{B} \mathcal{B}^* - 2\lambda P^2 Q^2 S_{n_1}]\]
\[+\lambda PQ j (\mathcal{G} \mathcal{B}^* - \mathcal{G}^* \mathcal{B})\]  \hfill (B.14)

This time, we note that \(\mathcal{G} \mathcal{B}^* - \mathcal{G}^* \mathcal{B} = 2j\Im\{\mathcal{G} \mathcal{B}^*\}\), and again let \(\lambda = PQ/v\):

\[\Rightarrow C = \frac{PQ \Im\{\mathcal{G} \mathcal{B}^*\}}{v P^2 Q^2 |\mathcal{L}|^2 + P^2 Q^2 |\mathcal{B}|^2 - P^2 Q^2 S_{n_1}}\]  \hfill (B.15)

Since \(\mathbf{\hat f} = A + jC\), we immediately obtain:

\[\mathbf{\hat f} = \frac{PQ \mathcal{G} \mathcal{B}^*}{v P^2 Q^2 |\mathcal{L}|^2 + P^2 Q^2 |\mathcal{B}|^2 - P^2 Q^2 S_{n_1}}\]  \hfill (B.16)
In Appendix A, we obtained the power spectral densities $S_{n_1}$ and $S_{n_2}$ for the particular case of white Gaussian noise:

$$S_{n_1} = \frac{JK\sigma_1^2}{P^2Q^2} \quad (A.13); \quad S_{n_2} = \frac{(M + J - 1)(N + K - 1)\sigma_2^2}{P^2Q^2} \quad (A.14)$$

Plugging these quantities into Equations B.6 & B.16, we obtain Equations 3.6 & 3.10:

$$\sum_{p=0}^{P-1} \sum_{q=0}^{Q-1} |G - PQ\mathcal{E}\hat{f}|^2 = \sum_{p=0}^{P-1} \sum_{q=0}^{Q-1} \left[ JK\sigma_1^2 |\hat{f}|^2 + \frac{(M + J - 1)(N + K - 1)\sigma_2^2}{P^2Q^2} \right]$$

$$\hat{f} = \frac{PQG\mathcal{E}^*}{vP^2Q^2|\mathcal{E}|^2 + P^2Q^2|\mathcal{E}|^2 - JK\sigma_1^2}$$
APPENDIX C – DERIVATION OF THE WEIGHTED LEAST SQUARES FILTER

We wish to find an estimate \( \hat{f} \) such that the total calculated noise power in the degraded image (the “residual”), weighted by its expected value, is minimized. In Appendix B we obtained an expression for the expected value of the residual using our degradation model:

\[
E \left[ \left| PQN_1 \hat{f} + N_2 \right|^2 \right] = P^2 Q^2 S_{n_1} |\hat{f}|^2 + S_{n_2}
\]  \hspace{1cm} (C.1)

where, again, the subscripts \( pq \) are omitted since it is clear from the context that all operations are carried out point-by-point.

Thus, we wish to find the estimate \( \hat{f} \) which minimizes the following function:

\[
\sum_{p=0}^{P-1} \sum_{q=0}^{Q-1} \frac{|G - PQB \hat{f}|^2}{P^2 Q^2 S_{n_1} |\hat{f}|^2 + S_{n_2}}
\]  \hspace{1cm} (C.2)

This is a sum of positive real numbers, so it is minimized by simply minimizing each term. We note that this is not an analytic function of \( \hat{f} \), so we separate \( \hat{f} \) into its real and imaginary components (as we did for the derivation of Constrained Deconvolution):

\[
\hat{f} = A + jC
\]  \hspace{1cm} (C.3)

so that we shall now minimize the following function:

\[
U(A, C) = \frac{|G - PQB(A + jC)|^2}{P^2 Q^2 S_{n_1}(A^2 + C^2) + S_{n_2}}
\]  \hspace{1cm} (C.4)

\[
= \frac{GG^* - PQG^*B(A - jC) - PQG^*B(A + jC)}{P^2 Q^2 S_{n_1}(A^2 + C^2) + S_{n_2}}
\]

\[
+ \frac{P^2 Q^2 B^*B(A^2 + C^2)}{P^2 Q^2 S_{n_1}(A^2 + C^2) + S_{n_2}}
\]  \hspace{1cm} (C.5)
which we do by setting its partial derivatives with respect to $A$ and $C$ equal to 0:

\[
\frac{\partial U}{\partial A} = 0 = \frac{[P^2Q^2S_n(A^2+C^2)+S_{n_2}][2P^2Q^2B^*A-PQ\mathcal{G}^*-PQ\mathcal{G}^*B]}{[P^2Q^2S_n(A^2+C^2)+S_{n_2}]^2} - \frac{[\mathcal{G}\mathcal{G}^*-PQ\mathcal{G}^*(A-jC)-PQ\mathcal{G}^*(A+jC)][2P^2Q^2S_nA]}{[P^2Q^2S_n(A^2+C^2)+S_{n_2}]^2} - \frac{P^2Q^2B^*(A^2+C^2)2P^2Q^2S_nA}{[P^2Q^2S_n(A^2+C^2)+S_{n_2}]^2}
\]

We can remove the denominator on the (reasonable) assumption that it is nonzero:

\[
\Rightarrow 0 = A \left\{ 2P^2Q^2B^* \left[ P^2Q^2S_n(A^2+C^2)+S_{n_2} \right] - 2P^2Q^2S_n |\mathcal{G} - PQ\mathcal{G}(A+jC)|^2 \right\} - PQ(\mathcal{G}\mathcal{G}^* + \mathcal{G}^*B) \left[ P^2Q^2S_n(A^2+C^2)+S_{n_2} \right]
\]

\[
\Rightarrow A = \frac{\text{PQ} \Re \{ \mathcal{G}\mathcal{G}^* \}}{P^2Q^2|B|^2 - \frac{P^2Q^2S_n|\mathcal{G} - PQ\mathcal{G}^*|^2}{P^2Q^2S_n|\mathcal{F}|^2 + S_{n_2}}}
\]

Similarly:

\[
\frac{\partial U}{\partial C} = 0 = \frac{[P^2Q^2S_n(A^2+C^2)+S_{n_2}][2P^2Q^2B^*C+jPQ\mathcal{G}^*-jPQ\mathcal{G}^*B]}{[P^2Q^2S_n(A^2+C^2)+S_{n_2}]^2} - \frac{[\mathcal{G}\mathcal{G}^*-PQ\mathcal{G}^*(A-jC)-PQ\mathcal{G}^*(A+jC)][2P^2Q^2S_nC]}{[P^2Q^2S_n(A^2+C^2)+S_{n_2}]^2} - \frac{P^2Q^2B^*(A^2+C^2)2P^2Q^2S_nC}{[P^2Q^2S_n(A^2+C^2)+S_{n_2}]^2}
\]

\[
= C \left\{ 2P^2Q^2B^* \left[ P^2Q^2S_n(A^2+C^2)+S_{n_2} \right] - 2P^2Q^2S_n |\mathcal{G} - PQ\mathcal{G}(A+jC)|^2 \right\} + jPQ(\mathcal{G}\mathcal{G}^* - \mathcal{G}^*B) \left[ P^2Q^2S_n(A^2+C^2)+S_{n_2} \right]
\]

\[
\Rightarrow C = \frac{\text{PQ} \Im \{ \mathcal{G}\mathcal{G}^* \}}{P^2Q^2|B|^2 - \frac{P^2Q^2S_n|\mathcal{G} - PQ\mathcal{G}^*|^2}{P^2Q^2S_n|\mathcal{F}|^2 + S_{n_2}}}
\]

Since $\mathcal{F} = A+jC$, we immediately have:

\[
\hat{\mathcal{F}} = \frac{\text{PQ}\mathcal{G}\mathcal{G}^*}{P^2Q^2|B|^2 - \frac{P^2Q^2S_n|\mathcal{G} - PQ\mathcal{G}^*|^2}{P^2Q^2S_n|\mathcal{F}|^2 + S_{n_2}}}
\]
C.1 OBTAINING THE ROOTS

It was found that iteration of Equation C.12 yields a good estimate of \( \hat{f} \) only if \( \hat{f} \) is initialized to \( f \) (the other starting points tried gave poor results). Obviously this is useless in practice. If Weighted Least Squares is to find any practical use, we must find a way to obtain the roots of Equation C.12 analytically.

This is done as follows. The trick is to notice that any solution of Equation C.12 must have the same phase as \( \mathcal{G}B^* \), since the denominator is always real. Thus, we may write:

\[
\hat{f} = |\hat{f}| e^{j \text{arg}(\mathcal{G}B^*)} = \frac{|\hat{f}| \mathcal{G}B^*}{|\mathcal{G}||B|} \quad (C.13)
\]

\[
\rightarrow |\mathcal{G} - PQB\hat{f}|^2 = (|\mathcal{G}| - PQ|B||\hat{f}|)^2 \quad (C.15)
\]

We already know the phase of \( \hat{f} \). To find its magnitude, we rewrite Equation C.12, using Equation C.15, and solve for \( |\hat{f}| \) as follows:

\[
|\hat{f}| = \frac{PQ|\mathcal{G}||B|}{P^2Q^2|B|^2 - \frac{P^2Q^2S_{n_1}(|\mathcal{G}| - PQ|B||\hat{f}|)^2}{P^2Q^2S_{n_1}|\hat{f}|^2 + S_{n_2}}} \quad (C.16)
\]

\[
\rightarrow |\hat{f}| \left[ P^2Q^2|B|^2 \left( P^2Q^2S_{n_1}|\hat{f}|^2 + S_{n_2} \right) \right. \\
- P^2Q^2S_{n_1} \left( |\mathcal{G}|^2 - 2PQ|B||\hat{f}||\mathcal{G}| + P^2Q^2|B|^2|\hat{f}|^2 \right) \left. \right] \\
= PQ|\mathcal{G}||B| \left( P^2Q^2S_{n_1}|\hat{f}|^2 + S_{n_2} \right) \quad (C.17)
\]

\[
\rightarrow P^4Q^4|B|^2S_{n_1}|\hat{f}|^3 + P^2Q^2|B|^2S_{n_2}|\hat{f}| - P^2Q^2S_{n_1} |\mathcal{G}|^2 |\hat{f}| \\
+ 2P^2Q^3S_{n_1}|B||\mathcal{G}||\hat{f}|^2 - P^4Q^4S_{n_1}|B|^2|\hat{f}|^3 \\
= P^3Q^3|\mathcal{G}||B|S_{n_1}|\hat{f}|^2 + PQS_{n_2}|\mathcal{G}||B| \quad (C.18)
\]
To our delight, the cubic terms cancel! We may thus obtain the solution of Equation C.16 using the quadratic formula:

\[
|\hat{\mathbf{J}}| = \frac{P^2 Q^2 (S_{n_1} |\mathbf{G}|^2 - S_{n_2} |\mathbf{B}|^2)}{2P^3 Q^3 S_{n_1} |\mathbf{G}| |\mathbf{B}|} \\
\pm \sqrt{\frac{P^4 Q^4 (S_{n_3} |\mathbf{B}|^2 - S_{n_1} |\mathbf{G}|^2)^2 + 4P^4 Q^4 S_{n_1} S_{n_2} |\mathbf{G}|^2 |\mathbf{B}|^2}{2P^3 Q^3 S_{n_1} |\mathbf{G}| |\mathbf{B}|}}
\]

\[= \frac{S_{n_1} |\mathbf{G}|^2 - S_{n_2} |\mathbf{B}|^2 \pm \sqrt{(S_{n_2} |\mathbf{B}|^2 + S_{n_1} |\mathbf{G}|^2)^2}}{2PQ S_{n_1} |\mathbf{G}| |\mathbf{B}|}
\]

\[= \left\{ \begin{array}{l}
\frac{|\mathbf{G}| |\mathbf{G}|^2}{PQ |\mathbf{B}|} \\
\frac{-S_{n_2} |\mathbf{B}|^2}{2PQ S_{n_1} |\mathbf{G}| |\mathbf{B}|} \\
\end{array} \right\}
\]

We can now reconstruct \(\hat{\mathbf{J}}\) from Equation C.14:

\[\hat{\mathbf{J}} = \left\{ \frac{|\mathbf{G}| |\mathbf{G}|^2}{PQ |\mathbf{B}|}, \frac{-S_{n_2} |\mathbf{B}|^2}{PQ S_{n_1} |\mathbf{G}| |\mathbf{B}|} \right\}
\]

\[\Rightarrow \hat{\mathbf{J}} = \left\{ \frac{\mathbf{G}}{PQ |\mathbf{B}|}, \frac{-S_{n_2} |\mathbf{B}|^2}{PQ S_{n_1} |\mathbf{G}|} \right\}
\]

These roots have been verified by substitution into Equation C.16.

The problem remains to select the “best” root from (C.25). The use of the point form of the constraint:

\[|\mathbf{G} - PQ \mathbf{B} \hat{\mathbf{J}}|^2 = P^2 Q^2 S_{n_1} |\hat{\mathbf{J}}|^2 + S_{n_2}
\]

can be justified on the principle that it chooses the root for which the noise power is closest to its expected value. Of course, we have not yet established whether the two roots (C.25) are indeed minima of Equation C.2; this is discussed in Section 3.5.2
of this paper.

* * *