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## Abstract

Due to technological advances in mobile communications, together with the explosive growth of internet access, transmitting multimedia applications over wireless channels is no longer a remote concept. In third generation (3G) multimedia CDMA networks, a variety of techniques will be used to meet the quality of service (QoS) requirements for various types of traffic. These include adaptive modulation and coding (AMC) which improves performance by adapting the employed modulation and coding scheme (MCS) to changing channel conditions and multicode transmission which provides higher bit rates to mobile stations (MS's).

The problem of allocating radio resources in the downlink of a CDMA network is first studied. In particular, the modulation and coding schemes, numbers of multicodes, and transmit powers used for all MS's are jointly chosen so as to maximize the total transmission bit rate, subject to certain constraints. In addition, a scheduler which uses knowledge of MS traffic loads is also proposed and shown to yield a significant improvement in throughput. The proposed multiuser schedulers are optimal in terms of system throughput. However, the implementation complexity can be high. Consequently, a suboptimal scheme is proposed, in which resources are allocated sequentially on a per-MS basis. Essentially, the sequential scheme reduces the problem of multiuser resource optimization to a single user problem, thereby greatly reducing complexity. Numerical results show that the performance of the sequential scheme is generally close to optimal if the MS's are ordered optimally.

The thesis also addresses the problem of downlink single user scheduling in the context of AMC and multicodes with imperfect channel estimation. Since the selection of MCS and number of multicodes requires an estimation of the downlink channel quality, it is important
to assess the performance degradation due to estimation errors. It is shown that the system throughput is quite sensitive to channel estimation errors, and methods are proposed to reduce the resulting degradations.

In multiuser scheduling, the aim is to select users with good channel conditions so as to improve the system performance. The selection process is a classical problem in the theory of order statistics. Since users are generally located in different parts of a cell, their respective channels can often be assumed independent, but their fading statistics are not necessarily identical. In this thesis, some useful general results assuming independent and non-identically distributed (i.n.d.) order statistics over the Nakagami and Weibull fading channels are derived. The thesis also proposes a new statistical distribution for the CDMA downlink signal-to-interference ratio given that the simultaneously transmitted interfering and desired signals from the same base station undergo the same fading process. Finally, a simple method for approximating complex statistical distributions which arise in the study of wireless communications is investigated. The resulting relatively simple approximations are shown to be quite accurate.
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## Chapter 1

## Introduction

### 1.1 Background

Due to the ubiquity of Internet access, together with the technological advances in mobile communications, wireless multimedia applications have become a reality. However, such applications can potentially be very resource demanding. Due to the nature of multimedia applications, many types of traffic can be encountered with different characteristics and Quality of Service (QoS) requirements [1]. The ability to allocate limited radio resources efficiently to these different traffic types while meeting their QoS requirements is a difficult task. Thus, radio resource management (RRM) is considered to be an important topic in the wireless industry.

As pointed out in [1], the RRM functionalities and requirements for the downlink and the uplink of a Code Division Multiple Access (CDMA) system are different. For example, the total transmit power at the base station is limited, and is shared among users. Thus, as the number of users increases, the average power allocated to each user decreases. In other words, the number of supported downlink users is limited by the available power at the base station. On the uplink, on the other hand, the power resource is not centrally shared by the users as in the downlink, since each user has its own power amplifier. However, each additional user increases the interference level at base station receiver. Thus, the number of supported uplink users is related to the amount of interference that the base station receiver experiences. In general, the goal of downlink resource management is to efficiently allocate the limited downlink power to maximize the throughput, while the goal of uplink resource
management is typically to minimize the mobile transmit power so that less interference is seen at the base station and to extend battery life.

A number of papers have addressed the issues of uplink scheduling [2]-[16]. In [2, 3], an uplink dynamic resource scheduling mechanism is suggested for QoS provisioning in WideBand Code Division Multiple Access (WCDMA) by means of optimal power assignment and code hopping. The transmit power level is minimized while meeting the QoS requirements for the admitted users. In addition, the spreading gain for variable bit rate (VBR) services is dynamically adjusted so that a higher spreading gain can be used when the required bit rate is low. With a higher spreading gain, a lower uplink transmit power is required, and the interference can be reduced. Such reduction in interference can lead to an overall increase in capacity.

In [4], a combined rate and power control scheme for the uplink is proposed in which the transmission rate is kept constant while the power is adjusted via power control when the channel condition is above a certain threshold. On the other hand, when the channel condition falls below the threshold, the power is kept constant while the transmission rate is reduced. This simple hybrid power/rate control effectively reduces the interference in the uplink, and leads to a capacity increase.

In [5], resource allocation is formulated as a constrained optimization problem. The objectives are to minimize power or to maximize bit rates on the uplink of a CDMA system. The former reduces the interference seen in other cells, and the latter tries to achieve the best possible throughput for the users. Bounds were developed on the total number of users of each class that can be supported simultaneously while meeting the QoS and resource constraints. In [6], two transmission modes are considered for maximizing the throughput for delay tolerant users. In the first mode, all users are allowed to transmit when they wish, whereas in the second mode, users are time-scheduled so that only a limited number of them can transmit at any given time. It has been shown that the second mode effectively reduces the interference seen by the transmitting users so that higher bit rates can be achieved, even
though only a fraction of the time is allowed for each user. In [7], a non-linear optimization problem is considered in which the total power of different mobiles is minimized while achieving their minimum guaranteed throughput.

In [8], a jointly optimal power and spreading gain allocation strategy is provided to maximize the instantaneous non-real-time throughput for the uplink CDMA network, subject to constraints on peak mobile transmission power and the total received power at the base station. In the model, the spreading gain is assumed to be continuous, and there is no constraint on the bit rate.

In [9]-[11], the problem of optimal rate and power adaptation for multirate CDMA on the uplink is considered, in which each user has a bit error rate (BER) constraint while having a fixed set of transmission rates to select from. An optimal uplink rate adaptation scheme is proposed and analyzed, in which the optimal number of multicodes are allocated to each scheduled user, and the minimum needed power for each user is determined.

In [12], the throughput maximization problem for a CDMA uplink is expressed in terms of the spreading gains and transmit powers of the users, and the problem is solved using nonlinear programming. The results suggest that all resources should be allocated to the user with the highest path gain. This approach maximizes the total throughput at the expense of fairness. The authors then extend the proposed strategy by allowing all users to be served on a time-sharing basis. The results suggest a modest loss in the total throughput, but a significant increase in fairness.

In [13]-[16], a scheme for optimal resource management for uplink transmission in WCDMA is proposed. The idea is to guarantee the quality-of-service (QoS) by efficiently allocating radio resources such as power and bit rate. The model takes the form of a mathematical programming optimization problem, in which the main objective is to maximize a utility function subject to certain QoS requirements. In [13], both the single and multiple-cell scenarios are considered. In particular, the multiple-cell scenario is formulated as a mixed integer non-linear programming problem. In this work, the bit rate is assumed to be con-
tinuous.
Since the downlink transmit power of the base station is shared among users, intelligent scheduling is typically desirable to efficiently utilize such a limited resource. A number of studies are devoted to downlink scheduling [17]-[34]. In [17, 18], the optimization problem for the downlink WCDMA system is examined using dynamic programming. The objective is to maximize the total offered bit rate by allocating user specific power and bit rate given a total power constraint at the base station. In all cases, no limits on the user bit rate or the number of channelization codes are considered. In [19, 20, 21], the issues of the optimum rate and power allocation for the downlink CDMA system in a multiple cell environment are addressed based on the channel condition of each user at the beginning of each scheduling period. The idea is to maximize the sum of the assigned bit rates for all users under certain SIR and downlink transmit power constraints.

In $[22,23]$, it is shown that in a CDMA network, the optimal strategy for scheduling downlink transmission to data users is to transmit to one user at a time at full power rather than transmit to several users simultaneously. In [24], it is also found that such one-by-one scheduling for downlink can yield superior throughput performance compared to that of the simultaneous transmission case. The authors also point out that the one-by-one scheme is more energy efficient compared to other scheduling schemes in requiring less energy for delivering the same amount of data. Also discussed is a distributed power assignment scheme for such one-by-one scheduler in a non-fading environment. In [25], the one-by-one scheduling scheme is discussed for a fading environment, and different scheduling algorithms are compared in terms of their fairness. In [26], the problem of optimum power allocation for sharing the capacity in a fair way over the whole network is investigated. A distributed power control algorithm is proposed which allocates the powers so that a uniform throughput is obtained among users.

Although throughput is an important measure of network performance, fairness is also needed to ensure user satisfaction [27]-[34]. In [27], a user with the highest measure $T$ is
given the downlink power $P(t)$, where

$$
\begin{equation*}
T=\frac{(C / I)_{k}(t)}{R_{k}(t)} \tag{1.1}
\end{equation*}
$$

and $(C / I)_{k}(t)$ is the signal-to-interference ratio of the $k^{\text {th }}$ user at time $t$, and $R_{k}(t)$ is the throughput of user $k$ averaged over a certain time window up to time $t$. Thus, instead of giving resources to the user with the highest $C / I$, the incorporation of the throughput $R_{k}(t)$ in the selection criterion introduces fairness by "punishing" a user who has enjoyed a high throughput. A proportional fair (PF) algorithm for the downlink is proposed in [28], in which the power $P$ is allocated to the $m$ best users based on their channel conditions. Each user $k$ receives his share of power $P_{k}$, which is proportional to the channel gain of that user. An asymptotic analysis of such an algorithm is provided in [29]. In [30], delay sensitivity is incorporated into the proportional fair algorithm. The new modified proportional fair (MPF) scheduling algorithm is shown to be able to provide effective and fair service to both real and non real time data.

In $[31,32]$, an optimization model is proposed for maximizing a certain utility function given a probabilistic fairness constraint. In this model, only a single user out of $N$ users is allowed to be scheduled at each given time slot. However, on average, each user is to be scheduled for a pre-defined fraction of the total time. The goal of the scheduling scheme is to maximize the average system performance by exploiting the time-varying channel conditions. Following [31, 32], the authors in [33,34] extend previous works by incorporating multiple users.

### 1.1.1 WCDMA Transport Channels for Packet Access

One of the most popular technologies being proposed for the air interface of third generation mobile networks is code division multiple access (CDMA). The specification of WCDMA has been developed in the 3GPP (3rd Generation Partnership project) standardization forum
[1, 35]. A WCDMA network consists of a number of logical network elements, which are grouped into the Radio Access Network (RAN), which handles all radio-related functionalities, and the Core Network (CN), which is responsible for switching and routing calls and data connections to the external networks. In the 3GPP specification, the Radio Access Network is termed UMTS Terrestrial Radio Access Network (UTRAN). A reference diagram of the network elements is given in Figure 1.1. More detailed descriptions of the elements can be found in $[1,35]$.

In WCDMA, there are three types of transport channels that can be used to transmit packet


Figure 1.1: UMTS Network elements.
data $[1,36]$. They are the common, the dedicated, and the shared transport channels. Common channels do not have a feedback channel, and, therefore, cannot have fast closed loop power control, but only open loop power control or fixed power. In addition, these channels do not support soft handover. Due to the lack of fast closed loop power control, more interference is generated, and, therefore, they are only designed to carry a small amount of data. The dedicated channel, on the other hand, requires dedicated resources. The advantage of the dedicated channel is that it supports fast closed loop power control and soft handover. As a result, less interference is generated than for the common channels. The disadvantage is that more time is required to set up a dedicated channel through signalling than a common channel. In addition, a dedicated channel ties up radio resources for the entire call duration,
and, thus, is not resource-efficient for bursty traffic. The shared channels are designed to carry bursty packet data by sharing a single physical channel, i.e. orthogonal code, between a number of users in a time division multiplex manner. The advantage of the shared channels is that they do not tie up resources as the dedicated channel does, and, thus, are more resource efficient. In addition, transmitting data in a time division fashion improves the overall throughput by reducing the own-cell interference [22]. The conceptual difference between the dedicated and the shared channels is illustrated in Figure 1.2. Throughout this document, the terms time-shared channel and shared channel will be used interchangeably. The transport channel for packet data is selected based on the resource requirements of the



Figure 1.2: (Left) Code division for the dedicated channel, and (right) time division for the shared channel.
services, the amount of data, and the interference levels in the air interface. In WCDMA, the Downlink Shared Channel (DSCH) is a shared transport channel, which is intended to carry packet traffic in the user plane from the UTRAN network to the User Equipment (UE). The DSCH is a time-shared channel with fast power control and fast scheduling but without soft handover. Some examples of simulation studies on the system performance with DSCH can be found in [37]-[39]. Recently, in 3GPP, a scheme called the High Speed Downlink Packet Access (HSDPA) has been proposed, in which a number of new features are incorporated into the DSCH, resulting a new transport channel called the High Speed Downlink Shared Channel (HS-DSCH).

### 1.1.2 High Speed Downlink Packet Access

The development of the third generation (3G) wireless network infrastructure allows a rich variety of traffic types, each with its own QoS rquirements, to be transmitted over the wireless channel. Efficient radio resource allocation algorithms are therefore important. In addition, it is anticipated that the downlink traffic will be especially important because much of the high-speed internet access and broadcast services are transmitted in the downlink. In order to offer such broadband packet data transmission services, HSDPA $[1,40]$ is currently under investigation in 3GPP.

HSDPA is the Release 5 extension of the WCDMA specification with a new transport channel called High-Speed Downlink Shared Channel (HS-DSCH). The special feature of this channel is that a certain amount of channelization codes and power in a cell are considered as a common resource that is dynamically shared among users in the time domain. Instead of using power control as in the case of the dedicated channel (DCH), HS-DSCH keeps the transmit power constant while adjusting the bit rate according to the channel condition via Adaptive Modulation and Coding (AMC). Additional features include multicode transmission, Multiple-Input-Multiple-Output (MIMO), and fast Hybrid Automatic Repeat reQuest (HARQ) [41].

A number of HSDPA simulation studies on the network performance have been reported [42]-[46], which focus mainly on the most popular scheduling algorithms such as the round robin ( RR ) algorithm, the Maximum $\mathrm{C} / \mathrm{I}$ (signal-to-interference ratio) algorithm, and the proportionally fair ( PF ) algorithm. The idea of the first scheme is to schedule the queued user in a first-come-first-served basis, and is generally known to be fair from the user's point of view. The second scheme requires knowledge of the user's channel quality, and selects the user with the best channel quality so that the network resource usage can be optimized. This scheme generally yields the highest throughput, but handicaps users with poor channels. The third scheme is a compromise in which users are assigned radio resources
that are proportional to the ratio of their instantaneous to long term channel qualities. In these papers, the number of multicodes is assumed to be statically allocated. In [47]-[49], the AMC and the number of multicodes are jointly selected for a single user based on the channel quality. In all cases, the power and multicode resources are not optimized for serving multiple users simultaneously.

### 1.1.3 Adaptive Modulation and Coding

It is well known that adapting the transmission parameters in a wireless system to changing channel conditions can be advantageous. In the case of fast power control [ 1,35 ], the transmission power is adjusted based on the channel fading. Thus, a good channel condition requires lower transmission power to maintain the target signal quality at the receiver. The process of changing transmission parameters to compensate for variations in channel conditions is known as link adaptation. Besides power control, adaptive modulation and coding (AMC) is also used for link adaptation [41],[50]-[54]. The goal of AMC is to change the modulation and channel coding scheme according to the varying channel conditions. In this scheme, a terminal with favorable channel conditions can be assigned a higher order modulation with a higher channel coding rate, and a lower order modulation with a lower channel coding rate when channel conditions are unfavourable.

Higher order modulations provide better spectral efficiency at the expense of worse error rate performance. A lower channel coding rate provides better error correction capability than the same type of coding with a higher coding rate. Thus, with a proper combination of the modulation order and channel coding rate, it is possible to design a set of modulation and coding schemes (MCS), from which an adaptive selection is made per transmission-timeinterval (TTI) such that an improved spectral efficiency can be achieved under good channel conditions. At each selection of the MCS, the criterion should be such that the probability of erroneous decoding of a Transmission Block is below a threshold value.

In $[55,56]$, the signal-to-interference (SIR) ratio as well as the ACK/NACK feedback
information of the Hybrid ARQ (HARQ) are used to control the threshold values for choosing the MCS. It is proposed in [55] that when the current received SIR falls within a limited range $( \pm \alpha)$ on either side of one of the current thresholds, then the threshold value is increased by $\Delta_{u p}$ if an ACK is recevied, and decreased by $\Delta_{\text {down }}$ if a NACK is received. Subsequently, the next appropriate MCS is chosen based on the updated set of thresholds. In [57], it is proposed to perform the MCS selection based solely upon the ACK/NACK feedback information of the HARQ. The idea is to decrease the MCS order by one if a number of consecutive or accumulative NACK's are received, and increase the MCS order by one if a number of consecutive ACK's are received. A higher MCS order provides a higher bit rate at the expanse of a power/error rate performance. A number of variations have also been proposed. With these schemes, no feedback information regarding the received signal quality is needed, thereby reducing the system complexity. In [58], the average channel signal-to-noise ratio (SNR) over a frame duration is quantized and modelled as a first-order finite-state Markov process. The MCS is selected in each state of this Markov model in order to maximize the average throughput in that state.

### 1.1.4 Adaptive Modulation and Coding with Multicodes

Multicode transmission is employed $[1,10]$ to increase the bit rate by splitting the bits of a Transmission Block to more than one channelization code at each transmission interval (TI). Thus, during each transmission interval, more data can be transmitted. In this scheme, a high rate data stream is divided into a number of lower rate data sub-streams, which are transmitted in parallel synchronous orthogonal multicode channels. It has been shown that multicode yields better performance compared to the single code scheme in a multipath environment $[59,60]$. With the single code scheme, a lower spreading factor is required to provide the same bit rate as that of the multicode scheme. From the perspective of power and bandwidth, both schemes provide the same throughput. However, in the presence of multipath fading, the single code scheme suffers a slightly greater performance degradation.

In [61], it is proposed to select the number of multicodes based on the amount of data in the downlink data buffer so as to avoid assigning more multicodes than needed. However, the MCS and the corresponding number of multicodes are selected separately, resulting in suboptimal resource allocation. Simulation studies of the HSDPA performance with multicodes have been performed in [42, 47, 48]. In [47, 48], the multicodes and MCS are selected dynamically in the HSDPA transmission environment with an extensive dynamic WCDMA network simulator [62]. A single user algorithm for joint optimization of MCS and multicodes given the power and code constraint has been proposed in [49]. The idea is to use as many multicodes as possible for the lowest order MCS. Note that every time an extra code is used, more power is required to maintain a given QoS requirement. Once the code resource is exhausted, and if more power resource is still available, the next higher order MCS is invoked with the highest possible number of multicodes that the power limit allows. The whole procedure is repeated until all the code and power resources are exhausted. Finally, the combination of the number of multicodes and the MCS is selected which gives the highest bit rate.

### 1.2 Motivation

### 1.2.1 Issues in Multiuser Scheduling

In a typical communication channel, the transmission rate is closely related to the SIR, which, in turn, is tightly influenced by the transmission power. Such coupling between the transmission rate and power gives rise to a rich variety of schemes which can enhance the performance of a CDMA network in both uplink and downlink. The downlink is particularly relevant to consider because it is commonly expected that data traffic will be asymmetric with the bulk of the traffic directed from the base station to the user. In [22], using a simplified model which assumes a linear relationship between bit rate and transmit power, it was found that it is optimal for a base station to transmit to only one data user at a time.

Moreover, it was shown that a base station, when on, should transmit at maximum power for optimality. The above-mentioned assumptions may often not be valid. For example, the introduction of adaptive modulation results in a non-linear relationship between the bit rate and transmit power. In such a case, an optimal power allocation (to maximize the total allocated bit rate) may result in transmissions to more than one mobile at a time.

In [49], an algorithm is provided for jointly selecting an optimal combination of MCS and the number of multicodes for a single user in the context of HSDPA, given code and power constraints, as well as the user's channel condition. The first objective of this thesis is to examine the resource allocation problem for many users.

At first glance, it may appear that to optimize the total throughput in a multi-user system, the single-user algorithm given in [49] can by applied with minor modifications. Unfortunately, this is not the case. Unlike the single user case, in which the MCS, the power, and the number of multicodes are the main concerns, the multiuser case also has to deal with how the optimal sharing of code and power resources is done among the users. Some important issues that need to be addressed are (1) if transmitting to a single mobile is not necessarily optimal from the total throughput point of view, what is the optimal number of mobiles be given a fixed set of orthogonal codes and a maximum power of the base station that are to be shared among these mobiles? (2) How would the code and power resources be optimally allocated to each mobile given that the total reserved power and codes are limited? (3) Which modulation scheme should each allocated mobile use? A similar allocation problem was studied using exhaustive search in [63]. However, the complexity using exhaustive search is very high [64].

In most existing throughput optimization problems, it is assumed that users always have data to be sent. However, in reality, the user data are not always back-logged, and the throughput may be different from the total assigned bit rate. By taking into account not only the channel conditions of the users, but also the amount of data in the user buffers, the actual throughput can be improved. In [65], the authors studied the issue of dynamic
fair scheduling in the uplink WCDMA system by taking into account the traffic information. In $[66,67]$, single user scheduling schemes are proposed in the downlink, which use both the traffic information and channel variations in order to reduce the waiting and processing delays. The scheduling in [65] addresses only the uplink WCDMA, in which the power and code resources are not shared among different users centrally as in the downlink. The proposed scheduling schemes in $[66,67]$ are designed to take into account the user traffic load as a mean to reduce the overall delay and the throughput is not necessarily optimal. The problem of load-sensitive, joint optimization for multiple users will be investigated, and the model will include AMC and multicodes.

To schedule resources efficiently, the channel quality for each user is needed. However, the quantity may not be very accurate since some kind of estimation from the mobile is typically involved. As a result, the system performance degrades. The impact of imperfect channel estimation upon the system performance is a topic which is studied.

### 1.2.2 Issues in Channel Statistical Characterization

Since the use of AMC relies on the channel quality indicator fed-back from the mobile, statistical characterizations of the received channel quality is important for studying average throughput performance. In addition, if the distribution of the channel gain is known, more intelligent scheduling schemes can be designed. For example, most link adaptation systems rely mainly on the mean of the downlink SIR over a scheduling period as a way to quantify the channel quality. More complete knowledge of the distribution can be helpful in further optimize resource allocation. For example, it opens up the possibility for the base station to optimize resources statistically, taking into account the possible extent of each mobile's channel variations at a given time. More specifically, such additional knowledge enables the construction of stochastic optimization models, whereby uncertainties can be incorporated
$[68,69,70]^{1}$. A stochastic approach for optimizing scheduling is not considered in this thesis. Rather, the probability distributions of the downlink received SIR are derived.

Traditionally, a Gaussian approximation (GA) is often used to model the statistics of the interference for a CDMA system. However, as pointed out in [71], GA is not necessarily accurate in the context of the downlink performance analysis. The reason is that GA is based on the central limit theorem (CLT), which is not really applicable for the downlink since the interference due to the simultaneously transmitted signals by the same base station to different users are not statistically independent. In addition, CLT assumes a large number of interfering signals, which is not necessarily the case for downlink multiuser scheduling, due to the limited available downlink orthogonal channelization codes as in HSDPA.

In downlink scheduling, selecting the user with the best channel condition has been suggested to maximize the network throughput [22]. However, as mentioned earlier, this scheme is not necessarily optimal due to the non-linear nature of the rate and transmit power relationship. A sub-optimal method for multiuser scheduling is to allocate resources to users sequentially based on their channel conditions. In fact, from the system throughput point of view; it is more efficient to allocate resources to the user with the best channel condition, and the remaining resources to the next best user and so on. For performance analysis, such a scheme motivates the need to obtain the ranked statistics of the channel conditions among users. In this thesis, the term general selection diversity is used as compared to selection diversity where the statistics of only the highest channel condition is examined as in the context of antenna selection combining [72]. In addition, since the users are situated at different locations of the cell, it is reasonable to assume that their channels are independent but non-identically distributed (i.n.d.). One aim of this thesis is to examine the statistics of such ranked channel conditions for different fading models.
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### 1.3 Thesis Overview

This thesis is written in the manuscript-based format according to the guideline specified by the University of British Columbia, in which each individual chapter is a published, in-press, accepted, submitted or draft manuscript written in a common format. The entire thesis is divided into two parts. The first part, which consists of chapters 2-5, focuses mainly on the issues of adaptive modulation and coding with dynamic multicodes and power allocations. The second part, which consists of chapters $6-8$, examines the statistical distributions of the received channel quality over fading channels.

In chapter 2, the problem of joint multiuser optimization is addressed in the context of AMC and multicodes for a downlink CDMA system with and without user traffic load information. Instead of allocating resources for multiple users jointly at the base-station, a sub-optimal approach is taken in which the resources are allocated sequentially among users. The proposed sequential method eliminates the need for mathematical programming, making it an attractive alternative for performance analysis. In chapter 3, the effect of imperfect channel estimation on system performance is addressed. The imperfect channel model is further extended to the Nakagami fading channel in chapter 4. By casting the fading channel model into a discrete-state Hidden Markov Model (HMM), it is shown in chapter 5 that the effect of the imperfect channel estimate from the mobile can be reduced with an appropriate channel state estimation at the base station. In chapter 6, a new statistical model for the downlink received SIR over the Nakagami fading channel is proposed, in which the interfering signals from the same base station are dependent on the desired signal. In chapter 7 , some statistical results are presented for general selection diversity, in which the fading channels are assumed to be i.n.d. Finally, in chapter 8, a statistical method known as the Pearson system of distributions is proposed to approximate complex statistical distributions which arise in wireless communications. Such an approximation is very useful especially for performance analysis when the distribution of certain channel parameter cannot
be expressed in closed-form.
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## Chapter 2

## Optimal Downlink Scheduling Schemes for CDMA Networks

### 2.1 Introduction

The development of the third generation (3G) wireless network infrastructure allows a rich variety of traffic to be transmitted over the wireless channel. Each type of traffic has its own quality of service ( QOS ) requirements. Radio resource allocation algorithms are needed which will yield efficient use of resources. It is anticipated that downlink traffic will be especially important since most of the high-speed internet access and broadcast services traffic is in the downlink direction. In order to offer such broadband packet data transmission services, a high speed downlink packet access (HSDPA) channel has been incorporated in the 3GPP standard [1].

It is well known that adapting the transmission parameters in a wireless system to changing channel conditions can be advantageous. In the case of fast power control [2], the transmission power is adjusted based on channel fading. Under good channel conditions a relatively low transmission power is required to maintain the target signal quality at the receiver. The process of changing transmission parameters to compensate for variations in channel conditions is known as link adaptation. Besides power control, adaptive modulation

[^1]and coding (AMC) is another means for performing link adaptation [1, 3], and is used in the 3GPP HSDPA channel. The goal of AMC is to change the modulation and channel coding according to the varying channel conditions. In order to increase the bit rate, orthogonal multicode transmission is also used in the 3GPP standard [1, 2].

A scheme is proposed in [4] for maximizing the uplink throughput in a CDMA network by selecting the appropriate transmit powers and multicodes used by the mobile stations (MS's). In [5], the authors proposed a single user algorithm for selecting the MCS and the number of multicodes for HSDPA. In [6], the single user algorithm is applied sequentially for multiple users. In [7], it is found that the optimal strategy for scheduling downlink transmission in a CDMA network is to transmit to one MS at a time at full power rather than to transmit to several MS's simultaneously. This finding is based on a model which assumes that a linear relationship exists between the transmission bit rate and the transmit power for a fixed modulation scheme and error rate. This assumption is not valid when AMC is employed. The model also does not include any MS constraints such as maximum bit rate. In addition, in HSDPA [2], even though the orthogonal codes are used, orthogonality between two codes are not necessarily maintained due to multipath. In this chapter, a more realistic model is used to examine the problem of joint optimization using mathematical programming for multiple users in terms of MCS's schemes, number of multicodes, and transmit powers in the downlink of a CDMA system. This model is termed the channel-based model, which takes into account only the MS channel conditions. An optimization model which takes into account the amount of data in the MS buffers is also proposed. In this approach, the optimization takes into account both the MS channel conditions as well as the MS buffer sizes, and is termed the load-based model for simplicity.

Simple analytical models for the single MS optimization are also developed, which take into account AMC and multicodes, as well as the power and multicode constraints, without the use of mathematical programming. Based on the single MS analysis, a sequential optimization algorithm is described for the multiple MS scenario. The idea is to allocate
resources to MS's one at a time. Finally, the performance attainable with the proposed sequential optimization algorithm is compared to that obtainable with joint optimization.

### 2.2 System Model

We consider the model of a target base station, BS A, with a downlink high-speed traffic channel which employs AMC and multicodes. The downlink per-code signal-to-interference ratio (SIR), $\gamma_{i}$, at $\mathrm{MS} i, i=1, \ldots, L$, is given by

$$
\begin{equation*}
\gamma_{i}=\frac{h_{i} P_{i} / n_{i}}{I_{i}^{(r)}}=\frac{P_{i} / n_{i}}{\xi_{i}} \tag{2.1}
\end{equation*}
$$

where $P_{i}$ is the power that BS A has allocated for the traffic channel to MS $i$, and $n_{i}$ is the number of multicodes allocated by $\mathrm{BS} \mathbf{A}$ to MS $i$. The term $\xi_{i}$ represents the ratio of the total received interference and noise power $I_{i}^{(r)}$ to the path gain $h_{i}$ between BS A and MS $i$. It is assumed in (2.1) that each multicode of MS $i$ is allocated the same power. We assume that the BS A performs a resource allocation once every scheduling period of duration $T_{a}$ seconds, and the value of $\xi_{i}$ is assumed to be constant during $T_{a}$.

In order to satisfy the block error rate (BLER) QoS requirement when MS $i$ uses modulation and coding scheme (MCS) $j, j=1, \ldots, J$, we require that $\gamma_{i} \geq \lambda_{i, j}$, where $\lambda_{i, j}$ is the SIR requirement for MCS $j$ to achieve MS $i$ 's target BLER of $\epsilon_{i}$. Using (2.1) and setting $\gamma_{i}=\lambda_{i, j}$, the minimum required power allocation $P_{i, j}\left(n_{i}\right)$ for MS $i$ which employs MCS $j$ with $n_{i}$ multicodes is given by

$$
\begin{equation*}
P_{i, j}\left(n_{i}\right)=n_{i} \lambda_{i, j} \xi_{i} . \tag{2.2}
\end{equation*}
$$

For a given target BLER value $\epsilon_{0}, \lambda_{i, j}$ can be obtained from $f_{j}\left(\lambda_{i, j}\right)=\epsilon_{0}$, where $f_{j}($. represents the BLER vs. SIR relationship for MCS $j$. The transmission bit rate to MS $i$
assuming MCS $j$ and $n_{i}$ multicodes is given by

$$
\begin{equation*}
R_{i, j}=n_{i} r_{i, j} \tag{2.3}
\end{equation*}
$$

where the basic bit rate $r_{i, j}$ is given by

$$
\begin{equation*}
r_{i, j}=\frac{W}{g} R_{c}^{(j)} \log _{2} M_{j} \tag{2.4}
\end{equation*}
$$

In (2.4) $W$ is the chip rate, $R_{c}^{(j)}$ is the code rate for MCS $j, M_{j}$ is the number of points in the modulation constellation for MCS $j$ and $g$ is the spreading factor. For simplicity, it is assumed that all MS's use the same spreading factor. In this model, it is also assumed that the multipath interference due to the desired and interfering signals coming from BS A have the same effect on the detection of the desired signal, and that the allocation does not affect the interference.

### 2.3 Joint Optimization Model

### 2.3.1 Channel-Based Model

The objective is to maximize the sum of the bit rates assigned to all MS's for each scheduling period $T_{a}$, given a maximum allowable BS high-speed traffic channel power, $P_{\text {max }}$, a maximum number, $N_{\text {max }}$, of multicodes that the BS can allocate collectively to all MS's and certain per-MS constraints. Specifically, the optimization problem is formulated as a mixed integer, non-linear programming (MINLP) problem as follows:

$$
\begin{equation*}
\max _{\mathbf{a}, \mathbf{n}}\left\{\sum_{i=1}^{L} \sum_{j=1}^{J} a_{i, j} r_{i, j} n_{i}-v\right\}, \tag{2.5}
\end{equation*}
$$

subject to

$$
\begin{align*}
a_{i, j} & \in\{0,1\}  \tag{2.6}\\
\sum_{j=1}^{J} a_{i, j} & =1,  \tag{2.7}\\
n_{i} & \leq N_{i, \max },  \tag{2.8}\\
\sum_{i=1}^{L} n_{i} & \leq N_{\max }  \tag{2.9}\\
P_{i} & =\sum_{j=1}^{J} a_{i, j} P_{i, j}\left(n_{i}\right)=\sum_{j=1}^{J} a_{i, j} n_{i} \lambda_{i, j} \xi_{i}  \tag{2.10}\\
\sum_{i=1}^{L} P_{i} & \leq P_{\max } . \tag{2.11}
\end{align*}
$$

In (2.5) $\mathbf{a}=\left[a_{i, j}\right]$ is a $L$-by- $J$ matrix, and $\mathbf{n}=\left[n_{1}, n_{2}, \ldots, n_{L}\right]$. The integer programming variable $a_{i, j}$ takes on value 1 if and only if MS $i$ is to use MCS $j$. The parameter $N_{i, \max }$ represents the maximum number of multicodes that MS $i$ can be allocated and is typically less than $N_{\max }$ [1]. The term $\rho$ is a factor which is introduced to minimize the required power and the number of multicodes needed in maximizing the total bit rate. It is convenient to use

$$
\begin{equation*}
v=\tau\left(\frac{\sum_{i=1}^{L} P_{i}}{P_{\max }}+\frac{\sum_{i=1}^{L} n_{i}}{N_{\max }}\right) \tag{2.12}
\end{equation*}
$$

where $\tau$ is a small constant, e.g. $10^{-3}$, used to ensure that the factor $v$ has a negligible effect on the value of the objective function (2.5).

### 2.3.2 Load-Based Model

In section 2.3.1, the optimization model implicitly assumes that the buffer for each MS at the BS is never empty, i.e. there are always data to be sent to all MS's. In such a case, the transmit bit rate is identical to the assigned bit rate. However, this is not so if MS's are not always back-logged. It would be wasteful to assign more resources to an MS in a scheduling
period than what is needed to empty the MS's buffer. The problem of allocating resources should then take into account the amount of data waiting in the MS buffers.

In this section, we consider such an optimization problem and study the resulting efficiency gains. Similar to the channel-based model, we assume that the BS A performs a resource allocation once every scheduling period of duration $T_{a}$ seconds and that new data arrive at the MS buffers only just before the start of a new scheduling period. The channel is assumed to be more or less constant during any $T_{a}$ seconds. Let

$$
\begin{equation*}
R_{i}=\sum_{j=1}^{J} a_{i j} r_{i j} n_{i}, \quad \forall i=1, \ldots, L \tag{2.13}
\end{equation*}
$$

be the bit rate allocated to MS $i$. Let $B_{i}$ be the number of bits in the buffer for MS $i$ at the beginning of a scheduling period. For convenience, we define the normalized buffer size for MS $i$ as

$$
\begin{equation*}
D_{i}=B_{i} / W T_{a}, \quad \forall i=1, \ldots, L \tag{2.14}
\end{equation*}
$$

The optimization problem is then formulated as

$$
\begin{equation*}
\max _{\mathbf{a}, \mathbf{P}, \mathbf{n}}\left\{\sum_{i=1}^{L} \min \left(\sum_{j=1}^{J} \frac{a_{i j} r_{i j} n_{i}}{W}, D_{i}\right)-v\right\}, \tag{2.15}
\end{equation*}
$$

subject to (2.6)-(2.11).
Let $A_{i}=R_{i} T_{a}$ and $Q_{i}$ denote the number of bits allocated and the number of bits actually sent to MS $i$ during the scheduling period. We can write

$$
\begin{equation*}
Q_{i}=\min \left\{A_{i}{ }^{*}, B_{i}\right\} . \tag{2.16}
\end{equation*}
$$

where $A_{i}{ }^{*}=T_{a} R_{i}{ }^{*}$ and $R_{i}{ }^{*}$ is the allocated bit rate for MS $i$ with the optimal values $a_{i j}{ }^{*}$, $n_{i}{ }^{*}$ and $P_{i}{ }^{*}$. Denote the total number of bits sent and the total number of bits allocated
during the scheduling period by $Q=\sum_{i=1}^{L} Q_{i}$ and $A=\sum_{i=1}^{L} A_{i}$ respectively.
The total bit rate during the scheduling period is given by

$$
\begin{align*}
R_{\text {tot }} & =Q / T_{a}  \tag{2.17}\\
& =\sum_{i=1}^{L} \min \left(\sum_{j=1}^{J} a_{i, j}^{*} n_{i}^{*} r_{i, j}, D_{i} W\right) \tag{2.18}
\end{align*}
$$

Three other measures of the effectiveness of a scheduling scheme are useful. The scheduler efficiency, $\eta$, is defined as

$$
\begin{equation*}
\eta=Q / A \tag{2.19}
\end{equation*}
$$

and the scheduler deviation factor, $\zeta$, is defined as

$$
\begin{equation*}
\zeta=\frac{1}{W T_{a}} \sum_{i=1}^{L}\left|A_{i}-B_{i}\right| \tag{2.20}
\end{equation*}
$$

The power efficiency $\eta_{p}$ is defined as

$$
\begin{equation*}
\eta_{p}=\frac{R_{t o t}}{\sum_{i=1}^{L} P_{i}} \tag{2.21}
\end{equation*}
$$

The term $\eta$ is used to quantify the efficiency of the scheduling. Ideally, $\eta$ should be as close to 1 as possible, so that the allocated resources are utilized efficiently. The term $\zeta$ is used to quantify the discrepancy between the normalized buffer size and the actual allocation. It is desirable to have as small a value of $\zeta$ as possible. The power efficiency $\eta_{p}$ describes the total bit rate achieved per unit of power, and should be as high as possible.

### 2.3.3 Numerical Results

A model for the joint optimization of variable parameter values in a CDMA downlink highspeed traffic channel was formulated in Section 2.3.1. We now provide some numerical
results obtained by solving (2.5) using the linearized models described on the Appendix A. For illustration purposes, let the received total interference and noise power, $I_{i}^{(r)}$, for MS $i$ be

$$
\begin{equation*}
I_{i}^{(r)}=\alpha h_{i} P_{T}+\sum_{k \in \mathcal{B}} I_{k} h_{k, i}+I_{N} \tag{2.22}
\end{equation*}
$$

where $P_{T}$ is the total transmit power of the target $\mathrm{BS} \mathbf{A}, I_{k}$ is the transmit interference power due to the $k^{t h} \mathrm{BS}$ in the interfering BS set $\mathcal{B}$ and $I_{N}$ is the background noise power. The term $h_{k, i}$ is the path gain from interfering BS $k$ to MS $i$. The orthogonality factor, $\alpha$, is used to model possible intra-cell interference. Correspondingly, $\xi_{i}$ is given by

$$
\begin{align*}
\xi_{i} & =\alpha P_{T}+\sum_{k \in \mathcal{B}} I_{k} h_{k, i} / h_{i}+I_{N} / h_{i}  \tag{2.23}\\
& =\alpha P_{T}+\sum_{k \in \mathcal{B}} I_{k} v_{k, i}+I_{N} / h_{i} \tag{2.24}
\end{align*}
$$

where $v_{k, i}=h_{k, i} / h_{i}$. To simplify the presentation of results, we assume that there is only one BS in the interfering BS set $\mathcal{B}$, and that the effect of background noise is negligible.

The default parameter values used are listed in Table 2.1. For the results obtained in this section, the value $v_{1 i}=0.0016$ is used. Fig. 2.1 shows the total bit rate, $R_{\text {tot }}=\sum_{i=1}^{L} R_{i}^{*}$, for the optimal values of $\mathbf{a}, \mathbf{P}, \mathbf{n}$ as a function of the maximum allowable power $P_{\max }$, with $\alpha=0.1$ and 0.4 for both a continuous and an integer number of multicodes, assuming that the MS buffers are backlogged. It can be seen that the commonly used, but unrealistic assumption of a continuous number of multicodes results in a slight overestimation of the total bit rate.

Fig. 2.2 shows the allocated MS powers as a function of $P_{\max }$. Depending on the values of $\alpha$ and $\dot{P}_{\text {max }}$, the BS may transmit to only one MS or to several MS's simultaneously. We note that this finding differs from that in [7] which states that the BS should only transmit to one MS at a time in order to reduce the intra-cell interference. The difference is due to
three main factors: (1) the non-linear relationship between the allowed user bit rate $R_{i}$ and power $P_{i}$ when AMC is used, ${ }^{\prime}(2)$ the absence in [7] of any constraints on the bit rates or powers which can be allocated to MS's, and (3) the difference between SIR expressions in (2.1) and [7]. In our model, an increase in $P_{i}$ does not necessarily yield an increase in $R_{i}$. An incremental increase in $P_{\text {max }}$ causes a power reallocation among the MS's in such a way as to realize the greatest incremental increase in bit rate. It can be seen that for $\alpha=0.1$ the power allocated for transmission to MS 1 saturates at 7.2 W . This can be explained as follows: when $P_{\text {max }}$ reaches 12.9 W , MS 1 is using the maximum number of multicodes. The total bit rate, $R_{t o t}$, is plotted as a function of $P_{\max }$ for $\alpha=0.1$ and 0.4 in Fig. 2.3. Curves for two cases are shown: in Case 1, the BS is constrained to only transmit to one MS at a time whereas in Case 2 it can transmit to any number of MS's at a time. It can be seen that $R_{t o t}$ can be significantly higher in Case 2 compared to Case 1. For example, for $\alpha=0.1$ and $P_{\max }=14.0$ watts, $R_{\text {tot }}=8.4 \mathrm{Mbps}$ for Case 2 ; this value drops to 3.6 Mbps if transmission is restricted to one MS at a time as in Case 1.

The results shown in Fig. 2.4 are for $\alpha=0.1$, and $\mathbf{v}_{\mathbf{1}}=\left(\begin{array}{l}0.0070 .00650 .006\end{array}\right)$ where the $i$ th component of $\mathbf{v}_{\mathbf{1}}$ is the ratio of the path gains for the interfering BS and own BS of MS $i$. Assume a maximum of 3 MS 's are allocated resources at the beginning of every scheduling period. The buffer content size ratio vector for the three MS's with respect to the first MS is $\mathbf{D} / D_{1}=\left(\begin{array}{lll}D_{1} & D_{2} & D_{3}\end{array}\right) / D_{1}=\left(\begin{array}{lll}1 & 2.2 & 3.5\end{array}\right)$. The top part of Fig. 2.4 shows the total bit rate $R_{\text {tot }}$ as given in (2.18) as a function of total normalized buffer content size $D=\sum_{i=1}^{L} D_{i}$ for both the basic (channel-based) and load-based models ${ }^{2}$. It can be seen that a modest bit rate increase can be obtained with load based optimization. It might be noted that due to the limit on the available power and the number of multicodes, the total bit rate approaches a limiting value as $D$ is increased. The bottom part of Fig. 2.4 shows the scheduler efficiency as a function of $D$. The load based optimization may result in a much

[^2]higher efficiency even though the difference in bit rates of the basic and load-based models is relatively small. This is because some of the allocated rates in the basic model may be much higher than the corresponding rates in the load-based model.

Fig. 2.5 is similar to Fig. 2.4, except that $\mathbf{v}_{1}=\left(\begin{array}{l}0.0050 .0060 .008)\end{array}\right)$ In this case, the MS with the best channel condition among the three MS's, i.e. MS 1, has the smallest buffer content size. Since the basic scheduler only takes the channel condition into account, the highest bit rate would naturally be assigned to MS 1 . However, MS 1 has the least amount of data to send and may not fully utilize its allocated amount. As a result, Fig. 2.5 shows that the load-based scheduler yields a significantly higher bit rate than the basic scheduler.

Fig. 2.6 shows the power efficiency $\eta_{p}$ as a function of total normalized buffer content size $D$ for $\alpha=0.1, \mathbf{D} / D_{1}=\left(\begin{array}{lll}1 & 2.2 & 3.5\end{array}\right)$ and $\mathbf{v}_{\mathbf{1}}=\left(\begin{array}{lll}0.007 & 0.0065 & 0.006\end{array}\right)$ for both the basic and load-based models. Fig. 2.7 is similar to Fig. 2.6, except that $\mathbf{v}_{\mathbf{1}}=\left(\begin{array}{l}0.0050 .006\end{array} 0.008\right)$. In both cases, the value of $\eta_{p}$ is higher for the load-based scheduler as compared to the basic scheduler. The reason is that the former attempts to allocate resources taking into account the load information. Thus, less resources will generally be allocated to an MS with a smaller amount of data to transmit. Without knowing the load information, the basic scheduler allocates the same resources regardless of the amount of data in the MS buffers. As a result, extra resources may be unnecessarily allocated. Since the allocated rates for the load-based scheduler depend on $D$, the discrete nature of the AMC and multicodes gives rise to the fluctuations in the curve for the load-based scheduler.

Fig. 2.8 shows the deviation factor $\zeta$ as a function of total normalized buffer content size $D$ for $\alpha=0.1, \mathbf{D} / D_{1}=\left(\begin{array}{lll}1 & 2.2 & 3.5\end{array}\right)$ for both the basic and load-based models. The top part of Fig. 2.8 corresponds to $\mathbf{v}_{\mathbf{1}}=(0.0070 .00650 .006)$, while the bottom part corresponds to $\mathbf{v}_{1}=(0.0050 .0060 .008)$. From the definition, when $\zeta$ is small, there is little difference between the number of allocated bits and the actual number of bits in the buffer at the beginning of a scheduling period. Ideally, $\zeta$ should be as close to zero as possible. However, this may not always be possible due to the following reason: when the traffic load is high,
the amount of data in the buffers exceed what can be allocated given the available resources. As shown in Fig. 2.8, the load-based scheduler has a significantly smaller deviation factor compared to the basic scheduler at low to moderate traffic loads. At high traffic load, both schedulers can only deliver a small portion of data in the buffer during $T_{a}$ due to the limited available resources, and the deviation factors increase. The deviation factors for the two schedulers approach one another at high load. This is because when the buffers are always back-logged the basic and load-based schedulers produce the same resource allocation.

| Parameter | Value |
| :---: | :---: |
| MCS | QPSK(1/2,3/4), 16-QAM(1/2,3/4) |
| Channel Coding | Turbo Code |
| Chip rate (W) | 3.84 Mcps |
| Spreading Factor $(g)$ | 16 |
| $N_{\max }$ | 15 |
| $P_{T}$ | 18 watts |
| $I_{1}$ | 18 watts |
| $\alpha$ | 0.1 |
| $\tau$ | 0.001 |
| $I_{N}$ | negligible |
| $\epsilon_{0}$ | $\sim 10^{-3}$ |

Table 2.1: List of parameter values.


Figure 2.1: Total bit rate as a function of the maximum allowable power, $P_{\max }$, for $\alpha=0.1$ and 0.4 , assuming an integer and a continuous number of multicodes.



Figure 2.2: Allocated MS power as a function of the maximum allowable power, $P_{\max }$. Top: $\alpha=$ 0.1 , Bottom: $\alpha=0.4$, assuming an integer number of multicodes.


Figure 2.3: Total bit rate as a function of the maximum allowable power, $P_{\max }$ at $\alpha=0.1$ and 0.4 for the proposed model and the single user model, assuming an integer number of multicodes.


Figure 2.4: (Top) Total bit rate $R_{\text {tot }}$ (Bottom) Scheduler efficiency $\eta$ as a function of total normalized buffer size $D$ for $\alpha=0.1, P_{\max }=10 W, N_{i, \max }=10, \mathbf{D} / D_{1}=\left(\begin{array}{lll}1 & 2.2 & 3.5\end{array}\right)$ and $\mathbf{v}_{\mathbf{1}}=\left(\begin{array}{lll}0.007 & 0.0065 & 0.006\end{array}\right)$ for both basic and load-based models.


Figure 2.5: (Top) Total bit rate $R_{\text {tot }}$ (Bottom) Scheduler efficiency $\eta$ as a function of total normalized buffer size $D$ for $\alpha=0.1, P_{\max }=10 W, N_{i, \max }=10, \mathrm{D} / D_{1}=\left(\begin{array}{lll}1 & 2.2 & 3.5\end{array}\right)$ and $\mathbf{v}_{1}=(0.0050 .0060 .008)$ for both basic and load-based models.


Figure 2.6: Power efficiency $\eta_{p}$ as a function of total normalized buffer size $D$ for $\alpha=0.1$, $P_{\max }=10 W, N_{i, \max }=10, \mathbf{D} / D_{1}=\left(\begin{array}{lll}1 & 2.2 & 3.5\end{array}\right)$ and $\mathbf{v}_{\mathbf{1}}=\left(\begin{array}{lll}0.007 & 0.0065 & 0.006\end{array}\right)$ for both basic and load-based models.


Figure 2.7: Power efficiency $\eta_{p}$ as a function of total normalized buffer size $D$ for $\alpha=0.1$, $P_{\max }=10 W, N_{i, \max }=10, \mathbf{D} / D_{1}=\left(\begin{array}{llll}1 & 2.2 & 3.5\end{array}\right)$ and $\mathbf{v}_{\mathbf{1}}=\left(\begin{array}{lll}0.005 & 0.006 & 0.008\end{array}\right)$ for both basic and load-based models.



Figure 2.8: Deviation factor $\zeta$ as a function of total normalized buffer size $D$ for $\alpha=0.1, P_{\max }=$ $10 W, N_{i, \max }=10, \mathbf{D} / D_{1}=\left(\begin{array}{lll}1 & 2.2 & 3.5\end{array}\right)$ and $(T o p) \mathbf{v}_{\mathbf{1}}=\left(\begin{array}{lll}0.007 & 0.0065 & 0.006\end{array}\right) \quad($ Bottom $) \mathbf{v}_{\mathbf{1}}=$ (0.005 0.006 0.008) for both basic and load-based models.

### 2.4 Sequential Optimization Model

In section 2.3, an optimization approach was used which jointly optimizes the power, number of multicodes and MCS for each MS and implicitly, the number of MS's which are allocated resources in order to maximize the allocated bit rate for the system. While this may be a desirable goal, the computational complexity associated with mixed-integer, nonlinear programming (MINLP) can be high [8]. One way to reduce the computational burden is to independently optimize the bit rate for each MS instead of optimizing the sum of the bit rates for all MS's. After allocating resources for the first MS, the optimization for the next MS is based on the remaining resources. Such a sequential optimization (SO) technique can lower the computational complexity by allowing the optimization to be done independently for each MS. However, the optimized sum of the MS bit rates is generally higher than the sum of the optimized MS bit rates. This optimization is used in the multiple MS sequential optimization algorithm described in sections 2.4.1 and 2.4.2 for the channel-based and loadbased optimization models respectively.

### 2.4.1 Channel-based Model

## Single MS Optimization - Continuous Number of Multicodes

Let the downlink maximum possible received signal-to-interference ratio (SIR) of MS $i$ be given by

$$
\begin{equation*}
\gamma_{i}^{\prime}=\hat{P}_{i} / \xi_{i} \tag{2.25}
\end{equation*}
$$

where $\hat{P}_{i}$ is the power available to MS $i$. Assuming that multicode transmission is used, that the number of multicodes is continuous, and that all codes share the power equally, the maximum number, $\tilde{N}_{i, j}$, of codes that can be transmitted while achieving the target BLER
of $\epsilon_{0}$ for each code is given by

$$
\begin{equation*}
\tilde{N}_{i, j}=\min \left(\frac{\gamma_{i}^{\prime}}{\lambda_{i, j}}, N_{i, \max }\right) \tag{2.26}
\end{equation*}
$$

The bit rate for MS $i$ with MCS $j$ given $\tilde{N}_{i, j}$ multicodes would be

$$
\begin{align*}
R_{i, j} & =r_{i, j} \tilde{N}_{i, j},  \tag{2.27}\\
& = \begin{cases}r_{i, j}\left(\frac{\gamma_{i}^{\prime}}{\lambda_{i, j}}\right), & \text { if } \gamma_{i}^{\prime}<\lambda_{i, j} N_{i, \max }, \\
r_{i, j} N_{i, \max }, & \text { if } \gamma_{i}^{\prime} \geq \lambda_{i, j} N_{i, \max } .\end{cases} \tag{2.28}
\end{align*}
$$

where the basic bit rate $r_{i, j}$ is given in (2.4).
In the model, it is assumed that $\left\{\lambda_{i, j}<\lambda_{i, j+1}, j=1, \ldots, J-1\right\}$, and $\left\{r_{i, j}<r_{i, j+1}, j=\right.$ $1, \ldots, J-1\}$, which are realistic in practical applications of AMC. It is also assumed that the ratio $r_{i, j} / \lambda_{i, j}$ decreases with $j[2]$. With the combination of AMC and multicodes, at a given $\gamma_{i}^{\prime}$, the optimal MS bit rate $R_{i}$ is the maximum bit rate that can be provided among all MCS's, i.e.

$$
\begin{equation*}
R_{i}=\max _{j \in\{1, \ldots, J\}} R_{i, j} \tag{2.29}
\end{equation*}
$$



Figure 2.9: Allocated MS bit rate as a function of $\gamma_{i}^{\prime}$.
A typical plot of $R_{i}$ as a function of $\gamma_{i}^{\prime}$ is shown in Fig. 2.9. As $\gamma_{i}^{\prime}$ increases from 0 , an
increasing number of multicodes can be utilized, resulting in an increase in $R_{i}$. For $\gamma_{i}^{\prime}$ close to 0 , MCS 1 would be used due to the poorer error performance of higher order MCS's. As $\gamma_{i}^{\prime}$ reaches $\tilde{\gamma}_{i, 1}$, the maximum number, $N_{i, \max }$, of multicodes allowed for MS $i$ is used. Further increase in $\gamma_{i}^{\prime}$ does not allow a higher number of multicodes to be allocated. At this stage, the next higher order MCS still gives a lower bit rate due to the poorer error performance. When $\gamma_{i}^{\prime}$ reaches $\tilde{\gamma}_{i, 2}^{(m i n)}, j=2$ (i.e. MCS 2) is selected, and $R_{i}=R_{i, 2}$. In a similar way, $R_{i}$ increases with increasing $\gamma_{i}^{\prime}$ until $j=J$ and $N_{i, \max }$ is reached. Therefore, given $\gamma_{i}^{\prime}$, the problem of evaluating $R_{i}$ reduces to determining the set of thresholds $\left\{\tilde{\gamma}_{i, j}, \forall j=1, \ldots, J\right\}$ and $\left\{\tilde{\gamma}_{i, j}^{(\text {min })}, \forall j=1, \ldots, J\right\}$.
The threshold $\tilde{\gamma}_{i, j}$ is given by

$$
\begin{equation*}
\tilde{\gamma}_{i, j}=\lambda_{i, j} N_{i, \max }, j=1, \ldots, J \tag{2.30}
\end{equation*}
$$

The threshold $\tilde{\gamma}_{i, j}^{(\min )}$ can be obtained by solving the equation relating the highest effective bit rate of the MCS $j-1$ with the lowest effective bit rate of the MCS $j$. Thus,

$$
\begin{equation*}
N_{i, \max } r_{i, j-1}=r_{i, j} \frac{\tilde{\gamma}_{i, j}^{(\min )}}{\lambda_{i, j}}, j=2, \ldots J \tag{2.31}
\end{equation*}
$$

which yields

$$
\begin{equation*}
\tilde{\gamma}_{i, j}^{(\text {min })}=\lambda_{i, j} \frac{r_{i, j-1}}{r_{i, j}} N_{i, \max }, j=2, \ldots, J . \tag{2.32}
\end{equation*}
$$

It might be noted that $\tilde{\gamma}_{i, 1}^{(m i n)}=0$ and $\tilde{\gamma}_{i, J+1}^{(m i n)}=\infty$. The optimal number, $N_{i}$, of multicodes for MS $i$ is given by

$$
n_{i}=\left\{\begin{array}{l}
\gamma_{i}^{\prime} / \lambda_{i, j}, \tilde{\gamma}_{i, j}^{(\min )} \leq \gamma_{i}^{\prime}<\tilde{\gamma}_{i, j}, 1 \leq j \leq J  \tag{2.33}\\
N_{i, \max }, \tilde{\gamma}_{i, j} \leq \gamma_{i}^{\prime}<\tilde{\gamma}_{i, j+1}^{(\min )}, 1 \leq j \leq J
\end{array}\right.
$$

Subsequently, the optimal single MS bit rate $R_{i}$ and transmit power $P_{i}$ are given by

$$
\begin{align*}
R_{i} & =r_{i, j} n_{i}  \tag{2.34}\\
P_{i} & =\lambda_{i, j} n_{i} \xi_{i} . \tag{2.35}
\end{align*}
$$

Note that the index $j$ in (2.34) and (2.35) is selected based on a suitable value obtained in (2.33).

## Integer Number of Multicodes

With an integer number of multicoder, the optimization becomes difficult due to the fact that the range of $\gamma_{i}^{\prime}$ over which MCS $j$ is optimal may consist of several disjoint intervals. We consider here a procedure which gives near optimal results. The term $\tilde{\gamma}_{i, j}^{(\text {min })}$ can be obtained as follows. Let $\beta_{i, j} \in(0, \infty)$ be the smallest value such that

$$
\begin{equation*}
r_{i, j}\left\lfloor\frac{\beta_{i, j}}{\lambda_{i, j}}\right\rfloor \geq r_{i, j-1} N_{i, \max }, \quad 2 \leq j \leq J . \tag{2.36}
\end{equation*}
$$

Then

$$
\tilde{\gamma}_{i, j}^{(m i n)}=\left\{\begin{array}{l}
0, j=1  \tag{2.37}\\
\beta_{i, j}, 1<j \leq J \\
\infty, j=J+1
\end{array}\right.
$$

The number, $n_{i}$, of multicodes for MS $i$ is now given by

$$
n_{i}=\left\{\begin{array}{l}
\left\lfloor\gamma_{i}^{\prime} / \lambda_{i, j}\right\rfloor, \tilde{\gamma}_{i, j}^{(\min )} \leq \gamma_{i}^{\prime}<\tilde{\gamma}_{i, j}, 1 \leq j \leq J  \tag{2.38}\\
N_{i, \max }, \tilde{\gamma}_{i, j} \leq \gamma_{i}^{\prime}<\tilde{\gamma}_{i, j+1}^{(\min )}, 1 \leq j \leq J
\end{array}\right.
$$

Using (2.38), the power $P_{i}$ and bit rate $R_{i}$ allocated to MS $i$ are given by (2.35) and (2.34) respectively.

## Multi-MS Sequential Optimization

In section 2.4.1, we considered the channel-based optimization of MCS and number of multicodes for a single MS. The joint optimization for many MS's can be computationally complex. Based on the results for a single MS, we now consider a (sub-optimal) successive optimization procedure which takes into account multiple MS's at each scheduling instant. The main idea is to schedule each MS independently based on the available remaining resources. Generally, to maximize the assigned total bit rate, the MS's should be ordered accordingly to channel conditions with the first MS having the best channel condition. The procedure is outlined in the following:

1. Set $i=1$
2. Set $\hat{P}_{i}=P_{\max }$, and $N_{i, \max }=\min \left\{N_{i, \max }, N_{\max }\right\}$
3. Compute $\tilde{\gamma}_{i, j}$ as given in (2.30), and $\tilde{\gamma}_{i, j}^{(m i n)}$ as given in (2.32) for the continuous case or (2.37) for the integer case
4. Using (2.33) or (2.38), (2.34) and (2.35), compute the number of multicodes $n_{i}$, the bit rate $R_{i}$, and the power $P_{i}$ allocated to MS $i$
5. Calculate the remaining resources

$$
\begin{align*}
& N_{\max } \longleftarrow N_{\max }-n_{i},  \tag{2.39}\\
& P_{\max } \longleftarrow P_{\max }-P_{i} . \tag{2.40}
\end{align*}
$$

6. If $N_{\max }>0$ and $P_{\max }>0$, increment $i$ by 1 and go to step 2 ; otherwise go to step 7
7. Prepare for the next scheduling period.

### 2.4.2 Load-Based Model

## Single MS Optimization - Continuous Number of Multicodes

If packets arrive at the buffers for the different MS's in a random fashion, the buffer content sizes can be taken into account to improve resource allocation. Given that the normalized buffer content size for MS $i$ is $D_{i}$, the bit rate required to empty the buffer in $T_{a}$ second is $D_{i} W$. Furthermore, let $\mathcal{C}_{i, k}^{(r)}, k=1,2, \ldots, J+1$ be the event that $D_{i} W$ falls in the $k$ th bit rate region shown in Fig. 2.9, i.e.

$$
\begin{equation*}
r_{i, k-1} N_{i, \max }<D_{i} W \leq r_{i, k} N_{i, \max }, k=1,2, \ldots, J+1 \tag{2.41}
\end{equation*}
$$

where $r_{i, 0}=0$ and $r_{i, J+1}=\infty$.
The basic idea behind load-based scheduling is to tailor the number of multicodes and power depending upon the bit rate region which $D_{i} W$ falls into. We choose to maximize the allocated bit rate $R_{i}$ while using the minimum amount of power. An alternative is to maximize $R_{i}$ using the minimum number of multicodes. The required number, $n_{i}^{(r)}$, of multicodes, the MS bit rate $r_{i}^{(r)}$, and the MS power $P_{i}^{(r)}$ are given by

$$
\begin{align*}
n_{i}^{(r)} & = \begin{cases}\left(D_{i} W\right) / r_{i, k}, & \text { if } \mathcal{C}_{i, k}^{(r)}, k=1,2, \ldots, J, \\
N_{i, \max }, & \text { if } \mathcal{C}_{i, k}^{(r)}, k=J+1,\end{cases}  \tag{2.42}\\
r_{i}^{(r)} & =r_{i, j} n_{i}^{(r)},  \tag{2.43}\\
P_{i}^{(r)} & =\lambda_{i, j} n_{i}^{(r)} \xi_{i}, \tag{2.44}
\end{align*}
$$

and the selected MCS $j$ is given by

$$
\begin{equation*}
j=\min (k, J) \text { if } \mathcal{C}_{i, k}^{(r)}, k=1,2, \ldots, J+1 \tag{2.45}
\end{equation*}
$$

The corresponding required SIR is given by

$$
\begin{equation*}
\gamma_{i}^{(r)}=P_{i}^{(r)} / \xi_{i} \tag{2.46}
\end{equation*}
$$

When power resources are unlimited, (2.42), (2.43), and (2.44) are optimal given the buffer content size $B_{i}$. However, due to the varying channel conditions, the available $\gamma_{i}^{\prime}$ might not be able to support what is required from (2.46). Under such a circumstance, the allocation of resources should not only reflect the buffer content size $B_{i}$, but also the available $\operatorname{SIR} \gamma_{i}^{\prime}$. Let $\mathcal{C}_{i, j}$ and $\overline{\mathcal{C}_{i, j}}$ be the conditions such that

$$
\begin{align*}
& \mathcal{C}_{i, j} \equiv \tilde{\gamma}_{i, j}^{(\text {min })} \leq \gamma_{i}^{\prime} \leq \tilde{\gamma}_{i, j}, 1 \leq j \leq J  \tag{2.47}\\
& \overline{\mathcal{C}_{i, j}} \equiv \tilde{\gamma}_{i, j} \leq \gamma_{i}^{\prime} \leq \tilde{\gamma}_{i, j+1}^{(\min )}, 1 \leq j \leq J \tag{2.48}
\end{align*}
$$

are true. The resulting optimal number, $n_{i}$, of multicodes, the bit rate $R_{i}$, and the power $P_{i}$ for MS $i$ are given by

$$
\begin{align*}
n_{i} & = \begin{cases}n_{i}^{(r)}, & \text { if } \gamma_{i}^{(r)} \leq \gamma_{i}^{\prime}, \\
\frac{\hat{P}_{i}}{\lambda_{i, j} \xi_{i}}, & \text { if }\left(\gamma_{i}^{(r)}>\gamma_{i}^{\prime}\right) \wedge \mathcal{C}_{i, j}, \\
N_{i, \max }, & \text { if }\left(\gamma_{i}^{(r)}>\gamma_{i}^{\prime}\right) \wedge \overline{\mathcal{C}_{i, j}} .\end{cases}  \tag{2.49}\\
R_{i} & =r_{i, j} n_{i},  \tag{2.50}\\
P_{i} & =\lambda_{i, j} n_{i} \xi_{i} . \tag{2.51}
\end{align*}
$$

## Integer Number of Multicodes

With an integer number of multicodes, the optimization becomes difficult due to the fact that the range of $\gamma_{i}^{\prime}$ over which MCS $j$ is optimal may consist of several disjoint intervals. We consider here a procedure which gives near optimal results.

The term $\tilde{\gamma}_{i, j}^{(\text {min })}$ can be obtained as follows. Let $\beta_{i, j} \in(0, \infty)$ be the smallest value such
that

$$
\begin{equation*}
r_{i, j}\left\lfloor\frac{\beta_{i, j}}{\lambda_{i, j}}\right\rfloor \geq r_{i, j-1} N_{i, \max }, \quad 2 \leq j \leq J \tag{2.52}
\end{equation*}
$$

and is given by

$$
\tilde{\gamma}_{i, j}^{(m i n)}=\left\{\begin{array}{l}
0, j=1  \tag{2.53}\\
\beta_{i, j}, 1<j \leq J \\
\infty, j=J+1
\end{array}\right.
$$

Due to the discrete nature of the multicodes, (2.42) must be modified. The desired number of multicodes for MS $i$ is given by

$$
n_{i}^{(r)}= \begin{cases}\left\lceil\left(D_{i} W\right) / r_{i, k}\right\rceil, & \text { if } \mathcal{C}_{i, k}^{(r)}, 1 \leq k \leq J  \tag{2.54}\\ N_{i, \max }, & \text { if } \mathcal{C}_{i, k}^{(r)}, k=J+1\end{cases}
$$

Again, due to the available $\gamma_{i}^{\prime}$ for MS $i$, the desired power $P_{i}$ and number of multicodes $n_{i}^{(r)}$ may not always be allocated. Taking $\gamma_{i}^{\prime}$ into account, the resulting number of multicodes $n_{i}^{\prime}$, bit rate $R_{i}^{\prime}$, and power $P_{i}^{\prime}$ are given by

$$
\begin{align*}
n_{i}^{\prime} & = \begin{cases}n_{i}^{(r)}, & \text { if } \gamma_{i}^{(r)} \leq \gamma_{i}^{\prime} \\
\left\lfloor\frac{\hat{P}_{i}}{\lambda_{i, j} \xi_{i}}\right\rfloor & \text { if }\left(\gamma_{i}^{(r)}>\gamma_{i}^{\prime}\right) \wedge \mathcal{C}_{i, j} \\
N_{i, \max }, & \text { if }\left(\gamma_{i}^{(r)}>\gamma_{i}^{\prime}\right) \wedge \overline{\mathcal{C}_{i, j}}\end{cases}  \tag{2.55}\\
R_{i}^{\prime} & =r_{i, j} n_{i}^{\prime},  \tag{2.56}\\
P_{i}^{\prime} & =\lambda_{i, j} n_{i}^{\prime} \xi_{i} . \tag{2.57}
\end{align*}
$$

Let $j$ be the selected MCS. Due to the function $\lfloor$.$\rfloor in (2.55), the performance can still be$
improved when the condition

$$
\begin{array}{r}
\mathcal{C}_{i, j}^{(q)} \equiv\left(r_{i, j-1} N_{i, \max }>R_{i}^{\prime}\right) \wedge\left(\lambda_{i, j-1} N_{i, \max } \leq \gamma_{i}^{\prime}\right) \\
j=2, \ldots, J \tag{2.58}
\end{array}
$$

is taken into account. The number of multicodes $n_{i}$, bit rate $R_{i}$, and power $P_{i}$ are given by

$$
\begin{align*}
& n_{i}= \begin{cases}n_{i}^{\prime}, & \text { if } \overline{\mathcal{C}_{i, j}^{(q)}} \\
N_{i, \max }, & \text { if } \mathcal{C}_{i, j}^{(q)}\end{cases}  \tag{2.59}\\
& R_{i}= \begin{cases}R_{i}^{\prime}, & \text { if } \overline{\mathcal{C}_{i, j}^{(q)}} \\
r_{i, j-1} N_{i, \text { max }}, & \text { if } \mathcal{C}_{i, j}^{(q)}\end{cases}  \tag{2.60}\\
& P_{i}= \begin{cases}P_{i}^{\prime}, & \text { if } \overline{\mathcal{C}_{i, j}^{(q)}} \\
\lambda_{i, j-1} N_{i, \text { max }} \xi_{i}, & \text { if } \mathcal{C}_{i, j}^{(q)}\end{cases} \tag{2.61}
\end{align*}
$$

Subsequently, the required SIR for MS $i$ would then be $\gamma_{i}=P_{i} / \xi_{i}$.

## Multi-MS Sequential Optimization

The multi-MS sequential optimization for the load-based system is similar to that described in section 2.4.1, except that (2.49)-(2.51) or (2.59)-(2.61) are used instead in step 4. The total bit rate $R_{\text {tot }}$ is given by

$$
\begin{equation*}
R_{t o t}=\sum_{i=1}^{L} \min \left(R_{i}, D_{i} W\right) \tag{2.62}
\end{equation*}
$$

where $R_{i}$ is given in (2.50) or (2.60) for continuous or discrete multicodes respectively.
Due to differences in the channel conditions and buffer content sizes among the MS's, the order of resource allocation to the MS's will generally affect the total allocated bit rate. The optimal ordering can be determined exactly by exhaustive search when the number of

MS's is small ${ }^{3}$, or heuristically using a combinatorial technique [9] such as Tabu search when the number of MS's is large.

### 2.4.3 Numerical Results

## Channel-Based Model

Using the default parameter values listed in Table 2.1, we now provide some numerical results obtained by solving (2.5) for the joint optimization, and the procedure outlined in section 2.4.1 for the sequential optimization. Fig. 2.10 shows the total bit rate $R_{t o t}=\sum_{i=1}^{L} R_{i}$ as a function of $P_{\max }$ when $\mathbf{v}_{\mathbf{1}}=\left[\begin{array}{lll}v_{1,1} & v_{1,2} & v_{1,3}\end{array}\right]=\left[\begin{array}{llll}0.005 & 0.006 & 0.007\end{array}\right]$ and $N_{i, \max }=5$ for both joint and sequential optimization, assuming a continuous and an integer number of multicodes. As $P_{m a x}$ increases, higher order MCS's can be supported. As a result, higher bit rates can be obtained. As expected, the $R_{t o t}$ obtained from joint optimization is always superior to that obtained from sequential optimization. With joint optimization, $R_{\text {tot }}$ increases monotonically with $P_{\text {max }}$. The joint optimization model ensures that just enough power is allocated to maximize the total bit rate. Thus, increasing $P_{\max }$ will not result in a decrease in $R_{t o t}$. On the other hand, the sequential optimization procedure does not guarantee that $R_{\text {tot }}$ increases monotonically with $P_{m a x}$. A scenario is possible in which increasing $P_{\text {max }}$ results in the first MS taking most if not all of the power available to achieve a certain bit rate. However, if $P_{\max }$ is slightly reduced, the first MS might require much less power, leaving enough power for the second MS so that the combined bit rate for both MS's might exceed that of the MS in the first scenario. It can also be observed that for joint optimization, a continuous number of multicodes typically provides a slightly higher bit rate than the integer number of multicodes case. In contrast, for sequential optimization, the bit rate with an integer number of multicodes can be higher and the difference in $R_{\text {tot }}$ can be much bigger.

[^3]Fig. 2.11 shows the power efficiency $\eta_{p}$ as a function of $P_{\max }$ when $\mathbf{v}_{\mathbf{1}}=\left[\begin{array}{ll}0.0050 .006 & 0.007\end{array}\right]$ for both joint and sequential optimizations. As expected, a higher bit rate can be achieved using a higher order MCS at the expense of a higher transmit power. It can be seen that $\eta_{p}$ decreases monotonically with $P_{\max }$ for joint optimization. This is not always true for sequential optimization.

Fig. 2.12 shows the total bit rate $R_{t o t}$ as a function of $P_{\max }$ for joint and sequential optimization for two different channel conditions (case 1) $\mathbf{v}_{\mathbf{1}}=\left[\begin{array}{lll}0.8 & 0.8 & 0.8\end{array}\right]$ and (case 2) $\mathbf{v}_{\mathbf{1}}=[0.0050 .0050 .005]$. It can be seen that even though joint optimization can provide a significantly higher bit rate $R_{\text {tot }}$ compared to sequential optimization when the channel conditions are good (i.e. case 2), the improvement is relatively small when the channel conditions are poor (i.e. case 1). The reason is that when the interference level is high, the limited resources can be allocated to fewer MS's.

Fig. 2.13 shows $R_{t o t}$ as a function of $P_{\max }$ when $\mathbf{v}_{\mathbf{1}}=[0.20 .60 .9]$ for joint optimization, and (case 1) $\mathbf{v}_{\mathbf{1}}=\left[\begin{array}{lll}0.2 & 0.6 & 0.9\end{array}\right]$ and (case 2) $\mathbf{v}_{\mathbf{1}}=\left[\begin{array}{lll}0.9 & 0.6 & 0.2\end{array}\right]$ for sequential optimization. The result shows that the order of allocation of resources to MS's based on their channel conditions is important for sequential optimization. It also suggests that a higher assigned total bit rate can generally be achieved when the MS's are ordered according to their channel conditions with the first MS having the best channel condition.

It is interesting to compare the system performance obtained by our channel-based optimization model with a more restrictive sequential optimization model presented in [6], in which the maximum allowable power is shared equally among the MS's. This model can be viewed as a special case of our proposed sequential model. The performance of this model is evaluated using simulations in [6]. In order to distinguish the model [6] from our model, the former will be referred to as sequential optimization with equal power allocation (SO-EPA), while latter is simply referred to as sequential optimization (SO).

Figs. 2.14 and 2.15 show the total bit rate $R_{\text {tot }}$ as a function of the maximum allowable power $P_{\max }$ with $\mathbf{v}_{\mathbf{1}}=[0.0050 .0060 .007]$ for JO, SO, and SO-SPA, for $N_{i, \max }=5$ and
$N_{i, \max }=10$ respectively. As shown in Fig. 2.14, SO does not necessarily perform better than SO-SPA. In this example, the first MS has the best channel quality, followed by the second MS and then the third MS. Since the maximum number, $N_{1, \max }$, of multicodes is 5, SO attempts to achieve a higher bit rate for the first MS using a higher order MCS, which, in turn, requires a higher power allocation. As a result, less power is available to MS 2 and MS 3, and their available multicodes may not be fully utilized. Since the available power is shared equally under SO-EPA, a higher multicode utilization can be achieved. Since it is more power efficient to increase bit rate using more multicodes than higher order modulations [5], SO is not necessarily better than SO-SPA when $N_{i, \max }$ or $P_{\max }$ is small. However, for larger values of $N_{i, \max }$ or $P_{\max }$, the performance of SO is generally better than that of SO-SPA as shown in Fig. 2.15. In all cases, JO outperforms both SO and SO-SPA as expected.


Figure 2.10: Total bit rate $R_{\text {tot }}$ as a function of the maximum allowable power $P_{\max }$ with $\mathbf{v}_{\mathbf{1}}=$ [0.005 0.0060 .007$]$ for both joint and sequential optimization, assuming a continuous and an integer number of multicodes.


Figure 2.11: Power efficiency $\eta_{p}$ as a function of the maximum allowable power $P_{\max }$ with $\mathbf{v}_{\mathbf{1}}=$ [0.005 0.0060 .007$]$ for both joint and sequential optimization, assuming a continuous and an integer number of multicodes.


Figure 2.12: Total bit rate $R_{\text {tot }}$ as a function of the maximum allowable power $P_{\max }$ for joint and sequential optimization. (case 1) $\mathbf{v}_{\mathbf{1}}=\left[\begin{array}{lll}0.8 & 0.8 & 0.8\end{array}\right]$ and (case 2) $\mathbf{v}_{\mathbf{1}}=\left[\begin{array}{lll}0.005 & 0.005 & 0.005\end{array}\right]$.


Figure 2.13: Total bit rate $R_{\text {tot }}$ as a function of the maximum allowable power $P_{\max }$ with $\mathbf{v}_{\mathbf{1}}=$ $\left[\begin{array}{lll}0.2 & 0.6 & 0.9\end{array}\right]$ for joint optimization, and (case 1) $\mathbf{v}_{\mathbf{1}}=\left[\begin{array}{lll}0.2 & 0.6 & 0.9\end{array}\right]$ and (case 2) $\mathbf{v}_{\mathbf{1}}=\left[\begin{array}{lll}0.9 & 0.6 & 0.2\end{array}\right]$ for sequential optimization.


Figure 2.14: Total bit rate $R_{t o t}$ as a function of the maximum allowable power $P_{\max }$ with $\mathbf{v}_{1}=$ [0.005 0.006 0.007] for joint optimization, sequential optimization, and sequential optimization with equal power allocation, given that $N_{i, \max }=5$.


Figure 2.15: Total bit rate $R_{\text {tot }}$ as a function of the maximum allowable power $P_{\max }$ with $\mathbf{v}_{\mathbf{1}}=$ [0.005 0.006 0.007] for joint optimization, sequential optimization, and sequential optimization with equal power allocation, given that $N_{i, \max }=10$.

## Load-Based Model

Using the default parameter values listed in Table 2.1, we now provide some numerical results for the joint and sequential load-based optimizations. The results also assume $\mathbf{v}_{\mathbf{1}}=$ $\left[\begin{array}{lll}v_{1,1} & v_{1,2} & v_{1,3}\end{array}\right]=\left[\begin{array}{lll}0.15 & 0.010 & 0.0015\end{array}\right]$, and $N_{i, \max }=10$. Figure 2.16 shows the total bit rate $R_{\text {tot }}$ as a function of $P_{\max }$ for JO and SO with and without optimal ordering, with $\mathbf{D}=(2.00 .80 .5)$. The value of $R_{t o t}$ for the joint and sequential models can be obtained using (2.18) and (2.62) respectively. In this case the MS with the largest buffer content size experiences the worst channel condition and vice versa. The result shows that JO provides a higher total allocated bit rate than SO. It can also be seen that with SO, optimal ordering can provide a significant improvement. With JO, $R_{\text {tot }}$ increases monotonically with $P_{\max }$. However, with sequential optimization, a higher $P_{\max }$ may allow more resources to be allocated to the first MS, leaving less resources for other MS's. As a result, a higher $P_{m a x}$ does not guarantee a higher $R_{\text {tot }}$ for SO. The assumption that the number of multicode
is continuous leads to a slightly higher $R_{\text {tot }}$ for JO. The reason is due to the more relaxed constraint. In the case of SO with optimal ordering, a greater increase in $R_{t o t}$ can be observed when the number of multicodes is assumed to be continuous.

Figure 2.17 shows the power efficiency, $\eta_{p}$, as a function of $P_{\max }$ for JO as well as SO with and without optimal ordering. A higher bit rate can be achieved using higher order MCS's at the expense of a higher transmit power. The figure shows that $\eta_{p}$ generally decreases with increasing $P_{\max }$. Note that since $\eta_{p}$ is not the optimization objective function, $\eta_{p}$ for JO can be lower than that for SO.

Figure 2.18 shows the total bit rate, $R_{\text {tot }}$, as a function of the total normalized buffer size $D=\sum_{i=1}^{L} D_{i}$ for JO and SO with and without optimal ordering, with $\mathbf{D} / D_{3}=[3.5,2.5,1.0]$, and $P_{\max }=10 \mathrm{~W} .$. At low traffic loads, radio resources are not a limiting factor and there is little difference among the three schemes. As the traffic load increases, JO exhibits a significant improvement over SO with no optimal ordering. Since $R_{\text {tot }}$ is sensitive to the combination of channel condition and buffer content size, the first MS with a bad combination can leave little resources for subsequent MS's resulting in a poor overall performance. Figure 2.18 suggests that SO with optimal ordering can provide a relatively good performance.


Figure 2.16: Total bit rate $R_{\text {tot }}$ as a function of the maximum allowable power $P_{\max }$ for joint optimization and sequential optimization with and without optimal ordering, with $\mathbf{D}=[2.0,0.8,0.5]$.


Figure 2.17: Power efficiency $\eta_{p}$ as a function of the maximum allowable power $P_{\max }$ for joint optimization and sequential optimization with and without optimal ordering, with $\mathbf{D}=[2.0,0.8,0.5]$.


Figure 2.18: Total bit rate $R_{t o t}$ as a function of the total normalized buffer size $D=\sum_{i=1}^{L} D_{i}$ for joint optimization and sequential optimization with and without optimal ordering, with $\mathbf{D} / D_{3}=$ $[3.5,2.5,1.0]$, and $P_{\max }=10 \mathrm{~W}$.

### 2.5 Conclusions

The allocation of radio resources for the downlink of a CDMA network has been formulated as a mixed-integer nonlinear programming problem in which resources allocated to MS's are jointly optimized. It is shown that due to the non-linear nature of AMC as well as the maximum number of multicodes which can be assigned to an MS, an optimal allocation generally involves simultaneous transmissions to several mobiles. An optimal scheduling scheme which takes into account the amount of traffic destined for the different MS's was also proposed and studied. The results show that such a scheduler provides significant performance gains over schedulers which ignore MS traffic loads.

In order to reduce computational complexity, a sequential optimization procedure was presented in which resource allocation is performed successively for each MS. For the channelbased model, numerical results show that when the interference level is low, joint optimization can provide a significant improvement in total bit rate over sequential optimization.

When the interference level is high, the improvement is smaller. It is shown that the order of allocation plays an important role for sequential optimization. For the load-based model, it is found that the total bit rate is quite sensitive to the order in which MS's are allocated resources. Numerical results further show that sequential optimization with proper ordering can be an attractive sub-optimal alternative to the more computationally complex joint optimization.
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## Chapter 3

## Scheduling for the Downlink in a CDMA Network with Imperfect Channel Estimation

### 3.1 Introduction

In third generation (3G) multimedia CDMA networks, a variety of techniques are used to meet the quality of service ( QoS ) requirements for different types of traffic. With adaptive modulation and coding (AMC) [1], performance is improved by adapting the employed modulation and coding scheme (MCS) to changing channel conditions. A mobile station (MS) with favorable channel condition can be assigned a higher order modulation with a higher channel coding rate whereas a lower order modulation with a lower channel coding rate is assigned when channel conditions are unfavorable. For example, AMC is used in the High Speed Downlink Packet Access (HSDPA) enhancement adopted for the 3GPP cellular standard [2]. Multicode transmission [3] is a technique which can be used to provide higher bit rates to MS's.

It is well known that adapting the transmission parameters in a wireless system to changing channel conditions can be beneficial. In the case of the fast power control [1], the transmission power is adjusted based on the channel fading. Thus, transmission over a good channel requires less power to maintain the target signal quality at the receiver. The process of changing transmission parameters to compensate for variations in channel condition is known as link adaptation.

[^4]Besides power control, AMC is also used for link adaptation [1, 2, 4]. A higher order modulation provides better spectral efficiency at the expense of a worse bit error rate (BER) performance. A lower channel coding rate provides greater error correction capability at the expense of information transmission rate. Thus, with a proper combination of the modulation order and channel coding rate, it is possible to design a set of MCS, from which an adaptive selection is made per transmission-time-interval (TTI) so that an improved spectral efficiency can be achieved under good channel conditions. At each selection of the MCS, the criterion is to keep the probability of erroneous decoding of a transmission block below a threshold value.

Multicode transmission can be employed $[1,5]$ to increase the bit rate by splitting the bits of a transmission block to more than one channelization code at each TTI. In this scheme, a high rate data stream is divided into a number of lower rate data sub-streams, which are transmitted in parallel synchronous orthogonal multicode channels. An algorithm for jointly selecting the MCS and number of multicodes to maximize the assigned bit rate given power and code constraints has been proposed in [6] in the context of HSDPA. An analytical formulation for this problem is given in [7].

Since the selection of MCS and the number of multicodes is based on knowledge of the channel condition, an incorrect estimation of the channel condition can degrade the system throughput. In this chapter, an analytical formulation is provided for jointly selecting the MCS and number of multicodes to maximize the effective bit rate in the presence of signal-to-interference ratio (SIR) estimation errors. This is then used to study the impact of SIR estimation errors on the performance. The formulation is also extended to take into account the actual MS traffic load.

### 3.2 System Model

Let the downlink received signal-to-interference ratio (SIR) of MS $i$ be given by

$$
\begin{equation*}
\gamma_{i}=\frac{h_{i} P_{i}}{I_{i}} \tag{3.1}
\end{equation*}
$$

where $P_{i}$ is the downlink power transmitted to MS $i$ from the target base station BS A, $h_{i}$ is the path gain from BS A to $\mathrm{MS} i$, and $I_{i}$ is the total received interference for MS $i$. In addition, let $\Lambda_{i, j}$ be the required SIR for achieving the target error rate of $\varepsilon_{i, j}$ for MS $i$ and MCS $j$ when a single code is used.

Assuming that multicode transmission is used, the number of multicodes is continuous, and all codes share the power equally, the number, $n_{i}$, of codes that can be transmitted while achieving an error rate of $\epsilon_{i, j}$ is given by

$$
\begin{equation*}
n_{i}=\min \left(\frac{\gamma_{i}}{\lambda_{i, j}}, N_{i, \max }\right) \tag{3.2}
\end{equation*}
$$

where $N_{i, \max }$ is the maximum number of multicodes that can be assigned to MS $i$ and $\lambda_{i, j}$ is the SIR per code for MS $i$ and MCS $j$ which achieves an error rate of $\epsilon_{i, j}$.

The effective bit rate ${ }^{2}$ for MS $i$ with MCS $j$ given $\gamma_{i}$ would be

$$
\begin{align*}
\tilde{R}_{i, j} & =r_{i, j} n_{i}\left(1-\epsilon_{i, j}\left(\lambda_{i, j}\right)\right)  \tag{3.3}\\
& =\left\{\begin{array}{l}
r_{i, j} \frac{\gamma_{i}}{\lambda_{i, j}}\left(1-\epsilon_{i, j}\left(\lambda_{i, j}\right)\right), \text { if } \gamma_{i}<\lambda_{i, j} N_{i, \max } \\
r_{i, j} N_{i, \max }\left(1-\epsilon_{i, j}\left(\lambda_{i, j}\right)\right), \text { if } \gamma_{i} \geq \lambda_{i, j} N_{i, \max },
\end{array}\right. \tag{3.4}
\end{align*}
$$

where the basic bit rate $r_{i, j}$ is given by

$$
\begin{equation*}
r_{i, j}=\frac{W}{g} R_{c}^{(j)} \log _{2}\left(M_{j}\right) \tag{3.5}
\end{equation*}
$$

[^5]In (3.5), $W$ is the chip rate, $g$ is the spreading factor, $R_{c}^{(j)}$ is the code rate for MCS $j$, and $M_{j}$ is the number of points in the modulation constellation for MCS $j$. In the model, it is assumed that $\left\{r_{i, j}<r_{i, j+1}, j=1, \ldots, J-1\right\}$, and $\left\{\epsilon_{i, j}\left(\gamma_{i}\right)<\epsilon_{i, j+1}\left(\gamma_{i}\right), j=1, \ldots, J-1\right\}$, which are realistic in practical applications of adaptive modulation and coding.

### 3.3 Optimal Bit Rate Allocation with Adaptive Modulation and Coding and Multicodes

Assume that $\epsilon_{i, j}\left(\lambda_{i, j}\right)$ is a continuous, monotonically decreasing function of $\lambda_{i, j}$, and approaches zero as $\lambda_{i, j} \rightarrow \infty$. From (3.4), it can be seen that the choice of $\lambda_{i, j}$ (which depends on $\epsilon_{i, j}$ ) has a direct impact upon the effective bit rate $\tilde{R}_{i, j}$. Since $\epsilon_{i, j}$ decreases monotonically with $\lambda_{i, j}$, a smaller value of $\epsilon_{i, j}$ requires a higher value of $\lambda_{i, j}$. The maximum bit rate $r_{i, j} N_{i, \max }\left(1-\epsilon_{i, j}\left(\lambda_{i, j}\right)\right)$ can be achieved if $\gamma_{i} \geq \lambda_{i, j} N_{i, \max }$, but cannot be attained if $\gamma_{i}<\lambda_{i, j} N_{i, \max }$. Increasing $\lambda_{i, j}$ results in a lower $\epsilon_{i, j}$ but a lower number, $n_{i}$, of multicodes. This suggests that there exists a value of $\lambda_{i, j}^{(\text {opt })}$ which maximizes $\tilde{R}_{i, j}$ in the region $\gamma_{i}<\lambda_{i, j} N_{i, \max }$. The following theorems provide optimality conditions in the region $\gamma_{i}<\lambda_{i, j} N_{i, \max }$.

Theorem 3.1: The effective bit rate $\tilde{R}_{i, j}$ is maximized at $\lambda_{i, j}^{(o p t)}$ given by $\epsilon_{i, j}\left(\lambda_{i, j}^{(o p t)}\right)$ $\lambda_{i, j}^{(o p t)} \epsilon_{i, j}^{\prime}\left(\lambda_{i, j}^{(o p t)}\right)-1=0$ if $\epsilon_{i, j}^{\prime \prime}\left(\lambda_{i, j}^{(o p t)}\right)>0$.

## Proof: See Appendix B.1.

Theorem 3.1 provides the conditions to be satisfied by $\lambda_{i, j}^{(o p t)}$. However, it is possible that these conditions are also satisfied by other local extrema. By assuming that $\epsilon_{i, j}(x)$ takes the form of a sigmoid function, it can be shown that any $\lambda_{i, j}$ that satisfies the conditions in theorem 3.1 is a unique optimal solution.

Theorem 3.2: Assume that the error rate curve $\epsilon_{i, j}(x)$ can be modelled by a sigmoid function. Then any SIR $\lambda_{i, j}$ that satisfies the conditions in Theorem 3.1 is a unique solution that maximizes the effective bit rate $\tilde{R}_{i, j}$.

Proof: See Appendix B.2.
Although the sigmoid function model in Theorem 3.2 is not exact, it is a very good approximation to the error curves in [8]. According to Theorem 3.2, the optimal value of $\lambda_{i, j}^{(o p t)}$ can be expressed in terms of the Lambert W function [9] as given by (B.31). If $\lambda_{i, j}^{(o p t)}<\Lambda_{i, j}$, the chosen SIR requirement per code must be at least $\Lambda_{i, j}$ in order to satisfy the QoS requirement. In this case, using Theorem 3.3, we can conclude that the optimal value of $\lambda_{i, j}$ is $\Lambda_{i, j}$. Thus, in order to satisfy the QoS requirement, the optimal value, $\lambda_{i, j}^{*}$, of the SIR per code is given by

$$
\begin{equation*}
\lambda_{i, j}^{*}=\max \left(\lambda_{i, j}^{(o p t)}, \Lambda_{i, j}\right) \tag{3.6}
\end{equation*}
$$

Theorem 3.3: Assuming that the error rate curve $\epsilon_{i, j}(x)$ can be modelled by a sigmoid function, the effective bit rate $\tilde{R}_{i, j}$ decreases monotonically with $\lambda_{i, j}$ in the region $\left[\lambda_{i, j}^{(o p t)}, \infty\right)$.

Proof: See Appendix B.3.
With the combination of AMC and multicodes, at a given $\gamma_{i}$, the effective MS bit rate $\tilde{R}_{i}\left(\gamma_{i}\right)$ is the maximum bit rate that can be provided among all MCS's. In other words,

$$
\begin{equation*}
\tilde{R}_{i}\left(\gamma_{i}\right)=\max _{j}\left(\left\{\tilde{R}_{i, j}\left(\gamma_{i}\right), \forall j=1, \ldots, J\right\}\right) \tag{3.7}
\end{equation*}
$$

where $\tilde{R}_{i, j}\left(\gamma_{i}\right)$ is the effective bit rate for MCS $j$ at $\lambda_{i, j}^{*}$. A rough plot of $\tilde{R}_{i}\left(\gamma_{i}\right)$ is shown in Fig. 3.1.


Figure 3.1: MS bit rate and $\gamma_{i}$ relationship with MCS's.

As $\gamma_{i}$ increases from 0 , an increasing number of multicodes can be utilized, resulting in an increase of $\tilde{R}_{i}\left(\gamma_{i}\right)$. In this case, $\tilde{R}_{i, 1}\left(\gamma_{i}\right)=\max \left(\tilde{R}_{i, j}\left(\gamma_{i}\right), \forall j=1, \ldots J\right)$, since the effective bit rate is lower for $j>1$ due to poorer error performance. As $\gamma_{i}$ reaches $\tilde{\gamma}_{i, 1}$, the maximum number, $N_{i, \max }$, of multicodes allowed for MS $i$ is used and a further increase in $\gamma_{i}$ will not allow a higher number of multicodes to be allocated. At this stage, the next higher order MCS still gives a lower effective bit rate due to the poorer error performance. As $\gamma_{i}$ reaches $\tilde{\gamma}_{i, 2}^{(\min )}$, MCS 2 is selected, and $\tilde{R}_{i}\left(\gamma_{i}\right)=\tilde{R}_{i, 2}\left(\gamma_{i}\right)$. In a similar way, $\tilde{R}_{i}\left(\gamma_{i}\right)$ increases with increasing $\gamma_{i}$ until $j=J$ and $N_{i, \max }$ multicodes are used. Given $\gamma_{i}$, the problem of evaluating $\tilde{R}_{i}\left(\gamma_{i}\right)$ reduces to the determination of the set of thresholds $\left\{\tilde{\gamma}_{i, j}, \forall j=1, \ldots J\right\}$ and $\left\{\tilde{\gamma}_{i, j}^{(\min )}, \forall j=1, \ldots J\right\}$.
Let $\tilde{\gamma}_{i, j}$ be

$$
\begin{equation*}
\tilde{\gamma}_{i, j}=\lambda_{i, j}^{*} N_{i, \max }, \forall j=1, \ldots, J \tag{3.8}
\end{equation*}
$$

By definition, $\tilde{\gamma}_{i, j}^{(m i n)}$ can be obtained by solving the equation relating the highest effective bit rate of the MCS $j-1$ with the lowest effective bit rate of the MCS $j$. Thus,

$$
\begin{gather*}
N_{i, \max } r_{i, j-1}\left(1-\epsilon_{i, j-1}\left(\frac{\tilde{\gamma}_{i, j}^{(\min )}}{N_{i, \max }}\right)\right)= \\
r_{i, j} n_{i}\left(1-\epsilon_{i, j}\left(\frac{\tilde{\gamma}_{i, j}^{(\min )}}{n_{i}}\right)\right), \forall j=2, \ldots J  \tag{3.9}\\
=r_{i, j} \frac{\tilde{\gamma}_{i, j}^{(\text {min })}}{\lambda_{i, j}^{*}}\left(1-\epsilon_{i, j}\left(\lambda_{i, j}^{*}\right)\right), \forall j=2, \ldots J . \tag{3.10}
\end{gather*}
$$

Assuming the difference between $\lambda_{i, j}^{(\min )}$ and $\lambda_{i, j+1}^{(\min )}$ is reasonably large, and since

$$
\begin{equation*}
\tilde{\gamma}_{i, j}^{(\min )}>\lambda_{i, j-1}^{*} N_{i, \max }, \forall j=2, \ldots, J \tag{3.11}
\end{equation*}
$$

the quantity $\epsilon_{i, j-1}\left(\tilde{\gamma}_{i, j}^{(\text {min })} / N_{i, \text { max }}\right)$ is negligibly small, and $\tilde{\gamma}_{i, j}^{(\text {min })}$ can be well approximated as

$$
\begin{array}{r}
\tilde{\gamma}_{i, j}^{(\min )}=\frac{N_{i, \max } r_{i, j-1}}{r_{i, j}\left(1-\epsilon_{i, j}\left(\lambda_{i, j}^{*}\right)\right)} \lambda_{i, j}^{*}, \\
\forall j=2, \ldots, J . \tag{3.12}
\end{array}
$$

Without the loss of generality, we set $\tilde{\gamma}_{i, 1}^{(\text {min })}=0$ and $\tilde{\gamma}_{i, J+1}^{(\text {min })}=\infty$. The corresponding minimum number of multicodes for the $j^{\text {th }}$ MCS is then given by

$$
\begin{equation*}
\tilde{n}_{i, j}^{(m i n)}=\frac{\tilde{\gamma}_{i, j}^{(m i n)}}{\lambda_{i, j}^{*}}, \forall j=1, \ldots, J \tag{3.13}
\end{equation*}
$$

Let $\mathcal{C}_{i, j}^{(1)}\left(\gamma_{i}\right)$ and $\mathcal{C}_{i, j}^{(2)}\left(\gamma_{i}\right)$ take the truth values of the conditions $\tilde{\gamma}_{i, j}^{(m i n)} \leq \gamma_{i} \leq \tilde{\gamma}_{i, j}$ and $\tilde{\gamma}_{i, j} \leq \gamma_{i} \leq \tilde{\gamma}_{i, j+1}^{(\min )}$ respectively. With the constraint on the number of multicodes, the optimal effective bit rate $\tilde{R}_{i}\left(\gamma_{i}\right)$ is given by

$$
\tilde{R}_{i}\left(\gamma_{i}\right)= \begin{cases}r_{i, j} \frac{\gamma_{i}}{\lambda_{i, j}}\left(1-\epsilon_{i, j}\left(\lambda_{i, j}^{*}\right)\right) & , \text { if } \mathcal{C}_{i, j}^{(1)}\left(\gamma_{i}\right) \\ r_{i, j} N_{i, \max }\left(1-\epsilon_{i, j}\left(\lambda_{i, j}^{*}\right)\right), & \text { if } \mathcal{C}_{i, j}^{(2)}\left(\gamma_{i}\right)\end{cases}
$$

$$
\begin{equation*}
\forall j=1, \ldots, J \tag{3.14}
\end{equation*}
$$

### 3.4 Effect of Estimation Error

In reality, some error in estimating $\gamma_{i}$ is inevitable. Let $\hat{\gamma}_{i}$ be the estimated value of $\gamma_{i}$, and is given by

$$
\begin{equation*}
\hat{\gamma}_{i}=\gamma_{i}+\varepsilon_{\gamma_{i}} \tag{3.15}
\end{equation*}
$$

where $\varepsilon_{\gamma_{i}}$ is the estimation error for $\gamma_{i}$. As a result of the estimation error, the number of multicodes and the MCS may be allocated sub-optimally. Let $j^{\prime}$ and $n_{i}^{\prime}$ be the assigned MCS and the number of multicodes based on $\hat{\gamma}_{i}$, where $n_{i}^{\prime}$ is given by

$$
\begin{equation*}
n_{i}^{\prime}=\min \left(\frac{\hat{\gamma}_{i}}{\lambda_{i, j^{\prime}}^{*}}, N_{i, \max }\right) \tag{3.16}
\end{equation*}
$$

Let $\mathcal{C}_{i, j^{\prime}}^{(1)}\left(\hat{\gamma}_{i}\right)$ and $\mathcal{C}_{i, j^{\prime}}^{(2)}\left(\hat{\gamma}_{i}\right)$ take the truth values of the conditions $\tilde{\gamma}_{i, j^{\prime}}^{(m i n)} \leq \hat{\gamma}_{i} \leq \tilde{\gamma}_{i, j^{\prime}}$ and $\tilde{\gamma}_{i, j^{\prime}} \leq \hat{\gamma}_{i} \leq \tilde{\gamma}_{i, j^{\prime}+1}^{(m i n)}$ respectively. The sub-optimal effective bit rate $R_{i}\left(\gamma_{i} \mid \hat{\gamma}_{i}\right)$ is given by

$$
\begin{align*}
& R_{i}\left(\gamma_{i} \mid \hat{\gamma}_{i}\right)= \begin{cases}r_{i, j^{\prime}} n_{i}^{\prime}\left(1-\epsilon_{i, j^{\prime}}\left(\frac{\gamma_{i}}{n_{i}^{\prime}}\right)\right) & \text { if } \mathcal{C}_{i, j^{\prime}}^{(1)}\left(\hat{\gamma}_{i}\right) \\
r_{i, j^{\prime}} N_{i, \max }\left(1-\epsilon_{i, j^{\prime}}\left(\frac{\gamma_{i}}{n_{i}^{\prime}}\right)\right) & \text { if } \mathcal{C}_{i, j^{\prime}}^{(2)}\left(\hat{\gamma}_{i}\right) \\
\forall j^{\prime}=1, \ldots, J,\end{cases} \\
& = \begin{cases}r_{i, j^{\prime}} \frac{\hat{\gamma}_{i}}{\lambda_{i, j^{\prime}}^{*}}\left(1-\epsilon_{i, j^{\prime}}\left(\frac{\gamma_{i} \lambda_{i, j^{\prime}}^{*}}{\hat{\gamma}_{i}}\right)\right) & \text { if } \mathcal{C}_{i, j^{\prime}}^{(1)}\left(\hat{\gamma}_{i}\right) \\
r_{i, j^{\prime}} N_{i, \max }\left(1-\epsilon_{i, j^{\prime}}\left(\frac{\gamma_{i}}{N_{i, \text { max }}}\right)\right) & \text { if } \mathcal{C}_{i, j^{\prime}}^{(2)}\left(\hat{\gamma}_{i}\right) \\
\forall j^{\prime}=1, \ldots, J .\end{cases} \tag{3.17}
\end{align*}
$$

It is convenient to express the estimated SIR $\hat{\gamma}_{i}$ in terms of a multiplicative factor of the actual SIR $\gamma_{i}$, i.e.

$$
\begin{equation*}
\hat{\gamma}_{i}=\gamma_{i}\left(1+\beta_{\gamma_{i}}\right), \quad \beta_{\gamma_{i}} \geq-1 \tag{3.19}
\end{equation*}
$$

where $\beta_{\gamma_{i}}=\varepsilon_{\gamma_{i}} / \gamma_{i}$ is typically a sample of some random variable. From (3.18) and (3.19), we can observe that as $\beta_{\gamma_{i}}$ increases from 0 , more multicodes would be allocated, but at the expense of a lower SIR per code. On the other hand, as $\beta_{\gamma_{i}}$ decreases from 0 , the SIR per code improves, but at the expense of fewer allocated multicodes. From a practical point of view, the former typically results in a rapid decrease in bit rate due to the fact that an over-estimation of $\gamma_{i}$ generally results in a rapid increase in $\epsilon_{i, j}$. In the latter case, the effect upon the bit rate due to a small improvement in $\epsilon_{i, j}$ is generally small compared to that of the reduced multicode allocation. In other words, while an under-estimation of $\gamma_{i}$ roughly translates in a reduction in bit rate due to under-allocation of multicodes or allocation of a lower order MCS, over-estimation of $\gamma_{i}$ gives rise to the same effect due to the degradation in error performance (in the physical layer ${ }^{3}$ ). However, the impact upon bit rate due to under or over-estimation of $\gamma_{i}$ is asymmetrical: while under-estimation has a roughly linear effect upon the bit rate, over-estimation usually has a much more detrimental impact due to the nonlinear nature of the physical layer error performance as a function of the channel condition. ${ }^{4}$

The above observation suggests that if $\hat{\gamma}_{i}$ is intentionally assumed to be lowered by a conservative factor $\Delta_{i}$ than what is observed, the chance of over-estimation can be reduced. In this case, (3.19) is modified to

$$
\begin{equation*}
\hat{\gamma}_{i}=\gamma_{i}\left(1+\beta_{\gamma_{i}}\right)\left(1-\Delta_{i}\right), \quad \beta_{\gamma_{i}} \geq-1,0 \leq \Delta_{i} \leq 1 . \tag{3.20}
\end{equation*}
$$

[^6]Since it would be more harmful to allow over-estimation than vice versa, the introduction of such conservative factor $\Delta_{i}$ is, on average, expected to provide gain in the presence of estimation errors. Note that in the region $\tilde{\gamma}_{i, j} \leq \gamma_{i} \leq \tilde{\gamma}_{i, j+1}^{(\min )}$ where the bit rate is codelimited, over-estimation would be less harmful, since more multicodes are not allowed to further reduce the SIR per code, and, hence, decreasing the chance of further transmission error.

Using (3.20), (3.18) can be re-written as

$$
\begin{equation*}
\tilde{R}_{i}\left(\gamma_{i} \mid \hat{\gamma}_{i}\right)=\tilde{R}_{i}\left(\gamma_{i} \mid \Delta_{i}, \beta_{\gamma_{i}}\right) \tag{3.21}
\end{equation*}
$$

and the average effective bit rate given $\Delta_{i}$ is given by

$$
\begin{equation*}
\overline{R_{i}\left(\gamma_{i} \mid \Delta_{i}\right)}=\int_{-\infty}^{\infty} \tilde{R}_{i}\left(\gamma_{i} \mid \Delta_{i}, \beta_{\gamma_{i}}\right) f_{\mathcal{B}}\left(\beta_{\gamma_{i}}\right) d \beta_{\gamma_{i}} \tag{3.22}
\end{equation*}
$$

where $f_{\mathcal{B}}\left(\beta_{\gamma_{i}}\right)$ is the probability density function (pdf) of $\mathcal{B}_{\gamma_{i}}$.

### 3.5 Load-Based Scheduling with Estimation Error

In the case when the MS traffic is not back-logged, and the amount of data, $B_{i}$, in the buffer (i.e. the buffer content size) is known for each MS $i$, the code and power resources can be allocated more efficiently. Let $D_{i}=B_{i} /\left(W T_{a}\right)$ be the ratio of the buffer content size in bits to the number of bits that a full bandwidth $W$ can carry over the scheduling period $T_{a}$. Thus, the required bit rate can be defined as $R_{r e q}=D_{i} W$. Furthermore, let $\mathcal{C}_{i}^{(r)}=\left\{\mathcal{C}_{i, k}^{(r)}, 1 \leq k \leq J+1\right\}$ be the set of conditions for MS $i$ such that $D_{i} W$ falls into one
of $J+1$ bit rate regions as shown in Fig. 3.1, where $\mathcal{C}_{i, k}^{(r)}$ is given by

$$
\mathcal{C}_{i, k}^{(r)}=\left\{\begin{array}{l}
r_{i, k-1} N_{i, \max }\left(1-\epsilon_{i, k}\left(\lambda_{i, k}^{*}\right)\right)<D_{i} W  \tag{3.23}\\
\leq r_{i, k} N_{i, \max }\left(1-\epsilon_{i, k}\left(\lambda_{i, k}^{*}\right)\right), 1 \leq k \leq J \\
r_{i, J} N_{i, \max }\left(1-\epsilon_{i, J}\left(\lambda_{i, J}^{*}\right)\right)<D_{i} W, k=J+1
\end{array}\right.
$$

where $r_{i, 0}=0$. The basic idea behind load-sensitive scheduling is to tailor the number of multicodes and power depending upon the bit rate region where the buffer content size $D_{i}$ resides. Thus, the required MS bit rate $r_{i}^{(r)}$ and the corresponding SIR $\gamma_{i}^{(r)}$ are given by

$$
\begin{align*}
& r_{i}^{(r)}= \begin{cases}\frac{D_{i} W}{1-\epsilon_{i, k}\left(\lambda \lambda_{i, k}^{*}\right)}, & \text { if } \mathcal{C}_{i, k}^{(r)}, \quad 1 \leq k \leq J, \\
r_{i, J} N_{i, \max }, & \text { if } \mathcal{C}_{i, J+1}^{(r)}\end{cases}  \tag{3.24}\\
& \gamma_{i}^{(r)}=\left\{\begin{array}{l}
\lambda_{i, k}^{*}\left(\frac{D_{i} W}{r_{i, k}\left(1-\epsilon_{i, k}\left(\lambda_{i, k}^{*}\right)\right)}\right), \text { if } \mathcal{C}_{i, k}^{(r)}, 1 \leq k \leq J, \\
\lambda_{i, J}^{*} N_{i, \max }, \text { if } \mathcal{C}_{i, J+1}^{(r)} .
\end{array}\right. \tag{3.25}
\end{align*}
$$

Ideally, when the multicode and power resources are unlimited, (3.24) is optimal given the buffer content size $B_{i}$. However, in reality, it is possible that $B_{i}$ is too large or $\gamma_{i}$ is too small to support $\gamma_{i}^{(r)}$ due to the undesirable channel condition. Thus, the allocation of resources should reflect not only the buffer content size $B_{i}$, but also the current SIR $\gamma_{i}$. Let $\mathcal{C}_{i, j}^{(1)}\left(\gamma_{i}\right)$ and $\mathcal{C}_{i, j}^{(2)}\left(\gamma_{i}\right)$ take the truth values of the conditions $\tilde{\gamma}_{i, j}^{(\text {min })} \leq \gamma_{i} \leq \tilde{\gamma}_{i, j}$ and $\tilde{\gamma}_{i, j} \leq \gamma_{i} \leq \tilde{\gamma}_{i, j+1}^{(\text {min })}$ respectively. The resulting effective bit rate $R_{i}^{(l b)}\left(\gamma_{i} \mid \hat{\gamma}_{i}\right)$ is given by
where $j^{\prime}$ is the selected MCS when $\mathcal{C}_{i, j^{\prime}}^{(1)}\left(\hat{\gamma}_{i}\right)$ or $\mathcal{C}_{i, j^{\prime}}^{(2)}\left(\hat{\gamma}_{i}\right)$ is true, and $j^{\prime \prime}=\min (k, J)$ is the selected MCS when $\mathcal{C}_{i, k}^{(r)}$ is true. The average effective bit rate given $\Delta_{i}$ is given by

$$
\begin{equation*}
\overline{R_{i}^{(l b)}\left(\gamma_{i} \mid \Delta_{i}\right)}=\int_{-\infty}^{\infty} R_{i}^{(l b)}\left(\gamma_{i} \mid \Delta_{i}, \beta_{\gamma_{i}}\right) f_{\mathcal{B}}\left(\beta_{\gamma_{i}}\right) d \beta_{\gamma_{i}}, \tag{3.27}
\end{equation*}
$$

where $R_{i}^{(l b)}\left(\gamma_{i} \mid \Delta_{i}, \beta_{\gamma_{i}}\right)$ is the effective bit rate as a function of $\gamma_{i}$ given the conservative factor $\Delta_{i}$ and the relative estimation error $\beta_{\gamma_{i}}$.

### 3.6 Numerical Results

Numerical results are now provided to show the impact of estimation errors upon the system performance. The estimation error $\beta_{\gamma_{i}}$ is assumed to have a truncated Gaussian distribution

$$
f_{\mathcal{B}}\left(\beta_{\gamma_{i}}\right)= \begin{cases}\frac{1}{\sqrt{2 \pi} \sigma_{i}} e^{-\beta_{\gamma_{i}}^{2} / 2 \sigma_{i}^{2}}, & \text { if } \beta_{\gamma_{i}}>-1  \tag{3.28}\\ C_{\beta} \delta\left(\beta_{\gamma_{i}}+1\right) & , \\ \text { if } \beta_{\gamma_{i}}=-1\end{cases}
$$

where $C_{\beta}$ is a normalizing constant, $\delta$ is the Dirac delta function, and $\sigma_{i}$ is the standard deviation of the untruncated Gaussian distribution ${ }^{5}$. The simulations assume $g=16, N_{i, \max }=5$, and the MCS's consist of QPSK $1 / 2$, QPSK $3 / 4,16$-QAM $1 / 2$, and 16 -QAM $3 / 4$. The link-level results are taken from [8]. Also, let $\eta_{R}=\tilde{R}_{i}\left(\gamma_{i} \mid \Delta_{i}, \beta_{\gamma_{i}}\right) / \tilde{R}_{i}\left(\gamma_{i}\right)$ and $\overline{\eta_{R}}=\overline{R_{i}\left(\gamma_{i} \mid \Delta_{i}\right)} / \tilde{R}_{i}\left(\gamma_{i}\right)$ be the effective bit rate ratio and the averaged effective bit rate ratio respectively, which quantify the relative degradation of the effective bit rate due to estimation errors.

Figure 3.2 shows the averaged normalized effective bit rate $\overline{R_{i}\left(\gamma_{i} \mid \Delta_{i}\right)} / W$ as a function of $\gamma_{i}$ with $\sigma_{i}^{(t)}=0.1$ for various $\Delta_{i}^{\prime} s$, where $\sigma_{i}^{(t) 6}$ is the standard deviation of (3.28). As expected, when $\Delta_{i}=0$ and in the presence of estimation errors, a significant degradation in bit rate can be observed compared to the case without estimation errors. However, by selecting an

[^7]appropriate conservative factor $\Delta_{i}$, the effect of estimation errors can be reduced, especially in the region $\tilde{\gamma}_{i, j}^{(\min )} \leq \gamma_{i} \leq \tilde{\gamma}_{i, j}$.

Figure 3.3 shows the normalized effective bit rate $\eta_{R}$ as a function of the relative estimation error $\beta_{\gamma_{i}}$ with $\sigma_{i}^{(t)}=0.1$ and $\Delta_{i}=0$. The results clearly show the asymmetrical effect of the estimation error upon the effective bit rate. The bit rate generally decreases much more rapidly as $\beta_{\gamma_{i}}$ increases from 0 than as $\beta_{\gamma_{i}}$ decreases from 0 . The curve for $\gamma_{i}=2$ is flat because it falls in a flat region of the bit rate vs. $\gamma_{i}$ curve, i.e. in the range $\left(\tilde{\gamma}_{i, 3}, \tilde{\gamma}_{i, 4}^{(m i n)}\right)$ as can be seen in Fig. 3.2.

Figure 3.4 shows the averaged effective bit rate ratio $\overline{\eta_{R}}$ as a function of the conservative factor $\Delta_{i}$ with $\sigma_{i}^{(t)}=0.1$. The cases $\gamma_{i}=0.2$ and 2.5 fall within the sloped regions of the "no error, $\Delta_{i}=0$ " curve in Fig. 3.1. In these cases, the system can only achieve about $70 \%$ of the estimation-error-free bit rate with no conservative factor, i.e. $\Delta_{i}=0$. However, by an appropriate selection of $\Delta_{i}$, approximately equal to $\sigma_{i}^{(t)}$, a significant increase in $\overline{\eta_{R}}$ can be obtained. The cases $\gamma_{i}=1.8,3.2$ and 4.5 lie in the flat regions of the "no error, $\Delta_{i}=0$ " curve in Fig. 3.1. As a result, $\overline{\eta_{R}}$ is relatively less sensitive to the estimation error and a small value of $\Delta_{i}$ has little effect on the bit rate.

Figures 3.5 and 3.6 show the averaged effective bit rate ratio $\overline{\eta_{R}}$ as a function of the standard deviation $\sigma_{i}^{(t)}$ with $\gamma_{i}=2.5$ (sloped region) and 1.8 (flat region) respectively. The results show that for $\gamma_{i}=2.5, \overline{\eta_{R}}$ decreases quite rapidly with $\sigma_{i}^{(t)}$ when $\Delta_{i}=0$. However, with an appropriate value of $\Delta_{i}, \overline{\eta_{R}}$ can be made much less sensitive to estimation errors. For $\gamma_{i}=1.8, \overline{\eta_{R}}$ does not vary much with small values of $\sigma_{i}^{(t)}$.

In the case of the load-based model, it is convenient to quantify performance degradation by comparing the effective bit rate to the requested bit rate. Let the averaged effective-torequested bit rate ratio $\eta_{R}^{(l b)}$ be $\overline{R_{i}^{(l b)}\left(\gamma_{i} \mid \Delta_{i}\right)} /\left(D_{i} W\right)$. Figure 3.7 shows $\eta_{R}^{(l b)}$. as a function of $\sigma_{i}^{(t)}$ with $D_{i}=0.85, \Delta_{i}=0$ and four different values of $\gamma_{i}$. It can be seen that when $\gamma_{i}$ is small, the effective bit rate cannot support the requested bit rate $D_{i} W$, resulting in a low value of $\eta_{R}^{(l b)}$ even when no error is present. It can be observed that even a small error can
cause a big decrease in $\eta_{R}^{(l b)}$ when $\gamma_{i}$ lies in the sloped regions (i.e. $\gamma_{i}=0.25,1.25$ and 2.5.
Figure 3.8 shows the averaged effective-to-requested bit rate ratio $\eta_{R}^{(l b)}$ as a function of the conservative factor $\Delta_{i}$ with $\sigma_{i}^{(t)}=0.1, D_{i}=0.85$ and different values of $\gamma_{i}$. The results show that generally a good choice of $\Delta_{i}$ can improve $\eta_{R}^{(l b)}$. As a rule of thumb, a good choice of $\Delta_{i}$ is in the range $\sigma_{i}^{(t)}$ to $1.5 \sigma_{i}^{(t)}$.

Figure 3.9 shows the averaged effective-to-requested bit rate ratio $\eta_{R}^{(b)}$ as a function of the standard deviation $\sigma_{i}^{(t)}$ with $\gamma_{i}=2.5, D_{i}=0.85$ for four different values of $\Delta_{i}$. It can be seen that a good choice of $\Delta_{i}$ can greatly reduce the effect of channel estimation errors on $\eta_{R}^{(l b)}$.

### 3.7 Conclusions

In this chapter, the problem of optimal scheduling for a single MS on the downlink of a WCDMA network was studied. Analytical expressions were derived for the optimal effective bit rate when adaptive modulation and coding and multicode transmission are employed. For link adaptation, the selection of the MCS and the number of multicodes is based on an estimation of the downlink SIR. It was shown that a small estimation error can result in a bad selection of MCS and number of multicodes leading to a significant degradation in the effective bit rate. It was shown that the impact of SIR estimation errors can be greatly reduced by using a conservative margin with the estimated SIR value.


Figure 3.2: Averaged normalized effective bit rate $\overline{R_{i}\left(\gamma_{i} \mid \Delta_{i}\right)} / W$ as a function of $\gamma_{i}$ with $\sigma_{i}^{(t)}=$ 0.1 .


Figure 3.3: Normalized effective bit rate $\eta_{R}$ as a function of the relative estimation error $\beta_{\gamma_{i}}$ with $\sigma_{i}^{(t)}=0.1$.


Figure 3.4: Averaged effective bit rate ratio $\overline{\eta_{R}}$ as a function of the conservative factor $\Delta_{i}$ with $\sigma_{i}^{(t)}=0.1$.


Figure 3.5: Averaged effective bit rate ratio $\overline{\eta_{R}}$ as a function of the standard deviation $\sigma_{i}^{(t)}$ with $\gamma_{i}=2.5$.


Figure 3.6: Averaged effective bit rate ratio $\overline{\eta_{R}}$ as a function of the standard deviation $\sigma_{i}^{(t)}$ with $\gamma_{i}=1.8$.


Figure 3.7: Averaged effective-to-requested bit rate ratio as a function of the standard deviation $\sigma_{i}^{(t)}$ with $D_{i}=0.85, \Delta_{i}=0$ and different values of $\gamma_{i}$.


Figure 3.8: Averaged effective-to-requested bit rate ratio as a function of the conservative factor $\Delta_{i}$ with $\sigma_{i}^{(t)}=0.1, D_{i}=0.85$ and different values of $\gamma_{i}$.


Figure 3.9: Averaged effective-to-requested bit rate ratio as a function of the standard deviation $\sigma_{i}^{(t)}$ with $\gamma_{i}=2.5, D_{i}=0.85$ and different values of $\Delta_{i}$.
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## Chapter 4

## Adaptive Modulation and Coding with Multicodes over Nakagami Fading Channels

### 4.1 Introduction

Third generation (3G) cellular networks allow a wide variety of traffic to be carried over the wireless channel. Radio resource allocation algorithms are needed which make efficient use of resources while at the same time satisfying the quality of service ( QoS ) requirements of each type of traffic. It is expected that downlink traffic will be especially important since most of the high speed internet access and broadcast services traffic is in the downlink direction. In order to support broadband packet data services, a high speed downlink packet access (HSDPA) channel has been incorporated in the 3GPP standard [1,2].

Link adaptation refers to the process of changing transmission parameters to account for changes in channel conditions. Power control and adaptive modulation (AM) are two methods for implementing link adaptation [2]-[6]. In AM, the modulation scheme is changed according to the channel condition so as to improve the spectral efficiency. In [4], the impact of channel estimation delay on the bit error rate (BER) is analyzed for adaptive quadrature amplitude modulation (AQAM) over Nakagami fading channels. In [5], the design of an optimum AM scheme is studied for the flat Rayleigh fading channel when channel prediction is employed. The goal is to choose optimal thresholds for modulation selection using the second-order statistics of the channel prediction error. In [6], the impact of channel estimation errors on AM performance in flat fading is examined. The adaptation

[^8]schemes in $[4,5,6]$, are based on uncoded quadrature amplitude modulation (QAM).
The 3GPP HSDPA channel uses adaptive modulation and coding in which channel coding is applied on top of each modulation scheme to improve power efficiency [1] and multicode transmission is employed to increase bit rate [2]. The advantages of using multicodes are discussed in [7]. In [8], the problem of code and power allocation in the downlink of a CDMA network is studied. The modulation and coding schemes (MCS) and the number of multicodes are jointly optimized based on the given power and multicode constraints. Also, the effects of imperfect channel state estimation are considered.

In contrast to the QAM case, no known analytical expressions are available for the error rates of the MCS's used in HSDPA. In this chapter, these error rate curves are approximated using sigmoid functions. Based on this error rate model, an analysis of the bit rate performance of AMC combined with multicodes over Nakagami fading channels is carried out. In Section 4.2, the bit rate model with AMC and multicode is described, followed by the performance analysis in Section 4.3. Numerical results are presented in Section 4.4 and the main findings are summarized in Section 4.5.

### 4.2 Adaptive Modulation and Coding with Multicodes

Let the downlink received signal-to-noise ratio (SNR) for mobile station (MS) $i$, be

$$
\begin{equation*}
\gamma_{i}=h_{i} P_{i} / I_{i} \tag{4.1}
\end{equation*}
$$

where $h_{i}$ is the path gain from the base station, $\mathrm{BS} \mathbf{A}$, to $\mathrm{MS} i, P_{i}$ is the power that BS A has allocated for the traffic channel to MS $i$, and $I_{i}$ is the total received interference and noise power at MS $i$. Since we will only consider a single MS, the subscript $i$ will henceforth be dropped.

With AMC and orthogonal multicodes, the optimal effective bit rate $R_{j}(\gamma)$ for MCS $j$ for a given value of $\gamma$ is [8]

$$
\begin{equation*}
\tilde{R}(\gamma)=r_{j} n_{j}(\gamma)\left(1-\varepsilon_{j}\left(\lambda_{j}^{*}\right)\right) \tag{4.2}
\end{equation*}
$$

where $\lambda_{j}^{*}$ is the required SNR for a single code with MCS $j$ to meet a pre-defined error requirement $\varepsilon_{j}\left(\lambda_{j}^{*}\right)$. For simplicity, it is assumed that the number, $n_{j}(\gamma)$, of multicodes is continuous, i.e. can take on any real value, in which case the optimal value is given by [8]

$$
n_{j}(\gamma)=\left\{\begin{array}{l}
\gamma / \lambda_{j}^{*}, \tilde{\gamma}_{j}^{(m i n)} \leq \gamma<\tilde{\gamma}_{j}, 1 \leq j \leq J  \tag{4.3}\\
N_{\max }, \tilde{\gamma}_{j} \leq \gamma<\tilde{\gamma}_{j+1}^{(\min )}, 1 \leq j \leq J
\end{array}\right.
$$

where $J$ is the number of available MCS's, and $N_{\text {max }}$ is the maximum number of multicodes that can be assigned to the MS. The basic bit rate $r_{j}$ in (4.2) is given by

$$
\begin{equation*}
r_{j}=\frac{W}{g} R_{c}^{(j)} \log _{2} M_{j}, 1 \leq j \leq J \tag{4.4}
\end{equation*}
$$

where $W$ is the chip rate, $R_{c}^{(j)}$ is the code rate for MCS $j, M_{j}$ is the number of points in the modulation constellation for MCS $j$ and $g$ is the spreading factor. As shown in Fig. 4.1,


Figure 4.1: Allocated MS bit rate as a function of $\gamma$.
the terms $\tilde{\gamma}_{j}^{(m i n)}$ and $\tilde{\gamma}_{j}$ correspond to a set of decision thresholds which specify the optimal

MCS and number of multicodes for a given value of $\gamma$. The decision thresholds $\tilde{\gamma}_{j}^{(\text {min })}$ and $\tilde{\gamma}_{j}$ can be obtained as [8]

$$
\begin{align*}
\tilde{\gamma}_{j} & =\lambda_{j}^{*} N_{\max }, \quad 1 \leq j \leq J  \tag{4.5}\\
\tilde{\gamma}_{j}^{(m i n)} & =\lambda_{j}^{*} \frac{r_{j-1}}{r_{j}\left(1-\varepsilon_{j}\left(\lambda_{j}^{*}\right)\right)} N_{\max }, \quad 2 \leq j \leq J . \tag{4.6}
\end{align*}
$$

It might be noted that $\tilde{\gamma}_{1}^{(\min )}=0$ and $\tilde{\gamma}_{J+1}^{(\min )}=\infty$.

### 4.3 Performance Analysis over Nakagami Fading Channels

In practice, the actual received $\mathrm{SNR}, \gamma$, may not be identical to the estimated version, $\hat{\gamma}$. Thus, instead of $\lambda_{j}^{*}$, the actual SNR per (multi)code, $\lambda(\hat{\gamma}, \gamma)$ would be

$$
\begin{align*}
\lambda(\hat{\gamma}, \gamma) & =\frac{\gamma}{n_{j}(\hat{\gamma})}  \tag{4.7}\\
& =\left\{\begin{array}{l}
\lambda_{j}^{*} \gamma / \hat{\gamma}, \tilde{\gamma}_{j}^{(m i n)} \leq \hat{\gamma}<\tilde{\gamma}_{j}, 1 \leq j \leq J \\
\gamma / N_{\max }, \tilde{\gamma}_{j} \leq \hat{\gamma}<\tilde{\gamma}_{j+1}^{(\min )}, 1 \leq j \leq J
\end{array}\right. \tag{4.8}
\end{align*}
$$

The probability density function (pdf) of the channel gain $A$ for Nakagami- $m$ fading is given by $[9]$

$$
\begin{equation*}
p_{A}(a)=\frac{2}{\Gamma(m)}\left(\frac{m}{\Omega}\right)^{m} a^{2 m-1} e^{-m a^{2} / \Omega} \tag{4.9}
\end{equation*}
$$

where $\Omega=E\left(A^{2}\right)$ is the average power gain, $m$ is the Nakagami fading parameter ( $m \geq 1 / 2$ ), and $\Gamma($.$) is the gamma function. The pdf p_{\Gamma}(\gamma)$ of the received $\operatorname{SNR} \Gamma$ is given by

$$
\begin{equation*}
p_{\Gamma}(\gamma)=\left(\frac{m}{\bar{\Gamma}}\right)^{m} \frac{\gamma^{m-1}}{\Gamma(m)} e^{-m \gamma / \bar{\Gamma}} \tag{4.10}
\end{equation*}
$$

where $\bar{\Gamma}$ is the average received SNR. Let $A$ and $\hat{A}$ be the actual and estimated channel gains. Assuming that these two channel gains are correlated with the same average power, their joint $\operatorname{pdf} p_{A, \hat{A}}(a, \hat{a})$ is given by [10]

$$
\begin{array}{r}
p_{A, \hat{A}}(a, \hat{a})=\frac{4(a \hat{a})^{m}}{(1-\rho) \Gamma(m) \rho^{(m-1) / 2}}\left(\frac{m}{\Omega}\right)^{m+1} \times \\
I_{m-1}\left(\frac{2 m \sqrt{\rho} a \hat{a}}{(1-\rho) \Omega}\right) \exp \left(-\frac{m\left(a^{2}+\hat{a}^{2}\right)}{(1-\rho) \Omega}\right) \tag{4.11}
\end{array}
$$

In (4.11), $\rho$ is the correlation coefficient of $A^{2}$ and $\hat{A}^{2}$. Using (4.9) and (4.11), the conditional pdf of $\Gamma$ given $\hat{\Gamma}$ can be obtained as [4]

$$
\begin{align*}
p_{\Gamma \mid \hat{\Gamma}}(\gamma \mid \hat{\gamma}) & =\frac{m}{(1-\rho) \bar{\Gamma}}\left(\frac{\gamma}{\rho \hat{\gamma}}\right)^{(m-1) / 2} \times \\
I_{m-1} & \left(\frac{2 m \sqrt{\rho \gamma \hat{\gamma}}}{(1-\rho) \bar{\Gamma}}\right) \exp \left(-\frac{m(\rho \gamma+\hat{\gamma})}{(1-\rho) \bar{\Gamma}}\right) \tag{4.12}
\end{align*}
$$

Due to the nature of the selected MCS's, it is difficult to obtain the corresponding error rates analytically [11]. Instead, we approximate them using sigmoid functions. Such an approximation is quite accurate, as depicted in Fig. 4.2, where the simulated frame error rates of the selected MCS's are obtained from the first transmission results in [11].

Let the error rate $\varepsilon_{j}(x)$ for MCS $j$ be

$$
\begin{equation*}
\varepsilon_{j}(x)=\frac{1}{1+a_{1}^{(j)} \exp \left(a_{2}^{(j)} x\right)}, a_{1}^{(j)}, a_{2}^{(j)}>0 \tag{4.13}
\end{equation*}
$$

The effective bit rate, $\tilde{R}(\gamma \mid \hat{\gamma})$, at $\gamma$ given $\hat{\gamma}$ is given by

$$
\begin{equation*}
\tilde{R}(\gamma \mid \hat{\gamma})=r_{j} n_{j}(\hat{\gamma}) \phi_{j}(\lambda(\hat{\gamma}, \gamma)) \tag{4.14}
\end{equation*}
$$

where

$$
\begin{align*}
\phi_{j}(\lambda(\hat{\gamma}, \gamma)) & =1-\varepsilon_{j}(\lambda(\hat{\gamma}, \gamma))  \tag{4.15}\\
& =\frac{a_{1}^{(j)} \exp \left(c_{1}^{(j)}(\hat{\gamma}) \gamma / \hat{\gamma}\right)}{1+a_{1}^{(j)} \exp \left(c_{1}^{(j)}(\hat{\gamma}) \gamma / \hat{\gamma}\right)} \tag{4.16}
\end{align*}
$$

and

$$
c_{1}^{(j)}(\hat{\gamma})= \begin{cases}a_{2}^{(j)} \lambda_{j}^{*}, & \text { if } \tilde{\gamma}_{j}^{(m i n)} \leq \hat{\gamma}<\tilde{\gamma}_{j}  \tag{4.17a}\\ a_{2}^{(j)} \hat{\gamma} / N_{m a x}, & \text { if } \tilde{\gamma}_{j} \leq \hat{\gamma}<\tilde{\gamma}_{j+1}^{(\min )}\end{cases}
$$

The average conditional bit rate, $\tilde{R}(\hat{\gamma})$, at a given $\hat{\gamma}$, is given by

$$
\begin{equation*}
\tilde{R}(\hat{\gamma})=\int_{0}^{\infty} \tilde{R}(\gamma \mid \hat{\gamma}) p_{\Gamma \mid \hat{\Gamma}}(\gamma \mid \hat{\gamma}) d \gamma \tag{4.18}
\end{equation*}
$$

The term $\phi_{j}(\lambda(\hat{\gamma}, \gamma))$ in (4.16) can be written as a power series as follows

$$
\phi_{j}^{*}= \begin{cases}\sum_{n=0}^{\infty}(-1)^{n}\left(a_{1}^{(j)} e^{c_{1}^{(j)}(\hat{\gamma}) \gamma / \hat{\gamma}}\right)^{-n}, & \text { if } \gamma>K_{j}  \tag{4.19a}\\ 1 / 2, & \text { if } \gamma=K_{j} \\ \sum_{n=1}^{\infty}(-1)^{n-1}\left(a_{1}^{(j)} e^{c_{1}^{(j)}(\hat{\gamma}) \gamma / \hat{\gamma}}\right)^{n}, & \text { if } \gamma<K_{j}\end{cases}
$$

where

$$
\begin{equation*}
K_{j}=-\hat{\gamma} \ln a_{1}^{(j)} / c_{1}^{(j)}(\hat{\gamma}) \tag{4.20}
\end{equation*}
$$

It can be seen that (4.19a) converges for $\gamma \in\left(K_{j}, \infty\right)$, and diverges for $\gamma \in\left[0, K_{j}\right]$, whereas (4.19c) converges for $\gamma \in\left[0, K_{j}\right)$ and diverges for $\gamma \in\left[K_{j}, \infty\right)$.

Let $\tilde{R}^{-}(\gamma \mid \hat{\gamma})$ and $\tilde{R}^{+}(\gamma \mid \hat{\gamma})$ be the effective bit rates given $\hat{\gamma}$ when the parameter $\gamma$ lies in the regions $\left[0, K_{j}\right)$ and $\left(K_{j}, \infty\right)$ respectively. The resulting average conditional bit rates
$\tilde{R}^{-}(\hat{\gamma})$ and $\tilde{R}^{+}(\hat{\gamma})$ given $\hat{\gamma}$ for the lower and upper regions are respectively given by

$$
\begin{align*}
& \tilde{R}^{-}(\hat{\gamma})=\lim _{\epsilon \rightarrow 0} \int_{0}^{K_{j}-\epsilon} \tilde{R}^{-}(\gamma \mid \hat{\gamma}) p_{\Gamma \mid \hat{\Gamma}}(\gamma \mid \hat{\gamma}) d \gamma  \tag{4.21}\\
& \tilde{R}^{+}(\hat{\gamma})=\lim _{\epsilon \rightarrow 0} \int_{K_{j}+\epsilon}^{\infty} \tilde{R}^{+}(\gamma \mid \hat{\gamma}) p_{\Gamma \mid \hat{\Gamma}}(\gamma \mid \hat{\gamma}) d \gamma \tag{4.22}
\end{align*}
$$

For $\gamma=K_{j}$, the conditional bit rate $\tilde{R}^{=}(\hat{\gamma})$ given $\hat{\gamma}$ is given by

$$
\begin{align*}
\tilde{R}^{=}(\hat{\gamma}) & =\lim _{\epsilon \rightarrow 0} \int_{K_{j}-\epsilon}^{K_{j}+\epsilon} \frac{1}{2} r_{j} n_{j}(\hat{\gamma}) p_{\Gamma \mid \hat{\Gamma}}(\gamma \mid \hat{\gamma}) d \gamma  \tag{4.23}\\
& = \begin{cases}\lim _{\epsilon \rightarrow 0} \frac{1}{2} r_{j} n_{j}(\hat{\gamma}) \int_{K_{j}-\epsilon}^{K_{j}+\epsilon} \delta(\gamma-\hat{\gamma}) d \gamma, & \text { if } \rho=1 \\
0, & \text { if } \rho<1\end{cases} \tag{4.24}
\end{align*}
$$

Note that $K_{j}$ defined in (4.20) is generally different from $\hat{\gamma}$, and (4.24) most likely vanishes even at $\rho=1$. Finally, $\tilde{R}(\hat{\gamma})$ is given by

$$
\begin{equation*}
\tilde{R}(\hat{\gamma})=\tilde{R}^{-}(\hat{\gamma})+\tilde{R}^{=}(\hat{\gamma})+\tilde{R}^{+}(\hat{\gamma}) . \tag{4.25}
\end{equation*}
$$

### 4.3.1 The case $\gamma>K_{j}$

Using (4.14) and (4.19a), the term $\tilde{R}_{j}^{+}(\hat{\gamma})$ given in (4.22) can be expressed as

$$
\begin{align*}
& \tilde{R}^{+}(\hat{\gamma})=\lim _{\epsilon \rightarrow 0} \int_{K_{j}+\epsilon}^{\infty} r_{j} n_{j}(\hat{\gamma}) \times \\
& \sum_{n=0}^{\infty}(-1)^{n}\left(a_{1}^{(j)} e^{c_{1}^{(j)}(\hat{\gamma}) \gamma / \hat{\gamma}}\right)^{-n} p_{\Gamma \mid \hat{\Gamma}}(\gamma \mid \hat{\gamma}) d \gamma  \tag{4.26}\\
&=r_{j} n_{j}(\hat{\gamma}) \sum_{n=0}^{\infty}(-1)^{n}\left(a_{1}^{(j)}\right)^{-n} \Phi_{n}(\hat{\gamma}) \tag{4.27}
\end{align*}
$$

where $\Phi_{n}(\hat{\gamma})$ is given by

$$
\begin{equation*}
\Phi_{n}(\hat{\gamma})=\lim _{\epsilon \rightarrow 0} \int_{K_{j}+\epsilon}^{\infty} e^{-n c_{1}^{(j)}(\hat{\gamma}) \gamma / \hat{\gamma}} p_{\Gamma \mid \hat{\Gamma}}(\gamma \mid \hat{\gamma}) d \gamma \tag{4.28}
\end{equation*}
$$

Using the Generalized Marcum Q-function [9, 12],

$$
\begin{align*}
Q_{m}(\alpha, \beta)= & \frac{1}{\alpha^{m-1}} \int_{\beta}^{\infty} x^{m} I_{m-1}(\alpha x) \times \\
& \exp \left[-\left(\frac{x^{2}+\alpha^{2}}{2}\right)\right] d x \tag{4.29}
\end{align*}
$$

the term $\Phi_{n}(\hat{\gamma})$ can be expressed as

$$
\begin{gather*}
\Phi_{n}(\hat{\gamma})=\lim _{\epsilon \rightarrow 0}\left(\frac{m \hat{\gamma}}{c_{3}^{(j)}(\hat{\gamma})}\right)^{m} \exp \left(-\frac{\rho n c_{1}^{(j)}(\hat{\gamma}) m \hat{\gamma}}{c_{3}^{(j)}(\hat{\gamma})}\right) \times \\
Q_{m}\left(\sqrt{\frac{2 \rho m^{2} \hat{\gamma}^{2}}{\bar{\Gamma}(1-\rho) c_{3}^{(j)}(\hat{\gamma})}}, \sqrt{2 c_{2}^{(j)}(\hat{\gamma})\left(K_{j}+\epsilon\right)}\right) \tag{4.30}
\end{gather*}
$$

and the details of the derivation are given in the Appendix C. The terms $c_{2}^{(j)}(\hat{\gamma})$ and $c_{3}^{(j)}(\hat{\gamma})$ are given by

$$
\begin{align*}
& c_{2}^{(j)}(\hat{\gamma})=\left(\frac{n c_{1}^{(j)}(\hat{\gamma})}{\hat{\gamma}}+\frac{m}{\bar{\Gamma}(1-\rho)}\right)  \tag{4.31}\\
& c_{3}^{(j)}(\hat{\gamma})=m \hat{\gamma}+\bar{\Gamma}(1-\rho) n c_{1}^{(j)}(\hat{\gamma}) \tag{4.32}
\end{align*}
$$

Due to the rapid convergence of the series in (4.27), $\tilde{R}^{+}(\hat{\gamma})$ can be accurately computed using a limited number, $N^{+}$, of terms so that

$$
\begin{equation*}
\tilde{R}^{+}(\hat{\gamma}) \simeq r_{j} n_{j}(\hat{\gamma}) \sum_{n=0}^{N^{+}}(-1)^{n}\left(a_{1}^{(j)}\right)^{-n} \Phi_{n}(\hat{\gamma}) \tag{4.33}
\end{equation*}
$$

### 4.3.2 The case $\gamma<K_{j}$

Using (4.14) and (4.19c), the term $\tilde{R}^{-}(\hat{\gamma})$ in (4.21) can be expressed as

$$
\begin{align*}
\tilde{R}^{-}(\hat{\gamma}) & =\lim _{\epsilon \rightarrow 0} \int_{0}^{K_{j}-\epsilon} r_{j} n_{j}(\hat{\gamma}) \times \\
& \sum_{n=1}^{\infty}(-1)^{n-1}\left(a_{1}^{(j)} e^{c_{1}^{(j)}(\hat{\gamma}) \gamma / \hat{\gamma}}\right)^{n} p_{\Gamma \mid \hat{\Gamma}}(\gamma \mid \hat{\gamma}) d \gamma \tag{4.34}
\end{align*}
$$

$$
\begin{align*}
= & r_{j} n_{j}(\hat{\gamma}) \sum_{n=1}^{\infty}(-1)^{n-1}\left(a_{1}^{(j)}\right)^{n} \times \\
& \lim _{\epsilon \rightarrow 0} \int_{0}^{K_{j}-\epsilon} e^{n c_{1}^{(j)}(\hat{\gamma}) \gamma / \hat{\gamma}} p_{\Gamma \mid \hat{\Gamma}}(\gamma \mid \hat{\gamma}) d \gamma \tag{4.35}
\end{align*}
$$

Unfortunately, no closed-form solution was found for the integral in (4.35). Instead, we approximate $\phi_{j}(\lambda(\hat{\gamma}, \gamma))$ in (4.14) by a piece-wise constant function. Then, from (4.21), $\tilde{R}^{-}(\hat{\gamma})$ can be approximated as

$$
\begin{align*}
\tilde{R}^{-}(\hat{\gamma}) \simeq & r_{j} n_{j}(\hat{\gamma}) \sum_{k=0}^{\left\lfloor\left(K_{j} / \delta\right)-1\right\rfloor} \phi_{j}\left(\lambda_{j}\left(\hat{\gamma}, K_{j}-k \delta\right)\right) \times \\
& \int_{K_{j}-(k+1) \delta}^{K_{j}-k \delta} p_{\lceil\mid \hat{\Gamma}}(\gamma \mid \hat{\gamma}) d \gamma  \tag{4.36}\\
= & r_{j} n_{j}(\hat{\gamma}) \sum_{k=0}^{\left\lfloor\left(K_{j} / \delta-1\right)\right\rfloor} \phi_{j}\left(\lambda_{j}\left(\hat{\gamma}, K_{j}-k \delta\right)\right) \times \\
& \left(Q_{m}\left(\alpha, \beta_{k}^{-}\right)-Q_{m}\left(\alpha, \beta_{k}^{+}\right)\right) \tag{4.37}
\end{align*}
$$

where

$$
\begin{align*}
\alpha & =\sqrt{\frac{2 m \rho \hat{\gamma}}{(1-\rho) \bar{\Gamma}}}  \tag{4.38}\\
\beta_{k}^{-} & =\sqrt{\frac{2 m\left(K_{j}-(k+1) \delta\right)}{(1-\rho) \bar{\Gamma}}}  \tag{4.39}\\
\beta_{k}^{+} & =\sqrt{\frac{2 m\left(K_{j}-k \delta\right)}{(1-\rho) \bar{\Gamma}}} \tag{4.40}
\end{align*}
$$

Due to the nature of the sigmoid function defined in (4.16), and since $\tilde{R}_{j}^{-}(\hat{\gamma})$ is defined in the region $\gamma \in\left[0, K_{j}\right)$, the weight of (4.37) lies mainly in the region near $\gamma=K_{j}$, and (4.37) decreases rapidly as $\gamma$ decreases from $K_{j}$. Thus, (4.37) can be approximated using finite number of terms, $N^{-}$, as

$$
\begin{align*}
\tilde{R}^{-}(\hat{\gamma}) \simeq & r_{j} n_{j}(\hat{\gamma}) \sum_{k=0}^{N^{-}} \phi_{j}\left(\lambda_{j}\left(\hat{\gamma}, K_{j}-k \delta\right)\right) \times \\
& \left(Q_{m}\left(\alpha, \beta_{k}^{-}\right)-Q_{m}\left(\alpha, \beta_{k}^{+}\right)\right) \tag{4.41}
\end{align*}
$$

The average effective bit rate ${ }^{2}, \bar{R}$, is then given by

$$
\begin{equation*}
\bar{R}=\int_{0}^{\infty} \tilde{R}(\hat{\gamma}) p_{\hat{\Gamma}}(\hat{\gamma}) d \hat{\gamma} \tag{4.42}
\end{equation*}
$$

where $\tilde{R}(\hat{\gamma})$ and $p_{\hat{\Gamma}}(\hat{\gamma})$ are given by (4.25) and (4.10) respectively.

### 4.4 Results and Discussion

The performance analysis presented in the previous section of AMC with multicodes in a CDMA system over Nakagami fading channels can be used to provide some numerical results for $\tilde{R}(\hat{\gamma})$ and $\bar{R}$ given in (4.25) and (4.42) respectively. These results are compared against the numerical results obtained by applying (4.14) and (4.16) directly to (4.18) in Fig. 4.3. In order to distinguish between the two set of results, the former will be referred to as approximate and the latter as exact. In Figs. 4.5 and 4.6, the numerical results are compared against simulations for numerical convenience. The parameter values which were used are listed in Table 4.1. The values of $a_{1}^{(j)}$ and $a_{2}^{(j)}$ are obtained using the first transmission error rates of the selected MCS's in [11]. For computational efficiency, the Marcum Q-function was approximated using the results in [12].

Fig. 4.3 shows the normalized average conditional bit rate $\tilde{R}(\hat{\gamma}) / W$ for $\rho=0.001$ and $\rho=0.3$ as a function of the estimated SNR, $\hat{\gamma}$, with $m=15$ and $\bar{\Gamma}=2.5$. It can be seen that $\tilde{R}(\hat{\gamma}) / W$ varies a lot with $\hat{\gamma}$. Due to the rapid increase (from nearly 0 to nearly 1 ) in the error rate curve for MCS $j$ as a certain SNR threshold $T_{j}$ is crossed, a high penalty in bit rate is incurred if the actual SNR, $\gamma$, is lower than the estimated value, $\hat{\gamma}$. When $\hat{\gamma}<\bar{\Gamma}$, $\tilde{R}(\hat{\gamma})$ does not always increase with $\rho$. This somewhat surprising result is due to the fact that when $\hat{\gamma}<\bar{\Gamma}$, the probability that $\Gamma>\hat{\gamma}$ is higher when $\rho$ is small. On the other hand, when $\hat{\gamma}$ exceeds $\bar{\Gamma}$, the probability that $\Gamma>\hat{\gamma}$ is higher when $\rho$ is larger. In the region $3<\hat{\gamma}<4.5$, where the bit rate is limited by the maximum number of multicodes, $N_{\max }$, an increase in

[^9]$\hat{\gamma}$ implies an increase in $\Gamma$ when $\rho=0.3$. As a result, $\tilde{R}(\hat{\gamma})$ increases due to the increased value of $\lambda(\hat{\gamma}, \gamma)$. It can be observed that $\tilde{R}(\hat{\gamma})$ decreases to almost zero when $\hat{\gamma}>4.7$. The reason is because the actual channel SNR is being significantly over-estimated.

Fig. 4.4 shows the conditional pdf, $p(\gamma \mid \hat{\gamma})$, of the actual SNR, $\gamma$, given the estimated SNR, $\hat{\gamma}$, for $\bar{\Gamma}=2.5, m=5$, and (top) $\rho=0.001$, (bottom) $\rho=0.5$. This figure illustrates that when $\rho$ is small (top), the actual SNR, $\gamma$, distribution is more or less independent of the estimated SNR, $\hat{\gamma}$. On the other hand, when $\rho$ is large (bottom), the change in the distribution of $\Gamma$ with $\hat{\gamma}$ is evident. The figure also shows that when $\hat{\gamma}<\bar{\Gamma}$, the probability that $\Gamma>\hat{\gamma}$ is higher for $\rho=0.001$ than for $\rho=0.5$.

Fig. 4.5 shows the normalized average bit rate $\bar{R} / W$ as a function of the average SNR, $\bar{\Gamma}$, for $\rho=0.001$ and $\rho=0.3$ with $m=15$. The figure indicates that $\bar{R} / W$ may not increase monotonically with $\bar{\Gamma}$ when the channel estimation error is large. It can also be seen that the average bit rate drops severely as $\rho$ decreases from 1 to 0.3 . A decrease in $\rho$ from 0.3 to 0.001 results in only a slight degradation in average bit rate.

Fig. 4.6 shows the normalized average bit rate $\bar{R} / W$ as a function of the channel correlation $\rho$, when $m=35$, and $\bar{\Gamma}=2.5$. Note that when $\rho$ approaches 1 , the approximated results become numerically unstable. In such cases, only simulation results are shown. It can be seen that $\rho$ has to be close to 1 for the degradation on average bit rate to be small.

### 4.5 Conclusions

In this chapter, the average bit rate performance of AMC with multicodes is analyzed for a CDMA system experiencing Nakagami fading and channel estimation errors. Efficiently computable approximations are obtained and shown to be fairly accurate. Numerical results show that significant performance degradations can occur in the presence of fading when the estimated channel state is erroneous.

| Parameter | Value |
| :---: | :---: |
| MCS | QPSK 1/2, 16-QAM 1/2, QPSK 3/4, 16-QAM 3/4 |
| Channel Coding | Turbo Code |
| Spreading Factor $(g)$ | 16 |
| $N_{\max }$ | 10 |
| $N^{+}$ | 8 |
| $N^{-}$ | 15 |
| $\delta$ | 0.001 |

Table 4.1: List of parameter values.


Figure 4.2: Frame error rate as a function of SNR for 4 MCS's.


Figure 4.3: Normalized average conditional bit rate $\tilde{R}(\hat{\gamma}) / W$ as a function of the estimated SNR, $\hat{\gamma}$, with $m=15$, and $\bar{\Gamma}=2.5$, at $\rho=0.001$ and $\rho=0.3$.



Figure 4.4: Conditional pdf $p(\gamma \mid \hat{\gamma})$ of the actual $\operatorname{SNR}, \Gamma$, given the estimated $\operatorname{SNR}, \hat{\gamma}$, with $\bar{\Gamma}=2.5$, $m=5$, and (top) $\rho=0.001$, (bottom) $\rho=0.5$.


Figure 4.5: Normalized average bit rate $\bar{R} / W$ as a function of the average channel SNR, $\bar{\Gamma}$, with $\rho=0.001$ and $\rho=0.3$ when $m=15$.


Figure 4.6: Normalized average bit rate $\bar{R} / W$ as a function of the correlation coefficient $\rho$, with $m=35$, and $\bar{\Gamma}=2.5$.
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## Chapter 5

## Performance of a CDMA system employing AMC in the Presence of Channel Estimation Errors

### 5.1 Introduction

Adaptive Modulation and Coding (AMC) has been adopted in the 3GPP standard in order to improve spectral efficiency [1]. In order to increase the granularity of the adaptation and to provide higher bit rates, multicode transmission [2] is employed. Multicode transmission increases the bit rate by dividing a high rate data stream into a number of lower rate substreams. These sub-streams are transmitted in parallel synchronous multicode channels so that inter-stream interference is avoided in the absence of multipath.

On the downlink to a target mobile station MS A, the base station (BS) typically acquires the channel state information (CSI) from MS A via an uplink feedback channel. Based on the newly acquired CSI, the BS assigns an appropriate modulation and coding scheme (MCS) and number of multicodes to MS A for use in the next scheduling period. Since the use of AMC requires knowledge of the channel state, it is important to assess the performance degradation which would result from inaccuracies in estimating the channel state.

This chapter examines the performance of using (1) a simple averaging filter (2) a hidden Markov model (HMM) based filter in a CDMA system employing AMC and multicodes. An HMM formulation of the system is presented in Section 5.2. The performance evaluation measures are discussed in Section 5.4. Some numerical results are presented in Section 5.5.
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### 5.2 HMM Formulation

The assigned bit rate for any given scheduling period can take on one of a finite set of values, depending on the MCS and the number of multicodes which are selected. We choose to associate a channel state with each possible value of the assigned bit rate. The channel is then modelled as a finite state Markov Chain (FSMC) [3]. Since the true channel state is not available at the BS, a HMM formulation is appropriate [4].

It is shown in [5] that the average throughput ${ }^{2}$ for a CDMA system with AMC and multicodes can be written as

$$
\begin{equation*}
\bar{R} \approx \sum_{j=1}^{J}\left(\phi_{2}(j)+\sum_{k=\left\lfloor\hat{\gamma}_{j}^{(\min )} / \lambda_{j}\right\rfloor}^{N_{\max }-1} \phi_{1}(j, k)\right) \tag{5.1}
\end{equation*}
$$

where

$$
\begin{align*}
\phi_{1}(j, k) & =r_{j} k\left(1-\varepsilon_{0}\right)\left[F_{\Gamma}\left((k+1) \lambda_{j}\right)-F_{\Gamma}\left(k \lambda_{j}\right)\right]  \tag{5.2}\\
\phi_{2}(j) & =r_{j} N_{\max }\left(1-\varepsilon_{0}\right)\left[F_{\Gamma}\left(\tilde{\gamma}_{j+1}^{(\min )}\right)-F_{\Gamma}\left(\tilde{\gamma}_{j}\right)\right] \tag{5.3}
\end{align*}
$$

and $F_{\Gamma}(\gamma)$ is the cumulative distribution function (cdf) of the signal-to-noise ratio (SNR), $\Gamma$. The terms $\tilde{\gamma}_{j}^{(\text {min })}$ and $\tilde{\gamma}_{j}$ correspond to a set of decision thresholds which specify the MCS and number of multicodes for the near-optimal throughput for a given value of $\gamma[5]$, and $\varepsilon_{0}$ denotes the maximum tolerable frame error rate (FER). The basic bit rate, $r_{j}$, for MCS $j$ is given by

$$
\begin{equation*}
r_{j}=\frac{W}{g} R_{c}^{(j)} \log _{2} M_{j}, 1 \leq j \leq J \tag{5.4}
\end{equation*}
$$

where $W$ is the chip rate, $g$ is the spreading factor, $R_{c}^{(j)}$ is the code rate for MCS $j$ and $M_{j}$ is the number of points in the modulation constellation for MCS $j, N_{\max }$ is the maximum

[^11]number of multicodes that can be assigned to an MS, and $\lambda_{j}$ is the minimum required SNR per code for MCS $j$ to achieve an FER of $\varepsilon_{0}$.

This allows us to determine a near-optimal mapping from a given value of $\gamma$ to an assigned bit rate, based on [5], as follows. Let $\mathcal{C}$ be the set of possible assigned bit rates such that

$$
\mathcal{C}= \begin{cases}0 & , \text { if } 0 \leq \gamma<\lambda_{1}  \tag{5.5}\\ r_{j} k_{j} & , \text { if } k_{j} \lambda_{j} \leq \gamma<\left(k_{j}+1\right) \lambda_{j} \\ r_{j} N_{\max } & , \quad \text { if } \tilde{\gamma}_{j} \leq \gamma<\tilde{\gamma}_{j+1}^{(\min )}\end{cases}
$$

where $\left\lfloor\tilde{\gamma}_{j}^{(m i n)} / \lambda_{j}\right\rfloor \leq k_{j} \leq N_{\max }-1$.
For notational convenience, let the $\operatorname{set} \mathcal{C}$ be expressed as

$$
\begin{equation*}
\mathcal{C}=\left\{C_{1}, C_{2}, \ldots, C_{N}\right\} \tag{5.6}
\end{equation*}
$$

where $C_{1}<C_{2}<\cdots<C_{N}$, and $N$ is the number of possible assigned bit rates. For any value of $\gamma$ which maps to an assigned bit rate of $C_{i}$, we say that the channel is in state $i$.

The throughput $\bar{R}$ in (5.1) can then be written as

$$
\begin{equation*}
\bar{R} \approx\left(1-\varepsilon_{0}\right) \sum_{i=1}^{N} C_{i} p(i) \tag{5.7}
\end{equation*}
$$

where $p(i)$ is the probability that the channel is in state $i$.
Let $x_{k} \in\{1,2, \ldots, N\}$ denote the channel state at time $k$. Also, let $\pi_{k}(i)=P\left(X_{k}=i\right)$ be the probability that the channel is in state $i$ at time $k$, and $\underline{\pi}_{k}=\left[\pi_{k}(1), \ldots, \pi_{k}(N)\right]$. For small values of the normalized Doppler rate (defined as the product of the Doppler rate of the channel and the scheduling period), the sequence of channel states can be modelled as a first order Markov process. Then, the probability vector at time $k+1$ is given by

$$
\begin{equation*}
\underline{\pi}_{k+1}=\underline{\pi}_{k} \mathbf{A} \tag{5.8}
\end{equation*}
$$

where $\mathbf{A}=\left\{a_{i, j}\right\}, i, j=1, \ldots, N$ is the state transition probability matrix, and $a_{i, j}$ is the probability that $X_{k}=j$ given that $X_{k-1}=i$.

We model the observed channel state as

$$
\begin{equation*}
y_{k}=x_{k}+v_{k} \tag{5.9}
\end{equation*}
$$

where $v_{k}$ represents the observation noise and is the outcome of an independent random variable (rv) $V$ with pdf $f_{V}(v)$. Denote the conditional pdf of $Y_{k}$ by

$$
\begin{equation*}
b_{i}\left(y_{k}\right)=f_{Y_{k}}\left(y_{k} \mid X_{k}=i\right) \tag{5.10}
\end{equation*}
$$

We are interested in minimizing the variance of the state estimate, i.e. $E\left[\left(\hat{X}_{k}-X_{k}\right)^{2}\right]$, where $\hat{X}_{k}$ is the estimated state and $X_{k}$ is the actual state.

Given a sequence of observations $\underline{y}^{(k)}=\left[y_{1}, y_{2}, \ldots, y_{k}\right]$, up to time $k$, the minimum variance state estimate is given by [6]

$$
\begin{equation*}
\hat{x}_{k}=E\left[X_{k} \mid \underline{y}^{(k)}\right] \tag{5.11}
\end{equation*}
$$

Let the forward probability be $\alpha_{k}(j)=P\left(X_{k}=j, \underline{y}^{(k)}\right)$. From (5.11), the optimal filter is given by

$$
\begin{equation*}
\hat{x}_{k}=\frac{\sum_{j=1}^{N} j \alpha_{k}(j)}{\sum_{j=1}^{N} \alpha_{k}(j)} \tag{5.12}
\end{equation*}
$$

where $\alpha_{k}(j)$ can be computed recursively as [6]

$$
\begin{equation*}
\alpha_{k}(j)=b_{j}\left(y_{k}\right) \sum_{i=1}^{N} a_{i, j} \alpha_{k-1}(i) \tag{5.13}
\end{equation*}
$$

with $\alpha_{1}(m)=b_{m}\left(y_{1}\right) P\left(X_{1}=m\right), m=1, \ldots, N$ as the initial distribution.

### 5.3 Transition Probabilities Estimation

In section 5.2, the transition probabilities $\left\{a_{i, j}\right\}$ are assumed to be known. In practice, these probabilities can be estimated using the expectation-maximization (EM) algorithm. The idea behind the EM algorithm is as follows.

Let $\underline{X}^{(K)}=\left[X_{1}, X_{2}, \ldots, X_{K}\right]$, where $K$ is the number of observation samples. Also, let $\theta$ and $\theta^{(0)}$ be the true parameters and the initial estimate of the parameters respectively. Using $\theta^{(0)}$, the EM algorithm iteratively generates a sequence of estimates $\left\{\theta^{(l)}, l=1,2, \ldots, L\right\}$ based on the following steps:

- Expectation: To obtain the auxiliary ${ }^{3}$ likelihood

$$
\begin{equation*}
Q\left(\theta \mid \theta^{(l)}\right)=E\left[\ln \left(p\left(\underline{X}^{(K)}, \underline{y}^{(K)} \mid \theta\right)\right) \mid \underline{y}^{(K)}, \theta^{(l)}\right] ; \tag{5.14}
\end{equation*}
$$

- Maximization: To maximize the auxiliary likelihood such that

$$
\begin{equation*}
\theta^{(l+1)}=\max _{\theta} Q\left(\theta \mid \theta^{(l)}\right) \tag{5.15}
\end{equation*}
$$

If $b_{j}\left(y_{k}\right)$ is known, the estimated transition probabilities $\left\{\hat{a}_{i, j}^{(l)}\right\}$ after $l$ iterations can be obtained using standard constrained optimization techniques, and are given by [6]

$$
\begin{equation*}
\hat{a}_{i, j}^{(l+1)}=\frac{\sum_{k=2}^{K} \alpha_{k-1}^{(l)}(i) \hat{a}_{i, j}^{(l)} b_{j}\left(y_{k}\right) \beta_{k}^{(l)}(j)}{\sum_{k=2}^{K} \alpha_{k-1}^{(l)}(i) \beta_{k-1}^{(l)}(i)} \tag{5.16}
\end{equation*}
$$

where

$$
\begin{align*}
\alpha_{k}^{(l)}(j) & =b_{j}\left(y_{k}\right) \sum_{i=1}^{N} \hat{a}_{i, j}^{(l)} \alpha_{k-1}^{(l)}(i)  \tag{5.17}\\
\beta_{k}^{(l)}(j) & =\sum_{j=1}^{N} a_{i, j}^{(l)} b_{j}\left(y_{k+1}\right) \beta_{k+1}^{(l)}(j) \tag{5.18}
\end{align*}
$$

[^12]and $\beta_{k}^{(l)}(j)$ is known as the backward probability, with $\beta_{K+1}^{(l)}(j)=1$.

### 5.4 Performance Measures

In general, the estimated state $\hat{x}_{k}$ in (5.12) takes on continuous values. However, $\hat{x}_{k}$ should take on one of the allowed discrete values as described earlier. Thus, $\hat{x}_{k}$ can be modified according to the following mapping:

As discussed in [7], the effect of estimation error is asymmetrical. Over-estimation typically gives rise to a worse throughput degradation than under-estimation. Thus, the instantaneous throughput $\tilde{R}_{k}\left(\tilde{x}_{k}\right)$ can be approximated as

$$
\tilde{R}_{k}\left(\tilde{x}_{k}\right) \approx\left\{\begin{array}{cll}
\left(1-\varepsilon_{0}\right) C_{i} & , & \text { if } x_{k} \geq \tilde{x}_{k}=i  \tag{5.20}\\
0 & , & \text { if } x_{k}<\tilde{x}_{k}
\end{array}\right.
$$

The average throughput is then given by

$$
\begin{equation*}
\bar{R}=\lim _{M_{s} \rightarrow \infty} \frac{1}{M_{s}} \sum_{k=1}^{M_{s}} \tilde{R}_{k}\left(\tilde{x}_{k}\right) \tag{5.21}
\end{equation*}
$$

Let $\overline{R^{\prime}}$ be the average throughput for the case when no filtering is performed, and is given by (5.21) except that the instantaneous throughput is modified to be $\tilde{R}_{k}\left(\tilde{y}_{k}\right)$, where $\tilde{y}_{k}$ can be obtained from (5.19), with $\hat{x}_{k}$ and $\tilde{x}_{k}$ replaced by $\hat{y}_{k}$ and $\tilde{y}_{k}$ respectively. The average
improvement factor $\eta_{f}$ is given by

$$
\begin{equation*}
\eta_{f}=\left(\frac{\bar{R}-\overline{R^{\prime}}}{\overline{R^{\prime}}}\right) \times 100 \tag{5.22}
\end{equation*}
$$

where $M_{s}$ is the total number of observation instances.

### 5.5 Numerical Results

The MCS set consists of turbo coded QPSK and 16-QAM with code rates of $1 / 2$ or $3 / 4$. A maximum of 2 multicodes can be assigned to each user; the spreading factor is 16 as specified in [8] and a target frame error rate of $1 \%$ is assumed. The values of $\tilde{\gamma}_{j}^{(m i n)}$ and $\tilde{\gamma}_{j}$ are obtained using the first transmission error rates of the selected MCS's in [9]. The MCS and number of multicodes assignment is performed at the BS once every scheduling period, during which the channel is assumed to be constant. The signal amplitude is assumed to follow a Rayleigh fading distribution and the average signal SNR is normalized to unity. For simplicity, the observation noise $V \sim N\left(0, \sigma_{V}^{2}\right)$ is assumed. The estimate of noise variance, $\sigma_{V}^{2}$ can be computed as [6]

$$
\begin{equation*}
\left(\hat{\sigma}_{V}^{(l+1)}\right)^{2}=\frac{\sum_{k=1}^{K} \sum_{j=1}^{N} \alpha_{k}^{(l)}(j) \beta_{k}^{(l)}(j)\left(y_{k}-j\right)^{2}}{\sum_{k=1}^{K} \sum_{j=1}^{N} \alpha_{k}^{(l)}(j) \beta_{k}^{(l)}(j)} \tag{5.23}
\end{equation*}
$$

The number of iterations, $L$, for the EM algorithm is set to 5 . Using a higher value for $L$ resulted in little change in the normalized throughput. For the results presented in this section, the $95 \%$ confident interval lies within $3 \%$ of the values shown.

Fig. 5.1 shows the improvement factor, $\eta_{f}$, as a function of the observation noise standard deviation for the normalized doppler frequencies $f_{d} T=0.005$ and $f_{d} T=0.025$ respectively. For comparisons, the improvement for a system employing a linear averaging filter (LAF) with a window size $Z$ is also shown. The results show that the improvements of both systems over the unfiltered system increase with the observation noise. In all cases, the performance
of the HMM system is always superior to that of the LAF system. The results also suggest that both systems provide greater improvement when the channel changes more slowly. However, it can be seen that the performance of a LAF system is very sensitive to the choice of $Z$, i.e. a reasonably good value of $Z$ for a given value of $f_{d} T$ can be in fact unacceptable for another value of $f_{d} T$. As shown in Fig. 5.2, an appropriate value of $Z$ has to be chosen for a LAF system to achieve a reasonable improvement $\eta_{f}$. However, such value of $Z$ is not always available in practice.

### 5.6 Conclusions

In this chapter, the impact of channel state estimation errors in a system employing AMC and multicodes was studied. An HMM filter was employed to alleviate the effects of estimation errors. It was shown that HMM filtering can significantly reduce the state estimation error, and improve the system throughput.


Figure 5.1: Improvement factor, $\eta_{f}$, as a function of the observation noise standard deviation.


Figure 5.2: Improvement factor, $\eta_{f}$, as a function of the LAF window size, $Z$, with $\sigma_{V}=0.6$.
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## Chapter 6

## Gamma Variate Ratio Distribution with Application to CDMA Performance Analysis

### 6.1 Introduction

In wireless communication systems, interference is usually considered undesirable since it corrupts the desired signal and generally lowers the probability of correct reception. On the downlink of a cellular network employing Code Division Multiple Access (CDMA) the interference experienced by a mobile station (MS) is dominated by the signal transmitted by the same cell base station (BS) and signals from BS's in neighboring cells [1]. Typically, both the desired and interfering signals undergo multipath fading [2]. In the performance analyses of CDMA systems, the total interference often modelled as Gaussian noise with a time invariant power. While this Gaussian approximation facilitates the analysis, it may yield inaccurate results [3]. The reason is that the Gaussian approximation, which is based on the central limit theorem, relies on statistical independence among all the signals. However, this assumption may not be valid, especially on the downlink of a CDMA system.

In this chapter, a model for the received signal-to-interference ratio (SIR) on the downlink of a CDMA network is studied. Statistical characterizations of the SIR are derived. To illustrate their usefulness, the results are applied to assess the performance of a CDMA system which employs adaptive modulation and coding (AMC).

[^13]
### 6.2 System Model and SIR Statistics

Let the downlink received SIR at the target MS be

$$
\begin{equation*}
\Gamma=\frac{\zeta h G P}{\alpha h G(1-\zeta) P+\alpha^{\prime} h^{\prime} G^{\prime} P+h^{\prime \prime} G^{\prime \prime} I} \tag{6.1}
\end{equation*}
$$

where $P$ is the total power transmitted by the home cell $\mathrm{BS}, \mathrm{BS} \mathrm{A}, \zeta$ is the fraction of $P$ allocated to target MS, and $I$ is the power transmitted by the dominant interfering BS, BS B. The terms $h$ and $h^{\prime \prime}$ are the long-term path gains from BS A to the MS and from BS B to the MS respectively. The terms $G$ and $G^{\prime \prime}$ represent the corresponding short-term path gains. The terms $h^{\prime}$ and $G^{\prime}$ correspond to the long-term and short-term path gains of the second strongest multipath component due to BS A's transmission ${ }^{2}$. The term $\alpha \in[0,1]$ is used to model the effect of intra-cell interference due to the possible use of non-orthogonal codes, and $\alpha^{\prime} \in[0,1]$ is used to model the effect of non-orthogonality due to multipath interference. In the case when orthogonal codes are used, $\alpha=0$.

The numerator in (6.1) is the power of the desired signal in the strongest multipath; the first term in the denominator is the interference power in the strongest multipath due to multicode non-orthogonality; the second term is the interference power due to the second strongest multipath, and the third term is interference due to BS B.

In this chapter, we study the effects of short-term fading ${ }^{3}$ and assume that the long-term path gains are constant [4]. Also, we assume that the relative delay between the first and second strongest multipath components are much smaller than the channel coherence time, so that $G \approx G^{\prime}$. Then (6.1) reduces to

$$
\begin{equation*}
\Gamma=\frac{X_{1}}{a_{1} X_{1}+a_{2} X_{2}} \tag{6.2}
\end{equation*}
$$

[^14]where $a_{1}=\left(\alpha h(1-\zeta)+\alpha^{\prime} h^{\prime}\right) /(\zeta h), a_{2}=h^{\prime \prime} /(\zeta h), X_{1}=G P$, and $X_{2}=G^{\prime \prime} I$. Assuming that the short-term signal amplitude follows a Nakagami-m distribution [2], the random variables (rv) $X_{1}$ and $X_{2}$ have gamma distributions $\mathcal{G}\left(\bar{X}_{i}, \alpha_{i}\right)$, given by
\[

$$
\begin{equation*}
f_{X_{i}}\left(x_{i}\right)=\left(\frac{\alpha_{i}}{\bar{X}_{i}}\right)^{\alpha_{i}} \frac{x_{i}^{\alpha_{i}-1}}{\Gamma\left(\alpha_{i}\right)} e^{-\alpha_{i} x_{i} / \bar{X}_{i}}, x_{i}>0, i=1,2 \tag{6.3}
\end{equation*}
$$

\]

where $\bar{X}_{i}$ is the average value of $X_{i}$, and $\alpha_{i}>0$ is a shaping parameter, and $\Gamma($.$) is the$ Gamma function.

The pdf and $m^{\text {th }}$ moment of the rv $\Gamma$ in (6.2) are derived in Theorems 2.1 and 2.2 respectively. Statistical characteristics of $\Gamma$ have been studied for the special cases of $a_{1}=0$ and $a_{1}=a_{2}$ in [5, 6]. It might be noted that the results can be applied to the case involving multiple interfering BS's since the pdf of the sum of gamma rv's can be well approximated by another gamma pdf [7].

Theorem 2.1: Let $\Gamma=X_{1} /\left(a_{1} X_{1}+a_{2} X_{2}\right)$, where $a_{1}$ and $a_{2}$ are positive constants, and $X_{1}$ and $X_{2}$ are gamma distributed with pdf $\mathcal{G}\left(\bar{X}_{1}, \alpha_{1}\right)$ and $\mathcal{G}\left(\bar{X}_{2}, \alpha_{2}\right)$ respectively. Then the pdf of the rv $\Gamma$ is given by

$$
\begin{equation*}
f_{\Gamma}(\gamma)=K_{12} \gamma^{\alpha_{1}-1}\left(1-a_{1} \gamma\right)^{\alpha_{2}-1}\left(c_{1}+c_{2} \gamma\right)^{-\left(\alpha_{1}+\alpha_{2}\right)}, 0 \leq \gamma \leq 1 / a_{1} \tag{6.4}
\end{equation*}
$$

where

$$
\begin{align*}
K_{12} & =\left(\frac{\alpha_{1}}{\bar{X}_{1}}\right)^{\alpha_{1}}\left(\frac{\alpha_{2}}{\bar{X}_{2}}\right)^{\alpha_{2}}\left(\frac{1}{B\left(\alpha_{1}, \alpha_{2}\right)}\right)\left(\frac{1}{a_{2}}\right)^{\alpha_{2}}  \tag{6.5}\\
c_{1} & =\frac{\alpha_{2}}{\bar{X}_{2} a_{2}}  \tag{6.6}\\
c_{2} & =\frac{\alpha_{1}}{\bar{X}_{1}}-\frac{\alpha_{2} a_{1}}{\bar{X}_{2} a_{2}} \tag{6.7}
\end{align*}
$$

and $B\left(\alpha_{1}, \alpha_{2}\right)$ is the beta integral, which is defined as [8]

$$
\begin{equation*}
B\left(\alpha_{1}, \alpha_{2}\right)=\frac{\Gamma\left(\alpha_{1}\right) \Gamma\left(\alpha_{2}\right)}{\Gamma\left(\alpha_{1}+\alpha_{2}\right)} \tag{6.8}
\end{equation*}
$$

Proof: The joint pdf of two independent gamma rv's, $X_{1}$ and $X_{2}$, with pdf given in (6.3) is

$$
f_{X_{1}, X_{2}}\left(x_{1}, x_{2}\right)=\left(\frac{\alpha_{1}}{\bar{X}_{1}}\right)^{\alpha_{1}}\left(\frac{\alpha_{2}}{\bar{X}_{2}}\right)^{\alpha_{2}}\left(\frac{1}{\Gamma\left(\alpha_{1}\right) \Gamma\left(\alpha_{2}\right)}\right) x_{1}^{\alpha_{1}-1} x_{2}^{\alpha_{2}-1} \exp \left(-\left(\frac{\alpha_{1} x_{1}}{\bar{X}_{1}}+\frac{\alpha_{2} x_{2}}{\bar{X}_{2}}\right)\right)(6.9)
$$

## Defining

$$
\begin{align*}
\Gamma & =\frac{X_{1}}{a_{1} X_{1}+a_{2} X_{2}}  \tag{6.10}\\
S & =a_{1} X_{1}+a_{2} X_{2} \tag{6.11}
\end{align*}
$$

we have

$$
\begin{align*}
& X_{1}=\Gamma S  \tag{6.12}\\
& X_{2}=\frac{1}{a_{2}} S\left(1-a_{1} \Gamma\right) \tag{6.13}
\end{align*}
$$

From (6.10), it can be seen that as the term $a_{2} X_{2}$ approaches zero, $\Gamma$ attains its maximum value of $1 / a_{1}$.

Using a standard result on the functional transformation of rv's [9], the joint pdf, $f_{\Gamma, S}(\gamma, s)$, of $\Gamma$ and $S$ is given by

$$
\begin{equation*}
f_{\Gamma, S}(\gamma, s)=\left.\frac{f_{X_{1}, X_{2}}\left(x_{1}, x_{2}\right)}{\left|J\left(\frac{x_{1}, x_{2}}{\gamma, s}\right)\right|}\right|_{x_{1}=\gamma s, x_{2}=\frac{1}{a_{2}} s\left(1-a_{1} \gamma\right)} \tag{6.14}
\end{equation*}
$$

where $J\left(\frac{x_{1}, x_{2}}{\gamma, s}\right)$ is the Jacobian of the transformation from $\left(x_{1}, x_{2}\right)$ to $(\gamma, s)$, i.e.

$$
\begin{align*}
J\left(\frac{x_{1}, x_{2}}{\gamma, s}\right) & =\left|\begin{array}{cc}
\frac{\partial x_{1}}{\partial \gamma} & \frac{\partial x_{1}}{\partial s} \\
\frac{\partial x_{2}}{\partial \gamma} & \frac{\partial x_{2}}{\partial s}
\end{array}\right|  \tag{6.15}\\
& =\left|\begin{array}{cc}
s & \gamma \\
-\frac{a_{1}}{a_{2}} s & \frac{1}{a_{2}}\left(1-a_{1} \gamma\right)
\end{array}\right|  \tag{6.16}\\
& =\frac{s}{a_{2}} . \tag{6.17}
\end{align*}
$$

We then have

$$
\begin{align*}
f_{\Gamma, S}(\gamma, s)= & \left(\frac{\alpha_{1}}{\bar{X}_{1}}\right)^{\alpha_{1}}\left(\frac{\alpha_{2}}{\bar{X}_{2}}\right)^{\alpha_{2}}\left(\frac{1}{\Gamma\left(\alpha_{1}\right) \Gamma\left(\alpha_{2}\right)}\right) \times \\
& \frac{1}{a_{2}}\left[s(\gamma s)^{\alpha_{1}-1}\left(\frac{1}{a_{2}} s\left(1-a_{1} \gamma\right)\right)^{\alpha_{2}-1}\right. \\
& \exp \left(-\left(\frac{\alpha_{1}}{\bar{X}_{1}} \gamma s+\frac{\alpha_{2}}{\bar{X}_{2} a_{2}} s\left(1-a_{1} \gamma\right)\right)\right]  \tag{6.18}\\
= & \left(\frac{\alpha_{1}}{\bar{X}_{1}}\right)^{\alpha_{1}}\left(\frac{\alpha_{2}}{\bar{X}_{2}}\right)^{\alpha_{2}}\left(\frac{1}{\Gamma\left(\alpha_{1}\right) \Gamma\left(\alpha_{2}\right)}\right) \times \\
& \left(\frac{1}{a_{2}}\right)^{\alpha_{2}}\left[s^{\alpha_{1}} \gamma^{\alpha_{1}-1} s^{\alpha_{2}-1}\left(1-a_{1} \gamma\right)^{\alpha_{2}-1} \times\right. \\
& \exp \left(-\left(-\left(\frac{\alpha_{1}}{\bar{X}_{1}} \gamma s+\frac{\alpha_{1}}{\bar{X}_{2}} \frac{1}{a_{2}} s-\frac{\alpha_{2}}{\bar{X}_{2}} \frac{a_{1}}{a_{2}} \gamma s\right)\right)\right]  \tag{6.19}\\
= & \left(\frac{\alpha_{1}}{\bar{X}_{1}}\right)^{\alpha_{1}}\left(\frac{\alpha_{2}}{\bar{X}_{2}}\right)^{\alpha_{2}}\left(\frac{1}{\Gamma\left(\alpha_{1}\right) \Gamma\left(\alpha_{2}\right)}\right)\left(\frac{1}{a_{2}}\right)^{\alpha_{2}} \times \\
& s^{\alpha_{1}+\alpha_{2}-1} \gamma^{\alpha_{1}-1}\left(1-a_{1} \gamma\right)^{\alpha_{2}-1} e^{-s\left(c_{1}+c_{2} \gamma\right)} . \tag{6.20}
\end{align*}
$$

Using (6.20) and the identity [8]

$$
\begin{equation*}
\int_{0}^{\infty} x^{\nu-1} e^{-\mu x} d x=\frac{1}{\mu^{\nu}} \Gamma(\nu), \mu>0, \nu>0 \tag{6.21}
\end{equation*}
$$

the pdf of $\Gamma$ can be written as

$$
\begin{equation*}
f_{\Gamma}(\gamma)=\int_{0}^{\infty} f_{\Gamma, S}(\gamma, s) d s \tag{6.22}
\end{equation*}
$$

$$
\begin{equation*}
=K_{12} \gamma^{\alpha_{1}-1}\left(1-a_{1} \gamma\right)^{\alpha_{2}-1}\left(c_{1}+c_{2} \gamma\right)^{-\left(\alpha_{1}+\alpha_{2}\right)} \tag{6.23}
\end{equation*}
$$

where $K_{12}, c_{1}$, and $c_{2}$ are given by (6.5), (6.6), and (6.7) respectively.
In the special case of $\alpha_{1} / \bar{X}_{1}=\alpha_{2} / \bar{X}_{2}$, and $a_{1}=a_{2}=1$, the pdf reduces to the standard beta distribution [5], i.e.

$$
\begin{equation*}
f_{\Gamma}(\gamma)=\frac{\gamma^{\alpha_{1}-1}(1-\gamma)^{\alpha_{2}-1}}{B\left(\alpha_{1}, \alpha_{2}\right)}, 0 \leq \gamma \leq 1 \tag{6.24}
\end{equation*}
$$

On the other hand, if $\alpha_{1} / \bar{X}_{1}=\alpha_{2} / \bar{X}_{2}, a_{1}=0$, and $a_{2}=1$, the pdf reduces to a beta prime distribution [5]

$$
\begin{equation*}
f_{\Gamma}(\gamma)=\frac{\gamma^{\alpha_{1}-1}(1+\gamma)^{-\left(\alpha_{1}+\alpha_{2}\right)}}{B\left(\alpha_{1}, \alpha_{2}\right)}, \gamma \geq 0 \tag{6.25}
\end{equation*}
$$

The case $\alpha_{1} / \bar{X}_{1} \neq \alpha_{2} / \bar{X}_{2}$, and $a_{1}=a_{2}=1$ is treated in [6].

We now derive the $m^{t h}$ moment of $\Gamma$.
Theorem 2.2: The $m^{\text {th }}$ moment of $\Gamma$ is given by

$$
\begin{align*}
E\left[\Gamma^{m}\right]= & K_{12} c_{1}^{-\left(\alpha_{1}+\alpha_{2}\right)} a_{1}^{-\left(\alpha_{1}+m\right)} B\left(\alpha_{2}, \alpha_{1}+m\right) \times \\
& { }_{2} F_{1}\left(\alpha_{1}+\alpha_{2}, \alpha_{1}+m ; \alpha_{2}+\alpha_{1}+m ;-\frac{c_{2}}{c_{1}} a_{1}^{-1}\right) \tag{6.26}
\end{align*}
$$

where ${ }_{2} F_{1}()$ is the hypergeometric function [8], given by

$$
{ }_{2} F_{1}(a, b ; c ; t)=\frac{1}{B(b, c-b)} \int_{0}^{1} x^{b-1}(1-x)^{c-b-1}(1-x t)^{-a} d x, \operatorname{Re} c>\operatorname{Re} b>0 .(6.27)
$$

Proof: Expressing the density function $f_{\Gamma}(\gamma)$ in the form

$$
\begin{equation*}
f_{\Gamma}(\gamma)=K_{12} a_{1}^{\alpha_{2}-1} c_{2}^{-\left(\alpha_{1}+\alpha_{2}\right)} \gamma^{\alpha_{1}-1}\left(a_{1}^{-1}-\gamma\right)^{\alpha_{2}-1}\left(\frac{c_{1}}{c_{2}}+\gamma\right)^{-\left(\alpha_{1}+\alpha_{2}\right)} \tag{6.28}
\end{equation*}
$$

we can write

$$
\begin{align*}
& E\left[\Gamma^{m}\right]=\int_{0}^{a_{1}^{-1}} \gamma^{m} f_{\Gamma}(\gamma) d \gamma  \tag{6.29}\\
& =K_{12} a_{1}^{\alpha_{2}-1} c_{2}^{-\left(\alpha_{1}+\alpha_{2}\right)} \times \\
& \int_{0}^{a_{1}^{-1}} \gamma^{\alpha_{1}+m-1}\left(a_{1}^{-1}-\gamma\right)^{\alpha_{2}-1}\left(\frac{c_{1}}{c_{2}}+\gamma\right)^{-\left(\alpha_{1}+\alpha_{2}\right)} d \gamma \tag{6.30}
\end{align*}
$$

Using the identity [8],

$$
\begin{align*}
& \int_{0}^{u} x^{\nu-1}(x+\alpha)^{\lambda}(u-x)^{\mu-1} d x= \\
& \alpha^{\lambda} u^{\mu+\nu-1} B(\mu, \nu)_{2} F_{1}\left(-\lambda, \nu ; \mu_{\nu} ;-u / \alpha\right), \nu>0, \mu>0 \tag{6.31}
\end{align*}
$$

(6.30) can be expressed as (6.26).

The central moments can be evaluated using the following result.
Theorem 2.3: The $m^{\text {th }}$ central moment of $\Gamma$ is given by

$$
\begin{gather*}
E\left[\left(\Gamma-\mu_{\Gamma}\right)^{m}\right]=K_{12} \sum_{k=0}^{m}\binom{m}{k}\left(-\mu_{\Gamma}\right)^{m-k} c_{2}^{-\left(\alpha_{1}+\alpha_{2}\right)} \times \\
\left(\frac{c_{1}}{c_{2}}\right)^{-\left(\alpha_{1}+\alpha_{2}\right)} a_{1}^{-\left(\alpha_{1}+k\right)} B\left(\alpha_{2}, \alpha_{1}+k\right) \times \\
{ }_{2} F_{1}\left(\alpha_{1}+\alpha_{2}, \alpha_{1}+k ; \alpha_{2}+\alpha_{1}+k ;-\frac{c_{2}}{c_{1}} a_{1}^{-1}\right), \tag{6.32}
\end{gather*}
$$

where $\mu_{\Gamma}=E[\Gamma]$.
Proof: Using (6.31), (6.28) and the binomial expansion, we can write

$$
\begin{align*}
E\left[\left(\Gamma-\mu_{\Gamma}\right)^{m}\right] & =\int_{0}^{a_{1}^{-1}}\left(\gamma-\mu_{\Gamma}\right)^{m} f_{\Gamma}(\gamma) d \gamma  \tag{6.33}\\
& =K_{12} \sum_{k=0}^{m}\binom{m}{k}\left(-\mu_{\Gamma}\right)^{m-k} c_{2}^{-\left(\alpha_{1}+\alpha_{2}\right)} \times
\end{align*}
$$

$$
\begin{equation*}
a_{1}^{\alpha_{2}-1} \int_{0}^{a_{1}^{-1}} \gamma^{\alpha_{1}+k-1}\left(a_{1}^{-1}-\gamma\right)^{\alpha_{2}-1}\left(\frac{c_{1}}{c_{2}}+\gamma\right)^{-\left(\alpha_{1}+\alpha_{2}\right)} d \gamma \tag{6.34}
\end{equation*}
$$

which can be put in the form of (6.32).

An expression for the moment generating function (MGF) of $\Gamma$ is derived in Theorem 2.4.
Theorem 2.4: The MGF of $\Gamma$ is given by

$$
\begin{gather*}
\Phi_{\Gamma}(s)=K_{12} c_{1}^{-\left(\alpha_{1}+\alpha_{2}\right)} \sum_{k=0}^{\infty} \frac{s^{k}}{k!} a_{1}^{-\left(\alpha_{1}+k\right)} B\left(\alpha_{2}, \alpha_{1}+k\right) \times \\
{ }_{2} F_{1}\left(\alpha_{1}+\alpha_{2}, \alpha_{1}+k ; \alpha_{2}+\alpha_{1}+k ;-a_{1}^{-1} c_{2} / c_{1}\right) \tag{6.35}
\end{gather*}
$$

Proof: Using (6.28) and expanding the exponential term as an infinite series, we have

$$
\begin{align*}
\Phi_{\Gamma}(s)= & \int_{-\infty}^{\infty} f_{\Gamma}(\gamma) e^{s \gamma} d \gamma  \tag{6.36}\\
= & K_{12} a_{1}^{\alpha_{2}-1} c_{2}^{-\left(\alpha_{1}+\alpha_{2}\right)} \int_{0}^{a_{1}^{-1}} \gamma^{\alpha_{1}-1}\left(a_{1}^{-1}-\gamma\right)^{\alpha_{2}-1} \times \\
& \left(\frac{c_{1}}{c_{2}}+\gamma\right)^{-\left(\alpha_{1}+\alpha_{2}\right)} \sum_{k=0}^{\infty} \frac{(s \gamma)^{k}}{k!} d \gamma  \tag{6.37}\\
= & K_{12} a_{1}^{\alpha_{2}-1} c_{2}^{-\left(\alpha_{1}+\alpha_{2}\right)} \sum_{k=0}^{\infty} \frac{s^{k}}{k!} \int_{0}^{a_{1}^{-1}} \gamma^{\alpha_{1}+k-1}\left(a_{1}^{-1}-\gamma\right)^{\alpha_{2}-1} \times \\
& \left(\frac{c_{1}}{c_{2}}+\gamma\right)^{-\left(\alpha_{1}+\alpha_{2}\right)} d \gamma \tag{6.38}
\end{align*}
$$

Using (6.31), the last expression can be reduced to (6.35).

The $m^{\text {th }}$ derivative of $\Phi_{\Gamma}(s)$ is given by

$$
\begin{align*}
& \Phi_{\Gamma}^{(m)}(s)=K_{12} c_{1}^{-\left(\alpha_{1}+\alpha_{2}\right)} \sum_{k=m}^{\infty} \frac{s^{(k-m)}}{(k-m)!} B\left(\alpha_{2}, \alpha_{1}+k\right) \times \\
& a_{1}^{-\left(\alpha_{1}+k\right)}{ }_{2} F_{1}\left(\alpha_{1}+\alpha_{2}, \alpha_{1}+k ; \alpha_{2}+\alpha_{1}+k ;-a_{1}^{-1} c_{2} / c_{1}\right) \tag{6.39}
\end{align*}
$$

and the $m^{\text {th }}$ moment of $\Gamma$ can also be obtained as

$$
\begin{equation*}
E\left[\Gamma^{m}\right]=\Phi_{\Gamma}^{(m)}(0) \tag{6.40}
\end{equation*}
$$

An expression for the cumulative distribution function (cdf) of $\Gamma$ is given by Theorem 2.5. Theorem 2.5: If $\alpha_{2}$ is an integer, the cdf of $\Gamma$ can be expressed as

$$
\begin{align*}
F_{\Gamma}(\gamma)= & K_{12} c_{1}^{-\left(\alpha_{1}+\alpha_{2}\right)} \sum_{q=0}^{\alpha_{2}-1}(-1)^{q}\binom{\alpha_{2}-1}{q} \frac{a_{1}^{q} \gamma^{\alpha_{1}+q}}{\alpha_{1}+q} \times \\
& { }_{2} F_{1}\left(\alpha_{1}+\alpha_{2}, \alpha_{1}+q ; 1+\alpha_{1}+q ;-\frac{c_{2}}{c_{1}} \gamma\right) . \tag{6.41}
\end{align*}
$$

Proof: Using the binomial expansion

$$
\begin{equation*}
(a+x)^{n}=\sum_{k=0}^{n}\binom{n}{k} x^{k} a^{n-k} \tag{6.42}
\end{equation*}
$$

the term $\left(1-a_{1} \gamma\right)^{\alpha_{2}-1}$ in (6.4) can be expressed as

$$
\begin{align*}
\left(1-a_{1} \gamma\right)^{\alpha_{2}-1} & =\left(a_{1}\left(\frac{1-a_{1} \gamma}{a_{1}}\right)\right)^{\alpha_{2}-1}  \tag{6.43}\\
& =a_{1}^{\alpha_{2}-1}\left(b_{1}-\gamma\right)^{\alpha_{2}-1}  \tag{6.44}\\
& =a_{1}^{\alpha_{2}-1} \sum_{q=0}^{\alpha_{2}-1}(-1)^{q}\binom{\alpha_{2}-1}{q} \gamma^{q} b_{1}^{\alpha_{2}-1-q} \tag{6.45}
\end{align*}
$$

where $b_{1}=1 / a_{1}$. Using (6.45), the pdf of $\Gamma$ in (6.4) can be written as

$$
\begin{equation*}
f_{\Gamma}(\gamma)=K_{12} a_{1}^{\alpha_{2}-1} c_{1}^{-\left(\alpha_{1}+\alpha_{2}\right)} \sum_{q=0}^{\alpha_{2}-1}(-1)^{q}\binom{\alpha_{2}-1}{q} b_{1}^{\alpha_{2}-1-q} \gamma^{\alpha_{1}+q-1}\left(1+\frac{c_{2}}{c_{1}} \gamma\right)^{-\left(\alpha_{1}+\alpha_{2}\right)}(6 \tag{6.46}
\end{equation*}
$$

Using the identity [8]

$$
\begin{align*}
\int_{0}^{u} x^{\mu-1}(1+\beta x)^{-\nu} d x= & \frac{u^{\mu}}{\mu}{ }_{2} F_{1}(\nu, \mu ; 1+\mu,-\beta u) \\
& |\arg (1+\beta u)|<\pi, \operatorname{Re} \mu>0 \tag{6.47}
\end{align*}
$$

and (6.46), $F_{\Gamma}\left(\gamma_{1}\right)$ can be written as

$$
\begin{align*}
F_{\Gamma}\left(\gamma_{1}\right)= & \int_{0}^{\gamma_{1}} f_{\Gamma}(\gamma) d \gamma  \tag{6.48}\\
= & K_{12} a_{1}^{\alpha_{2}-1} c_{1}^{-\left(\alpha_{1}+\alpha_{2}\right)} \sum_{q=0}^{\alpha_{2}-1}(-1)^{q}\binom{\alpha_{2}-1}{q} b_{1}^{\alpha_{2}-1-q} \times \\
& \int_{0}^{\gamma_{1}} \gamma^{\alpha_{1}+q-1}\left(1+\frac{c_{2}}{c_{1}} \gamma\right)^{-\left(\alpha_{1}+\alpha_{2}\right)} d \gamma  \tag{6.49}\\
= & K_{12} c_{1}^{-\left(\alpha_{1}+\alpha_{2}\right)} \sum_{q=0}^{\alpha_{2}-1}(-1)^{q}\binom{\alpha_{2}-1}{q} \frac{a_{1}^{q}}{\alpha_{1}+q} \gamma_{1}^{\alpha_{1}+q} \times \\
& { }_{2} F_{1}\left(\alpha_{1}+\alpha_{2}, \alpha_{1}+q ; 1+\alpha_{1}+q ;-\frac{c_{2}}{c_{1}} \gamma_{1}\right) . \tag{6.50}
\end{align*}
$$

Note that in obtaining (6.50), the condition

$$
\begin{equation*}
\left|\arg \left(1+\frac{c_{2}}{c_{1}} \gamma_{1}\right)\right|<\pi \tag{6.51}
\end{equation*}
$$

must be satisfied. This can be verified by substituting (6.6) and (6.7) into (6.51), and realizing that $\left|\arg \left(1+c_{2} \gamma_{1} / c_{1}\right)\right| \leq\left|\arg \left(1+\left(c_{2} / c_{1}\right)\left(1 / a_{1}\right)\right)\right|$. Thus, we have

$$
\begin{align*}
\left|\arg \left(1+\frac{c_{2}}{c_{1}} \frac{1}{a_{1}}\right)\right| & =\left|\arg \left(1+\left(\frac{\alpha_{1}}{\bar{X}_{1}}-\frac{\alpha_{2} a_{1}}{\bar{X}_{2} a_{2}}\right)\left(\frac{\bar{X}_{2} a_{2}}{\alpha_{2}}\right) \frac{1}{a_{1}}\right)\right|  \tag{6.52}\\
& =\left|\arg \left(\frac{\alpha_{1} \bar{X}_{2} a_{2}}{\alpha_{2} \bar{X}_{1} a_{1}}\right)\right|<\pi . \tag{6.53}
\end{align*}
$$

### 6.3 Application in Adaptive Modulation and Coding and Multicodes

It is well known that adapting the transmission parameters in a wireless system to changing channel conditions can be advantageous. In the case of fast power control [10], the transmission power is adjusted based on channel fading. Under good channel conditions a relatively low transmission power is required to maintain the target signal quality at the receiver. The process of changing transmission parameters to compensate for variations in channel conditions is known as link adaptation. Besides power control, adaptive modulation and coding (AMC) is another means for performing link adaptation [11, 12], and is used in the 3GPP High Speed Downlink Packet Access (HSDPA) channel. The goal of AMC is to change the modulation and channel coding according to the varying channel conditions. In order to increase the bit rate, multicode transmission is also used in the 3GPP standard [10, 11].

The multicode scheme [13] increases the bit rate by splitting the bits of a Transmission Block to more than one channelization code in a scheduling period. In this scheme, high rate data stream is divided into a number of lower rate data sub-streams. All the sub-streams are transmitted in parallel synchronous multicode channels so that interchannel interference is avoided.

Some scheduling issues regarding AMC and orthogonal multicodes have been studied in [14]. The model in [14] mainly addresses the throughput performance on a per scheduling period basis. In contrast, the analysis presented below examines the average throughput performance by taking into account the time-varying nature of the channel.

With AMC and orthogonal multicodes, the effective bit rate, $\tilde{R}(\gamma)$, at a given SIR, $\gamma$, is given by [14]

$$
\begin{equation*}
\tilde{R}(\gamma)=r_{j} n_{j}(\gamma)\left(1-\varepsilon_{j}(\gamma)\right), j=1, \ldots, J \tag{6.54}
\end{equation*}
$$

where $\varepsilon_{j}(\gamma)$ is the frame error rate of modulation and coding scheme (MCS) $j$ and $J$ is the number of available MCS's. For a given maximum number, $N_{\text {max }}$, of multicodes, the number, $n_{j}(\gamma)$, of multicodes that can be assigned to the MS is given by [14]

$$
n_{j}(\gamma)= \begin{cases}\left\lfloor\gamma / \lambda_{j}\right\rfloor, & \tilde{\gamma}_{j}^{(m i n)} \leq \gamma \leq \tilde{\gamma}_{j}  \tag{6.55}\\ N_{\max }, & \tilde{\gamma}_{j} \leq \gamma \leq \tilde{\gamma}_{j+1}^{(\min )}\end{cases}
$$

where $\lambda_{j}$ is the minimum SIR required per code for MCS $j$ to achieve its target frame error rate. The basic bit rate $r_{j}$ in (6.54) is given by

$$
\begin{equation*}
r_{j}=\frac{W}{g} R_{c}^{(j)} \log _{2} M_{j}, \quad 1 \leq j \leq J \tag{6.56}
\end{equation*}
$$

where $W$ is the chip rate, $R_{c}^{(j)}$ is the code rate for MCS $j, M_{j}$ is the number of points in the modulation constellation for MCS $j$ and $g$ is the spreading factor. As shown in Fig. 6.1, the terms $\tilde{\gamma}_{j}^{(m i n)}$ and $\tilde{\gamma}_{j}$ correspond to a set of decision thresholds which yield near-optimal choice of the MCS and number of multicodes for a given value of $\gamma^{4}$ Following a procedure similar to that in [14], the set of decision thresholds $\tilde{\gamma}_{j}$ and $\tilde{\gamma}_{i, j}^{(m i n)}$ can be obtained as

$$
\begin{align*}
\tilde{\gamma}_{j} & =\lambda_{j} N_{\max }, \quad 1 \leq j \leq J  \tag{6.57}\\
\tilde{\gamma}_{j}^{(\min )} & =\left\{\begin{array}{l}
\lambda_{j}, j=1 \\
\beta_{j}, 1<j \leq J \\
\infty, j=J+1
\end{array}\right. \tag{6.58}
\end{align*}
$$

where $\beta_{j} \in(0, \infty)$ is the smallest value such that

$$
\begin{equation*}
r_{j}\left\lfloor\frac{\beta_{j}}{\lambda_{j}}\right\rfloor\left(1-\varepsilon_{j}\left(\lambda_{j}\right)\right) \geq r_{j-1} N_{\max }, \quad 2 \leq j \leq J \tag{6.59}
\end{equation*}
$$

[^15]For simplicity, the reasonable assumption that $\varepsilon_{j-1}\left(\beta_{j} / N_{\text {max }}\right)$ is negligible is made in (6.59).
The average bit rate $\bar{R}$ over $\gamma$ is then given by

$$
\begin{equation*}
\bar{R}=\sum_{j=1}^{J} \int_{\tilde{\gamma}_{j}^{\tilde{\gamma}_{j+1}}}^{\tilde{\gamma}_{j+1}^{(m i n)}} r_{j} n_{j}(\gamma)\left(1-\varepsilon_{j}(\gamma)\right) f_{\Gamma}(\gamma) d \gamma \tag{6.60}
\end{equation*}
$$

where

$$
\begin{align*}
\varepsilon_{j}(\gamma) & =\zeta_{j}\left(\gamma / n_{j}(\gamma)\right)  \tag{6.61}\\
& = \begin{cases}\zeta_{j}\left(\frac{\gamma}{\left\lfloor\gamma / \lambda_{j}\right\rfloor}\right), & \tilde{\gamma}_{j}^{(\text {min })} \leq \gamma \leq \tilde{\gamma}_{j} \\
\zeta_{j}\left(\frac{\gamma}{N_{\max }}\right), & \tilde{\gamma}_{j} \leq \gamma \leq \tilde{\gamma}_{j+1}^{(\text {min })}\end{cases} \tag{6.62}
\end{align*}
$$

and $\zeta_{j}(\gamma)$ is the frame error rate of MCS $j$ at an SIR value of $\gamma$. The SIR per code for $\tilde{\gamma}_{j}^{(m i n)} \leq \gamma \leq \tilde{\gamma}_{j}$ can be expressed as

$$
\begin{align*}
\frac{\gamma}{\left\lfloor\gamma / \lambda_{j}\right\rfloor} & =\left\{\begin{array}{lc}
\gamma, & \lambda_{j} \leq \gamma<2 \lambda_{j} \\
\gamma / 2, & 2 \lambda_{j} \leq \gamma<3 \lambda_{j} \\
\vdots, & \vdots \\
\gamma / N_{\max }, & \left(N_{\max }-1\right) \lambda_{j} \leq \gamma<N_{\max } \lambda_{j}
\end{array}\right.  \tag{6.63}\\
& =\gamma / k, \quad k \lambda_{j} \leq \gamma<(k+1) \lambda_{j}, \quad 1 \leq k \leq N_{\max }-1 \tag{6.64}
\end{align*}
$$

Using (6.62) and (6.64), the average effective bit rate $\bar{R}$ in (6.60) becomes

$$
\begin{align*}
\bar{R}= & \sum_{j=1}^{J}\left(\int_{\tilde{\gamma}_{j}^{(m i n)}}^{\bar{\gamma}_{j}} r_{j} n_{j}(\gamma)\left(1-\varepsilon_{j}(\gamma)\right) f_{\Gamma}(\gamma) d \gamma+\right. \\
& \left.\int_{\tilde{\gamma}_{j}}^{\tilde{\gamma}_{j+1}^{(m i n)}} r_{j} n_{j}(\gamma)\left(1-\varepsilon_{j}(\gamma)\right) f_{\Gamma}(\gamma) d \gamma\right)  \tag{6.65}\\
= & \sum_{j=1}^{J} r_{j}\left(\sum_{k=\left\lfloor\bar{\gamma}_{j}^{(m i n)} / \lambda_{j}\right\rfloor}^{N_{\max }-1} \phi_{1}(j, k)+\phi_{2}(j)\right) \tag{6.66}
\end{align*}
$$

where the quantities $\phi_{1}(j, k)$ and $\phi_{2}(j)$ are given by

$$
\begin{align*}
\phi_{1}(j, k) & =k \int_{k \lambda_{j}}^{(k+1) \lambda_{j}}\left(1-\zeta_{j}\left(\frac{\gamma}{k}\right)\right) f_{\Gamma}(\gamma) d \gamma  \tag{6.67}\\
\phi_{2}(j) & =N_{\max } \int_{\tilde{\gamma}_{j}}^{\tilde{\gamma}_{j+1}^{(m i n)}}\left(1-\zeta_{j}\left(\frac{\gamma}{N_{\max }}\right)\right) f_{\Gamma}(\gamma) d \gamma . \tag{6.68}
\end{align*}
$$

Since $\tilde{\gamma}_{j}^{(m i n)}$ and $\tilde{\gamma}_{j}$ are chosen so that $\zeta_{j}\left(\frac{\gamma}{k}\right) \leq \varepsilon_{0}$ and $\zeta_{j}\left(\frac{\gamma}{N_{\max }}\right) \leq \varepsilon_{0}$, where $\varepsilon_{0}$ is the target frame error rate, lower bounds to (6.67) and (6.68) can be written as

$$
\begin{align*}
\tilde{\phi}_{1}(j, k) & =k\left(1-\varepsilon_{0}\right) \int_{k \lambda_{j}}^{(k+1) \lambda_{j}} f_{\Gamma}(\gamma) d \gamma  \tag{6.69}\\
\tilde{\phi}_{2}(j) & =N_{\max }\left(1-\varepsilon_{0}\right) \int_{\tilde{\gamma}_{j}}^{\tilde{\gamma}_{j+1}^{(m i n)}} f_{\Gamma}(\gamma) d \gamma \tag{6.70}
\end{align*}
$$

Using Theorem 2.5, (6.69) and (6.70) can be written as

$$
\begin{align*}
\tilde{\phi}_{1}(j, k) & =k\left(1-\varepsilon_{0}\right)\left(F_{\Gamma}\left((k+1) \lambda_{j}\right)-F_{\Gamma}\left(k \lambda_{j}\right)\right)  \tag{6.71}\\
\tilde{\phi}_{2}(j) & =N_{\max }\left(1-\varepsilon_{0}\right)\left(F_{\Gamma}\left(\tilde{\gamma}_{j+1}^{(\min )}\right)-F_{\Gamma}\left(\tilde{\gamma}_{j}\right)\right) \tag{6.72}
\end{align*}
$$

where $F_{\Gamma}($.$) is given in (6.41). Thus, a lower bound on the average bit rate is given by$

$$
\begin{equation*}
\bar{R}_{-}=\sum_{j=1}^{J} r_{j}\left(\sum_{k=\left\lfloor\hat{\gamma}_{j}^{(\min )} / \lambda_{j}\right\rfloor}^{N_{\max }-1} \tilde{\phi}_{1}(j, k)+\tilde{\phi}_{2}(j)\right) \tag{6.73}
\end{equation*}
$$

An upper bound on the average bit rate is given by

$$
\begin{equation*}
\bar{R}_{+}=\frac{1}{1-\varepsilon_{0}} \bar{R}_{-} . \tag{6.74}
\end{equation*}
$$

### 6.4 Numerical Results

As shown in (6.2), the received SIR $\Gamma$ is a ratio involving $X_{1}$ and $X_{2}$. Thus, the unit for the means of $X_{1}$ and $X_{2}$ is arbitrary. Fig. 6.2 shows the pdf $f_{\Gamma}(\gamma)$ for different values of $a_{1}$ with $a_{2}=1, \alpha_{1}=3, \alpha_{2}=2, \bar{X}_{1}=1.5$ and $\bar{X}_{2}=1$. As expected, the curve for $a_{1}=0.01$ approaches the beta prime pdf whereas the curve for $a_{1}=0.99$ is close to the beta pdf. It can be seen that as $a_{1}$ increases, the pdf $f_{\Gamma}(\gamma)$ becomes narrower since the influence of $X_{2}$ is reduced.

Fig. 6.3 shows the outage probability, $P_{\mathrm{O}}(Z)=\int_{0}^{Z} f_{\Gamma}(\gamma) d \gamma$, as a function of $E[\Gamma]$ for different values of $a_{1}$ when $\alpha_{1}=2, \alpha_{2}=2, \bar{X}_{2}=1.6, a_{2}=0.35$ and $Z=0.2$. The value of $E[\Gamma]$ is changed by varying $\bar{X}_{1}$. For the chosen value of $Z$, the outage probability decreases with $a_{1}$. However, this may not be the case for other values of $Z$ as indicated in the next paragraph.

Fig. 6.4 shows the outage probability as a function of the outage threshold, $Z$, for three different values of $a_{1}$ (and corresponding values of $a_{2}$ ) with $\alpha_{1}=2, \alpha_{2}=2, \bar{X}_{1}=0.5$, $\bar{X}_{2}=0.25$ and $E[\Gamma]=3 \mathrm{~dB}$. Even though the $E[\Gamma]$ 's are the same for all three cases, the outage probabilities are quite different. The outage probability curves grow sharper as $a_{1}$ increases (and $a_{2}$ decreases). It can also be seen that the outage probability does not necessarily decrease with $a_{1}$.

Fig. 6.5 shows the outage probability as a function of the outage threshold, $Z$, with (a) $E[\Gamma]=3 \mathrm{~dB}$ and (b) $E[\Gamma]=5.4 \mathrm{~dB}$. For the proposed model, $\alpha_{1}=2, \alpha_{2}=2, \bar{X}_{1}=0.5$, $\bar{X}_{2}=0.25, a_{2}=0.25$, with (a) $a_{1}=0.3478$ and (b) $a_{1}=0.1557$. For the Gaussian approximation, $\alpha_{1}=2, \bar{X}_{1}=0.5$, with the relative noise power (a) $N_{0}=0.25$ and (b) $N_{0}=0.1429$. Note that for the proposed model, the outage probability is 1 when $Z>1 / a$. The results show that the Gaussian approximation can be quite inaccurate as it ignores the fading of the interfering signal.

Fig. 6.6 shows the average bit rate (normalized to the chip rate) bounds as a function
of $a_{1}$ when $\alpha_{1}=5, \alpha_{2}=2, \bar{X}_{1}=0.2, \bar{X}_{2}=0.25$ and $N_{\max }=10$ for different values of $a_{2}$, with a target frame error rate, $\varepsilon_{0}$, of $1 \%$. The spreading factor $g$ is assumed to be 16 . The modulation schemes are QPSK and 16-QAM and the codes are of rates $1 / 2$ or $3 / 4$. For simplicity, the SIR thresholds used to achieve $\varepsilon_{0}$ for each MCS are based on the first transmission results in [15]. As expected, at a given $a_{2}$, increasing the value of $a_{1}$ effectively increases the home BS interference and results in a poorer bit rate performance. The same observation holds if $a_{2}$ is increased while $a_{1}$ is kept fixed.

### 6.5 Conclusions

In this chapter, the pdf of $\Gamma=X_{1} /\left(a_{1} X_{1}+a_{2} X_{2}\right)$, where $X_{1}$ and $X_{2}$ are gamma variates, and $a_{1}$ and $a_{2}$ are arbitrary constants is derived. The pdf simplifies to the beta distribution and the beta prime distribution in special cases. Analytical expressions for the moments, the moment generating function and the cumulative distribution function are obtained in terms of the hypergeometric function. Finally, the usefulness of the distribution of $R$ is illustrated for the problem of adaptive modulation and coding with multicode transmission in a CDMA network.


Figure 6.1: Allocated MS bit rate as a function of $\gamma$.


Figure 6.2: The pdf $f_{\Gamma}(\gamma)$ for five different values of $a_{1}$ with $a_{2}=1, \alpha_{1}=3, \alpha_{2}=2, \bar{X}_{1}=1.5$, and $\bar{X}_{2}=1$.


Figure 6.3: Outage probability as a function of $E[\Gamma]$ for different values of $a_{1}$ when $\alpha_{1}=2, \alpha_{2}=2$, $\bar{X}_{2}=1.6, a_{2}=0.35$, and $Z=-7 \mathrm{~dB}$.


Figure 6.4: Outage probability as a function of the outage threshold, $Z$, for three different values of $a_{1}$ (and corresponding values of $a_{2}$ ) with $\alpha_{1}=2, \alpha_{2}=2, \bar{X}_{1}=0.5, \bar{X}_{2}=0.25$ and $E[\Gamma]=3.0 \mathrm{~dB}$.


Figure 6.5: Outage probability as a function of the outage threshold, $Z$, with (a) $E[\Gamma]=3.0 \mathrm{~dB}$ and (b) $E[\Gamma]=5.4 \mathrm{~dB}$. For the proposed distribution, $\alpha_{1}=2, \alpha_{2}=2, \bar{X}_{1}=0.5, \bar{X}_{2}=0.25$, $a_{2}=0.25$, with (a) $a_{1}=0.3478$ and (b) $a_{1}=0.1557$. For the Gaussian approximation, $\alpha_{1}=2$, $\bar{X}_{1}=0.5$, with the relative noise power (a) $N_{0}=0.25$ and (b) $N_{0}=0.1429$.


Figure 6.6: Normalized average bit rate bounds as a function of $a_{1}$ for three different values of $a_{2}$ with $\alpha_{1}=5, \alpha_{2}=2, \bar{X}_{1}=0.2, \bar{X}_{2}=0.25, N_{\max }=10$ and a target frame error rate of $1 \%$.
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## Chapter 7

## General Order Selection Combining for Non-Identically Distributed Fading Channels

### 7.1 Introduction

In performance analyses of selection combining (SC) [1, 2], the statistics of the maximum of a set of random variables (rv's) are needed. In [3], the cumulative distribution function (cdf) of the output signal-to-noise ratio (SNR) for a $L$-branch SC system over independent, identically distributed (i.i.d.) Nakagami fading channels is derived assuming that the fading figure [4] is an integer. In [5], an exact expression for the moment generating function (MGF) is obtained in terms of the Laurecella hypergeometric function. In [1], a unifying MGF based approach is used to study the performance of dual branch SC over correlated slow Rayleigh and Nakagami- $m$ fading channels. In [6], an expression for the average output SNR for SC with three correlated Nakagami fading branches is obtained as an infinite series. In [7], a closed-form expression for the MGF of SC over i.i.d. Weibull fading channels is obtained in terms of the Meijer G function. SC for independent but not necessarily identically distributed (i.n.d.) Weibull fading channels is studied in [8]. In particular, a closed-form expression is derived for the general moment of the SC output SNR and symbol error rate (SER) expressions for a number of modulation schemes are obtained in terms of the Meijer

[^16]$G$ function.
Generalized SC (GSC), in which the signals from the $N$ strongest paths among the $L$ available resolvable paths are combined, represents a compromise between the SC and maximal ratio combining (MRC) techniques [1]. In [9], the performance of GSC over i.i.d. Weibull fading channels is analyzed. In [10], the probability density function (pdf) and cdf for an $L$-branch GSC system are obtained for i.i.d. Nakagami fading channels. In [11, 12], expressions for the MGF of a $L$-branch GSC system are derived assuming the $L$ branch gains are i.n.d. More recent analyses of variants of GSC appear in [13, 14, 15].

In studying problems such as multiuser scheduling [16, 17, 18, 19], we are interested in the performance of not only the user with the highest SNR, but also those of other users. The GSC model is not applicable in this case. Rather, we are interested in general order selection combining (GOSC), i.e. the statistics of the $q^{\text {th }}$ largest SNR.

In this chapter, the $q^{\text {th }}$ order statistic of a set of $L$ i.n.d. rv's is examined for both Nakagami and Weibull fading channels. Using a basic result for the pdf of the $q^{\text {th }}$ order statistic for independent rv's and transforming this pdf into an appropriate form, exact, closed-form expressions for the MGF and the general moment of the $q^{\text {th }}$ largest SNR are derived in section 7.2. Exact closed-form expressions for the SER for a number of modulation schemes are obtained in section 7.3. Numerical results are presented in section 7.4, followed by conclusions in section 7.5.

### 7.2 General Order Selection Statistics

The following result [20] for the pdf of the $q^{\text {th }}$ order statistic for a set of independent rv's will be used in the sequel.

Theorem: Let $X_{1}, X_{2}, \ldots, X_{L}$ be $L$ independent rv's. The corresponding order statistics are obtained by arranging the $L X_{i}$ 's in a non-increasing order, denoted by $X_{1: L}, X_{2: L}, \ldots, X_{L: L}$, or $X_{(1)}, X_{(2)}, \ldots, X_{(L)}$. Thus, $X_{(1)}$ corresponds to the largest of the $X_{i}$ 's. Let $f_{j}(x)$ and $F_{j}(x)$
denote the pdf and cdf of $X_{j}$ respectively. The pdf of the $q^{t h}$ order statistic, $X_{q: L}$, is then given by

$$
\left.\left.f_{q: L}(y)=\frac{1}{(q-1)!(L-q)!}\left|\begin{array}{ccc}
F_{1}(y) & \cdots & F_{L}(y)  \tag{7.1}\\
\cdots & \cdots & \cdots \\
F_{1}(y) & \cdots & F_{L}(y) \\
f_{1}(y) & \cdots & f_{L}(y) \\
1-F_{1}(y) & \cdots & 1-F_{L}(y) \\
\cdots & \cdots & \cdots \\
1-F_{1}(y) & \cdots & 1-F_{L}(y)
\end{array}\right|\right\} 1 \text { row }\right\} L-q \text { identical rows }
$$

where the symbol ${ }^{+}|\mathbf{A}|^{+}$denotes the permanent of matrix $\mathbf{A}[21]$.
Using this theorem, the statistics of GOSC in Weibull and Nakagami fading channels are studied in sections 7.2.1 and 7.2.2 respectively.

### 7.2.1 Weibull Fading Channels

The pdf of the Weibull distribution is given by ${ }^{2}$

$$
f_{R}(r)=\left\{\begin{array}{cl}
\frac{m r^{m-1}}{\omega} \exp \left(-\frac{r^{m}}{\omega}\right), & m>0, r \geq 0  \tag{7.2}\\
0, & r<0
\end{array}\right.
$$

where $m$ is the Weibull fading parameter and $\omega$ is a positive, moment-related parameter given by

$$
\begin{equation*}
\omega=\left(\frac{E\left[R^{2}\right]}{\Gamma(1+2 / m)}\right)^{m / 2} \tag{7.3}
\end{equation*}
$$

In (7.3), $\Gamma$ (.) denotes the Gamma function.

[^17]Let $s_{i}=\rho_{i} d_{i}+n_{i}$, where $d_{i}$ is the signal component of the $i^{\text {th }}$ user, and $n_{i}$ is the corresponding noise component. The term $\rho_{i}=R_{i} e^{\theta_{i}}$ denotes the complex channel gain for user $i$. Let $E_{s} / N_{0}$ be the received energy per symbol to noise power spectral density (PSD). Then the received SNR is $X_{i}=R_{i}^{2}\left(E_{s} / N_{0}\right)$, with pdf

$$
f_{X_{i}}\left(x_{i}\right)=\left\{\begin{array}{cc}
\alpha_{i} \beta_{i} x_{i}^{\alpha_{i}-1} \exp \left(-\beta_{i} x_{i}^{\alpha_{i}}\right), & x_{i} \geq 0  \tag{7.4}\\
0, & x_{i}<0
\end{array}\right.
$$

where $\alpha_{i}=m_{i} / 2$, and

$$
\begin{equation*}
\beta_{i}=\left(\frac{\bar{X}_{i}}{\Gamma\left(1+\alpha_{i}^{-1}\right)}\right)^{-\alpha_{i}} \tag{7.5}
\end{equation*}
$$

are the channel parameters for user $i$, and $\bar{X}_{i}$ is the mean of $X_{i}$. The cdf of $X_{i}$ is given by

$$
F_{X_{i}}\left(x_{i}\right)=\left\{\begin{array}{cl}
1-\exp \left(-\beta_{i} x_{i}^{\alpha_{i}}\right), & x_{i} \geq 0  \tag{7.6}\\
0, & x_{i}<0
\end{array}\right.
$$

It might be noted that $X_{i}$ also has a Weibull distribution [9, 7].
Let $\left\{X_{i}, i=1,2, \ldots, L\right\}$ be a set of i.n.d. Weibull distributed rv's and let $Y=X_{(q)}$. For notational convenience, let

$$
\begin{equation*}
f_{i}\left(x_{i}\right)=f_{X_{i}}\left(x_{i}\right), i=1, \ldots, L \tag{7.7}
\end{equation*}
$$

The pdf of $Y$ can be obtained from (7.1) as

$$
\begin{align*}
f_{Y}^{(q)}(y) & =\sum_{l_{1}=1}^{L} f_{l_{1}}(y) \sum_{S_{L, q, l_{1}}} \prod_{j=2}^{L-q+1} F_{l_{j}}(y) \prod_{u=L-q+2}^{L}\left(1-F_{l_{u}}(y)\right)  \tag{7.8}\\
& =\sum_{l_{1}=1}^{L} f_{l_{1}}(y) \sum_{S_{L, q, l_{1}}} P_{2}^{L-q+1}(y) Q_{L-q+2}^{L}(y) \tag{7.9}
\end{align*}
$$

where $S_{L, q, l_{1}}$ is the set of all combinations of $L-q$ indices chosen from the set $\{1,2, \ldots, L\}-l_{1}$.

Assuming $\alpha_{1}=\alpha_{2} \ldots=\alpha_{L}=\alpha^{3}$ and using (7.6), the term $Q_{L-q+2}^{L}(y)=\prod_{u=L-q+2}^{L}\left(1-F_{l_{u}}(y)\right)$ is given by

$$
\begin{equation*}
Q_{L-q+2}^{L}(y)=\prod_{u=L-q+2}^{L} e^{-\beta_{l_{u}} y^{\alpha}} \tag{7.10}
\end{equation*}
$$

After simplification, the term $P_{2}^{L-q+1}(y)=\prod_{j=2}^{L-q+1} F_{l_{j}}(y)$ can be expressed as

$$
\begin{equation*}
P_{2}^{L-q+1}(y)=\sum_{k=0}^{L-q}(-1)^{k} \sum_{2 \leq n_{1}<n_{2}<\ldots<n_{k} \leq L-q+1} \prod_{p=1}^{k} e^{-\beta_{l_{p}} y^{\alpha}} \tag{7.11}
\end{equation*}
$$

Following further simplification, the pdf of $Y$ in (7.9) can be written as

$$
\begin{equation*}
f_{Y}^{(q)}(y)=\sum_{l_{1}=1}^{L} \alpha \beta_{l_{1}} \sum_{S_{L, q, l_{1}}} \sum_{k=0}^{L-q}(-1)^{k} \sum_{2 \leq n_{1}<n_{2}<\ldots<n_{k} \leq L-q+1} y^{\alpha-1} e^{-\xi_{k} y^{\alpha}} \tag{7.12}
\end{equation*}
$$

with $\xi_{k}=\sum_{p=1}^{k} \beta_{l_{n_{p}}}+\sum_{u=L-q+2}^{L} \beta_{l_{u}}+\beta_{l_{1}}$. For the special case of SC, i.e. $q=1$, (7.12) reduces to [8, eq. (5)]. Equation (7.12) shows that the pdf of $Y$ can be written as linear combinations of Weibull pdf's with parameters $\xi_{k}$ and $\alpha$. Using [22, eq. (3.478)], the $n^{t h}$ moment can be written as

$$
\begin{equation*}
E\left[Y^{n}\right]=\sum_{l_{1}=1}^{L} \beta_{l_{1}} \sum_{S_{L, q, l_{1}}} \sum_{k=0}^{L-q}(-1)^{k} \sum_{2 \leq n_{1}<n_{2}<\ldots<n_{k} \leq L-q+1} \xi_{k}^{-\frac{\alpha+n}{\alpha}} \Gamma\left(\frac{\alpha+n}{\alpha}\right) . \tag{7.13}
\end{equation*}
$$

Using [23, eq. (21)], and the fact that [23, eq. (11)]

$$
e^{-x}=G_{0,1}^{1,0}\left(\begin{array}{l|l}
x & .  \tag{7.14}\\
0
\end{array}\right)
$$

[^18]the MGF of $Y$ can be obtained as
\[

$$
\begin{align*}
& \mathcal{M}_{Y}^{(q)}(s)=\sum_{l_{1}=1}^{L} \alpha \beta_{l_{1}} \sum_{S_{L, q, l_{1}} \sum_{k=0}^{L-q}(-1)^{k} \sum_{2 \leq n_{1}<n_{2}<\ldots<n_{k} \leq L-q+1}} \frac{\left(\frac{\kappa}{\lambda}\right)^{1 / 2} \lambda^{\alpha} s^{-\alpha}}{(2 \pi)^{\frac{\kappa+\lambda}{2}-1}} \times \\
& G_{\lambda, \kappa}^{\kappa, \lambda}\left[\begin{array}{l}
\left.\xi_{k}^{\kappa} s^{-\lambda} \frac{\lambda^{\lambda}}{\kappa^{\kappa}} \left\lvert\, \begin{array}{c}
\left\{\frac{i-\alpha}{\lambda}\right\}, i=1,2, \ldots, \lambda \\
\left\{\frac{i}{\kappa}\right\}, i=0,1, \ldots, \kappa-1
\end{array}\right.\right]
\end{array} .\right. \tag{7.15}
\end{align*}
$$
\]

where $\lambda$ and $\kappa$ are positive integers chosen so that $\lambda / \kappa=\alpha$ and $G_{c, d}^{a, b}($.$) is the Meijer G$ function [22].

### 7.2.2 Nakagami-m Fading Channels

For Nakagami- $m$ channels, the received SNR is gamma distributed, i.e.

$$
f_{X_{i}}\left(x_{i}\right)=\left\{\begin{array}{cl}
\left(\frac{\alpha_{i}}{\beta_{i}}\right)^{\alpha_{i}} \frac{x_{i}^{\alpha_{i}-1}}{\Gamma\left(\alpha_{i}\right)} \exp \left(-\frac{\alpha_{i} x_{i}}{\beta_{i}}\right), & x_{i} \geq 0  \tag{7.16}\\
0, & x_{i}<0
\end{array}\right.
$$

where $\alpha_{i}$ is the fading figure and $\beta_{i}$ is the mean of $X_{i}{ }^{4}$. Assuming that $\alpha_{i}$ takes on integer values, the pdf of $Y$ can be expressed as

$$
\begin{align*}
f_{Y}^{(q)}(y)= & \sum_{k=0}^{L-q} \sum_{l_{1}=1}^{L} \sum_{S_{L, q, l_{1}}}\left(\frac{\alpha_{l_{1}}}{\beta_{l_{1}}}\right)^{\alpha_{l_{1}}} \frac{(-1)^{k}}{\Gamma\left(\alpha_{l_{1}}\right)} \sum_{2 \leq n_{1}<\ldots<n_{k} \leq L-q+1} \sum_{m_{1}=0}^{\alpha_{l_{n_{1}}-1}} \cdots \sum_{m_{k}=0}^{\alpha_{l_{n_{k}}}-1} \\
& \sum_{m_{1}^{\prime}=0}^{\alpha_{l_{L-q+2}}} \cdots \sum_{m_{q-1}^{\prime}=0}^{\alpha_{l_{L}-1}}\left(\prod_{t=1}^{k} \zeta_{\frac{l_{n_{t}}}{m_{t}}}^{m_{t}!}\right)\left(\prod_{t^{\prime}=1}^{q-1} \frac{\zeta_{l_{L-q+1+t^{\prime}}^{\prime}}^{m_{t^{\prime}}}}{m_{t^{\prime}}^{\prime}!}\right) y^{\nu_{k}-1} e^{-\mu_{k} y} \tag{7.17}
\end{align*}
$$

where

$$
\begin{align*}
& \nu_{k}=\sum_{t=1}^{k} m_{t}+\sum_{t^{\prime}=1}^{q-1} m_{t^{\prime}}^{\prime}+\alpha_{l_{1}}  \tag{7.18}\\
& \mu_{k}=\sum_{t=1}^{k} \zeta_{l_{n_{t}}}+\sum_{t^{\prime}=L-q+2}^{L} \zeta_{l_{t^{\prime}}}+\zeta_{l_{1}} \tag{7.19}
\end{align*}
$$

[^19]\[

$$
\begin{equation*}
\zeta_{l_{u}}=\alpha_{l_{u}} / \beta_{l_{u}} \tag{7.20}
\end{equation*}
$$

\]

The derivation of (7.17) is given in Appendix E. With appropriate scaling factors, the pdf of $Y$ is essentially a linear combination of gamma distributions. This characteristic can be very useful for performance analysis as the properties of the gamma distribution are well-known.

From (7.17), together with [22, page 310, 3.351.3], the MGF can be obtained as

$$
\begin{align*}
\mathcal{M}_{Y}^{(q)}(s)= & \int_{0}^{\infty} f_{Y}^{(q)}(y) e^{s y} d y  \tag{7.21}\\
= & \sum_{k=0}^{L-q} \sum_{l_{1}=1}^{L} \sum_{S_{L, q, l_{1}}}\left(\frac{\alpha_{l_{1}}}{\beta_{l_{1}}}\right)^{\alpha_{l_{1}}} \frac{(-1)^{k}}{\Gamma\left(\alpha_{l_{1}}\right)} \sum_{2 \leq n_{1}<\ldots<n_{k} \leq L-q+1} \sum_{m_{1}=0}^{\alpha_{l_{n_{1}}-1}} \cdots \sum_{m_{k}=0}^{\alpha_{l_{n_{k}}-1}} \\
& \sum_{m_{1}^{\prime}=0}^{\alpha_{l_{L-q+2}}-1} \cdots \sum_{m_{q-1}^{\prime}=0}^{\alpha_{l_{L}}-1}\left(\prod_{t=1}^{k} \frac{\zeta_{l_{n_{t}}}^{m_{t}}}{m_{t}!}\right)\left(\prod_{t^{\prime}=1}^{q-1} \frac{\zeta_{l_{L-q+1+t^{\prime}}^{\prime}}^{m_{t^{\prime}}^{\prime}}}{m_{t^{\prime}}^{\prime}!}\right)\left(\mu_{k}-s\right)^{-\nu_{k}}\left(\nu_{k}-1\right)! \tag{7.22}
\end{align*}
$$

From (7.22), the $n^{\text {th }}$ moment of $Y$ can be obtained as

$$
\begin{align*}
\mathbf{E}\left[Y^{n}\right] & =\left.\frac{d^{n} \mathcal{M}_{Y}^{(q)}(s)}{d s^{n}}\right|_{s=0}  \tag{7.23}\\
& =\sum_{k=0}^{L-q} \sum_{l_{1}=1}^{L} \sum_{S_{L, q, l_{1}}}\left(\frac{\alpha_{l_{1}}}{\beta_{l_{1}}}\right)^{\alpha_{l_{1}}} \frac{(-1)^{k}}{\Gamma\left(\alpha_{l_{1}}\right)} \sum_{2 \leq n_{1}<\ldots<n_{k} \leq L-q+1} \sum_{m_{1}=0}^{\alpha_{l_{n_{1}}-1}} \cdots \sum_{m_{k}=0}^{\alpha_{l_{n_{k}}}-1} \\
\sum_{m_{1}^{\prime}=0}^{\alpha_{l_{L-q+2}}-1} & \cdots \sum_{m_{q-1}^{\prime}=0}^{\alpha_{L_{L}}-1}\left(\prod_{t=1}^{k} \frac{\zeta_{l_{n_{t}}}^{m_{t}}}{m_{t}!}\right)\left(\prod_{t^{\prime}=1}^{q-1} \frac{\zeta_{l_{L-q+1+t^{\prime}}}^{m_{t^{\prime}}^{\prime}}}{m_{t^{\prime}}^{\prime}!}\right) \frac{\left(\nu_{k}+n-1\right)!}{\left(\nu_{k}-1\right)!} \mu_{k}^{-\left(\nu_{k}+n\right)}\left(\nu_{k}-1\right)! \tag{7.24}
\end{align*}
$$

### 7.3 Symbol Error Rate Analysis

The general formula for calculating the average SER is

$$
\begin{equation*}
\bar{P}_{s}=\int_{0}^{\infty} P_{s}(y) f_{Y}^{(q)}(y) d y \tag{7.25}
\end{equation*}
$$

where $P_{s}(y)$ is the SER for the given modulation scheme at an SNR value of $y$.

### 7.3.1 Weibull Fading Channel

The average SER can be obtained by substituting the appropriate expression for $P_{s}(y)$ together with (7:12) into (7.25). After simplification, we have

$$
\begin{equation*}
\bar{P}_{s}=\sum_{l_{1}=1}^{L} \alpha \beta_{l_{1}} \sum_{S_{L, q, l_{1}}} \sum_{k=0}^{L-q}(-1)^{k} \sum_{2 \leq n_{1}<n_{2}<\ldots<n_{k} \leq L-q+1} \dot{\Phi}_{k} \tag{7.26}
\end{equation*}
$$

where

$$
\begin{equation*}
\Phi_{k}=\int_{0}^{\infty} y^{\alpha-1} e^{-\xi_{k} y^{\alpha}} P_{s}(y) d y \tag{7.27}
\end{equation*}
$$

## Binary Phase Shift Keying (BPSK)

For BPSK, the BER expression is given by

$$
\begin{equation*}
P_{s}(y)=c Q(\sqrt{b y}) \tag{7.28}
\end{equation*}
$$

with $b=2$ and $c=1$. Substituting (7.28) into (7.27), and using [23, eq. (21)], together with the fact that [24, p. 645]

$$
\begin{equation*}
\operatorname{erfc}(\sqrt{x})=\frac{1}{\sqrt{\pi}} G_{2,0}^{1,2}\binom{1}{0, \frac{1}{2}} \tag{7.29}
\end{equation*}
$$

we have $\Phi_{k}=A_{k}$, where

$$
A_{k}=\frac{c}{2 \sqrt{\pi}}\left(\frac{\kappa^{1 / 2} \lambda^{\alpha-1}\left(\frac{b}{2}\right)^{-\alpha}}{(2 \pi)^{\frac{1}{2}(\lambda+\kappa)-1}}\right) G_{2 \lambda, \kappa+\lambda}^{\kappa, 2 \lambda}\left(\theta_{\alpha, b, k} \left\lvert\, \begin{array}{c}
\left\{\frac{i-\alpha}{\lambda}\right\},{ }_{i=1,2, \ldots, \lambda},\left\{\frac{j-\frac{1}{2}-\alpha}{\lambda}\right\},{ }_{j=1,2, \ldots, \lambda}  \tag{7.30}\\
\left\{\frac{i^{\prime}}{\kappa}\right\}, i^{\prime}=0,1, \ldots, \kappa-1,\left\{\frac{j^{\prime}-\alpha}{\lambda}\right\}, j^{\prime}=0,1, \ldots, \lambda-1
\end{array}\right.\right)(7 .
$$

$\operatorname{In}(7.30), \alpha=\lambda / \kappa$, and

$$
\begin{equation*}
\theta_{\alpha, b, k}=\frac{\xi_{k}^{\kappa} \kappa^{-\kappa}}{\left(\frac{b}{2}\right)^{\lambda} \lambda^{-\lambda}} \tag{7.31}
\end{equation*}
$$

For the special case of SC, i.e. $q=1,(7.26)$ reduces to [8, eq. (13)].
The SER for a variety of modulation schemes over a non-fading AWGN channel can be expressed as (7.28) with different values of $b$ and $c$ [1]. For example, the SER for $M$-ary Differential Phase Shift Keying (M-DPSK) is well approximated by (7.28), with [25]

$$
\begin{align*}
& c=2.06 \sqrt{\frac{1+\cos \frac{\pi}{M}}{2 \cos \frac{\pi}{M}}}  \tag{7.32}\\
& b=2\left(1-\cos \frac{\pi}{M}\right) \tag{7.33}
\end{align*}
$$

## $M$-ary Quadrature Amplitude Modulation (M-QAM)

The SER for $M$-QAM, where $M=2^{K}$ and $K$ is an even integer, over a non-fading AWGN channel is given by [1]

$$
\begin{equation*}
P_{s}(y)=4 p Q(\sqrt{b y})-4 p^{2} Q^{2}(\sqrt{b y}) \tag{7.34}
\end{equation*}
$$

where

$$
\begin{align*}
p & =\frac{\sqrt{M}-1}{\sqrt{M}}  \tag{7.35}\\
b & =\frac{3}{M-1} \tag{7.36}
\end{align*}
$$

Using [1]

$$
\begin{equation*}
Q^{n}(\sqrt{b y})<(2 \pi b y)^{-n / 2} e^{-\frac{n b}{2} y} \tag{7.37}
\end{equation*}
$$

together with (7.27), (7.34) and [23, eq. (21)], the integral $B_{k}=\int_{0}^{\infty} y^{\alpha-1} e^{-\xi_{k} y^{\alpha}} Q^{2}(\sqrt{b y}) d y$ can be upper bounded by

$$
\begin{align*}
B_{k}^{+} & =(2 \pi b)^{-1} \int_{0}^{\infty} y^{\alpha-2} e^{-\xi_{k} y^{\alpha}} e^{-b y} d y  \tag{7.38}\\
& =(2 \pi b)^{-1} \frac{\left(\frac{\kappa}{\lambda}\right)^{1 / 2} \lambda^{\alpha-(3 / 2)} b^{-(\alpha-1)}}{(2 \pi)^{\frac{\kappa+\lambda}{2}-1}} G_{\lambda, \kappa}^{\kappa, \lambda}\left[\begin{array}{l|l}
\xi_{k}^{\kappa} b^{-\lambda} \frac{\lambda^{\lambda}}{\kappa^{\kappa}} & \left.\begin{array}{l}
\left\{\frac{i-\alpha+1}{\lambda}\right\}, i=1,2, \ldots, \lambda \\
\left\{\frac{i}{\kappa}\right\}, i=0,1, \ldots, \kappa-1
\end{array}\right]
\end{array} .\right. \tag{7.39}
\end{align*}
$$

The term $\Phi_{k}$ in (7.27) is then lower and upper bounded respectively by

$$
\begin{equation*}
\Phi_{k}^{-}=4 p A_{k}-4 p^{2} B_{k}^{+} \tag{7.40}
\end{equation*}
$$

and

$$
\begin{equation*}
\phi_{k}^{+}=4 p A_{k} . \tag{7.41}
\end{equation*}
$$

Since $A_{k}=\int_{0}^{\infty} y^{\alpha-1} e^{-\xi_{k} y^{\alpha}} Q(\sqrt{b y}) d y$ and $B_{k}=\int_{0}^{\infty} y^{\alpha-1} e^{-\xi_{k} y^{\alpha}} Q^{2}(\sqrt{b y}) d y$, it follows that $B_{k} \ll A_{k}$ for large values of $y$. For large values of $y$, the bound in (7.37) is very tight and hence $B_{k}^{+} \approx B_{k}$. Then, the lower and upper bounds in (7.40) and (7.41) are very close. This will be the case as the average channel gains increase.

### 7.3.2 Nakagami Fading Channels

The average SER can be obtained by substituting the appropriate expression for $P_{s}(y)$ together with (7.17) into (7.25). After simplifying, we have

$$
\begin{aligned}
\bar{P}_{s} & =\sum_{k=0}^{L-q} \sum_{l_{1}=1}^{L} \sum_{S_{L, q, l_{1}}}\left(\frac{\alpha_{l_{1}}}{\beta_{l_{1}}}\right)^{\alpha_{l_{1}}} \frac{(-1)^{k}}{\Gamma\left(\alpha_{l_{1}}\right)} \times \\
& \sum_{2 \leq n_{1}<\ldots<n_{k} \leq L-q+1} \sum_{m_{1}=0}^{\alpha_{l_{n_{1}}}-1} \ldots \sum_{m_{k}=0}^{\alpha_{l_{n_{k}}}-1} \sum_{m_{1}^{\prime}=0}^{\alpha_{l_{L-q+2}}-1} \ldots \sum_{m_{q-1}^{\prime}=0}^{\alpha_{l_{L}-1}-1}
\end{aligned}
$$

$$
\begin{equation*}
\left(\prod_{t=1}^{k} \frac{\zeta_{n_{t}}^{m_{t}}}{m_{t}!}\right)\left(\prod_{t^{\prime}=1}^{q-1} \frac{\zeta_{L_{t-q+1+t^{\prime}}}^{m_{t}^{\prime}}}{m_{t^{\prime}}^{\prime}!}\right) \Xi\left(\mu_{k}, \nu_{k}\right) \tag{7.42}
\end{equation*}
$$

where

$$
\begin{equation*}
\Xi\left(\mu_{k}, \nu_{k}\right)=\int_{0}^{\infty} y^{\nu_{k}-1} \exp \left(-\mu_{k} y\right) P_{s}(y) d y \tag{7.43}
\end{equation*}
$$

The exact expression for $\Xi\left(\mu_{k}, \nu_{k}\right)$ depends on the type of modulation used.

## BPSK

Substituting (7.28) into (7.43), and making use of [1, (5A.4a)], we have

$$
\begin{align*}
\Xi\left(\mu_{k}, \nu_{k}\right) & =\frac{\Gamma\left(\nu_{k}\right)}{2 \mu_{k}^{\nu_{k}}}\left\{1-d_{k} \sum_{j=0}^{\nu_{k}-1}\binom{2 j}{j}\left(\frac{1-d_{k}^{2}}{4}\right)^{j}\right\}  \tag{7.44}\\
d_{k} & =\sqrt{\frac{c_{k}}{1+c_{k}}}  \tag{7.45}\\
c_{k} & =\frac{b}{2 \mu_{k}} . \tag{7.46}
\end{align*}
$$

For the sake of notational simplicity, the dependence of $\mu_{k}$ on $d_{k}$ and $c_{k}$ is not explicitly shown.

## M-QAM

Substituting (7.34) into (7.43), and using [1, (5A.4a)] and [1, (5.30)], the average SER can be expressed as in (7.42); the term $\Xi\left(\mu_{k}, \nu_{k}\right)$ in (7.42) is now

$$
\begin{aligned}
& \Xi\left(\mu_{k}, \nu_{k}\right)=\left\{2 p\left[1-d_{k} \sum_{j=0}^{\nu_{k}-1}\binom{2 j}{j}\left(\frac{1-d_{k}^{2}}{4}\right)^{j}\right]\right. \\
& -4 p^{2}\left\{\frac{1}{4}-\frac{1}{\pi} d_{k}\left[\left(\frac{\pi}{2}-\tan ^{-1} d_{k}\right) \sum_{j=1}^{\nu_{k}-1}\binom{2 j}{j} \frac{1}{\left(4\left(1+c_{k}\right)\right)^{j}}\right.\right. \\
& -\sin \left(\tan ^{-1} d_{k}\right) \sum_{j=1}^{\nu_{k}-1} \sum_{i=1}^{j} \frac{T_{i, j}}{\left(1+c_{k}\right)^{j}}
\end{aligned}
$$

$$
\begin{equation*}
\left.\left.\left.\left(\cos \left(\tan ^{-1} d_{k}\right)\right)^{2(j-i)+1}\right]\right\}\right\} \frac{\Gamma\left(\nu_{k}\right)}{\mu_{k}^{\nu_{k}}} \tag{7.47}
\end{equation*}
$$

where $d_{k}$ and $c_{k}$ are given by (7.45) and (7.46) respectively.

## M-PSK

The SER for $M$-PSK over a non-fading AWGN channel is given by

$$
\begin{equation*}
P_{s}(y)=\frac{1}{\pi} \int_{0}^{\frac{(M-1) \pi}{M}} \exp \left(-\frac{g}{\sin ^{2} \theta} y\right) d \theta \tag{7.48}
\end{equation*}
$$

where

$$
\begin{equation*}
g=\sin ^{2}\left(\frac{\pi}{M}\right) \tag{7.49}
\end{equation*}
$$

The SER can be obtained by substituting (7.48) and (7.17) into (7.25). Since (7.17) is a linear combination of $h\left(\nu_{k}, \mu_{k}, y\right)=y^{\nu_{k}-1} \exp \left(-\mu_{k} y\right)$, the evaluation of (7.25) involves the double integral

$$
\begin{gather*}
\Xi\left(\mu_{k}, \nu_{k}\right)=\frac{1}{\pi} \int_{0}^{\infty} \int_{0}^{\frac{(M-1) \pi}{M}} \exp \left(-\frac{g}{\sin ^{2} \theta} y\right) \times \\
h\left(\nu_{k}, \mu_{k}, y\right) d \theta d y \tag{7.50}
\end{gather*}
$$

Using the Laplace transform,

$$
\begin{align*}
M_{Y}\left(\nu_{k}, \mu_{k}, s\right) & =\int_{0}^{\infty} e^{s y} h\left(\nu_{k}, \mu_{k}, y\right) d y  \tag{7.51}\\
& =\frac{\Gamma\left(\nu_{k}\right)}{\mu_{k}^{\nu_{k}}}\left(1-\frac{s}{\mu_{k}}\right)^{-\nu_{k}} \tag{7.52}
\end{align*}
$$

$\Xi\left(\mu_{k}, \nu_{k}\right)$ can be re-written as

$$
\begin{equation*}
\Xi\left(\mu_{k}, \nu_{k}\right)=\frac{1}{\pi} \int_{0}^{\frac{(M-1) \pi}{M}} M_{Y}\left(\nu_{k}, \mu_{k},-\frac{g}{\sin ^{2} \theta}\right) d \theta \tag{7.53}
\end{equation*}
$$

$$
\begin{equation*}
=\frac{\Gamma\left(\nu_{k}\right)}{\mu_{k}^{\nu_{k}}} \frac{1}{\pi} \int_{0}^{\frac{(M-1) \pi}{M}}\left(1+\frac{g}{\mu_{k} \sin ^{2} \theta}\right)^{-\nu_{k}} d \theta \tag{7.54}
\end{equation*}
$$

Using $[1,(5.80)], \Xi\left(\nu_{k}, \mu_{k}\right)$ can be written as

$$
\begin{align*}
& \Xi\left(\nu_{k}, \mu_{k}\right)=\left\{\frac{M-1}{M}-\frac{d_{k}}{\pi}\left[\left(\frac{\pi}{2}+\tan ^{-1} \lambda_{k}\right)\right.\right. \\
& \sum_{j=1}^{\nu_{k}-1}\binom{2 j}{j} \frac{1}{\left(4\left(1+c_{k}\right)\right)^{j}}+\sin \left(\tan ^{-1} \lambda_{k}\right) \sum_{j=1}^{\nu_{k}-1} \sum_{i=1}^{j} \frac{T_{i, j}}{\left(1+c_{k}\right)^{j}} \\
& \left.\left.\left.\quad \times\left(\cos \left(\tan ^{-1} \lambda_{k}\right)\right)^{2(j-i)+1}\right]\right\}\right\} \frac{\Gamma\left(\nu_{k}\right)}{\mu_{k}^{\nu}} \tag{7.55}
\end{align*}
$$

In (7.55),

$$
\begin{equation*}
\lambda_{k}=d_{k} \cot \left(\frac{\pi}{M}\right) \tag{7.56}
\end{equation*}
$$

where $d_{k}$ is given by (7.45), and $c_{k}=g / \mu_{k}$.

### 7.4 Numerical Results

Let $\alpha=\left[\alpha_{1}, \ldots, \alpha_{L}\right]$, where $\left\{\alpha_{i}, i=1, \ldots, L\right\}$ are defined in sections 7.2.1 and 7.2.2 for the Weibull and Nakagami models repectively. Similarly, let $\mathbf{X}=\left[\bar{X}_{1}, \ldots, \bar{X}_{L}\right]$ and $\beta=$ $\left[\beta_{1}, \ldots, \beta_{L}\right]$, where $\left\{\bar{X}_{i}, i=1, \ldots, L\right\}$ and $\left\{\beta_{i}, i=1, \ldots, L\right\}$ are defined in sections 7.2.1 and 7.2.2 respectively. Finally, let $X_{\text {avg }}=\sum_{i=1}^{L} \bar{X}_{i} / L$ and $\beta_{\text {avg }}=\sum_{i=1}^{L} \beta_{i} / L$ be the overall average SNR among all users for their respective channel models.

Figs. 7.1 and 7.2 show the average SER, $\bar{P}_{s}$, for BPSK and 4-QAM on Weibull fading channels as a function of $X_{\text {avg }}$ for different values of $q$ with $\boldsymbol{\alpha}=\left[\begin{array}{llll}2 & 2 & 2 & 2\end{array}\right]$ and $\mathbf{X} / \bar{X}_{1}=\left[\begin{array}{llll}1 & 1 & 1 & 1\end{array}\right]$ (i.i.d. case) or $\mathbf{X} / \bar{X}_{1}=\left[\begin{array}{lll}1 & 3 & 5\end{array}\right]$ (i.n.d. case). Generally, the average SER for i.i.d. channels is lower for large $q$ values compared to i.n.d. channels. For small values of $q$ and $X_{\text {avg }}$, the
average SER for i.n.d. channels is lower than for i.i.d. channels. From Fig. 7.2, it can be seen that the lower and upper bounds from (7.40) and (7.41) are very tight, especially as $X_{\text {avg }}$ increases. This is to be expected, as discussed in section 7.3.

Figs. 7.3 and 7.4 show the average $\mathrm{SER}, \bar{P}_{s}$, for 8 -PSK and 4 -QAM respectively on Nakagami fading channels as a function of $\beta_{\text {avg }}$ for different values of $q$ with $\boldsymbol{\alpha}=\left[\begin{array}{lll}2 & 2 & 2\end{array}\right]$ and $\boldsymbol{\beta}=\left[\begin{array}{lll}1 & 1 & 1\end{array}\right]$ (i.i.d. case) or $\boldsymbol{\alpha}=\left[\begin{array}{lll}1 & 2 & 3\end{array}\right]$ and $\boldsymbol{\beta} / \beta_{1}=\left[\begin{array}{lll}1 & 3 & 5\end{array}\right]$ 7 (i.n.d. case). The results are qualitatively similar to those for Weibull fading channels.

### 7.5 Conclusions

In this chapter, some new analytical results for general order selection over Weibull and Nakagami fading channels are presented. By transforming the pdf into an appropriate form, exact expressions for the MGF and general moment of the $q$-th order statistic for i.n.d. Weibull and Nakagami fading channels were derived. Expressions for the average SER for several common modulation schemes are also obtained. Numerical results show that for large values of $q$, the average SER is generally lower with i.i.d. fading channels. For smaller values of $q$, this is not always the case.


Figure 7.1: Average bit error rate, $\bar{P}_{s}$, for BPSK on Weibull fading channels, as a function of $X_{\text {avg }}$ for different values of $q, \boldsymbol{\alpha}=\left[\begin{array}{lll}2 & 2 & 2\end{array}\right]: \mathbf{X} / \bar{X}_{1}=\left[\begin{array}{lll}1 & 1 & 1\end{array}\right]$ (i.i.d. case), and $\mathbf{X} / \bar{X}_{1}=\left[\begin{array}{lll}1 & 3 & 5\end{array}\right]$ (i.n.d. case).


Figure 7.2: Average symbol error rate, $\bar{P}_{s}$, for 4-QAM on Weibull fading channels, as a function of $X_{\text {avg }}$ for different values of $q, \boldsymbol{\alpha}=\left[\begin{array}{lll}2 & 2 & 2\end{array} 2\right]: \mathbf{X} / \bar{X}_{1}=\left[\begin{array}{lll}1 & 1 & 1\end{array}\right]$ (i.i.d. case), and $\mathbf{X} / \bar{X}_{1}=\left[\begin{array}{lll}1 & 3 & 5\end{array}\right]$ (i.n.d. case).


Figure 7.3: Average symbol error rate, $\bar{P}_{s}$, for 8-PSK on Nakagami fading channels, as a function of $\beta_{\text {avg }}$ for different values of $q$ with (a) $\boldsymbol{\alpha}=\left[\begin{array}{lll}2 & 2 & 2\end{array}\right], \boldsymbol{\beta} / \beta_{1}=\left[\begin{array}{lll}1 & 1 & 1\end{array}\right]$ (i.i.d. case) and (b) $\boldsymbol{\alpha}=\left[\begin{array}{lll}1 & 2 & 3\end{array} 2\right]$, $\boldsymbol{\beta} / \beta_{1}=\left[\begin{array}{lll}1 & 3 & 5\end{array}\right]$ (i.n.d. case).


Figure 7.4: Average symbol error rate, $\bar{P}_{s}$, for 4-QAM on Nakagami fading channels, as a function of $\beta_{\text {avg }}$ for different values of $q$ with (a) $\boldsymbol{\alpha}=\left[\begin{array}{lll}2 & 2 & 2\end{array} 2\right], \boldsymbol{\beta} / \beta_{1}=\left[\begin{array}{lll}1 & 1 & 1\end{array}\right]$ (i.i.d. case) and (b) $\boldsymbol{\alpha}=$ $\left[\begin{array}{llll}1 & 2 & 3 & 2\end{array}\right], \boldsymbol{\beta} / \beta_{1}=\left[\begin{array}{lll}1 & 3 & 5\end{array}\right]$ (i.n.d. case).
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## Chapter 8

## An Accurate Method for Approximating Probability Distributions in Wireless Communications

### 8.1 Introduction

Diversity combining is a commonly employed technique for reducing the effects of fading over wireless communication channels. The motivation behind diversity combining is to exploit the stochastic nature of the gains experienced on different links (branches). Common types of diversity combining include maximal-ratio combining (MRC), equal-gain combining (EGC), and selection combining (SC) [1]. More recently, a hybrid of MRC and SC, known as generalized selection combining (GSC), in which a certain number of the strongest branch signals are selected and combined, has received much attention [1]. Although diversity combining is a well-studied topic, the analysis techniques and results are in general rather complicated. For example, in many cases, exact closed-form expressions for the probability density function (pdf) or the cumulative distribution function (cdf) of the signal-to-noise ratio (SNR) at the combiner output are very complex, if not impossible, to derive [1].

An alternative approach is to explore methods for approximating the probability distributions using simpler expressions. In this chapter, we use the method of Pearson systems [2] to obtain approximate expressions for pdf's. A summary of Pearson systems is given in

[^20]section 8.2. In section 8.3 , the method is applied in various diversity schemes for wireless communications. Numerical results are provided in section 8.4 to illustrate the accuracy of the approximations.

### 8.2 Systems of Distributions

Pearson systems arise as solutions to a simple differential equation [2]. Such solutions lead to seven different families of curves, characterized by their skewness and kurtosis [3]; these families are referred to as systems of distributions, systems of frequency curves or, simply, Pearson systems [3]. Pearson systems were originally intended to approximate a wide variety of distributions based on empirical observations. According to the procedure outlined in [3], a selection parameter $\kappa$ can be computed based on the first four moments of the empirical data in order to determine the appropriate family of curves for the approximation. Depending on the value of $\kappa$, the exact form of the curve can be obtained. The selection parameter, $\kappa$, is given by

$$
\begin{equation*}
\kappa=\frac{\beta_{1}\left(\beta_{2}+3\right)^{2}}{4\left(4 \beta_{2}-3 \beta_{1}\right)\left(2 \beta_{2}-3 \beta_{1}-6\right)} \tag{8.1}
\end{equation*}
$$

where $\beta_{1}$ and $\beta_{2}$ are the skewness and kurtosis respectively [4], and are defined as $\beta_{1}=\mu_{3}^{2} / \mu_{2}^{3}$ and $\beta_{2}=\mu_{4} / \mu_{2}^{2}$. The terms $\mu_{i}=E\left[\left(Z-\nu_{1}\right)^{i}\right]$ and $\nu_{i}=E\left[Z^{i}\right]$ are the $i^{t h}$ central and noncentral moments respectively. It may be noted that "general" distributions such as Weibull, lognormal, gamma and Student's $t$ are associated with lines on the $\beta_{1}, \beta_{2}$ plane, while more limited models such as normal, exponential and uniform are represented by points in the $\beta_{1}, \beta_{2}$ plane [5].

The most common (main) types of curves are the type I, type IV, and type VI curves, which correspond to the cases $\kappa<0,0<\kappa<1$, and $\kappa>1$ respectively. There are a number of less common "transition" types which correspond to different values of $\kappa, \beta_{1}$ and $\beta_{2}$. In
addition, there are a number of so-called "uncommon" types which are of little practical interest. More details on the different types of curves can be found in [3].

### 8.2.1 Pearson Type I $(-\infty<\kappa<0)$

The expression for the type I curve is given by

$$
f_{Z}^{(I)}(z)=\left\{\begin{array}{l}
K_{0}\left(1+\frac{z}{b_{1}}\right)^{\theta_{1}}\left(1-\frac{z}{b_{2}}\right)^{\theta_{2}},-b_{1} \leq z \leq b_{2}  \tag{8.2}\\
0, \text { otherwise }
\end{array}\right.
$$

where

$$
\begin{align*}
K_{0} & =\frac{1}{b_{1}+b_{2}}\left(\frac{\theta_{1}^{\theta_{1}} \theta_{2}^{\theta_{2}}}{\left(\theta_{1}+\theta_{2}\right)^{\theta_{1}+\theta_{2}}}\right) \frac{1}{B\left(\theta_{1}+1, \theta_{2}+1\right)}  \tag{8.3}\\
\theta_{1} & =\frac{1}{2}\left[t-2-s^{*} t(t+2) \sqrt{\frac{\beta_{1}}{K_{1}}}\right]  \tag{8.4}\\
\theta_{2} & =\frac{1}{2}\left[t-2+s^{*} t(t+2) \sqrt{\frac{\beta_{1}}{K_{1}}}\right]  \tag{8.5}\\
b_{1} & =\frac{\theta_{1}}{\theta_{2}} \frac{b_{0}}{\left(1+\frac{\theta_{1}}{\theta_{2}}\right)}  \tag{8.6}\\
b_{2} & =b_{0}-b_{1} \tag{8.7}
\end{align*}
$$

and

$$
\begin{align*}
b_{0} & =\frac{1}{2} \sqrt{\mu_{2}\left\{\beta_{1}(t+2)^{2}+16(t+1)\right\}}  \tag{8.8}\\
K_{1} & =\beta_{1}(t+2)^{2}+16(t+1)  \tag{8.9}\\
t & =\frac{6\left(\beta_{2}-\beta_{1}-1\right)}{6+3 \beta_{1}-2 \beta_{2}}  \tag{8.10}\\
s^{*} & =\operatorname{sign}\left(\mu_{3}\right) . \tag{8.11}
\end{align*}
$$

The peak (mode) of (8.2) occurs at $z=0$. To approximate the pdf of $Z$, the mean of (8.2) is set equal to that of $Z$, i.e. $\nu_{1}$. This results in

$$
f_{Z}(z)=\left\{\begin{array}{c}
K_{0}\left(1+\frac{z-\Delta}{b_{1}}\right)^{\theta_{1}}\left(1-\frac{z-\Delta}{b_{2}}\right)^{\theta_{2}}  \tag{8.12}\\
-b_{1}+\Delta \leq z \leq b_{2}+\Delta \\
0, \text { otherwise }
\end{array}\right.
$$

where the adjustment factor $\Delta$ is given by

$$
\begin{align*}
\Delta & =\nu_{1}-\int_{-b_{1}}^{b_{2}} z f_{Z}^{(I)}(z) d z  \tag{8.13}\\
& =\nu_{1}-\frac{b_{0}\left(\theta_{1}+1\right)}{\theta_{1}+\theta_{2}+2}+b_{1} \tag{8.14}
\end{align*}
$$

A closed-form expression for the cdf of $Z$ is not given in [3], but can be obtained as (see Appendix F)

$$
F_{Z}(z)= \begin{cases}b_{1} K_{0} p^{\theta_{2}} l^{-\left(\theta_{1}+1\right)} B_{x(z)}\left(\theta_{1}+1, \theta_{2}+1\right)  \tag{8.15}\\ & z \geq-b_{1}+\Delta \\ 0, \text { otherwise } & \end{cases}
$$

where $B_{x(z)}(.,$.$) is the incomplete beta function [6], with l=p^{\prime} / p, p=1+\left(b_{1} / b_{2}\right)$, $p^{\prime}=b_{1} / b_{2}$, and $x(z)=l\left(1+\frac{z-\Delta}{b_{1}}\right)$.

### 8.2.2 Pearson Type IV $(0<\kappa<1)$

The expression for the type IV curve is given by

$$
\begin{equation*}
f_{Z}^{(I V)}(z)=K_{0}\left(1+\frac{z^{2}}{a^{2}}\right)^{-\theta_{1}} \exp \left(-\theta_{2} \tan ^{-1} \frac{z}{a}\right), \quad-\infty<z<\infty \tag{8.16}
\end{equation*}
$$

where

$$
\begin{align*}
\theta_{1} & =\frac{1}{2}(r+2)  \tag{8.17}\\
\theta_{2} & =\frac{-r(r-2) \sqrt{\beta_{1}}}{\sqrt{16(r-1)-\beta_{1}(r-2)^{2}}}  \tag{8.18}\\
a & =\sqrt{\frac{\mu_{2}}{16}\left(16(r-1)-\beta_{1}(r-2)^{2}\right)}  \tag{8.19}\\
K_{0} & =\left(a F\left(r, \theta_{2}\right)\right)^{-1} \tag{8.20}
\end{align*}
$$

and

$$
\begin{align*}
r & =\frac{6\left(\beta_{2}-\beta_{1}-1\right)}{2 \beta_{2}-3 \beta_{1}-6}  \tag{8.21}\\
F\left(r, \theta_{2}\right) & =\int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} \cos ^{r}(u) \exp \left(-\theta_{2} u\right) d u \tag{8.22}
\end{align*}
$$

To approximate the pdf of $Z$, the mean of (8.16) is set equal to that of $Z$, i.e. $\nu_{1}$. This results in

$$
\begin{equation*}
f_{Z}(z)=f_{Z}^{(I V)}(z-\Delta),-\infty<z<\infty \tag{8.23}
\end{equation*}
$$

where $\Delta=\nu_{1}+\theta_{2} a / r$. In this case, a closed-form expression for the cdf of $Z$ cannot easily be obtained but it can be computed via numerical integration.

### 8.2.3 Pearson Type VI $(1<\kappa<\infty)$

The expression for the type VI curve is given by

$$
f_{Z}^{(V I)}(z)=\left\{\begin{array}{l}
K_{0}(z-a)^{\theta_{2}} z^{-\theta_{1}}, a \leq z<\infty  \tag{8.24}\\
0, \text { otherwise }
\end{array}\right.
$$

where

$$
\begin{align*}
a & =\frac{1}{2} \sqrt{\mu_{2} \lambda}  \tag{8.25}\\
\theta_{i} & =\frac{r(r+2)}{2} \sqrt{\frac{\beta_{1}}{\lambda}}+(-1)^{i}\left(\frac{r-2}{2}\right), i=1,2  \tag{8.26}\\
K_{0} & =\frac{a^{\theta_{1}-\theta_{2}-1} \Gamma\left(\theta_{1}\right)}{\Gamma\left(\theta_{1}-\theta_{2}-1\right) \Gamma\left(\theta_{2}+1\right)} \tag{8.27}
\end{align*}
$$

and

$$
\begin{align*}
r & =\frac{6\left(\beta_{2}-\beta_{1}-1\right)}{6+3 \beta_{1}-2 \beta_{2}}  \tag{8.28}\\
\lambda & =\beta_{1}(r+2)^{2}+16(r+1) \tag{8.29}
\end{align*}
$$

In (8.27), $\Gamma$ (.) denotes the Gamma function [6]. After equating the mean of (8.24) to that of $Z$, i.e. $\nu_{1}$, the resulting pdf is given by

$$
\begin{equation*}
f_{Z}(z)=f_{Z}^{(V I)}(z-\Delta) \tag{8.30}
\end{equation*}
$$

where $\Delta=\nu_{1}-a\left(\theta_{1}-1\right) /\left(\theta_{1}-\theta_{2}-2\right)$. Although a closed-form expression for the cdf of $Z$ is not given in [3], it can be obtained as (see Appendix F)

$$
F_{Z}(z)=\left\{\begin{array}{lc}
1-K_{0} a^{\theta_{2}-\theta_{1}+1} B_{\frac{a}{z-\Delta}}\left(\theta_{1}-\theta_{2}-1, \theta_{2}+1\right)  \tag{8.31}\\
& a+\Delta \leq z<\infty \\
0, \text { otherwise } &
\end{array}\right.
$$

### 8.2.4 Transition Types

For $\kappa= \pm \infty$, the pdf corresponds to the type III curve, and is given by

$$
\begin{equation*}
f_{Z}^{(I I I)}(z)=K_{0}\left(1+\frac{z}{a}\right)^{\gamma a} e^{-\gamma z} \tag{8.32}
\end{equation*}
$$

where $K_{0}=p^{p+1} /\left(e^{p} \Gamma(p+1)\right)$ is a normalization constant with $p=\gamma a$, and the expressions for $a$ and $\gamma$ can be found in [3]. By letting $x=(1+(z / a)) / b, \lambda=\gamma a b$, and $m=\gamma a+1$, (8.32) can be transformed into the well-known gamma pdf

$$
\begin{equation*}
f_{X}(x)=\frac{\lambda^{m}}{\Gamma(m)} x^{m-1} e^{-\lambda x}, x>0 \tag{8.33}
\end{equation*}
$$

The parameters $m$ and $\lambda$ can be obtained by matching the moments and are given by $m=\frac{\nu_{2}}{\nu_{2}-\nu_{1}^{2}}$ and $\lambda=\frac{m}{\nu_{1}}$. For large values of $|\kappa|$, the gamma pdf can still provide a good approximation. The various transition types and their associated parameter values are summarized in Table 2.1.

### 8.3 Some Applications

### 8.3.1 MRC over Non-Identical Weibull Fading Channels

The performance of MRC diversity systems has been studied extensively for Rayleigh, Rician and Nakagami channel models [1],[7]-[11]. A lesser-known distribution for modelling fading channels is the Weibull distribution. Experimental data for the indoor wireless channel have been found to closely match the Weibull distribution [12, 13]. This distribution can also be a good model for the outdoor fading channel [14, 15, 16]. Recently, closed-form expressions for the moments and the moment generating function (MGF) of the SNR at the output of a maximal-ratio combiner, assuming the branch SNR's are non-identically Weibull distributed, have been derived in [17]. However, to the authors' best knowledge, exact closed-form expressions for the corresponding pdf and cdf of the SNR are not available.

Let $\left\{X_{i}, i=1, \ldots, L\right\}$ be the SNR of the $i^{\text {th }}$ input branch of a $L$-branch maximum ratio
combiner; $X_{i}$ has a Weibull distribution,

$$
f_{X_{i}}(x)=\left\{\begin{array}{l}
\alpha_{i} \gamma_{i} x^{\alpha_{i}-1} \exp \left(-\gamma_{i} x^{\alpha_{i}}\right), x \geq 0  \tag{8.34}\\
0, \text { otherwise }
\end{array}\right.
$$

where $\alpha_{i}$ is the fading figure and $\gamma_{i}$ is the moment-related parameter ${ }^{2}$. The MRC output SNR is given by

$$
\begin{equation*}
Z=X_{1}+X_{2}+\ldots+X_{L} \tag{8.35}
\end{equation*}
$$

The $m^{\text {th }}$ moment of $Z$ can be obtained using the multinomial expansion, and is given by

$$
\begin{align*}
E\left[Z^{m}\right]= & \sum_{m_{1}=0}^{m} \sum_{m_{2}=0}^{m_{1}} \ldots \sum_{m_{L-1}=0}^{m_{L-2}}\binom{m}{m_{1}}\binom{m_{1}}{m_{2}} \cdots\binom{m_{L-2}}{m_{L-1}} \\
& E\left[X_{1}^{m-m_{1}}\right] E\left[X_{2}^{m_{1}-m_{2}}\right] \times \ldots \times E\left[X_{L-1}^{m_{L-2}-m_{L-1}}\right] E\left[X_{L}^{m_{L-1}}\right] \tag{8.36}
\end{align*}
$$

where

$$
\begin{equation*}
E\left[X_{i}^{k}\right]=\left(\frac{1}{\gamma_{i}}\right)^{k / \alpha_{i}} \Gamma\left(1+\frac{k}{\alpha_{i}}\right) \tag{8.37}
\end{equation*}
$$

Instead of trying to obtain exact expressions for the pdf and $\operatorname{cdf}$ of $Z$, they can be accurately approximated using the first four moments of $Z$ and the Pearson method outlined in section 8.2.

[^21]
### 8.3.2 General Order Selection Combining over Non-Identical Weibull Fading Channels

SC is a simple diversity technique in which the branch with the highest SNR is selected [1]. A closed-form expression is derived for the moments of the output SNR of an $L$-branch SC with non-identical Weibull fading branches in [18]. Average symbol error rate expressions for a number of modulation schemes are given in terms of the Meijer G function.

In some scenarios, such as multiuser scheduling, it is useful to examine the performance of not only the user with the highest SNR, but also other users who are in the queue during the same scheduling period [19]. The selection of the $r^{t h}$ highest order statistics is referred to as general order selection combining (GOSC). In [20], some results for GOSC over non-identical Nakagami fading channels are presented. However, similar results for Weibull channels are not available. In this chapter, it is shown that the pdf and cdf of the SNR for GOSC over non-identical Weibull fading channels can be accurately approximated using the Pearson method.

Let $\left\{X_{i}, i=1, \ldots, L\right\}$ be a set of independent, non-identically distributed Weibull variates as in (8.34). The corresponding order statistics are obtained by arranging these $L$ $X_{i}$ 's in a non-decreasing order and are denoted by $X_{(1)}, X_{(2)}, \ldots, X_{(L)}$. Thus, $X_{(L)}$ is the largest of the $X_{i}$ 's. In the case when $\alpha_{1}=\alpha_{2}=\ldots=\alpha_{L}=\alpha^{3}$, it is shown in [21] that the $m^{\text {th }}$ moment of $X_{(1)}$ is given by

$$
\begin{equation*}
\mu_{1: L}^{(m)}=B(m, \alpha) \mathbf{I}_{L} \tag{8.38}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathbf{I}_{j}=\sum_{1 \leq i_{1}<i_{2}<\ldots<i_{j} \leq L} \frac{1}{\left(\gamma_{i_{1}}+\gamma_{i_{2}}+\ldots+\gamma_{i_{j}}\right)^{m / \alpha}} \tag{8.39}
\end{equation*}
$$

[^22]The $m^{\text {th }}$ moment of $X_{(r)}$ can be obtained recursively as

$$
\begin{equation*}
\mu_{r: L}^{(m)}=\mu_{r-1: L}^{(m)}+\sum_{j=1}^{r} A_{j}(m, \alpha) \mathbf{I}_{L-r+j}, r=2, \ldots, L \tag{8.40}
\end{equation*}
$$

where

$$
\begin{equation*}
A_{j}(m, \alpha)=(-1)^{j-1}\binom{L-r+j}{j-1} B(m, \alpha) \tag{8.41}
\end{equation*}
$$

Once the first four moments are obtained from (8.40), the pdf and cdf can be accurately approximated using the Pearson method.

### 8.3.3 Generalized Selection Combining (GSC) over Non-Identical Weibull Fading Channels

The idea behind GSC is to combine the signals from the $l$ strongest paths out of the $L$ available paths, and represents a compromise between the SC and MRC techniques [1, 22, 23]. For GSC over non-identical Weibull channels, exact closed-form expressions for the pdf or cdf of the SNR at the combiner output are difficult to obtain.

Let

$$
\begin{equation*}
Z=X_{(L)}+X_{(L-1)}+\ldots+X_{(L-l+1)} \tag{8.42}
\end{equation*}
$$

The $m^{\text {th }}$ moment of $Z$ can be expressed as

$$
\begin{array}{r}
E\left[Z^{m}\right]=\sum_{m_{1}=0}^{m} \sum_{m_{2}=0}^{m_{1}} \ldots \sum_{m_{l-1}=0}^{m_{l-2}}\binom{m}{m_{1}}\binom{m_{1}}{m_{2}} \cdots\binom{m_{l-2}}{m_{l-1}} \\
E\left[X_{(L-l+1)}^{m-m_{1}} X_{(L-l+2)}^{m_{1}-m_{2}} \ldots X_{(L-l)}^{m_{l-2}-m_{l-1}} X_{(L)}^{m_{l-1}}\right] . \tag{8.43}
\end{array}
$$

Unfortunately, the random variables (r.v.'s) $\left\{X_{(i)}, i=L-l+1, \ldots, L\right\}$ are no longer
independent, and their general product moments are very difficult to obtain analytically. However, the first four moments can be readily estimated using relatively short simulations. It is shown in section 8.4 that the cdf can hence be accurately approximated.

### 8.3.4 Equal-Gain Combining (EGC) over Correlated, Non-Identical Nakagami Fading Channels

Let $\left\{R_{i}, i=1, \ldots, L\right\}$ be the gain of the $i^{\text {th }}$ branch of a $L$-branch pre-detection EGC diversity receiver. Assuming that equally likely symbols of energy $E_{s}$ are transmitted over a Nakagami fading channel and the received signal is corrupted by the additive white Gaussian noise (AWGN) with two-sided power spectral density $N_{0} / 2$, the instantaneous SNR per symbol at the EGC output is given by [1]

$$
\begin{equation*}
Z=\frac{E_{s}}{L N_{0}}\left(R_{1}+R_{2}+\ldots+R_{L}\right)^{2} \tag{8.44}
\end{equation*}
$$

The instantaneous SNR, $X_{i}=E_{s} R_{i}^{2} / N_{0}$, for each branch follows the gamma distribution [1]

$$
\begin{equation*}
f_{X_{i}}\left(x_{i}\right)=\left(\frac{\alpha_{i}}{\bar{X}_{i}}\right)^{\alpha_{i}} \frac{x_{i}^{\alpha_{i}-1}}{\Gamma\left(\alpha_{i}\right)} e^{-\alpha_{i} x_{i} / \bar{X}_{i}}, x_{i}>0 \tag{8.45}
\end{equation*}
$$

where $\bar{X}_{i}$ is the average value of $X_{i}$, and $\alpha_{i}>0$ is a shaping parameter.
The performance of EGC systems has been extensively studied [1], [24]-[28] In [26], an infinite series expression for the pdf of the sum of two correlated Nakagami-m r.v.'s is derived. Subsequently, the symbol error rates for different modulation schemes are obtained for dual-branch EGC over correlated Nakagami-m channels. In [27], the MGF of $Z$ is approximated using the Padé approximation. For correlated branch SNR r.v.'s $\left\{X_{i}, i=1, \ldots, L\right\}$, statistical parameters such as the $k^{\text {th }}$ moment, the skewness and kurtosis of $Z$ are derived in [28]. However, available results suggest that exact closed-form expressions for the pdf or cdf of $Z$ would be very complicated, if at all possible [26].

Instead of exact expressions, simple accurate approximations for the pdf and $\operatorname{cdf}$ of $Z$ can be obtained using the first four moments of $Z[28$, eqs. (4) and (14)] in conjunction with the method outlined in section 8.2.

### 8.4 Numerical Results

In this section, results are provided to illustrate the accuracy of the approximate cdf curves obtained using Pearson's method. These curves are compared with cdf curves obtained using Monte-Carlo simulation.

Figs. 8.1, 8.2 and 8.3 show the cdf and the complementary cdf of the SNR at the output of the MRC, GOSC and GSC receivers respectively for the Weibull channel with $L=3$ and different values of $\alpha_{i}$ and $\gamma_{i}$ as defined in (8.34). The $\underline{\alpha}=\left[\alpha_{1} \alpha_{2} \alpha_{3}\right]$ and $\underline{\gamma}=\left[\gamma_{1} \gamma_{2} \gamma_{3}\right]$ values used are listed in Table 8.2. It can be seen that the approximate and simulation curves agree closely in all three figures. Fig. 8.3 shows that the approximate cdf curve is quite insensitive to the number, $N_{\text {samples }}$, of samples used to estimate the moments. On the other hand, the simulation cdf curve is quite sensitive to $N_{\text {samples }}$.

For EGC, we consider $L=2$. The $\underline{\alpha}=\left[\begin{array}{ll}\alpha_{1} & \alpha_{2}\end{array}\right]$ and $\underline{\bar{X}}=\left[\begin{array}{ll}\bar{X}_{1} & \bar{X}_{2}\end{array}\right]$ (as defined in (8.45)) values used are given in Table 8.2. Fig. 8.4 shows the cdf and the complementary cdf of the EGC output SNR for dual-branch Nakagami fading channels as described in section 8.3.4. The moments of the EGC output SNR are obtained using [28, eq. (14)]. In this example, significant discrepancies between the approximate and simulation results can be observed at the lower end of the cdf's. Fig. 8.5 shows the average Bit Error Rate (BER) for Binary Phase Shift Keying (BPSK) modulation as a function of the average EGC output SNR over the same fading model as for Fig. 8.4, with $\underline{\bar{X}} / \bar{X}_{2}=\left[\begin{array}{ll}1.4 & 1.0\end{array}\right]$. It can be seen that the approximate cdf from the Pearson method yields reasonably accurate BER results.

### 8.5 Conclusions

In this chapter, the Pearson system of distributions has been used to approximate the pdf's and cdf's of the combiner output SNR's for a number of well-known diversity techniques in Nakagami and Weibull fading channels. Although exact closed-form expressions for some of the distributions are difficult to obtain, relatively simple approximations are shown to be quite accurate.

| Type | $\beta_{1}$ | $\beta_{2}$ | $\kappa$ |
| :---: | :---: | :---: | :---: |
| III | $2 \beta_{2}-3 \beta_{1}-6=0$ |  | $\pm \infty$ |
| II | 0 | $<3$ | 0 |
| Gaussian | 0 | 3 | 0 |
| VII | 0 | $>3$ | 0 |
| V | - |  | 1 |

Table 8.1: Transition types and associated parameter values.

| Fig. 8.1 |  |  |
| :---: | :---: | :---: |
| Case 1 | $\underline{\alpha}=\left[\begin{array}{lllll}4.50 & 3.30 & 3.75\end{array}\right]$ | $\underline{\gamma}=[1.002 .503 .85]$ |
| Case 2 | $\underline{\alpha}=\left[\begin{array}{llll}3.00 & 2.20 & 2.50\end{array}\right]$ | $\underline{\gamma}=\left[\begin{array}{llll}1.00 & 0.40 & 0.60\end{array}\right]$ |
| Fig. 8.2 |  |  |
|  | $\underline{\alpha}=\left[\begin{array}{llll}2.00 & 2.00 & 2.00\end{array}\right]$ | $\underline{\gamma}=\left[\begin{array}{llll}0.10 & 0.24 & 0.08\end{array}\right]$ |
| Case 1 | $r=2$ |  |
| Case 2 | $r=1$ |  |
| Fig. 8.3 |  |  |
|  | $\underline{\alpha}=[4.004 .004 .00]$ | $\underline{\gamma}=\left[\begin{array}{llll}0.40 & 1.00 & 0.70\end{array}\right]$ |
| Case 1 | $N_{\text {samples }}=4000000$ |  |
| Case 2 | $N_{\text {samples }}=8000$ |  |
| Fig. 8.4 |  |  |
|  | $\underline{\alpha}=[2.002 .00]$ | $\rho=0.15$ |
| Case 1 | $\underline{\bar{X}}=\left[\begin{array}{lll}1.50 & 2.25\end{array}\right]$ |  |
| Case 2 | $\underline{\bar{X}}=\left[\begin{array}{lll}0.70 & 0.50\end{array}\right]$ |  |

Table 8.2: Parameter values used in Figs. 8.1-8.4.


Figure 8.1: Complementary cdf and cdf of MRC output SNR for Weibull fading channels.


Figure 8.2: Complementary cdf and cdf of the second and third largest GOSC output SNR for Weibull fading channels.


Figure 8.3: Complementary cdf and cdf of GSC output SNR for Weibull fading channels.


Figure 8.4: Complementary cdf and cdf of EGC output SNR for Nakagami fading channels with $\rho=0.15$.


Figure 8.5: Average BER for BPSK with EGC over Nakagami fading channels with $\rho=0.15$.
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## Chapter 9

## Conclusions and Future Work

### 9.1 Summary of Contributions

The main contributions of this thesis are summarized below:

- The problem of allocating radio resources in the downlink of a CDMA network is studied. The modulation and coding schemes, numbers of multicodes, and transmit powers used for all mobile stations (MS's) are jointly chosen so as to maximize the total transmission bit rate, subject to certain constraints. Based on the discrete and non-linear nature of the proposed model, a mixed-integer non-linear programming optimization problem is formulated. It is found that the optimal allocation generally involves simultaneous transmissions to several MS's. A scheduler which uses knowledge of MS traffic loads is also proposed and shown to yield a significant improvement in throughput.
- Analytical expressions are derived for optimal resource allocation in the case of a single MS. Based on the single-MS solution, a sub-optimal, sequential optimization procedure for multiple MS's is presented. Numerical results show that joint optimization performs noticibly better than the sequential procedure when radio resources are abundant. However, when the MS's are optimally ordered based on their channel conditions and/or traffic loads, the sequential solution is an attractive alternative to the more complex joint optimization.
- Since the selection of the modulation and coding scheme (MCS) and the number of
multicodes requires an estimation of the downlink channel quality, it is important to assess the performance degradation due to estimation errors. It is shown that the throughput is quite sensitive to channel quality estimation errors. The sensitivity can be reduced by using a more conservative estimate of the channel quality. The above analysis does not include any fading statistics. Subsequently, the estimation error analysis is extended to include the Nakagami fading channel model.
- By modelling the channel dynamics using a Hidden Markov Model (HMM), the impact of channel estimation errors in a system employing AMC and multicodes is studied. Unlike the previous studies, the channels are modelled as discrete states. An HMM filter is used and shown to yield an improved estimate of the channel state. Simulation results show that the HMM filter provides a significant throughput improvement over the unfiltered case, especially when the channel state information (CSI) is quite noisy or the normalized Doppler rate (defined as the product of the Doppler rate of the channel and the transmission period) is small.
- An expression for the probability density function (pdf) is derived for the ratio, $\Gamma$, of gamma variates of the form $\Gamma=X_{1} /\left(a_{1} X_{1}+a_{2} X_{2}\right)$, where $a_{1}$ and $a_{2}$ are constants and $X_{1}$ and $X_{2}$ are independent gamma distributed random variables. This distribution arises naturally in performance analyses of the downlink on which simultaneously transmitted interfering and desired signals from the same base station normally undergo the same fade. The result is used to analyze the performance of a downlink CDMA system involving AMC and multicodes.
- Exact closed-form results for general order selection (GOS) over independent but not necessarily identically distributed (i.n.d.) Weibull and Nakagami fading channels are presented. The GOS model is important in performance analyses of multiuser scheduling, where the statistics of ranked channel conditions are desired. Exact closed-form expressions for the symbol error rate are obtained for a number of modulation schemes.

Numerical results show that for the same average channel gains, the performance on i.n.d. channels may be better or worse than on i.i.d. channels.

- The Pearson system of distributions is examined as a means to approximate statistical distributions which are often difficult to derive in closed-form. The usefulness of this approach is illustrated for a number of diversity techniques employed on Nakagami and Weibull fading channels. The resulting relatively simple approximations are shown to be quite accurate.


### 9.2 Future Work

In a WCDMA network, the High Speed Downlink Shared Channel (HS-DSCH) is designed to carry packet data from the radio access network to the user. Although most research efforts so far have been devoted to "best effort" packet services, the HS-DSCH is also intended to support other kinds of applications such as interactive and streaming traffic [1]. If a shared channel is used to carry real-time traffic, the delay and jitter requirements have to be much more stringent. As a result, the study of delay sensitivity issues on the shared channel is very important. A number of articles have addressed the problem of scheduling delay-sensitive traffic [2]-[13]. In [12], the issue of delay-sensitive scheduling in WCDMA networks is investigated. In this work, real-time data are sorted based on their deadlines, and those with the earliest deadline are given a higher priority for transmission. However, the authors do not take into account the buffer content sizes, and resources are not jointly optimized for multiple users. In [13], a general structure of opportunistic scheduling policies is presented, which exploit channel and/or buffer content variations for achieving the required QoS. Subsequently, the performance is compared for a number of special but well-known cases of the general policy.

According to the 3GPP specification [14, 15, 16], the shared channel such as the HSDSCH in WCDMA does not operate in isolation. It is only designed to be an advanced
alternative to the more traditional dedicated channel in the downlink. The HS-DSCH does not employ fast power control to compensate for channel variations. Instead, to maximize the throughput in the downlink, the data rate is adjusted to match the instantaneous channel condition. In contrast to the HS-DSCH, the dedicated channels are designed to maintain a constant data rate by means of fast power control. Such an arrangement allows the dedicated channels to be natural candidates for voice services [16]. In addition, the dedicated channels have the diversity advantage of soft-handover, which is not present in the shared channels. Figure 9.1 shows the relationship between the dedicated and the shared channels. Since both the shared and dedicated channels require power and code resources, it is important to allocate these resources to both types of channels efficiently. It has been shown in [17] by simulations that HS-DSCH can increase the system throughput significantly due to the fact that less reservation of power control headroom is required for HSDPA. However, both power and code resources are assumed to be statically allocated. In [18], the dedicated channels, i.e. the voice traffic, are given a higher priority over the shared channel in terms of the power allocation. On the other hand, the maximum code resource for the shared channels is assumed to be fixed.

Since the dedicated and shared channels are competing for resources, any resources allocated to the shared channel has a direct impact upon the performance of the dedicated channels, and vice versa. If the maximum allowable power and code resources allocated to the dedicated and shared channels are dynamically changed based on the traffic load and the channel conditions, a significant performance gain might be achieved.

The following summarizes some of the possible topics for future study:

- The issue of resource-sharing between the shared and the dedicated channels can be investigated. To optimally allocate the maximum allowable power and code resources dynamically between the shared and the dedicated channels is important from the radio resource management point of view. By carefully selecting the maximum allowable resources, a relatively small sacrifice of the shared channel performance could result in


Figure 9.1: Cooperation between the dedicated and the shared channels.
a significant improvement in the performance of the dedicated channel and vice versa.

- A new optimization model may address the issues of jointly minimizing the amount of power and code resources in the context of shared and dedicated channels, when both real-time and non-real-time traffic are present.
- It would be useful to examine the possibility of incorporating the technique of OFDM into the current model involving AMC, downlink transmit power, and multicodes. This would add an extra degree of freedom in the optimization procedure.
- The effects of channel estimation errors on the ranked SNR statistics in the context of general order selection diversity should be examined.
- The analysis of general order selection diversity discussed in this thesis is based on user channel conditions. However, if the selection also includes the amount of user data in the buffer, or the packet delays, the statistics of the resulting selection criterion would
be more complicated. The derivation of the statistics for such a selection criterion is an interesting problem.
- By incorporating the statistical distribution of the downlink received SIR, stochastic optimization models can be developed in order to take into account the uncertainties of the system, which are often more realistic in practice.
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## Appendix A

## Linearization of the MINLP models

## A. 1 Assigned Bit Rate Based Model

In this appendix, it is shown that we can linearize the MINLP problems for both the basic and load-based models. Solving the linearized versions to obtain the results in section 2.3.3 in a 1.7 GHz personal computer with 384 MBytes of RAM was found to take much less time (typically a factor of 7) than the non-linearized version. Using the substitution,

$$
\begin{align*}
m_{i j} & =a_{i j} n_{i}  \tag{A.1}\\
K_{i j} & =\lambda_{i, j}\left(\alpha P_{T}+\sum_{k \in \mathcal{B}} I_{k} h_{k i} / h_{i}+I_{N} / h_{i}\right) . \tag{A.2}
\end{align*}
$$

the MINLP problem in (2.5) can be transformed to an equivalent mixed-integer linear problem as

$$
\begin{equation*}
\max _{\mathbf{a}, \mathbf{P}, \mathbf{n}}\left\{\sum_{i=1}^{L} \sum_{j=1}^{J} m_{i j} r_{i j}-v\right\} \tag{A.3}
\end{equation*}
$$

subject to linear constraints

$$
\begin{align*}
a_{i j} & \in\{0,1\}, \forall i=1, \ldots, L, \forall j=1, \ldots J  \tag{A.4}\\
\sum_{j=1}^{J} a_{i j} & =1  \tag{A.5}\\
n_{i} & \leq N_{i, \max }, \quad \forall i=1, \ldots, L  \tag{A.6}\\
\sum_{i=1}^{L} n_{i} & \leq N_{\max } \tag{A.7}
\end{align*}
$$

$$
\begin{align*}
\sum_{i=1}^{L} P_{i} & \leq P_{\max }  \tag{A.8}\\
\sum_{j=1}^{J} m_{i j} K_{i j} & \leq P_{i}, \quad \forall i=1, \ldots, L  \tag{A.9}\\
m_{i j} & \leq n_{i}, \quad \forall i=1, \ldots, L, \\
\forall j & =1, \ldots, J  \tag{A.10}\\
m_{i j} & \leq N_{i, \max } a_{i j}, \\
\forall i & =1, \ldots, L, \quad \forall j=1, \ldots, J  \tag{A.11}\\
m_{i j} & \geq n_{i}-\left(1-a_{i j}\right) N_{i, \max }, \\
\forall i & =1, \ldots, L, \quad \forall j=1, \ldots, J  \tag{A.12}\\
m_{i j} & \geq 0, \quad \forall i=1, \ldots, L, \quad \forall j=1, \ldots, J \tag{A.13}
\end{align*}
$$

## A. 2 Load-Based Model

Using the substitution

$$
\begin{equation*}
Y_{i}=\sum_{j=1}^{J} m_{i j} r_{i j} / W \tag{A.14}
\end{equation*}
$$

the MINLP problem in (2.15) can be transformed into an equivalent mixed-integer linear problem as

$$
\begin{equation*}
\max _{\mathbf{a}, \mathbf{P}, \mathbf{n}}\left\{\sum_{i=1}^{L} t_{i}-v\right\}, \tag{A.15}
\end{equation*}
$$

subject to the constraints (A.4) - (A.13), together with

$$
\begin{align*}
t_{i} & \leq D_{i}, \quad \forall i=1, \ldots, L  \tag{A.16}\\
t_{i}+M t_{i}^{\prime} & \geq D_{i}, \quad \forall i=1, \ldots, L  \tag{A.17}\\
t_{i} & \leq Y_{i}, \quad \forall i=1, \ldots, L \tag{A.18}
\end{align*}
$$

$$
\begin{align*}
t_{i}+M t_{i}^{\prime \prime} & \geq Y_{i}, \forall i=1, \ldots, L  \tag{A.19}\\
t_{i}^{\prime}+t_{i}^{\prime \prime} & =1, \forall i=1, \ldots, L  \tag{A.20}\\
t_{i}^{\prime}, t_{i}^{\prime \prime} & \in\{0,1\}, \forall i=1, \ldots, L . \tag{A.21}
\end{align*}
$$

where $M \in \mathcal{R}^{+}$and $M \gg 0$.

## Appendix B

## Proof of Theorems and Clarifications in Chapter 3

## B. 1 Proof of theorem 3.1

Proof: The extrema of $\tilde{R}_{i, j}\left(\lambda_{i, j}\right)$ can be obtained by setting $d \tilde{R}_{i, j}\left(\lambda_{i, j}\right) / d \lambda_{i, j}=0$. Thus,

$$
\begin{align*}
\frac{d \tilde{R}_{i, j}\left(\lambda_{i, j}\right)}{d \lambda_{i, j}} & =r_{i, j} \gamma_{i} \frac{d}{d \lambda_{i, j}}\left(\frac{1-\epsilon_{i, j}\left(\lambda_{i, j}\right)}{\lambda_{i, j}}\right)  \tag{B.1}\\
& =r_{i, j} \gamma_{i}\left\{\frac{\lambda_{i, j}\left(1-\epsilon_{i, j}\left(\lambda_{i, j}\right)\right)^{\prime}-\left(1-\epsilon_{i, j}\left(\lambda_{i, j}\right)\right)}{\lambda_{i, j}^{2}}\right\}  \tag{B.2}\\
& =0  \tag{B.3}\\
& \Longrightarrow \epsilon_{i, j}\left(\lambda_{i, j}\right)-\lambda_{i, j} \epsilon_{i, j}^{\prime}\left(\lambda_{i, j}\right)-1=0 \tag{B.4}
\end{align*}
$$

To determine which solution in (B.4) is a maximum, we need the second derivative of $\tilde{R}_{i, j}\left(\lambda_{i, j}\right)$, which is given by

$$
\begin{align*}
\frac{d^{2} \tilde{R}_{i, j}\left(\lambda_{i, j}\right)}{d \lambda_{i, j}^{2}} & =r_{i, j} \gamma_{i} \frac{d^{2}}{d \lambda_{i, j}^{2}}\left(\frac{1-\epsilon_{i, j}\left(\lambda_{i, j}\right)}{\lambda_{i, j}}\right)  \tag{B.5}\\
& =r_{i, j} \gamma_{i}\left\{\frac{-\lambda_{i, j}^{3} \epsilon_{i, j}^{\prime \prime}\left(\lambda_{i, j}\right)+2 \lambda_{i, j}^{2} \epsilon_{i, j}^{\prime}\left(\lambda_{i, j}\right)+2 \lambda_{i, j}\left(1-\epsilon_{i, j}\left(\lambda_{i, j}\right)\right)}{\lambda_{i, j}^{4}}\right\} \tag{B.6}
\end{align*}
$$

to be negative. Substituting (B.4) into (B.6), we require

$$
\begin{equation*}
\tilde{R}_{i, j}^{\prime \prime}\left(\lambda_{i, j}^{(o p t)}\right)=-\frac{\epsilon_{i, j}^{\prime \prime}\left(\lambda_{i, j}^{(o p t)}\right)}{\lambda_{i, j}^{(p t)}} \tag{B.7}
\end{equation*}
$$

to be negative, i.e.

$$
\begin{equation*}
\epsilon_{i, j}^{\prime \prime}\left(\lambda_{i, j}^{(o p t)}\right)>0 . \tag{B.8}
\end{equation*}
$$

## B. 2 Proof of Theorem 3.2

Proof: We assume that the link-level error rate curve $\epsilon_{i, j}(x)$ can be modelled by a sigmoid function, i.e.

$$
\begin{equation*}
\epsilon_{i, j}(x)=\frac{1}{1+a_{1} e^{a_{2}\left(x-a_{3}\right)}}, x \geq 0 \tag{B.9}
\end{equation*}
$$

where $\left\{a_{1}, a_{2}\right\} \in \mathcal{R}^{+}$and $a_{3} \in \mathcal{R}$ are constants. From Theorem 3.1; an optimal solution should satisfy $\epsilon_{i, j}(x)-x \epsilon_{i, j}^{\prime}(x)-1=0$, where

$$
\begin{equation*}
\epsilon_{i, j}^{\prime}(x)=\frac{-a_{1} a_{2} e^{a_{2}\left(x-a_{3}\right)}}{\left(1+a_{1} e^{a_{2}\left(x-a_{3}\right)}\right)^{2}} \tag{B.10}
\end{equation*}
$$

Thus, we have

$$
\begin{align*}
\frac{1}{1+a_{1} e^{a_{2}\left(x-a_{3}\right)}}-\frac{-x a_{1} a_{2} e^{a_{2}\left(x-a_{3}\right)}}{\left(1+a_{1} e^{a_{2}\left(x-a_{3}\right)}\right)^{2}}-1 & =0  \tag{B.11}\\
\left(1+a_{1} e^{a_{2}\left(x-a_{3}\right)}\right)+x a_{1} a_{2} e^{a_{2}\left(x-a_{3}\right)} & =0  \tag{B.12}\\
-\left(1+a_{1} e^{a_{2}\left(x-a_{3}\right)}\right)^{2} & \\
\left(1+a_{1} e^{a_{2}\left(x-a_{3}\right)}\right)+x a_{1} a_{2} e^{a_{2}\left(x-a_{3}\right)} & =0  \tag{B.13}\\
-\left(1+2 a_{1} e^{a_{2}\left(x-a_{3}\right)}+a_{1}^{2} e^{2 a_{2}\left(x-a_{3}\right)}\right) & \\
a_{2} x-a_{1} e^{a_{2}\left(x-a_{3}\right)} & =1 . \tag{B.14}
\end{align*}
$$

To isolate $x$, further algebraic manipulations give

$$
\begin{align*}
a_{2} x & =a_{1} e^{a_{2} x} e^{-a_{2} a_{3}}+1  \tag{B.15}\\
e^{-a_{2} x}\left(a_{2} x\right) & =a_{1} e^{-a_{2} a_{3}}+e^{-a_{2} x}  \tag{B.16}\\
e^{-a_{2} x+1}\left(-a_{2} x+1\right) & =-a_{1} e^{-a_{2} a_{3}+1}  \tag{B.17}\\
-a_{2} x+1 & =W\left(-a_{1} e^{-a_{2} a_{3}+1}\right)  \tag{B.18}\\
x & =\frac{W\left(-a_{1} e^{-a_{2} a_{3}+1}\right)-1}{-a_{2}} \tag{B.19}
\end{align*}
$$

where the function $W($.$) is called Lambert \mathrm{W}$ function, and is defined to be the multivalued inverse function of $w \mapsto w e^{w}$. According to [1], if $u$ is real, then for $-1 / e \leq u<0$, there are two possible values of $W(u)$. As shown in Fig. B.1, the branch satisfying $-1 \leq W(u)$. is usually denoted as $W_{0}(u)$, while the branch corresponding to $W(u) \leq-1$ is usually given as $W_{-1}(u)$. On the other hand, if $u$ is real, and $u \geq 0$, then $W(u)$ only has a single value. Now, since $-a_{1} e^{-a_{2} a_{3}+1}<0$, if real solutions exist, they must take on values $x_{0}$ and $x_{-1}$ corresponding to the branches 0 and -1 respectively. In order for real solutions to exist,

$$
\begin{align*}
-e^{-1} & \leq-a_{1} e^{-a_{2} a_{3}+1}  \tag{B.20}\\
a_{1} e^{-a_{2} a_{3}+1} & \leq e^{-1}  \tag{B.21}\\
e^{1-a_{2} a_{3}+\ln \left(a_{1}\right)} & \leq e^{-1}  \tag{B.22}\\
1-a_{2} a_{3}+\ln \left(a_{1}\right) & \leq-1 . \tag{B.23}
\end{align*}
$$

Now, according to Theorem 3.1, in order to maximize $\tilde{R}_{i, j}$, the solution(s) given in (B.19) should lie in the region such that $\epsilon_{i, j}^{\prime \prime}(x)>0$. In other words,

$$
\begin{align*}
\frac{\epsilon_{i, j}^{\prime \prime}(x)}{2}>0  \tag{B.24}\\
\left(1+a_{1}^{2} a_{2}^{2} e^{2 a_{2}\left(x-a_{3}\right)}\right.  \tag{B.25}\\
\left.a_{2}\left(x-a_{3}\right)\right)^{3} \tag{B.26}
\end{align*} \frac{a_{1} a_{2}^{2} e^{a_{2}\left(x-a_{3}\right)}}{\left(1+a_{1} e^{a_{2}\left(x-a_{3}\right)}\right)^{2}}>0 .
$$

$$
\begin{array}{r}
a_{2} x>\ln \left(1 / a_{1}\right)+a_{2} a_{3} \\
1+\ln \left(a_{1}\right)-a_{2} a_{3}>1-a_{2} x \tag{B.28}
\end{array}
$$

Using (B.28), (B.23) and (B.18), we have

$$
\begin{align*}
-1 & >1-a_{2} x  \tag{B.29}\\
-1 & >W\left(-a_{1} e^{-a_{2} a_{3}+1}\right) . \tag{B.30}
\end{align*}
$$

Thus, (B.30) shows that in order to maximize $\tilde{R}_{i, j}$, the optimal solution should lie in branch -1 , which is uniquely given by

$$
\begin{equation*}
x_{-1}=\frac{W_{-1}\left(-a_{1} e^{-a_{2} a_{3}+1}\right)-1}{-a_{2}} \tag{B.31}
\end{equation*}
$$



Figure B.1: Lambert $W$ function. The dotted line corresponds to the real branch -1 , while the solid line corresponds to the real branch 0 .

## B. 3 Proof of theorem 3.3

Proof: From Theorem 3.2 it is known that $\lambda_{i, j}^{(o p t)}$ is the unique value which corresponds to a maximum of $\tilde{R}_{i, j}\left(\lambda_{i, j}\right)$. Thus if there exists a value of $\lambda_{i, j}$ such that $\lambda_{i, j}>\lambda_{i, j}^{(o p t)}$ and $\tilde{R}_{i, j}^{\prime}\left(\lambda_{i, j}\right)>0, \lim _{\lambda_{i, j} \rightarrow \infty} \tilde{R}_{i, j}\left(\lambda_{i, j}\right)$ will be unbounded. However, this contradicts the fact that $\lim _{\lambda_{i, j} \rightarrow \infty} \tilde{R}_{i, j}\left(\lambda_{i, j}\right)=0$ as can be seen from the first part of (3.4). Hence, $\tilde{R}_{i, j}\left(\lambda_{i, j}\right)$ decreases monotonically with $\lambda_{i, j}$ for $\lambda_{i, j}>\lambda_{i, j}^{(o p t)}$.

## B. 4 Relationship between $\sigma_{i}^{(t)}$ and $\sigma_{i}$

The relationship between the standard deviation of the Gaussian distribution and that of the truncated version is now obtained. Let the pdf of the truncated Gaussian random variable be

$$
f_{\mathcal{B}}\left(\beta_{\gamma_{i}}\right)=\left\{\begin{array}{ll}
\frac{1}{\sqrt{2 \pi} \sigma_{i}} e^{-\beta_{\gamma_{i}}^{2} / 2 \sigma_{i}^{2}}, & \text { if } \beta_{\gamma_{i}}>-1  \tag{B.32}\\
C_{\beta_{\gamma_{i}}} \delta\left(\beta_{\gamma_{i}}+1\right), & \text { if } \beta_{\gamma_{i}}=-1
\end{array},\right.
$$

where the constant $C_{\beta_{\gamma_{i}}}$ is given by

$$
\begin{align*}
C_{\beta_{\gamma_{i}}} & =\int_{-\infty}^{-1} \frac{1}{\sqrt{2 \pi} \sigma_{i}} e^{-\beta_{\gamma_{i}}^{2} /\left(2 \sigma_{i}^{2}\right)} d \beta_{\gamma_{i}}  \tag{B.33}\\
& =\frac{1}{2} \operatorname{erfc}\left(\frac{1}{\sqrt{2} \sigma_{i}}\right) . \tag{B.34}
\end{align*}
$$

The standard deviation of the truncated Gaussian is given by

$$
\begin{equation*}
\sigma_{i}^{(t)}=\sqrt{E\left[\beta_{\gamma_{i}}^{2}\right]-\left(E\left[\beta_{\gamma_{i}}\right]\right)^{2}} \tag{B.35}
\end{equation*}
$$

where

$$
\begin{equation*}
E\left[\beta_{\gamma_{i}}^{2}\right]=\int_{-1}^{\infty} \frac{\beta_{\gamma_{i}}^{2}}{\sqrt{2 \pi} \sigma_{i}} e^{-\beta_{\gamma_{i}}^{2} /\left(2 \sigma_{i}^{2}\right)} d \beta_{\gamma_{i}}+(-1)^{2} C_{\beta_{\gamma_{i}}} \tag{B.36}
\end{equation*}
$$

$$
\begin{align*}
= & \frac{1}{\sqrt{2 \pi} \sigma_{i}}\left(-\sigma_{i}^{2} \beta_{\gamma_{i}} e^{-\beta_{\gamma_{i}}^{2} /\left(2 \sigma_{i}^{2}\right)}\right. \\
& \left.\left.\frac{1}{2} \sigma_{i}^{3} \sqrt{2 \pi} \operatorname{erf}\left(\frac{\beta_{\gamma_{i}}}{\sqrt{2} \sigma_{i}}\right)\right)\right]_{-1}^{\infty}+C_{\beta_{\gamma_{i}}}  \tag{B.37}\\
= & \frac{1}{\sqrt{2 \pi} \sigma_{i}}\left(\sigma_{\gamma_{i}}^{3} \sqrt{\frac{\pi}{2}} \operatorname{erfc}\left(\frac{-1}{\sqrt{2} \sigma_{i}}\right)-\right. \\
& \left.\sigma_{i}^{2} e^{-1 /\left(2 \sigma_{i}^{2}\right)}\right)+C_{\beta_{\gamma_{i}}} \tag{B.38}
\end{align*}
$$

and

$$
\begin{align*}
E\left[\beta_{\gamma_{i}}\right] & =\int_{-1}^{\infty} \frac{\beta_{\gamma_{i}}}{\sqrt{2 \pi} \sigma_{i}} e^{-\beta_{\gamma_{i}}^{2} /\left(2 \sigma_{i}^{2}\right)} d \beta_{\gamma_{i}}+(-1) C_{\beta_{\gamma_{i}}}  \tag{B.39}\\
& \left.=\frac{-1}{\sqrt{2 \pi}} \sigma_{i} e^{-\beta_{\gamma_{i}}^{2} /\left(2 \sigma_{i}^{2}\right)}\right]_{-1}^{\infty}+(-1) C_{\beta_{\gamma_{i}}}  \tag{B.40}\\
& =\frac{\sigma_{i}}{\sqrt{2 \pi}} e^{-1 /\left(2 \sigma_{i}^{2}\right)}-C_{\beta_{\gamma_{i}}} \tag{B.41}
\end{align*}
$$

## Appendix C

## Derivation of the integral in (4.28)

To simply notations, let $c_{1}=c_{1}^{(j)}(\hat{\gamma}), k_{1}=n c_{1}$, and $a=K_{j}+\epsilon$. The objective is to evaluate the integral

$$
\begin{align*}
I= & \int_{a}^{\infty} e^{-k_{1} \gamma / \hat{\gamma}} p_{\gamma \mid \hat{\gamma}}(\gamma \mid \hat{\gamma}) d \gamma  \tag{C.1}\\
= & \int_{a}^{\infty} e^{-k_{1} \gamma / \hat{\gamma}} \frac{m}{(1-\rho) \bar{\Gamma}}\left(\frac{\gamma}{\rho \hat{\gamma}}\right)^{\frac{m-1}{2}} \times \\
& I_{m-1}\left(\frac{2 m \sqrt{\rho \gamma \hat{\gamma}}}{(1-\rho) \bar{\Gamma}}\right) \exp \left(-\frac{m(\rho \gamma+\hat{\gamma})}{(1-\rho) \hat{\gamma}}\right) d \gamma  \tag{C.2}\\
= & \int_{a}^{\infty} \frac{m}{(1-\rho) \bar{\Gamma}} e^{-\left(\frac{k_{1}}{\hat{\gamma}}+\frac{m}{(1-\rho) \bar{\Gamma}}\right) \gamma-\frac{m \rho \hat{\gamma}}{(1-\rho) \bar{\Gamma}} \times} \\
& \left(\frac{\gamma}{\rho \hat{\gamma}}\right)^{\frac{m-1}{2}} I_{m-1}\left(\frac{2 m \sqrt{\rho \gamma \hat{\gamma}}}{(1-\rho) \bar{\Gamma}}\right) d \gamma  \tag{C.3}\\
= & \int_{a}^{\infty} A_{1}\left(\frac{\gamma}{\rho \hat{\gamma}}\right)^{\frac{m-1}{2}} e^{-A_{2} \gamma} I_{m-1}\left(\frac{2 m \sqrt{\rho \gamma \hat{\gamma}}}{(1-\rho) \bar{\Gamma}}\right) d \gamma \tag{C.4}
\end{align*}
$$

where $A_{1}$ and $A_{2}$ are given by

$$
\begin{align*}
& A_{1}=\frac{m}{(1-\rho) \stackrel{\Gamma}{\Gamma}} e^{-\frac{m \rho \hat{\gamma}}{(1-\rho) \Gamma}}  \tag{C.5}\\
& A_{2}=\frac{k_{1}}{\hat{\gamma}}+\frac{m}{(1-\rho) \stackrel{\Gamma}{\Gamma}} \tag{C.6}
\end{align*}
$$

Letting $z=A_{2} \gamma$, and, subsequently, $z=q^{2} / 2$, (C.4) becomes

$$
I=\int_{A_{2} a}^{\infty} A_{1}\left(\frac{A_{2}^{-1} z}{\rho \hat{\gamma}}\right)^{\frac{m-1}{2}} e^{-z} \times
$$

$$
\begin{align*}
& I_{m-1}\left(\frac{2 m \sqrt{\rho A_{2}^{-1} z \hat{\gamma}}}{(1-\rho) \bar{\Gamma}}\right) A_{2}^{-1} d z  \tag{C.7}\\
= & \int_{\sqrt{2 A_{2} a}}^{\infty} A_{1} A_{2}^{-1}\left(\frac{A_{2}^{-1}}{2 \rho \hat{\gamma}}\right)^{\frac{m-1}{2}} q^{m} \times \\
& e^{-\frac{q^{2}}{2}} I_{m-1}\left(A_{3} q\right) d q  \tag{C.8}\\
= & A_{1} A_{2}^{-1}\left(\frac{A_{2}^{-1}}{2 \rho \hat{\gamma}}\right)^{\frac{m-1}{2}} e^{A_{3}^{2} / 2} A_{3}^{m-1} \times \\
& \frac{1}{A_{3}^{m-1}} \int_{\sqrt{2 A_{2} a}}^{\infty} q^{m} e^{-\frac{q^{2}+A_{3}^{2}}{2}} I_{m-1}\left(A_{3} q\right) d q  \tag{C.9}\\
= & \frac{m}{(1-\rho) \bar{\Gamma}}\left(\frac{1}{2 \rho \hat{\gamma}}\right)^{\frac{(m-1)}{2}} A_{2}^{-\frac{(m+1)}{2}} \times \\
& e^{-A_{4}} A_{3}^{m-1} Q_{m}\left(A_{3}, \sqrt{2 A_{2} a}\right) \tag{C.10}
\end{align*}
$$

where $A_{3}$ and $b$ are given by

$$
\begin{align*}
A_{3} & =\frac{2 m \sqrt{\rho A_{2}^{-1} \hat{\gamma} / 2}}{(1-\rho) \bar{\Gamma}}  \tag{C.11}\\
& =\sqrt{\frac{2 m^{2} \rho \hat{\gamma}^{2}}{(1-\rho) \bar{\Gamma}\left(k_{1}(1-\rho) \bar{\Gamma}+m \hat{\gamma}\right)}}  \tag{C.12}\\
A_{4} & =\frac{m \rho \hat{\gamma} k_{1}}{k_{1}(1-\rho) \bar{\Gamma}+m \hat{\gamma}} \tag{C.13}
\end{align*}
$$

and $Q_{m}($.$) is the generalized Marcum Q-function defined in (4.29). Substituting (C.6),$ (C.11), and (C.13) into (C.10), and after some algebraic manipulations, (C.10) becomes

$$
\begin{align*}
I= & \left(\frac{m \hat{\gamma}}{k_{1}(1-\rho) \bar{\Gamma}+m \hat{\gamma}}\right)^{m} \exp \left(-\frac{\rho k_{1} m \hat{\gamma}}{k_{1}(1-\rho) \bar{\Gamma}+m \hat{\gamma}}\right) \times \\
& Q_{m}\left(\sqrt{\frac{2 \rho m^{2} \hat{\gamma}^{2}}{\bar{\Gamma}(1-\rho)\left(k_{1}(1-\rho) \bar{\Gamma}+m \hat{\gamma}\right)}}, \sqrt{2 A_{2} a}\right) \tag{C.14}
\end{align*}
$$

which is identical to the integral in (4.30).

## Appendix D

## Optimality with an integer number of multicodes

The problem of choosing the optimal MCS and number of multicodes for a given SIR amounts to a discrete optimization problem. This problem is usually difficult and not amenable to an analytical solution [2]. In [3], it was possible to derive an analytical solution for the optimal bit rate for a single user by assuming that the number of multicodes is a real value. The solution may not be optimal if the number of multicodes is an integer.

Fig. D. 1 shows the bit rate as a function of SIR for MCS $i$ and MCS $j$ assuming integer and continuous multicodes. In this figure, MCS $j$ is assumed to provide the highest bit rate among all MCS's when the multicodes are assumed to be take on continuous values. When the discrete multicode model is obtained by applying the floor function as in (6.55), a series of staircases is generated. Since the staircases can potentially overlap each other, especially in the low SIR region, the bit rate for MCS $j$ may no longer be optimal over the entire SIR region.

Let $\left[(k+1) \lambda_{j}-\Delta l_{k+1, j},(k+1) \lambda_{j}\right], k=1, \ldots, N_{\max }$ be the intervals within which the bit rate corresponding to MCS $i$ with a continuous number of multicodes exceeds that corresponding to MCS $j$ with an integer number of multicodes. Fig. D. 1 shows that this occurs when

$$
\begin{array}{r}
\quad(k+1) \lambda_{j}-\Delta l_{k+1, j}<k^{\prime} \lambda_{i}<(k+1) \lambda_{j}, \\
k=1, \ldots, N_{\max }, k^{\prime}=1, \ldots, N_{\max }, \forall i \neq j . \tag{D.1}
\end{array}
$$

The bit rate results presented in this paper do not satisfy (D.1), and are, therefore, optimal.


Figure D.1: The bit rate as a function of SIR for MCS $i$ and MCS $j$ assuming an integer and a continuous number of multicodes.

## Appendix E

## Derivation of (7.17)

Using [4, page $940,8.352 .1]$, the term $1-F_{l_{u}}(y)$ in (7.8) can be expanded as

$$
\begin{align*}
1-F_{l_{u}}(y) & =\left(1-\frac{1}{\Gamma\left(\alpha_{l_{u}}\right)} \gamma\left(\alpha_{l_{u}}, \frac{\alpha_{l_{u}}}{\beta_{l_{u}}} y\right)\right)  \tag{E.1}\\
& =\exp \left(-\frac{\alpha_{l_{u}}}{\beta_{l_{u}}} y\right) \sum_{m=0}^{\alpha_{l_{u}-1}}\left(\frac{\alpha_{l_{u}} y}{\beta_{l_{u}}}\right)^{m} \frac{1}{m!} \tag{E.2}
\end{align*}
$$

In (7.9), the term $Q_{L-q+2}^{L}(y)=\prod_{u=L-q+2}^{L}\left(1-F_{l_{u}}(y)\right)$ can be re-written as

$$
\begin{align*}
Q_{L-q+2}^{L}(y)= & \exp \left(-\sum_{u=L-q+2}^{L} \xi_{l_{u}} y\right) \prod_{u=L-q+2}^{L} \sum_{m=0}^{\alpha_{l_{u}-1}-1} \frac{\left(\xi_{l u} y\right)^{m}}{m!}  \tag{E.3}\\
= & \sum_{m_{1}^{\prime}=0}^{\alpha_{l_{L-q+2}}-1} \cdots \sum_{m_{q-1}^{\prime}=0}^{\alpha_{l_{L}-1}-1}\left(\prod_{t^{\prime}=1}^{q-1} \frac{\left.\xi_{l_{t_{-q+1+t^{\prime}}}^{m_{t^{\prime}}^{\prime}}}^{m_{t^{\prime}}^{\prime}!}\right) \times}{} \quad y^{\sum_{t^{\prime}=1}^{q-1} m_{t^{\prime}}^{\prime}} \exp \left(-\sum_{t^{\prime}=L-q+2}^{L} \xi_{l^{\prime}} y\right),\right.
\end{align*}
$$

where $\xi_{l_{u}}=\alpha_{l_{u}} / \beta_{l_{u}}$ and $\alpha_{l_{u}}$ is assumed to take on integer values. Using the result for the first order statistics [5], together with some algebraic manipulations, the term $P_{2}^{L-q+1}(y)=$ $\prod_{j=2}^{L-q+1} F_{l_{j}}(y)$ can be expressed as

$$
\begin{align*}
P_{2}^{L-q+1}(y)= & \sum_{k=0}^{L-q}(-1)^{k} \sum_{2 \leq n_{1}<\ldots<n_{k} \leq L-q+1} \sum_{m_{1}=0}^{\alpha_{l_{n_{1}}}-1} \cdots \sum_{m_{k}=0}^{\alpha_{l_{n_{k}}}-1} \\
& \left(\prod_{t=1}^{k} \frac{\xi_{l_{n_{t}}}^{m_{t}}}{m_{t}}\right) y^{\sum_{t=1}^{k} m_{t}} \exp \left(-\sum_{t=1}^{k} \xi_{l_{n_{t}}} y\right) \tag{E.5}
\end{align*}
$$

Substituting (E.4) and (E.5) into (7.9), the desired result follows.

## Appendix F

## Derivation of (8.15) and (8.31)

## F. 1 Derivation of (8.15)

Let $z^{\prime}=z-\Delta$. The pdf in (8.12) can be expressed as

$$
\begin{equation*}
f_{Z^{\prime}}\left(z^{\prime}\right)=K_{0}\left(1+\frac{z^{\prime}}{b_{1}}\right)^{\theta_{1}}\left(1-\frac{z^{\prime}}{b_{2}}\right)^{\theta_{2}}, \quad-b_{1} \leq z^{\prime} \leq b_{2} \tag{F.1}
\end{equation*}
$$

Furthermore, let $w=1+\left(z^{\prime} / b_{1}\right), p=1+\left(b_{1} / b_{2}\right)$, and $p^{\prime}=b_{1} / b_{2}, F_{Z^{\prime}}\left(z^{\prime}\right)=\int_{0}^{u^{\prime}} f_{Z^{\prime}}\left(z^{\prime}\right) d z^{\prime}$ becomes

$$
\begin{gather*}
F_{Z^{\prime}}\left(u^{\prime}\right)=\int_{0}^{1+\left(u^{\prime} / b_{1}\right)} K_{0} b_{1} w^{\theta_{1}}\left(p-p^{\prime} w\right)^{\theta_{2}} d w \\
-b_{1} \leq u^{\prime} \leq b_{2} \tag{F.2}
\end{gather*}
$$

Letting $l=p^{\prime} / p, w^{\prime}=l w$, and $x\left(u^{\prime}\right)=l\left(1+\left(u^{\prime} / b_{1}\right)\right), F_{Z^{\prime}}\left(u^{\prime}\right)$ becomes

$$
\begin{align*}
F_{Z^{\prime}}\left(u^{\prime}\right)= & \int_{0}^{x\left(u^{\prime}\right)} b_{1} K_{0} p^{\theta_{2}} l^{-\left(\theta_{1}+1\right)} \times \\
& w^{\prime \theta_{1}}\left(1-w^{\prime}\right)^{\theta_{2}} d w^{\prime},-b_{1} \leq u^{\prime} \leq b_{2}  \tag{F.3}\\
= & b_{1} K_{0} p^{\theta_{2}} l^{-\left(\theta_{1}+1\right)} B_{x\left(u^{\prime}\right)}\left(\theta_{1}+1, \theta_{2}+1\right) \tag{F.4}
\end{align*}
$$

Finally, letting $u^{\prime}=u-\Delta$, the result follows.

## F. 2 Derivation of (8.31)

Let $z^{\prime}=z-\Delta$ and $t^{\prime}=t-\Delta$, the cdf of (8.24) can be written as

$$
\begin{align*}
F_{Z}\left(t^{\prime}\right) & =\int_{a}^{t^{\prime}} K_{0}\left(z^{\prime}-a\right)^{\theta_{2}}\left(z^{\prime}\right)^{-\theta_{1}} d z^{\prime}  \tag{F.5}\\
& =\int_{a}^{t^{\prime}} K_{0} a^{\theta_{2}-\theta_{1}}\left(\frac{z^{\prime}}{a}-1\right)^{\theta_{2}}\left(\frac{z^{\prime}}{a}\right)^{-\theta_{1}} d z^{\prime} \tag{F.6}
\end{align*}
$$

Furthermore, let $u=a / z^{\prime}$, we have

$$
\begin{align*}
F_{Z}\left(t^{\prime}\right) & =\int_{1}^{\frac{a}{t^{\prime}}} K_{0} a^{\theta_{2}-\theta_{1}}\left(\frac{1}{u}-1\right)^{\theta_{2}}\left(\frac{1}{u}\right)^{-\theta_{1}}\left(-a u^{-2}\right) d u  \tag{F.7}\\
& =\int_{\frac{a}{t^{\prime}}}^{1} K_{0} a^{\theta_{2}-\theta_{1}+1}(1-u)^{\theta_{2}} u^{\theta_{1}-\theta_{2}-2} d u  \tag{F.8}\\
& =1-\int_{0}^{\frac{a}{t}} K_{0} a^{\theta_{2}-\theta_{1}+1}(1-u)^{\theta_{2}} u^{\theta_{1}-\theta_{2}-2} d u \tag{F.9}
\end{align*}
$$

Using the definition of the incomplete beta function [4], the desired result follows.
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[^5]:    ${ }^{2}$ It is also used interchangeably with the term 'throughput' in this thesis.

[^6]:    ${ }^{3}$ The term 'physical layer' is used to distinguish the error performance at the physical layer from that of the estimation error.
    ${ }^{4}$ For example, with turbo codes, the error performance generally improves very rapidly once the SIR exceeds a certain threshold [10].

[^7]:    ${ }^{5}$ Note that the standard deviation of $f_{\mathcal{B}}\left(\beta_{\gamma_{i}}\right)$ is slightly different from $\sigma_{i}$ due to the truncation. However, when $\sigma_{i}$ is small, the difference is negligible.
    ${ }^{6}$ See appendix B. 4 for the relationship between $\sigma_{i}^{(t)}$ and $\sigma_{i}$.

[^8]:    ${ }^{1}$ The material in this chapter is largely based on R. Kwan and C. Leung, "Adaptive Modulation and Coding with Multicodes over Nakagami Fading Channels." Proc. of IEEE Wireless Communications and Networking Conference (WCNC'05), vol. 2, New Orleans, Louisiana, March, 2005.

[^9]:    ${ }^{2}$ It is also used interchangeably with the term 'average throughput' in this thesis.

[^10]:    ${ }^{1}$ The material in this chapter is largely based on R. Kwan and C. Leung, "An HMM Approach to Adaptive Modulation and Coding with Multicodes for Fading Channels." Proc. of IEEE Canadian Conference on Electrical and Computer Engineering (CCECE'05), Saskatoon, Saskatchewan, May, 2005.

[^11]:    ${ }^{2}$ It is used interchangeably with the term 'average effective bit rate' in this thesis.

[^12]:    ${ }^{3}$ The auxiliary likelihood $Q\left(\theta \mid \theta^{(l)}\right)$ is used instead of the true likelihood $L(\theta, K)=p\left(\underline{y}^{(K)} \mid \theta\right)$ because the former is easier to optimize, and maximizing the former has the same effect as maximizing the latter [6].

[^13]:    ${ }^{1}$ The material in this chapter is largely based on R. Kwan and C. Leung, "Gamma Variate Ratio Distribution with Application to CDMA Performance Analysis." Proc. of IEEE Sarnoff Symposium on Advances in Wired and Wireless Communication, Princeton, New Jersey, April, 2005.

[^14]:    ${ }^{2}$ We assume that the interfering effect due to the weaker multipath components are negligible.
    ${ }^{3}$ Note that since $G, G^{\prime}$, and $G^{\prime \prime}$ denote the random variables corresponding to the respective short-term path gains, the term $\Gamma$ is also a random variable, with the corresponding outcome denoted by $\gamma$.

[^15]:    ${ }^{4}$ For illustration purposes, Fig. 4.1 assumes that the number of multicodes is a real number. In this case the proposed scheme is bit rate optimal [14]. For an integer number of multicodes, the rising slopes are replaced by staircases. The effect on optimality is discussed in Appendix D.

[^16]:    ${ }^{1}$ The material in this chapter is largely based on R. Kwan and C. Leung, "General Order Selection Combining for Non-Identically Distributed Fading Channels." Proc. of IEEE Wireless Communications and Networking Conference (WCNC'06), Las Vegas, April 2006.

[^17]:    ${ }^{2}$ The term $R$ here is conveniently denoted as the envelop of the faded signal, which is different from the bit rate defined earlier in this thesis.

[^18]:    ${ }^{3}$ The term $\alpha$ is conveniently denoted as the fading parameter of the distribution in the case when all $\alpha_{i}$ 's are equal, which is different from the orthogonality factor defined earlier in this thesis.

[^19]:    ${ }^{4}$ Note that the definitions of $\alpha_{i}$ and $\beta_{i}$ are different for the Nakagami and Weibull models.

[^20]:    ${ }^{1}$ The material in this chapter is largely based on R. Kwan and C. Leung, "An Accurate Method for Approximating Probability Distributions in Wireless Communications." Proc. of IEEE Wireless Communications and Networking Conference (WCNC'06), Las Vegas, April 2006.

[^21]:    ${ }^{2}$ The term $\gamma_{i}$ is conveniently denoted as the moment-related parameter for the distribution, which is different from the SIR defined earlier in this thesis.

[^22]:    ${ }^{3}$ The term $\alpha$ is conveniently denoted as the fading parameter of the distribution in the case when all $\alpha_{i}$ 's are equal, which is different from the orthogonality factor defined earlier in this thesis.

