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Abstract 

Real-time transmission of digital video over media, such as the Internet and wireless 

networks has recently been receiving much attention. A big challenge of video 

transmission over such networks is the variation of available bandwidth over time. 

Traditional video coding standards whose main objective is to optimize the quality of 

transmitted video at a given bitrate, do not offer effective solutions to the bandwidth 

variation problem. To deal with this problem, different scalable video coding techniques 

have been developed. 

The latest video coding standard, H.264, provides superior compression efficiency over 

all previous standards. This standard, however, does not include tools for coding the 

video in a scalable fashion. In this thesis, we introduce methods that allow encoding and 

transmitting of H.264 video in a scalable fashion. The method we propose is an 

adaptation of the existing MPEG-4 Fine Granular Scalability structure (FGS) to the 

H.264 standard. Our proposed algorithm minimizes the added number of the bits needed 

in adapting the advanced features of H.264 to the FGS system. Our proposed system has 

the advantages of being highly error resilient and having low computational complexity. 

Due to its structure, the FGS standard has low coding efficiency when compared to single 

layer coding. To overcome this problem, we also introduce a hybrid method that 

combines our proposed H.264 based FGS approach with the stream-switching approach 

employed in the H.264 standard. By combining different techniques, our proposed system 

offers a complete solution for all kinds of applications. The proposed system outperforms 

existing systems by offering optimum bandwidth utilization and improved video quality 

for the end user. 
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CHAPTER I 

1 Introduction 

1.1 Thesis Objective 
In networks used for video transmission environment, such as wireless networks and 

Internet, the available bandwidth for video transmission is not constant but varies over 

time. This variation in the available bandwidth possesses a problem for a video 

transmission system. Traditional video coding standards, whose objective is to optimize 

the quality of the video at a given bitrate, cannot cope with this bandwidth variation 

problem effectively. Scalable Video Coding techniques have been developed to more 

efficiently address this bandwidth variation problem. 

Scalable Video Coding (SVC) is a video coding framework that enables a system to adapt 

the quality of the video sequence to the underlying channel's available bandwidth. Unlike 

traditional video coding standards, the objective of scalable video coding is to optimize 

the video quality over a bitrate range instead of at a given bitrate as the bandwidth 

available for each user can change over time according to the characteristics of each 

channel. 

Al l popular video coding standards, such as MPEG-2 and MPEG-4, include some 

scalability tools. The latest video coding standard, H.264, provides superior compression 

efficiency over all previous standards, but it does not include tools for coding the video in 

a scalable fashion. 

In this work, we introduce scalability to H.264 so that it can be more efficiently used in 

network environments with time varying bandwidth. We use the latest scalable video 

coding standard, Fine Granular Scalability (FGS) that is originally developed for MPEG-
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4 and adapt it to H.264. We chose FGS to introduce scalability for H.264, as FGS has low 

implementation complexity and it is highly flexible. The research is based on already 

established industry standards that are proven to be superior to other methods. We modify 

the techniques present in FGS and include novel techniques, so that the proposed scalable 

H. 264 solution has low complexity, high coding efficiency and high error-resiliency. 

We also introduce a hybrid method that combines the FGS approach with the stream-

switching approach employed in the H.264 standard. By combining different techniques 

our proposed system offers a complete solution for all kinds of applications. The 

proposed system outperforms existing systems by offering optimum bandwidth 

utilization and improved video quality for the end user. 

I. 2 Thesis Outline 
In the remaining part of this chapter we first present the necessary background 

information on fundamentals of video coding, scalable video coding and different types 

of scalable video coding techniques (Section 1.3). Following that we present an overview 

of MPEG-4 FGS scalable video coding standard in Section 1.4. An overview on the 

H.264 video coding standard is presented in Section 1.5. 

In Chapter 2, we present the proposed scalable H.264 based FGS structure. Following 

that, our proposed novel H.264 based FGS structure is presented. In Chapter 3, we 

present our proposed approach that further incorporates the highly efficient features 

present in H.264 with flexible structure of FGS. This approach combines the stream-

switching structure of H.264 with our H.264 based FGS structure to provide an overall 

highly efficient and flexible system. 
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Chapter 4 presents the conclusions of the research together with suggestions for future 

work. 

1.3 Introduction to Video Coding 

Digital video applications have been growing tremendously in the past few years. Such 

applications include DVD-video (digital versatile disk), digital cable and direct broadcast 

systems (DBS), videophone and videoconferencing. In addition to these applications, 

recent advances have made Multimedia Messaging Service (MMS) over wireless 

networks, and high quality video streaming [1] over the Internet possible. The main 

driving reason behind all these applications is the advances in efficient representation of 

the digital video data using advanced video coding methods. Video coding is being used 

wherever digital video communications, processing, acquisition and reproduction occur. 

The need for video coding is clear when one considers the amount of storage space or 

transmission bandwidth required for raw (uncompressed) video data. Consider a video 

program having a resolution of 720x480 pixels (a common resolution used in DVD), 

which is to be played at 25 frames-per-second (standard in PAL/SECAM). The bitrate of 

this video with three color components at 8 bits per pixel will be over 200 Mbits/s! To 

store this video in current DVD discs, compression by a factor of at least 200 is required. 

A similar requirement also holds when a digital video transmission scenario is 

considered. In summary, it is clear that efficient video coding is needed for feasible video 

transmission and storage. This need was realized by international standards organizations 

resulting in several standards for digital video coding, such as ISO/IEC MPEG-2[2] and 

ITU-T H.263[4]. In the next subsection, common techniques used in video coding 

standards are presented. 
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1.3.1 Fundamentals of Video Coding 

Video coding can be viewed as coding of a sequence of images; in other words, image 

coding with a temporal component. Therefore, similar techniques used for image coding 

can be applied for video coding as well. Image coding techniques essentially exploit the 

statistical redundancy in the spatial domain to achieve high compression ratios. Spatial 

redundancy exists in images because of the high correlation between the brightness and 

color of a given pixel, and the brightness and color of the nearby pixels within the same 

picture. Techniques used to exploit the spatial redundancies are often referred to as intra-

coding methods. 

The most popular image coding standards are transform-based [6]. In transform coding, 

the raw image is divided into blocks and a transform is applied to each image block to 

compact the signal energy into a smaller number of coefficients. The coefficients of the 

transformed blocks are quantized and the quantized values are entropy coded to form the 

image bitstream. 

In addition to spatial redundancy in each picture for a typical video sequence, there also 

exists a temporal redundancy between consecutive pictures. This is due to the fact that 

pictures are sampled in very short time intervals (such as 40 ms. for a 25 frame-per-

second sequence) and the picture content usually changes slightly in this small amount of 

time. Exploiting temporal redundancy is referred to as inter-frame-coding in video coding 

terminology. 

To remove the temporal redundancies in a video sequence, all popular video coding 

standards [2, 4] use Motion Compensated Prediction (MCP). MCP-based coders allow 

information about motion between frames to be transmitted as side information in the 

output video bitstream. Generally, MCP consists of two stages. The first stage estimates 
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the motion between the current encoded frame and a reference frame where reference is 

one of the previously reconstructed frames. This first stage is generally referred to as 

motion estimation (ME). The second stage creates a prediction for the current frame using 

the estimated motion parameters and the previous reconstructed frames. This stage is 

referred as motion compensation (MC). 

Video coders that use both intra and inter-frame coding to achieve high compression 

ratios are called hybrid video coders and form the basis of all popular video coding 

standards. Block diagram of a basic hybrid-video coder is illustrated in Figure 1. This 

hybrid video encoder uses MCP to remove the temporal redundancies and transform 

coding to remove the spatial redundancies. After the redundancies are removed, the 

resulting signal is quantized, and then entropy coded to obtain the output video bitstream. 

The details of the coding process are explained below. 

Intra-Coding Blocks 
i 1 r 

Input Video 
Transform Quantization Transform Quantization Entropy 

Coding 
Output Bitstream 

Inverse 
Quantization 

Inverse 
Transform 

Motion 
Estimation 

Motion Frame-Store 
Compensation Memory 

Inter-Coding Blocks 

Figure 1 Hybrid video coder block diagram 
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1.3.1.1 Overview of Motion Compensated Prediction (MCP) 

MCP is the essential technique used in video coders to remove the temporal redundancy 

present between frames of a video sequence. In the output video bitstream, motion 

information between frames are transmitted as side information. MCP can be analyzed in 

two stages, the motion estimation stage, and the motion compensation stage. The motion 

estimation's role is to find the best prediction for the current frame from a reference 

frame, using a specified motion model. For the motion estimation process, several motion 

models have been presented in literature such as pixel-recursive [9] and variable size 

block matching [11], but the translational block-matching motion estimation is the most 

widely adopted technique due to its simplicity and good performance. In this model, the 

current frame to be coded is divided into blocks, and for each block a best block match is 

searched in the reference frame. The spatial position of the best matching block is used to 

calculate the motion vector for the current block. This motion estimation process is 

illustrated in Figure 2. 

The motion compensation stage forms the prediction for the current frame using the 

reference frame and the obtained motion vector information. The difference between the 

obtained prediction and the current frame is called the prediction error. This error is due 

to two assumptions implied in the motion compensation model. Firstly, it is assumed that 

all the pixels within the block undergo the same motion. Secondly the block's motion is 

assumed to be translational. This prediction error is then coded using transform based 

spatial coding methods. The coded prediction error and the motion information together 

form the output video bitstream. 
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Reference Frame Current Frame 

Figure 2 Illustration of Block Matching Motion Estimation 

There are three types of frames classified according to which reference frames they use in 

the motion estimation stage. These are the intra coded (I) frames, the predictive coded 

(P) frames and the bidirectionally predictive coded (B) frames. For the I frames, MCP is 

not performed and the whole frame is intra-coded. The first frame of the video sequence 

has to be coded as an I frame, as there is no reference frames available at the start of 

coding hence MCP can not be performed. If the I frames are placed periodically in the 

bitstream, the decoder has the capability of random access to the video sequence. Thus, 

fast forward of the video sequence can be achieved by only decoding and displaying I 

frames. Also random access is very important in digital TV broadcast as viewers may 

change from one video program they are watching, to another one at anytime [7]. 

Because I frames do not exploit temporal redundancy their coding efficiency is low. 
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MCP is used to code the P and B frames. P frames are coded using prediction from the 

last I or P frame, whichever happens to be closer. This kind of prediction is called 

forward prediction, as the reference frame occurs temporally before the current frame. 

The coding efficiency of P frames is significantly higher than that of I frames, due to the 

MCP process involved. Besides forward prediction, B frames also use backward 

prediction where the reference frame occurs temporally after the current frame. Higher 

coding efficiency is achieved by using both the past and future frames as reference. Note 

that a B frame is not used for predicting any other frame. This makes it more tolerant to 

errors, as any error in its encoding will not propagate to other frames by the prediction 

process. Furthermore, B frames can be coded using a lower quality than that of the 

reference pictures, resulting in further bit savings [8]. Because a B frame uses a reference 

that may be temporally subsequent, that reference frame should be coded and made 

available prior to coding the B frame. Therefore, the display order and the coding order 

of frames are different. Figure 3 illustrates this difference in a typical coded video 

bitstream. 

A A A A A 

2 

3 

3 

4 

4 

2 

5 6 

6 7 

7 

5 

8 

9 

9 10 

10 8 

Display Order 

Coding Order 

Figure 3 Coding and display order of Frames in a typical video bitstream 
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1.3.1.2 Transform Coding 

After the motion compensated prediction (MCP) process is completed and a prediction is 

formed for the current frame, this prediction is subtracted from the current original frame 

to form the residual signal. The temporal redundancy is reduced at the MCP stage, but 

there is still spatial redundancy present in the residual signal. The most widely used 

method to exploit the spatial redundancy is the transform coding, in which a transform is 

applied to the residual signal to decorrelate the signal and compact its energy into smaller 

number of coefficients. After the signal is decorrelated, the resulting coefficients are 

entropy coded. 

The best transform that gives the best energy compaction results is the Karhunel-Loeve 

transform (KLT) [10]. The rows of the KLT consist of the eigenvectors of the 

autocorrelation matrix of the input signal. The autocorrelation matrix for a random 

process X is a matrix whose (i,j)th element [R]y is given by 

[R]ij=E[X„X„+\i-j\] 

It can be shown that this transform minimizes the geometric mean of the variance of the 

transform coefficients [7]. However, this transform is data dependent and it must be 

recomputed for every input signal, if the input signal is non-stationary. This makes KLT 

unpractical for video coding. The Discrete Cosine Transform (DCT) is the most widely 

adopted transform in image and video coding standards. DCT is a suitable approximation 

to KLT and is data independent. 

DCT gets its name from the fact that rows of the NxN transform matrix C are obtained as 

a function of cosines. In video coding, DCT is applied to an 8x8 block data and the 

transform is given as: 
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For Markov sources with high correlation coefficient, the compaction ability of DCT is 

very close to that of KLT [7]. As video and image can be modeled as a highly correlated 

Markov sources, DCT is chosen to be part of the many video and image coding 

standards. 

Because DCT is defined in terms of floating-point values, its implementation on digital 

processors is not efficient. Also, the floating-point nature of DCT introduces a mismatch 

between the decoded data in the encoder and the decoder. This error causes degradation 

in the quality of the decoded video. Because of these drawbacks, H.264 standard replaced 

the popular DCT with a low complexity 4x4 transform specified with integer arithmetic. 

The transform matrix H is designed as: 

H 

1 1 1 
1 -1 - 2 

-1 -1 1 
-2 2 -1 

It should be noted that, the rows of this transform is orthogonal, but do not have the same 

norm. This difference in norm is compensated in the quantization stage. 

The implementation of this transform on digital processors is very efficient as computing 

its direct and inverse transform could be carried with only additions and shifts, no 

multiplications [13]. Also, it is observed that the smaller block size used decreases some 

artifacts known as ringing and that occur at low bitrates [15]. 
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1.3.1.3 Quantization and Entropy Coding 

The quantization stage of the video coder creates a lossy representation of the input. The 

quantization process divides the transform coefficients by a quantization parameter and 

then rounds them to the nearest integer. The quantization parameter determines the 

quality loss and the amount of bit savings. High values for the quantization parameter 

result in more loss of information and a decrease of video quality but achieves a higher 

compression ratio. Smaller values result in decrease of information loss, which in turn 

increase the output video quality but at the expense of smaller compression ratios. 

The resultant quantized transform coefficients are zigzag ordered and then assembled into 

a one dimensional array using a zigzag pattern, as illustrated in Figure 4. The first 

coefficient placed in the one dimensional array, is the DC coefficient of the block. The 

DC coefficient is followed by AC coefficients ordered roughly from low frequency to 

high frequency. The assembled one dimensional array is coded using "run-level" coding. 

The number of consecutive zeros before a nonzero DCT coefficient is called a "run" and 

the absolute value of the nonzero DCT coefficient is called a "level". 

Entropy coding is the last stage of the video coding process. In this stage the "run-level" 

symbols are coded in a lossless fashion along with the motion vectors and side 

information: During entropy coding, the input symbols are mapped to binary variable 

length codewords. The symbols that occur more frequently are represented with less 

number of bits whereas more bits are used for symbols that occur not very often. 

There are different types of entropy coding methods with different methods to generate 

the codewords. The most common techniques used in video compression are Huffman 

coding and arithmetic coding. 
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1.3.2 Overview of Scalable Video Coding 

With the emergence of broadband wireless networks, wireless video transmission has 

been receiving great attention. At the same time, streaming of audiovisual content over 

the Internet is emerging as an important application. The primary challenge of 

transmitting video over wireless media and the Internet is the random fluctuations in the 

bandwidth available for each user [1]. In order to deliver the best visual quality to each 

user, video coding technologies need to deal with the problems created by bandwidth 

variations. 

Scalable Video Coding (SVC) is a video coding framework that aims to cope with the 

bandwidth variation problem. It enables the streaming system to adapt the quality of the 

video sequence to the underlying channel's available bandwidth. 
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Figure 5 Architecture of a Streaming Video System 

A typical system configuration for the next generation networked video applications is 

illustrated in Figure 5. In this configuration, video encoding takes place before the data 

are transmitted to the streaming server. For this reason, at encoding time, the bandwidth 

available for the video sequence to be streamed is not known. Also, the bandwidth 

available for each user can change dynamically according to the characteristics of each 

channel. As a result, the video encoder can not know the bitrate the video quality should 

be optimized at. Because of this uncertainty in the streaming bitrate, the objective of 

video coding for networked video is to optimize the video quality over a bitrate range 

instead of at a given bitrate [2]. 

Previous video coding standards (such as MPEG-2) include several layered scalable 

techniques. In layered scalable coding techniques, a video sequence is coded into a base 

layer and an enhancement layer. If the decoder receives only the base layer, the video 

sequence is reconstructed with a minimal quality. If the enhancement layer is also 

received by the decoder, the reconstructed video quality is increased. For layered scalable 

coding techniques, the enhancement layer stream must be completely received by the 

decoder, otherwise the video quality is not enhanced. The three different techniques for 
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layered scalable video coding are: signal-to-noise ratio (SNR) scalability, temporal 

scalability and spatial scalability. In the next three subsections, a brief overview of each 

of these different techniques is presented. 

Enhancement 
Uitstream 

Variable-Length 
Decoding 

Inverse 
Quantization 

Base Layer 
BitstreanT 

Variable-Length 
Decoding 

Inverse 
Quantization 

Inverse 
DCT 

+f -^Decoded Video^ 

+f 

Decoded 
Motion Vectors 

Motion 
Compensation 

Frame - Store 
Memory 

Figure 6 Block Diagram of M P E G - 2 SNR Scalable Decoder 

1.3.2.1 Layered SNR Scalability 

SNR Scalability refers to the technique that codes the video sequence into two layers at 

the same frame rate and the same spatial resolution but with different quantization levels. 

Figure 6 shows the two-layer SNR scalable decoder, in the MPEG-2 video standard. The 

Variable Length Decoding block decodes the base layer bitstream. The decoded 

information includes the motion vectors and the quantized Discrete Cosine Transform 

(DCT) coefficients. The quantized DCT coefficients are reconstructed by inverse 

quantization. Similarly, the enhancement bitstream is decoded in the Variable Length 
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Decoding block and the residual DCT coefficients are then reconstructed by inverse 

quantization. The reconstructed residual DCT coefficients are added to the base layer 

reconstructed DCT coefficients to obtain the higher accuracy DCT coefficients. The 

inverse DCT is then applied on the higher accuracy DCT coefficients to obtain the image-

domain difference frame. The motion compensated frame is added to the image-domain 

difference frames to form the decoded sequence. 

The SNR scalable decoder is standardized in MPEG-2 and uses the enhancement layer 

residue information in the motion compensation loop. However, MPEG-2 does not 

standardize how the scalable encoder generates the base and enhancement layer streams. 

Depending on whether or not the encoder uses the enhancement layer information in the 

motion prediction, the coding efficiency of the base and enhancement layer may change. 

Two standard compliant encoders are illustrated in Figure 7a Figure 7b. In these 

encoders, motion compensated prediction is formed using the reconstructed picture held 

in the frame store memory. This prediction is then subtracted from the original video and 

the prediction difference is formed. The latter is DCT transformed and then quantized 

using a high quantization parameter (coarse quantization - low quality). The base layer 

bitstream is formed by variable length coding of the quantized DCT coefficients. In the 

feedback path of the encoder, the quantized coefficients are reconstructed using inverse 

quantization with the same high quantization parameter. The enhancement layer residue 

is formed by taking the difference between the original prediction error DCT coefficients 

and the base layer reconstructed DCT coefficients. The enhancement layer residue is 

quantized using a smaller quantization parameter (fine quantization - high quality) and 

variable length coded to produce the enhancement layer bitstream. 
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Figure 7 Block Diagrams of two types of SNR Scalable Encoders (a) Enhancement Layer Residue is 

used at the motion prediction loop at the base layer (b) Enhancement Layer Residue is not used 

The inverse quantized values produced in the encoding of the enhancement layer are then 

added to inverse quantized values at the base layer in the feedback loop. The 

reconstructed frames are formed by applying the inverse DCT and are stored in the frame 

store memory. The reconstructed frames stored at the memory of the encoder are 

identical to the frames stored in the SNR Scalable decoder's memory. However, for the 

case where a decoder does not receive the enhancement layer bitstream, the reconstructed 

frames at the decoder side and the encoder side will not be the same. This is because the 

decoder will only use the base layer information to form the reconstruction, whereas the 

encoder had used both the base and the enhancement layers information. The mismatch in 

the reconstructed encoder and decoder frames causes errors to accumulate in the decoded 

base-layer video sequence. This error is called drift. The drift problem decreases the 

coding efficiency of the base layer video. On the other hand, the high quality reference 

frames used at the motion compensated prediction increases the coding efficiency when 

the decoder receives and decodes the enhancement layer as well. Hence, the SNR 

scalable encoder results in low coding efficiency for the base layer, but high coding 

efficiency for the enhancement layer. 

The encoder illustrated in Figure 7b only uses the base layer information to form the 

prediction. In this case, the drift problem at the base layer is removed. However, if the 

decoder receives and decodes the enhancement layer, a drift will also occur due to a 

similar mismatch between the reconstructed encoded and decoded frames. Therefore, for 
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this SNR scalable encoder, the base layer coding efficiency is high, but the enhancement 

layer coding efficiency is low due to the drift problem. 

To summarize, for the layered Scalable SNR Decoder standardized in MPEG-2, there are 

two possibilities, namely, either the base layer has a poor performance to ensure a good 

performance for the enhancement layer, or the enhancement layer has a poor performance 

to ensure a good performance for the base layer. 

1.3.2.2 Temporal Scalability 

In the layered temporal scalability, video is coded into two layers at the same spatial 

resolution but at different frame rates. If the decoder receives and decodes only the base 

layer, the video sequence is displayed at a low frame rate. The enhancement layer fills the 

missing frames and upon decoding, the video can be displayed at a higher frame rate. 

Several techniques are used for temporal scalable coding [3]. Figure 8 shows a possible 

frame structure for temporal scalability. In this structure, the prediction at the base layer 

is only from the base layer. This ensures that the decoder will be able to correctly decode 

the sequence even if only the base layer is received. The enhancement layer provides the 

additional frames needed to decode the sequence at a higher frame rate. The prediction at 

the enhancement layer can be formed using either the base or the enhancement layer 

itself. 
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Denotes prediction 

Figure 8 Frame Structure used in Temporal Scalable Systems 

1.3.2.3 Spatial Scalability 

Spatial Scalability refers to the technique where the video is coded into two layers at the 

same frame rate but with different spatial resolutions. The base layer is coded at a low 

resolution, whereas the enhancement layer is coded at a higher resolution. At the time of 

encoding, the up-sampled base layer picture can be used as prediction for the 

enhancement layer. The MPEG-4 spatial scalable decoder allows a "bi-directional" 

prediction at the enhancement layer. Both the up-sampled picture from the base layer and 

the previously reconstructed frame from the enhancement layer can be used as prediction 

for the frames at the enhancement layer. Figure 9 shows the picture structure for this kind 

of scalability. The frames are either coded as P or B type at the enhancement layer. The 

frame at the enhancement layer which is temporally coincident with an I-frame at the 

base layer is encoded as a P-frame. The frame at the enhancement layer which is 

temporally coincident with a P-frame at the base layer is encoded as a B-frame. For the 

P-frames at the enhancement layer, the prediction is the up-sampled reconstructed frame 

from the temporally coincident I-frame at the base layer. The B-frames at the 

enhancement layer allows "bi-directional" prediction using the up-sampled reconstructed 
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frame from the base layer as the backward reference and the previously reconstructed 

frame in the enhancement layer as the "forward reference". For the cases where the 

prediction from the base layer is selected, the motion vectors are not encoded to reduce 

the amount of side information transmitted. 

Figure 9 F r a m e Structure used in Spat ia l Sca labi l i ty Systems 

Figure 10 illustrates the diagram for the discussed spatial scalable encoder. The original 

video signal is downsampled and the low resolution video signal is generated. The low 

resolution video signal is encoded separately and the resulting bitstream represents the 

base-layer information. The reconstructed low resolution frames are upsampled and are 

made available as an additional prediction for the enhancement layer frames. The 

resulting prediction error of this combined prediction is encoded and forms the 

enhancement layer bitstream. 
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Figure 10 Block diagram of Spatial Scalable Encoder 

1.4 Overview ofMPEG-4 FGS Video Coding Standard 

The system for delivering MPEG-4 FGS video is illustrated in Figure 11. This system 

consists of three components, FGS encoder, Streaming Server and FGS decoder. FGS 

encoder encodes the original video into two layers, base and enhancement layer. Because 

of the variation in the transmission bandwidth over time, the FGS encoder does not know 

what bitrate the video is going to be transmitted. For this reason, the base layer is 

encoded at the minimum bitrate that is guaranteed by the transmitting channel, Rmm. The 

enhancement layer is encoded at the maximum bitrate that the transmission channel can 
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deliver, R m a x . During transmission, the streaming server truncates the enhancement layer 

bitstream according the available bandwidth. The number of bits sent to the decoder 

depends on the available bandwidth at the time of transmission. Thus, an FGS decoder 

receives the base layer and the truncated enhancement layer bitstreams. The quality of the 

decoded video is proportionally related to the number of bits received by the decoder for 

the corresponding frame. To summarize, FGS uses three components to deliver the video 

to the end user: 

1. Scalable Video Encoder: encodes in a scalable manner at the highest possible 

quality. 

2. Streaming Server: delivers scalable video to a given client. Maximum bandwidth 

utilization is achieved by truncating the video bitstream according to the available 

bandwidth 

3. Decoder: decodes a truncated video bitstream. The reconstructed video quality 

decreases according to the amount of truncation performed at the streaming 

server. 

The FGS Encoder and Decoder are further described in the next subsections. 
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Figure 11. Structure of the end-to-end F G S video delivery system. The system comprises of Encoder, 

Streaming Server and Decoder 

1.4.1 MPEG-4 FGS Encoder Structure 

We illustrate the MPEG-4 FGS Encoder standard in Figure 12. The FGS results in an 

MPEG-4 non-scalable base layer encoded at an Rb a s e bit-rate and an enhancement layer 

encoded using bitplane coding with a maximum bit-rate of R m a x . To encode the 

enhancement layer, first the residual frame is formed by taking the difference of the 

original (high quality) and reconstructed base layer (low quality) frames. The residual 
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frame is then DCT transformed to remove the spatial redundancy. The obtained DCT 

coefficients are bitplane and entropy coded to form the enhancement layer bitstream. 

The main steps of FGS enhancement layer coding can be summarized as: 

1. Constructing the Residual Frame 

2. DCT Transforming the residual frame to decrease the spatial correlation 

3. Bitplane encoding of DCT coefficients 

4. Entropy encoding of bitplane encoded symbols 
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1.4.1.1 Bitplane Coding of DCT Coefficients 

The residual frames that are found by subtracting the base layer frames from the 

enhancement layer frames are coded by bitplane coding instead of conventional DCT 

coding. In the conventional DCT coding, the quantized DCT coefficients are zigzag 

scanned, then a symbol for every non-zero coefficient within the block (containing its 

value and information regarding the number of consecutive zeros before it) is found. The 

resulting symbols are mapped to binary codewords using a VLC table. 

In bitplane coding, every DCT coefficient is treated as a binary number of several bits 

instead of a decimal integer of a certain value [21, 22]. For each block in the residual 

frame, the absolute values of its coefficients are scanned in the zigzag order as shown in 

Figure 4 and then assembled in a one dimensional array as shown on the left hand side of 

Figure 14. In Figure 14, we assume the absolute value of any coefficient is between 0 and 

31 meaning 5 bitplanes are needed to represent all the coefficients correctly. The 

maximum number of bitplanes needed for each frame is found before bitplane coding, at 

the "Find Maximum" stage. It should be noted that, the number of bitplanes needed to 

code the luminance and chrominance components of the frame may be different as 

illustrated in Figure 13. Therefore, there are three syntax values maximum_Ievel_y, 

maximum_level_u, maximum_level_v and they are coded in the frame header to 

indicate the maximum numbers of bit-planes for the Y-U-V components of the frame 

respectively (For the case illustrated in Figure 13, maximum_level_y is 6, 

in a x i in u m l e v e 1_ u is 4 and m a x i m u m l e velv is 4). 
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Figure 13 Maximum Number of Bitplanes Needed for Bitplane Coding maximum_level_y=6, 
maximum_level_y=4, maximum_level_v=4 

When each entry in this array is written in binary form, a binary matrix results (see right 

hand side of Figure 14). A bit-plane of a block is defined as the one dimensional array of 

bits corresponding to a column of this binary matrix. The first bit-plane corresponds to 

the binary bits formed by the Most Significant Bit's (MSB)'s of the coefficients, whereas 

the MSB-1 form the second bit-plane and so on. 

Transform Coefficients 
(Decimal) 

Tranform Coefficients 
(Binary) 

16 1 | 0 j 0 | 0 | 0 

15 o | i i I | l | I 

14 0 j 1 | 1 j 1 0 

19 1 | 0 | 0 j 1 | 1 

• • I I 
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c/^ c/*> c/i cy> 
S S -> 5! 

Figure 14. The Bitplane Generation Process 

After all the bitplanes are formed for each 8x8 transform block of the frame, symbols are 

generated for each bitplane. For each 1 in the bitplane, a symbol is formed. Each symbol 
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has two components, RUN and EOP. RUN specifies the number of consecutive zeros 

before the 1 and EOP specifies whether there are any more 1 left on this bitplane. If a 

bitplane contains all zeros, a special symbol A L L Z E R O is formed to represent it. For 

example, consider a bitplane that consists of following elements: 

1 0 0 0 0 0 1 1 0 0 0 0 0 0 0 0 1 0 0 0 . . . 0 

There are four l ' s in the array, hence four symbols are generated. The first symbol refers 

to the first 1 in the array, which happens to be the first element of the array. There are no 

O's preceding the first 1, so the RUN is 0 for the first symbol. Because there are more l's 

after the first 1, EOP is 0. So the first symbol is generated as (0,0). There are five O's 

between the first and the next 1, so the RUN for the second symbol is 5. EOP is still zero 

as there are more l ' s in the bitplane. So the second symbol is generated as (5,0). 

Similarly, the next symbol is found to be (0,0). The last symbol refers to the last 1 in the 

bitplane array. There are eight O's preceding the last 1, so the RUN is found as 8 for this 

symbol. As this is the last 1 in the bitplane array, EOP is 1. So the last symbol is found as 

(8,1). To summarize (0,0), (5,0), (0,0) and (8,1) are the symbols generated for this 

bitplane. 

For the first and second bitplanes, it is very probable that most of the (8x8) blocks in a 

(16x16) macroblock will have A L L Z E R O symbols. That is every entry in the bitplane is 

zero. Instead of A L L Z E R O bitplanes separately, it is more efficient to group the 

A L L Z E R O bitplanes in the macroblock and code them together. This is only done for 

the first and second bitplanes. FGS standard uses Coded Block Pattern (CBP) for this 

purpose. CBP is a variable length coded binary string, placed at the macroblock header of 
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the bitstream, and specifies which blocks are A L L Z E R O within the macroblock. For 

details of CBP coding specified in FGS, please refer to [1]. 

1.4.1.2 Entropy Coding 

At the final stage, the (RUN, EOP) symbols of the enhancement layer are variable length 

coded (VLC). In VLC coding, the generated symbols are mapped into binary codewords 

according to the symbols' statistics. These binary codewords are stored at the encoder 

and they constitute the VLC table for the enhancement layer. The exact VLC table is also 

stored at the decoder allowing identical reconstruction of the coded symbols. 

1.4.2 MP EG-4 FGS Decoder Structure 

Figure 15 illustrates the MPEG-4 FGS Decoder standard. The structure of FGS Decoder 

is similar to that of FGS Encoder. The FGS Decoder consists of two layers, base and 

enhancement layer. The FGS Decoder base layer is a standard MPEG-4 decoder that 

outputs the base layer video with the minimum quality. The FGS enhancement layer 

decoder is built on top of the base layer decoder to generate the enhancement video. The 

enhancement layer decoder operates on a truncated version of the enhancement layer 

bitstream. After the enhancement layer decoding process is done, the output is added to 

the output of the base layer decoding process to produce the high quality, enhancement 

video. Decoding steps of the enhancement layer for FGS decoding are presented below. 

The enhancement layer bitstream is first decoded with an entropy decoder. The output of 

the entropy decoder are (RUN,EOP) symbols and some syntax elements that will be used 

in bitplane decoding. The next step is the bitplane decoding step where the DCT 

coefficients are reconstructed. Note that, unless all the enhancement layer information is 

transmitted to the decoder, the reconstructed DCT coefficients at the decoder side are not 
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identical to the DCT coefficients encoded at the FGS encoder, before transmission. The 

more information the decoder receives, the more accurate the reconstructed DCT 

coefficients are. The reconstructed coefficients are then inverse transformed and the 

result is added to the base layer video to obtain the enhancement video. 
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Figure 15 Block Diagram of the M P E G - 4 F G S Decoder 

1.5 Overview of H.264 Video Coding Standard 
H.264 is the newest video coding standard and it was developed by ITU-T Video Coding 

Experts Group and ISO/IEC Moving Picture Experts Group. H.264 includes a number of 

advances in video coding technology, making it highly efficient in terms of coding and 

network friendliness. The design of the standard is based on a conventional block based 

motion compensation video coding concept described in the previous sections. However, 

the design also includes several new features that result in a 50% bit rate savings when 

compared with previous standards [18]. In this section, the main advancements offered by 

the H.264 video coding standard is presented, for further details please refer to [15]. 
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1.5.1 Advances in Motion Compensated Prediction 

H.264 is much more flexible in terms of motion compensation block sizes and it can 

support a luminance motion compensation block size as small as 4x4. The use of a 

smaller block size in the motion compensation stage allows the encoder to describe 

complex motions more accurately, thus decreasing the prediction error. In addition, 

H.264 supports quarter-pel motion compensation that further improves the coding 

efficiency of the video coding system. H.264 supports multiple reference pictures for 

motion compensation by the addition of new inter-prediction types. These features enable 

motion to be represented a lot more accurately than previous standards. They also 

increase the coding efficiency of the system considerably. 

H.264 standard also includes an in-loop deblocking filter to decrease the blocking 

artifacts and increase the coding efficiency of the video. The blocking artifacts originate 

from both the motion compensated prediction and the residual coding stages of the 

process and are especially visible at low bitrates. Although, the application of a 

deblocking filter, i.e., after the video is decoded, has been used in previous video coding 

standards, H.264 places such a filter in the motion compensation loop. This improves the 

coder's ability to do inter-prediction that in turn, results in a better compression ratio. 

1.5.2 Advances in Transform Coding 

One of the most important features of H.264 is its use of a different transform. Unlike the 

major video coding standards such as MPEG-2, MPEG-4 that use 8x8 DCT, H.264 uses a 

4x4 Integer Transform. It was observed that the smaller block size decreases some of the 
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artifacts associated with transform coding. Apart from the size, the low complexity nature 

of the 4x4 Integer Transform makes it very efficient to implement on hardware platforms 

such as ASIC's or digital signal processors. Unlike DCT, the Integer Transform was 

designed to allow exact-matching inverse transform. This eliminates the "drift" problem 

due to a slight mismatch between the encoder and decoder representation of video. 

1.5.3 Advances in Entropy Coding 

H.264 includes two methods for entropy coding, the first one is Context Adaptive 

Variable Length Coding (CAVLC) and the second one is Context Adaptive Binary 

Arithmetic Coding (CABAC). Both coding methods use context based adaptivity to 

improve the performance of the encoder for all types of sequences. CAVLC has relatively 

less computational complexity and also includes Reversible Exp-Golomb codes to code 

some syntax elements. Reversible Exp-Golomb codes can be used to improve the error 

resilience of the system and they are further described in Section 2.3.2.1. 

CABAC is a more powerful than CAVLC and significantly improves the coding 

performance of the system but with an additional complexity to encode/decode. 
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CHAPTER 2 

2 H.264 Based Fine Granular Scalability (FGS) 

2.1 Introduction 

The latest video coding standard, H.264, provides superior compression efficiency to all 

previous standards, but it does not include tools for coding the video in scalable fashion. 

We introduce scalability for the H.264 standard, so that it can be used more efficiently in 

network environments where bandwidth varies over time. This chapter presents the 

details of our developed scalable H.264 structure. This structure is based on the latest 

scalable video coding standard, Fine Granular Scalability (FGS) that is originally 

developed for MPEG-4. The proposed structure is not a straightforward extension of 

FGS, where the FGS structure is implemented on H.264 without any modifications. The 

techniques present in FGS are modified and novel techniques are developed in order to 

achieve the best adaptation of FGS to H.264. By modifying the FGS structure, we 

achieve low complexity, high coding efficiency and high error-resiliency for the overall 

system. 

FGS is the latest scalable video coding standard that was developed within the MPEG 

committee and is included in MPEG-4 Streaming Video Profile. FGS encodes the video 

with two different layers, the base layer and the enhancement layer. The enhancement 

layer is encoded using bitplane coding and its fine granular scalable nature makes the 

FGS standard a very flexible coding tool for adapting to the dynamic bandwidth change 

of the underlying network. The base layer of the FGS standard is encoded using 
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traditional video coding technologies. The current MPEG-4 FGS standard uses MPEG-4 

to encode the base layer. 

H.264, the latest video coding standard, developed by the Joint Video Team (JVT) of 

ITU-T and ISO provides superior compression efficiency to MPEG-4. Because at a given 

bitrate H.264 is able to provide better video quality than previous video coding standards, 

it is predicted to be widely adopted. One possible application area for H.264 is video 

communications over best-effort networks, where the available bandwidth for video 

transmission varies with time. 

Although H.264 offers better efficiency than MPEG-4 in terms of compression ratio, it 

lacks tools that make it scalable for use at different bitrates. One possible way of 

introducing scalability to H.264 is to directly apply the FGS process as is done in MPEG-

4. Thus the FGS base layer is encoded using H.264 instead of MPEG-4, while the same 

process as in MPEG-4 FGS enhancement layer is applied as is [12]. Such a 

straightforward extension of FGS is possible due to FGS' design that allows the use of 

any video coding standard for encoding the base layer video. This, however, presents 

serious drawbacks because of the fundamentally different video coding tools used in 

H.264 & MPEG-4. Firstly, encoding the enhancement layer using FGS (as in MPEG-4 

coding) introduces Discrete Cosine Transform (DCT) computations to the H.264 system 

that uses Integer Transform. This significantly increases the complexity of both the 

encoder and decoder (particularly the latter). Secondly, the resulting system would fail to 

encode the enhancement layer using the advanced techniques introduced by H.264, which 

has proved to significantly improve the picture quality, increase the error resilience and 

decrease the complexity of the overall system. 

33 



In this thesis, we overcome the aforementioned drawbacks, by modifying the FGS video 

coding standard and by introducing new techniques. The developed tools increase the 

error resilience and decrease the encoding and decoding complexity of the scalable video 

coding system. 

In Section 2.2, we first present the trivial extension of FGS to H.264 and discuss its 

drawbacks. Following that discussion, our proposed H.264 based FGS structure is 

presented in Section 2.3. In Section 2.4, we present the experimental results. We 

summarize and conclude the chapter in Section 2.5. 

2.2 Trivial Extension of FGS into H.264 

Figure 16 illustrates the encoder that is a straightforward implementation of FGS into 

H.264. The base layer is encoded using H.264 instead of MPEG-4. 

There are two different approaches to calculate the residual signal, resulting in two 

different ways of encoding and decoding. This separation is due to the in-loop deblocking 

filter present in the H.264 standard. The residue signal for the enhancement layer can be 

formed by taking the difference between the original signal and the reconstructed base 

layer signal right after the deblocking filter is applied to the base layer signal. In an 

alternative way, the residue signal can be formed using the base layer signal prior to 

filtering operation. In this case, an additional deblocking operation would be needed at 

the decoder side for the enhancement layer to reduce the blockiness of the decoded video 

which in turn increases the complexity of the decoder. Figure 17 shows the decoders for 

both cases. 

As mentioned before, this direct implementation is not the most efficient solution for an 

H.264 based FGS encoder. The reason for this is explained in the following subsection. 
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2.2.1 Drawbacks of Trivial Extension of FGS to H.264 

MPEG-4 FGS employs DCT for transform coding both at the base and the enhancement 

layers. On the other hand, the H.264 video coding standard replaces DCT with a low 

complexity 4x4 Integer Transform. The encoder used for trivial extension of FGS, 

depicted in Figure 16, uses 4x4 Integer Transform at the base layer and DCT at the 

enhancement layer. Using two different transforms introduces additional complexity to 

the entire system (both to the encoder and decoder). Also, by using DCT at the 

enhancement layer, the system cannot make use of the superior features of the 4x4 

Integer Transform, such as its low implementation complexity and increased subjective 

quality [13]. 

The FGS video coding standard uses four different VLC tables at the entropy coding 

stage. In contrast, H.264 employs Reversible Exp-Golomb codewords where a VLC table 

needs not to be stored. Also, Reversible Exp-Golomb codewords increase the error 

resilience of the system and also can be very efficiently implemented on digital 

processors [23]. In the trivial extension of FGS over H.264, the enhancement layer cannot 

take advantage of these features of Exp-Golomb coding. Also additional complexity is 

introduced to the system by its storage need of four more VLC tables. 

In summary, the trivial extension of FGS introduces new computation blocks to the 

system complexity of both the encoder and decoder (particularly the latter). Secondly, the 

system fails to encode the enhancement layer using the advanced techniques introduced 

by H.264. 
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2.3 Proposed H.264 based FGS System 

In this section, the proposed H.264 based FGS system is presented. Our proposed system 

mainly modifies Transform Coding and Entropy Coding structures of the FGS standard. 

The technical details of these modifications are presented in the following subsections. 

2.3.1 Proposed Transform Coding Structure 

In our proposed encoder, the DCT transform at the enhancement layer is replaced by the 

H.264 4x4 low complexity Integer Transform. Consequently, the original FGS 

macroblock structure has to be changed since the size of the transform has changed. 

Figure 18 compares the macroblock structures for the 8x8 DCT and 4x4 Integer 

Transforms. 

For the case of the 8x8 transform, one macroblock contains 4 blocks of luminance and 2 

blocks of chrominance that is a total of 6 transform blocks. On the other hand, the smaller 

4x4 transform results in 16 blocks of luminance and 8 blocks of chrominance, for a total 

of 24 transform blocks for each macroblock. This increased number of transform blocks 

increases the number of bits needed to code the Coded Block Pattern (CBP) for each 

macroblock at the macroblock header, and as a result decreases the coding efficiency. 

CBP is a variable length coded binary string, placed at the macroblock header of the 

bitstream. For details of CBP coding specified in FGS, please refer to [1]. 
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Figure 18. F G S Macroblock Structures for two different transform sizes 
Left: The 8x8 D C T Transform used by M P E G - 4 

Right: 4x4 Integer Transform used by H.264 

2.3.1.1 Proposed CBP Coding Scheme 

The reason behind the increased overhead in CBP is that for the 4x4 Integer Transform, 

one macroblock contains 24 blocks instead of 6, and thus, each CBP code needs to 

provide information for more blocks. The increased overhead can be analyzed by 

considering Figure 19. In Figure 19, the 24 (4x4) blocks within a macroblock are grouped 

into 4. Each (8x8) group contains four blocks of luminance and two blocks of 

chrominance. The structure of the resulting 8x8 groups is the same as that of the MPEG-4 

FGS macroblock structure, as shown in Figure 19. Hence, the same coding algorithm as 

MPEG-4 FGS CBP coding can be used to code the CBP for each of the new groups. This 

approach results in using 4 CBP codewords for each macroblock. So the amount of bits 

spent for CBP is approximately quadrupled. 

In order to reduce this overhead, we propose a hierarchical scheme to code the CBP. The 

main idea behind this scheme is grouping the transform blocks into larger size groups and 

coding the CBP code in steps. The proposed Hierarchical CBP Coding Scheme is 

presented in the next subsection. The experimental results of the proposed scheme are 

presented in Section 2.4. 
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Figure 19. Grouping Scheme for the Simple C B P Coding 

2.3.1.1.1 Hierarchical CBP Coding Scheme 

In the proposed CBP coding scheme, the 4x4 blocks are grouped into groups of four as 

illustrated in Figure 20. This scheme groups the blocks into 6, each group containing four 

transform blocks of either luminance or chrominance. 

The proposed CBP coding scheme refers to blocks in a hierarchical fashion, (see Figure 

21). There are two steps in the proposed CBP coding scheme for the first bitplane. At the 

first step, each group within the macroblock is checked whether all the 4x4 blocks 

belonging to the group are A L L Z E R O or not. If all the blocks within the group are 

A L L Z E R O , then the group is classified as an A L L Z E R O group, otherwise that group 

is classified as non-zero. 
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Figure 20. Grouping Scheme for Hierarchical C B P Coding 

At the second step of the proposed CBP coding scheme, non-zero groups are considered 

only. The reason for this is, A L L Z E R O and non-zero blocks can co-exist in a non-zero 

group, whereas only A L L Z E R O groups exist in an A L L Z E R O group. Thus, if a group 

is classified as A L L Z E R O at Step-1, no further information is required for the blocks 

within that group. For example, in Figure 21, the groups numbered 0,2,3 and 4 are found 

to be A L L Z E R O (shown shaded in Step-1). The blocks belonging to those groups are 

not coded at Step-2 of CBP coding. At Step-2, only blocks belonging to non-zero groups 

are coded (groups 1 and 5). 
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Figure 21 Illustration of Hierarchical C B P Coding 

So, the two steps of our proposed CBP coding algorithm can be summarized as follows: 

1. First step of CBP. At this step, the CBP specifies information about each group 

within the macroblock. (Step 1 at Figure 21). From now on, the procedure for 

specifying this information will be referred to as group_cbp. This procedure 

indicates if each g r o u p is A L L Z E R O or not. 
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2. Second step of CBP. At this step, the CBP specifies information about each block 

within a nonzero group. (Step 2 at Figure 21). This procedure is referred to as 

blockcbp. This procedure indicates if each block is A L L Z E R O or not. 

Figure 22 illustrates the proposed main algorithm used to create the CBP code for a 

macroblock. 

First Bitplane 

group_cbp 
for Step-1 

Third Bitplane and above 

Second Bitplane 

block_cbp 
for all the 8x8 groups within the 

macroblock 

group_cbp 
for the Step-1 

block_cbp 
for all the 8x8 groups within the 

macroblock 

Figure 22 Block Diagram of the Main Hierarchical C B P Coding Algorithm 

As mentioned before and can also be seen from Figure 22, groupcbp and blockcbp are 

the two procedures that are used to code the CBP. Based on the characteristics of the 

macroblock, either groupcbp or blockcbp procedure is used. Also, CBP coding for the 

first bitplane, second bitplane and bitplanes above second one change slightly. The details 

of these procedures for different cases are explained in detail in the following sections. 

Step-1 of CBP Coding - group_cbp Procedure 

The aim of this procedure is to specify, which groups within the macroblock are 

ALL_ZERO. Figure 23 illustrates the algorithm for the group_cbp procedure. It should 
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be noted that this procedure is not invoked for all the bitplanes of the macroblock. As can 

be seen from the main algorithm depicted in Figure 22, the cases where this procedure is 

invoked can be summarized as: 

• For all the macroblock's first bitplanes 

• For all the macroblock's second bitplanes, if the macroblock has an A L L Z E R O 

first bitplane. 

This procedure generates a binary string called CBP CODE for the entire macroblock. 

CBPCODE specifies which groups within the macroblock are A L L Z E R O . In the 

CBP CODE, a binary 1 means that the corresponding group is ALL_ZERO, while a 0 

represents a non-zero group. It should be noted that, if any block within the group is not 

A L L Z E R O then the corresponding group is not an A L L Z E R O group. After the 

CBP CODE is generated, it is variable length coded using the VLC tables presented in 

Appendix B. The VLC tables for CBP CODE are based on Exp-Golomb codewords that 

is different from the codewords present in FGS standard. The details of Exp-Golomb 

coding are explained in detail in Section 2.3.2.1. The VLC tables are constructed based 

on the statistics of the CBP CODE. 

If a group is A L L Z E R O , this means that all the blocks within the group are A L L Z E R O 

and no further information is needed in the CBP for those blocks. However, an ambiguity 

exists for non-zero groups, since the CBP CODE does not specify which of the blocks 

belonging to a non-zero group are A L L Z E R O . In order to address these blocks, the 

blockcbp procedure is invoked. 
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block_cbp for this 8x8 
group. 

Figure 23 Block Diagram of groupcbp Procedure 

Step-2 of C B P Coding, b lockcbp Procedure 

The aim of this procedure is to determine which blocks within a group are ALL_ZERO. 

The algorithm for this procedure is illustrated in Figure 24. It should be noted that, not all 

the groups within a macroblock are coded at this step. As can be seen from the main 

algorithm and the group_cbp procedure depicted in Figure 22 and Figure 23 respectively, 

this procedure is invoked for the following cases: 

• For each non-zero group at the first and second bitplane. 

• For all the groups of a macroblock at the second bitplane, if the entire macroblock 

has non-zero first bitplane. 

• For all the groups at the third bitplane and above 

This procedure first checks if all the blocks within the group are A L L Z E R O at the lower 

bitplanes (i.e., if we are coding a group at the third bitplane, we first check if this group 

has ALL_ZERO first and second bitplanes). If all the blocks within the group are 
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A L L Z E R O at previous bitplanes, then the variable length binary string called 

SUBjCBPjCODE is generated. SUBCBPCODE specifies which blocks within those 

groups are A L L Z E R O . In the SUBCBPCODE, a binary 1 means that the 

corresponding block is A L L Z E R O , while a 0 represents a non-zero block. For example, 

if only the first block in the group is A L L Z E R O , then the SUBCBPCODE would be 

1 0 0 0 . After the SUB CBP CODE is generated, it is variable length coded using the 

VLC tables presented Table 22 in Appendix C. The VLC tables are constructed based on 

the statistics of the SUB CBP CODE. 

block_cbp Procedure 

NO 4x4 blocks are A L L _ Z E R O \ Y E S 
j \ . at previous bitplanes I 

Find # of blocks that 
are ALL_ZERO at 

previous bitplanes (cnf) 

Place cnt bits 
specifying whether 
those blocks are 

ALL ZERO 

Put the VLC Code for 
sub_cbp_code 

Figure 24 Block Diagram of block_cbp Procedure 

If not all the blocks within the group are A L L Z E R O at lower bitplanes (i.e., the group 

contains a block that was non-zero at a lower bitplane), a different approach is taken. 

Blocks that are non-zero at previous bitplanes has very low probability of being 

ALL_ZERO at the current bitplane, thus, they are excluded in the process. For other 

blocks (have ALL_ZERO previous bitplanes), one bit is used to specify if they are 

A L L Z E R O at the current bitplane. Let's say, in a given group, only two blocks were 
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non-zero at lower bitplanes, and the first block of those two is A L L Z E R O at the current 

bitplane. Then, the code that will be placed to the bitstream is 10. 

2.3.1.1.2 Example of Hierarchical C B P Coding 

The following example illustrates how the CBP is coded using the proposed Hierarchical 

CBP Coding method. This example considers CBP coding of a single macroblock for the 

first and second bitplanes. For simplicity, we only consider the coding of luminance 

component (i.e., the macroblock under consideration does not contain any color 

components). 

The structure of the macroblock under consideration for the first bitplane is shown in 

Figure 25. For this macroblock, the first bitplanes of blocks 2, 7 and 10 contain non-zero 

coefficients, whereas all the rest have A L L Z E R O first bitplanes. 

For the first bitplane, the groupcbp procedure is invoked for all the groups of the 

macroblock. Groups 0 and 2 are classified as A L L Z E R O groups because all the blocks' 

bitplanes within the group (i.e., blocks 0,1,4 and 5 for Group-0 and blocks 8,9,12 and 13 

for Group-2) are A L L Z E R O . Groups 1 and 3 are classified as non-zero due to non-zero 

bitplanes these groups contain (the bitplanes of blocks 2 and 7 are non-zero for Group-1 

and the bitplane of block 10 is non-zero for Group-3). So the CBP CODE for the 

macroblock is found to be 1010. First and third bits of CBP CODE are 1, which 

indicates Group-0 and Group-2 as ALL_ZERO. Second and fourth bits of CBP CODE 

are 0, which indicates Group-1 and Group-3 as non-zero. After this, the VLC code 

corresponding to the CBP CODE is found using the tables in Appendix B and placed in 

the bitstream. For this case, the VLC code is found as 0001101. 
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Figure 25 Example on Hierarchical C B P Coding, Group Structure of the First Bitplane 

At the next step, blockcbp procedure is invoked for non-zero groups. So, Group-1 and 

Group-3 (having non-zero first bitplanes) are further coded using blockcbp procedure. 

The blockcbp procedure first checks if all the blocks within the group are A L L Z E R O 

at the lower bitplanes. As the current bitplane being coded is the first one, all the blocks 

within Group-1 and Group-3 are defined as A L L Z E R O at lower bitplanes. For these 

groups, a binary string that is called SUBCBPCODE is generated and placed in the 

bitstream. SUBCBPCODE is similar to CBP CODE, but it specifies which blocks are 

A L L Z E R O instead of specifying which groups are A L L Z E R O . In Group-1, Block-2 
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and Block-7 have A L L Z E R O bitplanes, this means SUB CBP CODE for Group-1 is 

0110 (second and third blocks within Group-1 has A L L Z E R O bitplanes). In Group-3, 

Block-11, Block-14 and Block-15 have A L L Z E R O bitplanes, this means 

SUB CBP CODE for Group-3 is 0111 (second, third and fourth blocks within Group-3 

has A L L Z E R O bitplanes). After the SUBCBPJCODE is constructed for all the non­

zero groups, their VLC Codes are found using tables presented in Appendix C. 

S U B _ C B P _ C O D E V L C Code 

Group 1 0110 00110 
Group 3 00111 

This step concludes the CBP coding for the first bitplane of the macroblock. The code 

placed for CBP for this macroblock at the first bitplane is: 001100 00110 00111 

that results in a total number of bits of 16. It should be noted that, in general number of 

bits needed to code the CBP of the macroblock is lower than this specific example. For 

detailed analysis, please refer to experimental results at the end of this section. 

Figure 26 illustrates the structure of the macroblock under consideration for the second 

bitplane. 
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Figure 26 Example on Hierarchical C B P Coding, Group Structure of the Second Bitplane 

It is first checked if all the groups within the macroblock are A L L Z E R O or not at the 

first bitplane. For this example, Group-1 and Group-3 are non-zero at the first bitplane. 

Thus, blockcbp procedure is invoked for each group within the macroblock. 

In the block_cbp procedure, it is first checked if all the blocks within the group are 

A L L Z E R O at the first bitplane. For our example, all the blocks belonging to Group-0 

and Group-2 are A L L Z E R O at the first bitplane. For these groups, SUB CBP CODE 

binary siring is generated. In Group-0, only Block-0 has non-zero bitplane, rest of the 

blocks has A L L Z E R O bitplanes. Thus SUB CBP CODE is found as 0111 (only the 
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first block within the group is non-zero). In Group-2, all the blocks have A L L Z E R O 

bitplanes, thus SUB CBP CODE is found as 1111. After SUB_CBP_CODE is 

constructed for all the non-zero groups, their VLC Codes are found using tables presented 

in Appendix C. 

S U B C B P C O D E V L C Code 
Group 0 0111 00111 
Group 2 1111 1 

Not all the blocks within Group-1 and Group-3 are A L L Z E R O . That's why, 

SUB CBP CODE is not used for Group-1 and Group-3, but a different approach is 

taken. First, each block within those groups are checked whether they have A L L Z E R O 

first bitplanes. For the blocks having A L L Z E R O bitplanes, one bit is used to specify 

whether they have A L L Z E R O second bitplanes. Thus, in this approach, the number of 

bits placed in the bitstream is equal to the number of blocks being A L L Z E R O at 

previous bitplanes. In Group-1, Block-3 and Block-6 have A L L Z E R O first bitplanes 

and Block-3 has non-zero and Block-6 has A L L Z E R O second bitplane. So for this 

group, binary string 01 is generated and placed in the bitstream (first bit specifies Block-

3 is non-zero at the second bitplane and second bit specifies Block-6 is A L L Z E R O at 

the second bitplane). In Group-3, only Block-10 has non-zero first bitplane and Block-11, 

Block-14 and Block-15 have A L L Z E R O first bitplane(three bits are used for Group-3). 

As seen from Figure 26, all these blocks are A L L Z E R O at the second bitplane. So for 

this group, binary string 000 is generated and placed in the bitstream The total code 

placed for CBP for this macroblock at the second bitplane is: 00111 1 01 000 that 

results in a total number of 11 bits. 
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2.3.1.2 Summary of Proposed Transform Coding Structure 

In this section, we presented our novel structure that replaces the 8x8 DCT at the 

enhancement layer by the 4x4 Integer Transform. By replacing DCT by the H.264 4x4 

Integer Transform, the complexity of the entire system (both to the encoder and decoder) 

is decreased. Also, by using Integer Transform at the enhancement layer, the system can 

make use of the superior features of the 4x4 Integer Transform, such as its low 

implementation complexity and increased subjective quality. 

The consequence of using Integer Transform, instead of DCT is the change of the 

original FGS macroblock structure. This is due to the fact that the size of the Integer 

Transform is different than that of DCT. For the case of the 8x8 transform, one 

macroblock contains 4 blocks of luminance and 2 blocks of chrominance that is a total of 

6 transform blocks. On the other hand, the smaller 4x4 transform results in 16 blocks of 

luminance and 8 blocks of chrominance, for a total of 24 transform blocks for each 

macroblock. This increased number of transform blocks increases the number of bits 

needed to code the binary string called Coded Block Pattern (CBP) for each macroblock 

at the macroblock header, and as a result decreases the coding efficiency. 

In order to reduce this overhead, we presented our novel scheme that codes CBP more 

efficiently. The main idea behind the proposed scheme is grouping the transform blocks 

into larger size groups and coding the CBP in steps. 
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2.3.2 Proposed Entropy Coding Structure 

As mentioned earlier, the entropy coding technique used in FGS is different than that of 

H.264. FGS uses four different VLC tables to code its symbols resulting from bitplane 

coding. H.264 uses Reversible Exp-Golomb Codewords to code some of its syntax 

elements (Context Adaptive VLC and Context Adaptive Binary Coding are other 

techniques supported by H.264, but are not considered in this thesis). Using different 

entropy coding techniques in enhancement and base layers of the H.264 FGS system 

increases the complexity of the system, thus, it is desirable to have the same structure 

used in base and enhancement layers. Also Reversible Exp-Golomb coding has the 

following advantages over FGS entropy coding technique: 

1. Exp-Golomb codewords standardized in H.264 can be implemented very 

efficiently on digital processors [23]. 

2. Exp-Golomb codewords increase the error resilience of the system due to their 

reversible nature [14]. 

These advantages are particularly important in wireless video communication 

environments that are usually characterized as highly error-prone. Also, the size and cost 

limitations of low-end processors embedded in mobile units severely limit the 

complexity of the algorithms that can be used. Thus, for these applications low 

complexity features of the Exp-Golomb codes offer an additional advantage. 

Based on all these reasons, we replace the VLC technique present in FGS, with its H.264 

counterpart (based on Reversible Exp-Golomb Codewords). In this section, we first 

present the details of Exp-Golomb Coding process adapted in H.264. Following that 
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overview, we present the details of the proposed entropy coding scheme for our H.264 

based FGS system. 

2.3.2.1 Overview of Reversible Exp-Golomb Coding 
The Exp-Golomb codeword table used in H.264 entropy coding is written as: 

1 

0 1 x 0 

0 0 1 xx x 0 

0 0 0 1 x 2 X i x 0 

0 0 0 0 1 x 3 x 2 X i x 0 

where x n take the values of 1 and 0. Each codeword is referred to by its length in 

bits,L = 2n + 1, and INFO = x n . i , ... xi, x0. The codewords are numbered from 0 and 

upwards. When the number of bits, L, and INFO are known, the regular structure of the 

table makes it possible to create a codeword. This eliminates the need for storing a VLC 

table for the codewords. The first 10 codewords and their corresponding code numbers 

are presented in Table 1. Example of Exp-Golomb Codes for a larger sample is given in 

Appendix A, Table 13. 
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Code Number Codeword 

0 1 

1 0 1 0 

2 O i l 

3 0 0 1 0 0 

4 0 0 1 0 1 

5 0 0 1 1 0 

6 0 0 1 1 1 

7 0 0 0 1 0 0 0 

8 0 0 0 1 0 0 1 

9 0 0 0 1 0 1 0 

Table 1 First ten Exp-Golomb Codewords 

A decoder decodes the codeword by reading the n+1 bit prefix followed by n bits for the 

INFO. The n+1 bit prefix is a string of zeros followed by a 1. (i.e. 0 0 0 0 1 for n=4). The 

following n bits after the prefix give the INFO. 

These codewords are characterized as reversible, which means decoding of these 

codewords from the reverse direction is possible. For non-reversible codewords, recovery 

of data occurring after the erroneous bits in the bitstream is not possible. Thus data till the 
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next resynchronization marker is lost, although there may not be any errors in it. 

However, reversible codewords make the decoding of the data having no errors occurring 

after the erroneous bits possible (see Figure 27). This way, the error resiliency of the 

system is increased. This feature becomes very important in erroneous transmission 

environments, such as wireless networks and the Internet. Generally speaking, using 

reversible codewords is less efficient in terms of compression ration, but shows better 

performance in the presence of losses. 

D e c o d e d d a t a b e f o r e R e c o v e r e d D a t a u s i n g 

e r r o r o c c u r s r e v e r s i b l e c o d e w o r d s 

• M 

Resynchronization Error in Bitstream Resynchronization 
Marker Marker 

Figure 27 Data recovery using reversible codewords 

2.3.2.2 Proposed Entropy Coding Structure 

FGS standard uses four different VLC tables to code the (RUN,EOP) symbols resulting 

from bitplane coding (refer to Section 1.4.1.1 for details of bitplane coding). This 

entropy coding structured is replaced by the H.264 counterpart that uses Reversible Exp-

Golomb codewords. 

In order to construct a VLC table to entropy code an information source, one need to 

know the statistics of the symbols that the source generates. In our case, we want to code 

(RUN,EOP) symbols, resulting from the bitplane coding process. The FGS standard 

gives the statistics of these symbols based on DCT coding. As the DCT coding is 

replaced by Integer Transform in our proposed system, the statistics of the (RUN,EOP) 
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symbols have changed. Therefore, we have to collect the statistics of these symbols 

resulting after bitplane coding based on Integer Transform. 

For this purpose, different sequences at different bitrates are encoded and the statistics 

for the (RUN,EOP) symbols resulting after bitplane coding of 4x4 Integer Transform 

coefficients are collected. The different sequences and the corresponding are presented 

Table 2. 

Sequence Characteristic Base Layer 

Bitrates1 

Size Number of 

Frames 

Tempete Camera zooming out a 

flower, no motion, medium 

texture detail 

500 Kbps, 

1.5 Mbps 

CIF 

(352x288) 
300 

Bus Camera panning from left to 

right following a bus, 

medium-high motion and 

medium texture detail 

500 Kbps, 

1.5 Mbps 

CIF 

(352x288) 

300 

Mobile Camera following a toy 

train, low motion, very high 

texture detail 

500 Kbps, 

1.5 Mbps 

CIF 

(352x288) 

300 

Table 2 Sequences used to gather statistics for (RUN,EOP) symbol 

We present the statistics obtained from BUS sequence coded at 500 Kbps in Figure 28. 

The statistics for other cases can be found in Appendix D. 

1 At the time of this work, the H.264 codec did not have a mechanism for bitrate control. The target bitrate 
is achieved by changing the quantization parameter for the sequence, hence it does not represent the exact 
bitrate rather an approximate one. 
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Each figure is comprised of 4 graphs, denoting the statistics of the symbols at different 

bitplane levels. In the graphs, first half is for EOP=0 and the second half is for EOP=l. 

By definition, the first bitplane does not contain an A L L Z E R O symbol. For the other 

bitplanes, A L L Z E R O symbol is shown after at the middle, just following symbols 

belonging to EOP=0. 
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Figure 28 (RUN,EOP) Statistics for the BUS Sequence at 500 Kbps 

MPEG-4 FGS uses four different VLC tables to code the (RUN,EOP) symbols. One 

table is used for the first bitplane, one for the second, one for the third and one for the 
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rest of the bitplanes (fourth and above). The reason for this is that the statistics of the 

symbols vary significantly among different bitplanes, and constructing new VLC table 

increases the coding efficiency of the system. For the proposed structure, it was observed 

that three VLC tables (one for the first bitplane, one for the second bitplane and one for 

the rest of the bitplanes) are enough to characterize the distribution of the symbols. 

There are two reasons for decreasing the number of VLC tables. The first reason is that 

the decrease in the number of possible symbols (RUN can be at most 15 in our case 

instead of 63, due to the smaller transform size), limits the amount of variation that 

symbols can possess. The second reason is, a slight variation in the statistics can not be 

captured by the Exp-Golomb codewords. 

It is important to note that these tables, unlike in the case of MPEG-4 FGS, do not 

contain an ESCAPE code. MPEG-4 FGS uses ESCAPE to signal a symbol with large 

RUN value because the probabilities of a large RUN value are very small. Following the 

ESCAPE code, 6 bits are used to code the RUN and 1 bit for the EOP. In the proposed 

structure, the maximum value for RUN is 15 and the number of symbols is significantly 

lower when compared to MPEG-4 FGS. For this reason, we omit the use of ESCAPE in 

VLC coding. 

After the statistics are obtained, the VLC tables are constructed. The codewords in the 

VLC tables are based on Reversible Exp-Golomb codewords and are the same as the 

H.264 uses. The following table presents the proposed VLC table for the first bitplane. 

The tables for the other bitplanes can be found in Appendix E. 
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Index (RUN,EOP) Code 
0 (0,0) 1 
1 (0,1) 010 
2 (1,0) Oil 
3 (1,1) 00100 
4 (2,1) 00101 
5 (2,0) 00110 
6 (3,1) 00111 
7 (3 ,0) 0001000 
8 (4,1) 0001001 
9 (5,1) 0001010 
10 (4,0) 0001011 
11 (6,1) 0001100 
12 (5,0) 0001101 
13 (7,1) 0001110 
14 (8,1) 0001111 
15 (6,0) 000010000 
16 (9,1) 000010001 
17 (7,0) 000010010 
18 (10,1) 000010011 
19 (8,0) 000010100 
20 (11,1) 000010101 
21 (9,0) 000010110 
22 (12,1) 000010111 
23 (14,1) 000011000 
24 (10,0) 000011001 
25 (13,1) 000011010 
26 (11,0) 000011011 
27 (15,1) 000011100 
28 (13,0) 000011101 
29 (12,0) 000011110 
30 (14,0) 000011111 

Table 3 Proposed V L C Table for the First Bitplane 

2.4 Experimental Results 

In this chapter, we presented our proposed H.264 based FGS system. Our proposed 

system modifies the original FGS structure to achieve the best adaptation of FGS on 

H.264. We first replaced the DCT at the enhancement layer, with 4x4 Integer Transform 

to decrease the complexity of the system. This modification brings an overhead in CBP 
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coding at the macroblock header, due to the smaller transform size used. To code the 

CBP more efficiently, we developed novel Hierarchical CBP Coding Scheme that is 

presented in Section 2.3.1.1.1. Secondly, the entropy coding scheme of FGS is modified 

to achieve higher compression ratios, lower complexity and increased error resilience of 

the overall system. 

In this section, we present experimental results of our proposed system. In order to 

provide a better comparison for each developed technologies, we present the 

experimental results in two subsections. Section 2.4.1 presents the performance of our 

proposed Hierarchical CBP Coding Scheme. In Section 2.4.2, we present the 

experimental results for the proposed entropy coding structure. 

2.4.1 Experimental Results for the Proposed CBP Coding Scheme 

The aim of the proposed Hierarchical CBP Coding scheme is to code the CBP more 

efficiently for our H.264 based FGS system, than the present scheme of the FGS 

standard. This section presents the detailed analysis about the amount of bit savings on 

CBP coding that can be achieved using our proposed scheme. For this analysis, we 

compare the number of bits used to code the CBP in our H.264 based FGS system using 

two different methods. First method is our proposed Hierarchical CBP Coding scheme 

that is presented in Section 2.3.1.1. Second method is the same CBP coding structure as 

in MPEG-4 FGS. However, for the second method the blocks within the macroblock are 

grouped as in Figure 19, so that each group's structure is identical to FGS macroblock 

structure. As also shown in Figure 19, the 24 (4x4) blocks within a macroblock are 

grouped into 4. Structure of each (8x8) group is the same as theMPEG-4 FGS 

macroblock structure. Thus, the same coding algorithm as MPEG-4 FGS CBP coding is 
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used to code the CBP for each of the groups. This approach results in using 4 CBP 

codewords for each macroblock. So the amount of bits spent for CBP is approximately-

quadrupled. 

For this experiment, we use the test sequences presented in Table 2. Because the 

techniques for coding the CBP for the first and second bitplane are not the same, separate 

results are presented for each of the bitplanes. 

The following tables present the average number of bits used for coding the CBP using 

both methods. It is seen that, more bits are allocated for coding the CBP at the second 

bitplane, no matter which method is used. This is due to the fact that, at the second 

bitplane, there are less A L L Z E R O but more non-zero blocks. This means, there are less 

blocks that can be grouped and coded as A L L Z E R O , decreasing the efficiency of the 

CBP coding. For the first bitplane, almost all the blocks are A L L Z E R O , and CBP can 

efficiently group and code them together, using less bits overall. 

It is clearly seen that, the proposed Hierarchical CBP Coding Scheme outperforms the 

FGS CBP coding scheme significantly for the H.264 based FGS system on all the 

sequences. On average the proposed scheme uses 70% less bits than FGS scheme for 

coding the CBP at the first and second bitplanes. For some cases the proposed scheme 

uses up to 75% less bits than the FGS scheme. 

As mentioned before, CBP coding scheme in the FGS standard is not suitable for our 

H.264 based FGS system. This is due to the increased number of transform blocks within 

the macroblock. The proposed Hierarchical CBP coding scheme, decreases this overhead 

significantly. This way, the 4x4 Integer Transform can be used more efficiently in the 

enhancement layer. 
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Proposed CBP Coding Scheme FGS CBP Coding Scheme 

First Bitplane Second Bitplane First Bitplane Second Bitplane 

Bits Used for 

CBP Coding 

450 2051 1653 6257 

Table 4Average Number of Bits Used for C B P Coding for Bus Sequence 

Proposed CBP Coding Scheme FGS CBP Coding Scheme 

First Bitplane Second Bitplane First Bitplane Second Bitplane 

Bits Used for 

CBP Coding 

513 2147 1953 7244 

Table 5 Average Number of Bits Used for C B P Coding for Tempete Sequence 

Proposed CBP Coding Scheme FGS CBP Coding Scheme 

First Bitplane Second Bitplane First Bitplane Second Bitplane 

Bits Used for 

CBP Coding 

339 1937 2004 7453 

Table 6 Average Number of Bits Used for C B P Coding for Mobile Sequence 

2.4.2 Experimental Results for the Proposed Entropy Coding Scheme 

In this section, we compare the coding efficiency of the proposed entropy coding scheme 

that was presented in Section 2.3.2, with the one standardized in FGS. For this 

comparison we encode different sequences at different base layer bitrates. Two different 

methods are used for entropy coding: i) Proposed Entropy Coding Method and ii) 

Original FGS Entropy Coding Method. The sequences used for this experiment are 

presented in Table 2. 
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After encoding the different sequences with both methods, the number of bits used to 

code the (RUN,EOP) symbols at different bitplane levels are found for each method. 

Table 4 presents the results for all the different sequences, for different bitplane levels. 

Each row of Table 4 presents results for a sequence encoded at a specific base layer 

bitrate. The columns of the table are grouped into four, and each group presents the 

results for one bitplane level (first, second, third and the fourth bitplanes). The number of 

bits used to code symbols using two different methods of entropy coding methods, is 

presented side by side for each case. We also illustrate the results for each sequence 

separately at Table 8,Table 9 and Table 10. In these tables, there are two figures for each 

sequence, representing the different bitrates that the base layers are encoded at. 

When compared with FGS entropy coding method, the proposed method uses 7% less 

number of bits on average to code the (RUN,EOP) symbols. For all the sequences, the 

proposed entropy coding method outperforms FGS entropy coding at all bitplane levels, 

except for the first one. At bitplane levels higher than the first one, the performance of the 

proposed table goes up to 22% better than the standard FGS. Also, as mentioned 

previously in this section, the proposed method has high resilience to errors and less 

computational complexity. 

In conclusion, our proposed entropy coding scheme that is based on 4x4 Integer 

Transform, achieves 7% coding efficiency gain on average with increased error resiliency 

and less computational complexity over the FGS entropy coding method, in our H.264 

based FGS system. 
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2.5 Conclusion 

In this chapter, we presented our proposed H.264 based FGS structure. Instead of simply 

extending the FGS to use H.264 at the base layer, the proposed structure modifies the 

FGS coding blocks to take full advantage of H.264's superior features present in the base 

layer. The proposed modifications can be grouped under two groups: 

1. DCT is replaced by 4x4 Integer Transform at the enhancement layer 

2. Entropy Coding structure is modified to use the Reversible Exp-Golomb coding 

technique 

We replaced the DCT at enhancement layer by 4x4 Integer Transform, introduced the 

novel Hierarchical CBP Coding structure, that significantly decreases the overhead 

caused by using 4x4 Integer Transform. The VLC tables at the enhancement layer are 

changed and the new tables are built with Reversible Exp-Golomb codewords using the 

symbol statistics resulting from 4x4 Integer Transform. 

By modifying the standard FGS structure, the complexity of the encoder-decoder pair is 

decreased and the error resilience of the overall system is increased. Performance 

evaluations have shown that our method also improves the coding efficiency of the 

system by 7% on average. 
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CHAPTER 3 

3 Hybrid Structure using Stream-Switching and FGS for 
Scalable H.264 Video Transmission 

As mentioned before, the H.264 video coding standard lacks scalability, i.e., video 

adaptation to different bitrates. Instead, H.264 uses a different approach, called stream-

switching, to cope with the fluctuations of the available bandwidth of the underlying 

network upon which media information is transmitted. In the stream-switching approach, 

the video is independently coded into several non-scalable bitstreams of different bit-

rates. The system dynamically switches between these different bitrate coded video 

versions depending on the bandwidth availability. The advantage of this method is its 

high coding efficiency, which results from the independent coding of non-scalable 

bitstreams. However, this method provides a coarse capability in adapting to changing 

bandwidth conditions due to the limited number of bitstreams. There are two main 

reasons for having a limited number of bitstreams. The first is due to fact that the encoder 

needs to encode the original bitstream at different rates. This increases the complexity of 

the system and therefore there is a trade off between the number of bitstreams that can be 

offered and the cost of the system. Second, since all the generated bitstreams need to be 

stored at a streaming server, storage requirements may be a limiting factor. For the stream 

switching approach, the H.264 video coding standard has specified special key-frames, 

called Synchronization-Predictive (SP) frames that allow efficient switching between 

video bitstreams [17]. 
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In this chapter, we present a unique method of combining the FGS scalable video coding 

with the stream-switching techniques to maximize the video quality for the end user. 

Unlike other proposed scalable switching systems proposed, our proposed system is 

based on established standards. This means that streams created by this proposed method 

can still be processed by an existing H.264 decoder that supports switching of streams 

and does not have FGS capability. We also have developed a novel algorithm to select 

the rates of the base layer streams adaptively. The proposed algorithm involves encoding 

the video at different rates with different enhancement layer streams and R-D 

performance analysis of these streams. Results of this analysis are used to determine the 

optimal rates at which the base layers should be encoded and where the switching 

between streams takes place. 

In Section 3.1, we first give a brief overview of the stream-switching technique and the 

SP-frame concept used in H.264. Also, a brief comparison of stream-switching and 

scalable video coding is presented, along with the advantages and disadvantages of both 

methods. Section 3.2, presents our proposed hybrid approach and the novel adaptive rate 

selection algorithm. Section 3.3 presents the performance evaluation of the proposed 

approach and compares it with: 

1. FGS enabled H.264 video compression system without switching capability as 

proposed in Chapter 2, and with 

2. H.264 video compression system with stream-switching capabilities only as 

proposed by the H.264 standard (i.e., without FGS support). 

72 



3.1 Stream-Switching and SP-Frames 

3.1.1 Overview of Stream-Switching 

Stream-switching is a technique used in video communication systems to cope with 

bandwidth variations. In this technique, video is independently coded to several streams 

at different bitrates and quality levels. After encoding, the streaming server dynamically 

switches between the streams, according to the available bandwidth in order to 

accommodate the bandwidth variations. 

One important restriction of stream-switching is that the streaming server can not switch 

the stream at arbitrary frames, but only at key frames. The reason for this is the temporal 

predictive coding techniques of present video coding standards require that the frame 

being coded to depend on previous frames. Let's consider an example where there are 

two bitstreams generated independently at different quality levels. Let {..., Pi,n-i, Pi,n, 

Pi,n+i,...} and {..., P2,n-i, Pi.n, P2,n+h— } denote the sequence of the decoded frames from 

two bitstreams, bitstream 1 and bitstream 2 respectively. Let's also assume all these 

frames are P-frames and that switching takes place at time instant n, i.e., the server sends 

{Pi,„-i, P2,n ,P2,n+i}- In this case, the decoder can not decode P2,n correctly, since the 

reference frame to encode the frame P2,„, which is P2,n-i is not received. This mismatch 

leads to erroneous decoding which further propagates due to motion compensation. 

For this reason, in existing video coding standards, switching of bitstreams is only made 

possible at frames that do not use information prior to their location, i.e., I frames. 

However, placing I frames periodically in the bitstream reduces the coding efficiency, as 

these frames do not exploit any temporal redundancy. The H.264 standard introduces a 

new frame type, called SP-frame. SP-frames make use of motion compensated predictive 
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coding so to exploit the temporal redundancy in the sequence, in a similar manner to that 

of P-frames. However, identical SP-frames can be reconstructed even when different 

reference frames are used for their prediction [17]. In the next subsection, we describe the 

SP-frame concept introduced in the H.264 video coding standard. 

3.1.2 Overview of the SP Frame Switching Concept used in H.264 

The stream-switching operation is realized by placing keyframes that do not use 

information prior to their corresponding temporal locations. This approach, however, 

decreases the coding efficiency of the system, as these keyframes do not exploit the 

temporal redundancies of the video sequence. 

H.264 introduced a new frame type, called SP-frame, for this purpose. Similar to P-

frames, SP-frames make use of motion compensated predictive coding to exploit 

temporal redundancy in the video sequence. However, unlike P-frames, SP-frames allow 

identical frames to be reconstructed even when they are predicted using different 

reference frames. This property of SP-frames allows them to be used instead of I-frames 

in stream-switching applications. In this section, the technical details of SP-frames are 

overviewed. It should be noted that, SP-frames can be used for other applications such as 

random access, error recovery and error resiliency, but only the stream-switching 

application is considered here. 

In order to explain how SP-frames are used during stream-switching, consider an 

example illustrated in Figure 29. Let's assume that a bitstream is encoded twice at two 

different bitrates. Their corresponding frames are denoted by {Pu, Pij, SPu, Pi,4, Pi,5} 

and {P2.1, P2.2.SP2.3, P2.4. Pi,5} for the first and second bitstreams, respectively (see Figure 
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29). In each bitstream, SP-frames are placed at the same temporal location that switching 

is desired to take place (in this case it is SPJJ and SP2j). 

Bitstream 2 

' 1,1 

Bitstream 1 
1,2 SP 

1,3 1,4 1,5 

Figure 29 Switching between streams using SP-Frames 

SP-frames placed within a bitstream are called primary SP-frames. For each primary SP-

frame, another SP-frame, called secondary SP-frame, which allows switching from that 

bitstream to another bitstream, is generated. The secondary SP-frames are used only 

during switching. At the streaming server, two bitstreams (bitstream 1 and bitstream 2) 
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and all the secondary SP-frames needed for switching are stored. At the time of 

switching, the streaming server sends the secondary SP-frame corresponding to the 

stream that the server switches to. For example, if we switch from Pi,2 to P2,4, then the 

secondary SP frame SP12,3 is used in between (see Figure 29). Similarly if we switch is 

from P2,2 to Pi,4 then a different SP frame SP21J will be used. Secondary SP-frames result 

in the same future frames as a primary SP-frame even though they use a different 

reference frame. At the time of switching, the decoder receives the secondary SP-frame 

(SP/2,3), with its reconstruction identical to its respective primary frame (SP2j). The next 

frame the decoder receives just after switching is P2,4 and it uses SP2J as reference. The 

decoding process continues normally without any error, as the reconstruction for frames 

SP2J and SPi2j is identical although they use different reference frames. 

3.1.3 Comparison of Stream-Switching and Scalable Video Coding 

In this section we compare the two approaches i) Stream-Switching and ii) Scalable 

Video Coding. In particular, the SP-frame approach introduced in H.264 and the FGS 

approach are considered. 

The common objective of these two approaches is to cope with the bandwidth variations 

and offer optimum video quality to the end user. However, the way that FGS tries to 

achieve this objective is quite different from that of the stream-switching approach. The 

latter was proposed and described in Chapter 2. 

The FGS encoder generates one bitstream that contains the enhancement and the base 

layers. The base layer is encoded at a bitrate, RbaSe and the enhancement layer is encoded 

using bitplane coding at a maximum bitrate, Rmax- The bitstream is scaled at the FGS 

streaming server by truncating the enhancement layer portion of the video according to 
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the available bandwidth. The video quality at the end user is directly proportional to the 

amount of the enhancement layer information being sent. Main advantages of this method 

are its low complexity and its high flexibility. Low complexity is due to the fact that the 

same encoded bitstream is used for all the different bitrates, and thus encoding is 

performed only once. In addition, there is minimal overhead for the streaming server, as 

it should only do simple truncation to achieve scalability. FGS is highly flexible since the 

streaming server can truncate the enhancement layer to any desired bitrate, maximizing 

the bandwidth utilization using all the available bandwidth to send video information. As 

its name implies, FGS allows scalability in a fine-granular manner. Unlike other layered 

scalable technologies implemented in previous video coding standards, FGS video 

quality can be adjusted to any bitrate between Rbase and R m a x . 

The main disadvantage of FGS video coding is its low coding efficiency when compared 

to single layer coding. In particular, for bitrates that are considerably higher than the base 

layer bitrate Rbase, the penalty in coding efficiency becomes significant. This is because 

low quality base layer frames are used as references for motion estimation, and as a 

result, the temporal redundancies in the enhancement layer are not fully exploited. 

The other approach, named stream-switching, simply encodes the same video with 

different quality levels and bitrates. The streaming server switches dynamically between 

the streams to accommodate the variations of the available bandwidth. For bandwidths 

that are considerably high, high-quality video is sent to the end user. If the available 

bandwidth drops, the server switches to the low quality version of the video. Based on the 

reasons discussed in the previous section, switching can take place only at key frames. 
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Thus, the system's response time to a bandwidth variation is low when compared to that 

of the scalable video coding approach. 

When compared to scalable video coding, stream-switching approach can not use a single 

bitstream, but rather two or more bitstreams with different bitrates. That's why stream-

switching involves more computational complexity than scalable video coding, as the 

encoding process should be repeated two or more times, depending on the number of 

bitstreams used. One other disadvantage of stream-switching is the insufficient 

bandwidth utilization achieved by the system. It should be noted that, the bandwidth 

utilization of a stream-switching system increases with the number of bitstreams used, 

but the larger the number of streams the more impractical the system becomes. 

When compared with FGS, the stream-switching approach can not adapt to bandwidth 

variation in a fine-granular way, as it is not based on scalable coding of the video. 

Despite all the disadvantages, the stream-switching technique has very high coding 

efficiency (due to independent coding of non-scalable video), which makes it very 

attractive. 

The following table summarizes the advantages and disadvantages of both approaches, 

providing a quick overview. 
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Stream - Switching Scalable Video Coding (FGS) 

Coding 

Efficiency 

High, due to independent 

coding of non-scalable 

bitstreams. 

Low at increased enhanced layer 

bitrates, due to low quality 

reference frames used in motion 

estimation. 

Bandwidth 

Utilization 

Low - due to limit in number 

of streams. 

High, close to 100%. 

Response time to 

change in 

bandwidth 

Low - Can only adapt to 

bandwidth change at key 

frames. 

High - Depending on streaming 

server, it can adapt instantly. 

Scalability Step Coarse capability in adapting 

to changing bandwidth. 

Fine Granular. 

Computational 

Complexity 

Encoding should be 

performed several times 

depending on the number of 

bitstreams. 

Encoding is performed once, for 

base and enhancement layer. 

Table 11 Comparison of Stream-Switching Approach with Scalable Video Coding Approach 

In the next section, we propose a hybrid method that is a combination of the FGS method 

with Stream-Switching. The proposed hybrid method takes advantage of both methods to 

improve bandwidth utilization and video quality. 
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3.2 Combining Stream-Switching and FGS 

The main disadvantage of FGS is its low coding efficiency at high enhancement layer 

bitrates, which is due to the low quality reference frames used in motion estimation. The 

main disadvantage of stream-switching is its coarse capability in adapting to bandwidth 

changes and its low bandwidth utilization. We aim to eliminate those two disadvantages 

with our combined FGS - stream-switching architecture. Thus, the combined system is 

not only scalable and can adapt to bandwidth changes in a fine granular way, but it also 

has high coding efficiency. 

Figure 30 illustrates the architecture behind our proposed hybrid method for the case of 

two bitstreams. Our system encodes the video into two independent scalable bitstreams. 

Each bitstream is an H.264 based FGS stream consisting of a base layer and an 

enhancement layer. 

Based on the available bandwidth, the streaming server sends one of the base layers along 

with its corresponding enhancement layer portion. If there is a low bandwidth variation 

that can be accommodated by the enhancement layer, the streaming server continues to 

send the same base layer along with its enhancement layer. However, the streaming 

server switches between scalable bitstreams if high bandwidth variations occur. 
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Figure 30 Structure of the proposed hybrid system 

Therefore, the streaming-server performs both switching and scaling operations. As can 

be observed from Figure 30, the low bandwidth variation is accommodated by FGS, but 

if the variation exceeds a certain threshold, it causes the system to switch streams. This 

structure increases the overall efficiency since: 

1) bandwidth utilization is always at 100%, and 

2) the picture quality increases with FGS enhancement layer portion operating at its 

higher efficiency regions. 

Assume that the network bandwidth changes dynamically in the range of [Rmin - Rma^ ] . 

The base layer bitrates are Rbasej and Rbasej for the base layers of low and high quality 
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scalable streams respectively, where R m i n < R b a s e < R b a s e 2 ^ R m m - If at a given time 

instant, the available bandwidth Ravaiiabie is greater than the low quality base layer bitrate 

but lower than the high quality base layer bitrate, that isi?m i n < R b m e < R a v a i l a b l e < R b a s e 2 , 

then the streaming server sends the low quality video and truncates its corresponding 

scalable stream to utilize the rest of the available bitrate. So the amount of enhancement 

layer transmitted is R e n h a n c e m e n t , = R 
available 

One of the challenges in the proposed system and in stream-switching systems in general, 

is how to choose the bitrates for the independent streams. In the next subsection, we 

present a novel adaptive rate selection method for stream-switching. For the sake of 

simplicity, only two independent not scalable bitstreams are considered. Later, the 

algorithm is generalized to include more than two bitstreams that also have their scalable 

enhancement layer information. 

3.2.1 Adaptive Bitrate Selection for Stream-Switching 
The bitrates of the streams that are used for switching are an important parameter that 

affects the performance of the system in a dynamic environment. Assume the available 

bandwidth fluctuates in the range [Rmin - i?m a x ], and two streams, one having low quality 

and the other with higher quality, will be used to cover this bandwidth range, with 

bitrates Rl and R2 respectively. One condition for the bitrates is R m i n < R] < R2 < R m a x . 

Also, the bitrate of the lowest quality stream should not be higher than the minimum 

available bandwidth to be able to send a stream at any given available bandwidth (i.e., R{ 

= R m i n ) . Thus, for two streams, only the bitrate of the higher quality stream is variable. 

The bandwidth range can simply be divided into equal portions and can be half the 
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fluctuating bandwidth range R2 = 0.5(i?max + RMIN). This technique can be used for n 

streams with straightforward extension. However, this bitrate selection does not use any 

distortion measure and may not guarantee the best R-D performance. We developed an 

adaptive rate selection by analyzing the encoded video quality at different rates. In the 

case of two streams, we are seeking the rate for the higher quality stream, R2 which 

minimizes the total distortion at the fluctuating bandwidth range given by: 

Raval=R2 Raval=Rma\ 

YD. + YD7, R. <R7</? 
/ . 1 / . 25 min I max i \ 

*avarRmin RavarR2 ^ ' ' 

where £>, and D2 are calculated distortions of the low and high quality decoded streams 

respectively. The distortion measure D is the mean square error and is given by the 

following equation: 

1 M N 

D = ̂ T Z Z ( / ( ^ ) - ^ » ) 2 (3-2) 

where / and K are the two pictures and M and N are their height and width respectively. 

3.2.2 Generalized Adaptive Rate Selection 

Generalization of the above problem for n streams requires finding the rates 

(RL,R2...R„) where/?, =RAAN, RT < R2...< RH_T < RN and RN+I = RMAX to minimize the 

total distortion given by Equation (3.3): 
n RavarRi+\ 

K l A ) (3.3) 
Raval=Ri 
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In order to accommodate the R-D characteristics of the FGS enhancement layer for 

adaptive rate selection, the problem is similar and entails finding the bitrates 

(R„R2...Rn) where R{ = Rmin, R, < R2... < /?„_, < Rn and Rn+X = R^, except that now 

the total distortion measure is a modified version of Equation (3.3): 

n RavarRi+\ 
Yi YDbp-j) tf\7=«.' (3-4) 

aval i 

where D\p-} is the distortion of the i'h base stream and bp J is the number of bitplanes at 

the enhancement layer. The number of bitplanes sent is the maximum number that can be 

sent for the given base layer stream given an available bandwidth, Ravai-

3.3 Experimental Results 

We compare the proposed hybrid FGS, Stream-Switching approach with the FGS and the 

Stream-Switching approaches separately. In order to evaluate the performance of the 

proposed algorithm, we consider a transmission channel where the available bandwidth 

changes dynamically. For this specific experiment, the available bandwidth is simulated 

to increase from 30 Kbps up to 250 Kbps and then decrease back to 30 Kbps in the course 

of 90 frames, which corresponds to 3 seconds at a rate of 30 frames/second. These test 

conditions are specified by MPEG Scalable Video Coding group at the recent Call for 

Proposals on Scalable Video Coding Technology [25], as one of the experiment test 

conditions. 

For our experiment, we first encode the Foreman sequence at different bitrates and we 

encode their corresponding enhancement layers with the proposed H.264 based FGS 

encoder presented in Chapter 2. Then, our adaptive rate selection algorithm is used to 

determine the best bitrate at which switching between bitstreams is performed. 
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Afterwards, depending on the available bandwidth at a given time instant, the network 

simulator chooses the base and enhancement layer streams to send to the decoder. Below, 

we evaluate the performance of the following three methods: 

1. Proposed Combination of FGS with Stream-Switching approach using Adaptive 

Rate Selection 

2. Scalable Video Coding using FGS 

3. Stream-Switching using SP Frames 

The parameters for the base layer encoding are presented at Table 12. 

SP Picture Periodicity: At every 15 frames (i.e. at every half a 

second for 30 fps. video) 

Quantization Parameter for S/ frames: Same as Quantization Parameter for P 

(QPSP) Frames (QP) 

Quantization Parameter of Sn frames: QPSP-6 

(QPSP2) 

Frame Structure: I P P P . . . P P P S P P P P ... 

Table 12 Encoding Parameters for H.264 Base Layers 

We first compare the performance of the three approaches in a channel, where the 

available bandwidth changes over time. The available bandwidth first increases from 30 

Kbps to 250 Kbps through frames 1 to 45 and starts to decrease back to 30 Kbps at frame 

45. The base layer bitrate for FGS and the low quality bitrate for the proposed and 

stream-switching approaches are the same and equal to the lowest bandwidth that the 

channel can deliver (30 Kbps). For the stream-switching approach, the bitrate for the 

high quality bitstream is found to be 100 Kbps using Equation (3.3), which describes the 
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adaptive rate selection for non-scalable bitstreams. For our proposed approach, equation 

(3.4) is used to find the high quality base layer bitrate which was found to be same as 

that of the stream-switching (i.e., 100 Kbps). 

The performance of the three tested methods is shown in Figure 31. When compared 

with FGS, the enhancement layer performance of the proposed approach is relatively 

high due to switching at a key bit-rate. This results in a higher overall efficiency. The 

average PSNR gain is 2.9 dB, while for some frames the gain goes up to 3.5 dB. In 

addition, when our hybrid method is compared with the stream-switching approach, it is 

clearly seen that the video quality keeps increasing as the available bandwidth increases. 

This is because our method fully utilizes the available bandwidth. In this case, the 

average PSNR gain is 1.5 dB and can go up to 3 dB for some frames. 

The R-D performance of the proposed approach is further analyzed and compared with 

the Stream-Switching and FGS approaches in Figure 32 and Figure 33, respectively. It is 

clear from Figure 32, that the advantages of the proposed approach over Stream 

Switching are mainly the increased bandwidth utilization and granular adaptation of the 

system to the varying bandwidth. When compared with FGS, the proposed approach 

does not suffer from the low coding efficiency at high enhancement layer bitrates as it is 

seen from Figure 33. 

In our final experiment, we analyze the performance of the proposed adaptive rate 

selection algorithm. We use the proposed hybrid method and use two algorithms to find 

the bitrate of the high quality video (adaptive and non-adaptive rate selection 

algorithms). For the non-adaptive case, the bitrate of the high-quality base layer is found 

by dividing the bandwidth range into two (i.e., (30+250)/2 Kbps). Figure 34 illustrates 
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the results for this experiment. On average, the adaptive rate selection algorithm results 

in, 1 dB performance increase. 

Figure 31 Performance of the Proposed Approach Compared with two other approaches i. Scalable 
Video Coding using F G S ii. Stream-Switching using SP Frames 
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Performance of Adaptive Bitrate Selection 

a. ^ — Adaptive Rate Selection 
-X - Non-Adaptive Rate Selection 

Bitrate (kbps) 

Figure 34 R - D Performance of the Adaptive Rate Selection Algorithm 

3.4 Conclusion 

In this chapter, we introduce a novel hybrid approach that combines FGS scalability with 

stream-switching based on the H.264's SP frame concept. We also introduce a novel R-D 

optimized adaptive rate selection algorithm for choosing the rates of the base layer 

streams. Combining FGS with SP frames is made possible by using our H.264 based FGS 

technology, presented in Chapter 2. For high bandwidth variations, our proposed system 

switches from a low-quality stream to a higher-quality stream, whereas low bandwidth 

variations are accommodated by using only the corresponding FGS enhancement layer. 

This way, the FGS enhancement layer mostly operates in the high efficiency regions of 

its R-D curve. In a network environment where bandwidth changes dynamically, our 

proposed hybrid method outperforms FGS by 2.9 dB and the stream-switching approach 

by 1.5 dB on average. 
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CHAPTER 4 

4 Conclusions and Future Work 

4.1 Conclusions 

For networks used for video transmission environment, such as wireless networks and 

Internet, the available bandwidth for video transmission is not constant but varies over 

time. This variation in the available bandwidth possesses a problem for a video 

transmission system. Traditional video coding standards, whose objective is to optimize 

the quality of the video at a given bitrate, cannot cope with this bandwidth variation 

problem effectively. Scalable Video Coding techniques have been developed to more 

efficiently address this bandwidth variation problem. 

Scalable Video Coding (SVC) is a video coding framework that enables a system to adapt 

the quality of the video sequence to the underlying channel's available bandwidth. 

Al l popular video coding standards, such as MPEG-2 and MPEG-4 include some 

scalability tools. The latest video coding standard, H.264, provides superior compression 

efficiency over all previous standards, but it does not include tools for coding the video in 

a scalable fashion. 

In this work, we developed a scalable video coding scheme based on the most advanced 

video coding standard, H.264. Up to now, H.264 standard offered limited scalability, but 

there were no solution that achieves highly flexible fine-granular-scalability using the 

H.264 standard. In order to achieve scalability with H.264, Fine Granular Scalability 

(FGS) that is originally developed for MPEG-4 is adapted to H.264. We modified the 

techniques present in FGS and developed novel techniques, so that the proposed scalable 
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coding system has low computational complexity, high error resiliency and has high 

coding efficiency. 

At our proposed H.264 based FGS structure, the DCT is replaced by 4x4 Integer 

Transform at the enhancement layer. This brings an overhead for the Coded Block 

Pattern (CBP) coding at each macroblock header. The number of bits used to code the 

CBP is approximately quadrupled due to the change in macroblock structure. We 

proposed a Hierarchical CBP Coding scheme to decrease this overhead. On average the 

proposed scheme uses 70% less bits than FGS scheme for coding the CBP at the first and 

second bitplanes. For some cases the proposed scheme uses up to 75% less bits than the 

FGS scheme. 

We adapt the entropy coding method of H.264 standard to the FGS structure. The method 

is based on Reversible Exp-Golomb coding and it is proved to be highly error resilient 

with low computational complexity. By replacing the entropy coding method, we achieve 

7% gain in coding efficiency. 

To overcome this problem, we also introduce a hybrid method that combines our 

proposed H.264 based FGS approach with the stream-switching approach employed in 

the H.264 standard. By combining different techniques, our proposed system offers a 

complete solution for all kinds of applications. The proposed system outperforms existing 

systems by offering optimum bandwidth utilization and improved video quality for the 

end user. We also introduce a novel R-D optimized adaptive rate selection algorithm for 

choosing the bitrates of the base layer streams. In a network environment where 

bandwidth changes dynamically, our proposed hybrid method outperforms FGS by 2.9 

dB and the stream-switching approach by 1.5 dB on average. Combining FGS with SP 
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frames is made possible by using our H.264 based FGS technology, presented in Chapter 

2. 

4.2 Future Work 
The proposed H.264 based FGS is designed to introduce minimal computation 

complexity to the overall system. However, in the scope of this work, no formal testing 

and analysis was performed to analyze the exact amount of complexity gain achieved. 

Also, by introducing Reversible Exp-Golomb codewords to the FGS enhancement layer, 

the error resiliency of the system is increased. This feature should be further tested and 

analyzed for real-world application scenarios, such as 3G wireless environments or the 

Internet. 

H.264 video coding standard offers several methods for entropy coding. In this thesis, we 

used Reversible Exp-Golomb coding method due to its low computational complexity 

and high error resiliency. However, other entropy coding methods such as Context 

Adaptive Variable Length Coding (CAVLC), and Context Adaptive Binary Arithmetic 

Coding (CABAC) can also be incorporated in our system. 

The combined approach introduced in Chapter 3, gives very good results and it can be 

further optimized for certain bitrates. The developed approach is good for pre-recorded 

video, where the entire video stream is available at the time of streaming. This approach 

can be further developed for real-time streaming applications. 

The latest trends in scalable video coding are mostly based on wavelet coding tools and 

motion compensated temporal filtering (MCTF) based video codecs. Future work could 

include incorporation of these tools to existing video coding standards. 
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APPENDIX 

A. Exp-Golomb Codes for Entropy Coding 
The following table presents the Exp-Golomb codewords and their corresponding 

numbers used for entropy coding. For the rest of the tables in the appendixx, only the 

Exp-Golomb code number is indicated where a codeword is specified. 

Exp-Golomb 
Code Number 

Codeword Number of bits 

0 1 1 
1 010 3 
2 011 3 
3 00100 5 
4 00101 5 
5 00110 5 
6 00111 5 
7 0001000 7 
8 0001001 7 
9 0001010 7 
10 0001011 7 
11 0001100 7 
12 0001101 7 
13 0001110 7 
14 0001111 7 
15 000010000 9 
16 000010001 9 
17 000010010 9 
18 000010011 9 
19 000010100 9 
20 000010101 9 
21 000010110 9 
22 000010111 9 
23 000011000 9 
24 000011001 9 
25 000011010 9 
26 000011011 9 
27 000011100 9 
28 000011101 9 
29 000011110 9 
30 000011111 9 
31 00000100000 11 
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II IIIIII00000 Z9 
II 0IIIII00000 19 
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II 0100IIOOOOO 617 
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B. VLC Codes for CBP CODE 

B.1. CBP Codes for the First Bitplane 

Category 0 

All the four luminance and two color components are present in the bitplane. 

Y Y 
0 1 

Y Y 
1 2 3 

U U 
16 17 

Y 4 Y , 
4 5 

Y Y 
1 6 7 

u u 
18 19 

Group 0 Group 1 Group 4 

Y Y 
8 9 

Y Y 
10 11 

V V 
20 21 

Y Y 
12 13 

Y Y 
14 15 

V V 
22 23 

Group 2 Group 3 Group 5 

CBP 
(uv,yyyy) 

Exp-Golomb 
Code Number 

Number 
of Bits 

11,1111 0 1 

11,0000 1 3 

11,0001 2 3 

11,0010 3 5 

11,0011 4 5 

11,0100 5 5 

11,0101 6 5 

11,0110 7 7 

11,0111 8 7 

11,1000 9 7 

11,1001 10 7 

11,1010 11 7 

11,1011 12 7 

11,1100 13 7 

11,1101 14 7 

11,1110 15 9 

00,0000 16 9 

00,0001 17 9 

00,0010 18 9 

00,0011 19 9 
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10,0011 51 1 1 

10,0100 52 1 1 

10,0101 53 1 1 

10,0110 54 1 1 

10,0111 55 1 1 

10,1000 56 1 1 

10,1001 57 1 1 

10,1010 58 1 1 

10,1011 59 1 1 

10,1100 60 1 1 

10,1101 61 1 1 

10,1110 62 1 1 

10,1111 63 13 

Table 14 C B P Codes for the First Bitplane, Category 0 
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C a t e g o r y 1-2 

All the four luminance components and only one color component (U or V) are present in 

the bitplane 

Y Y 
2 3 

Y < Y s Y Y 
1 6 1 7 

Group 0 Group 1 

Y Y 
8 9 

Y Y 
10 11 

Y Y 
12 13 

Y Y 
14 15 

Group 2 Group 3 

UA/ 
16 

u/y7 

UA/9 

Group 4 

C B P 
(u/v,yyyy) 

E x p - G o l o m b 
C o d e N u m b e r 

N u m b e r 
o f B i t s 

1,1111 0 1 

1,0111 1 3 

1,0011 2 3 

1,1011 3 5 

1,1101 4 5 

1,1110 5 5 

1,0001 6 5 

1,0010 7 7 

1,0100 8 7 

1,0101 9 7 

1,0110 10 7 

1,1001 11 7 

1,1010 12 7 

1,1100 13 7 

0,0001 14 7 

0,0000 15 9 

0,0010 16 9 

0,0011 17 9 

0,0100 18 9 

0,0101 19 9 

0,0110 20 9 

0,0111 21 9 

0,1001 22 9 
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0,1010 23 9 

0,1011 24 9 

0,1100 25 9 

0,1101 26 9 

0,1110 27 9 

0,1111 28 9 

1,0000 29 9 

1,1000 30 9 

0,1000 31 11 

Table 15 C B P Codes for the First Bitplane, Category 1-2 

Category 3 

All the four luminance components are present without any color component in the 

bitplane 

Y Y. 
0 1 

Y Y 
1 2 3 

Y
4
 Y , 
4 5 

Y Y 
1 6 1 7 

Group 0 Group 1 

Y Y 
8 9 

Y Y 
10 11 

Y Y 
12 13 

Y Y 
14 15 

Group 2 Group 3 

C B P Exp-Golomb Number 
(yyyy) Code Number of Bits 

u n 0 1 

0111 1 3 

0011 2 3 

1011 3 5 

1101 4 5 

1110 5 5 

0001 6 5 

0010 7 7 

0100 8 7 

0101 9 7 

0110 10 7 

1001 11 7 
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1010 12 7 

1100 13 7 

0000 14 7 

1000 15 9 

Table 16 C B P Codes for the First Bitplane, Category 3 

Category 4 

Only two color components are present in the bitplane without any luminance 

components. 

U 1 8 U , 9 

Group 0 

V V 
20 21 

V V 
22 23 

Group 1 

Category 5-6 

C B P (uv) Fixed Length Code 
00 00 
01 01 
10 10 
11 11 

Table 17 C B P Codes for the First Bitplane, Category 4 

Only one of the color components (either U or V) is present in the bitplane without any 

luminance components 

U/V 
16 

u/y 7 

18 u/y 9 

C B P («/v) Fixed Length Code 
0 0 
1 1 

Group 0 

Table 18 C B P Codes for the First Bitplane, Category 5-6 
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B.2. CBP Codes for the Second Bitplane 

Category 0 

CBP_CODE is used at the second bitplane and second bitplane contains all the luminance 

and the chrominance components. 

First Bitplane 

Group 0 

Y Y 
8 9 

Y Y 
12 13 

1 o 1 1 
1 1 

1 2 3 
1 1 
16 17 

\ 1 5 
1 1 

1 6 1 7 
1 1 
18 19 

Group 0 Group 1 Group 4 

1 1 
8 9 

1 1 
10 . 11 

1 1 
20 21 

1 1 
12 13 

1 1 
14 15 

1 1 
22 23 

Group 2 Group 3 Group 5 

Y Y 
2 3 

u u 
16 17 

Y Y 
1 6 1 7 

u u 
18 19 

Group 1 Group 4 

Y Y 
10 11 

V V 
20 21 

Y Y 
14 15 

V V 
22 23 

Group 3 Group 5 

Second Bitplane 

Same table as Table 14 

Table 19 C B P Codes for the Second Bitplane, Category 0 

Category 1-2 

C B P C O D E is used at the second bitplane and second bitplane contains all the four 

luminance components and only one color component (U or V). 
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1 o 1 1 

\ 1 5 

1 1 
1 2 3 

1 1 
1 6 ' 7 

G r o u p 0 G r o u p 1 

1 1 
8 9 

1 1 
12 13 

1 1 
10 11 

1 1 
14 15 

1 1 
16 17 

1 1 
18 19 

G r o u p 4 

G r o u p 2 G r o u p 3 

F i r s t B i t p l a n e 

Y o Y 1 

Y 4 Y 5 

Y Y 
' 2 ' 3 

Y Y 
1 6 ' 7 

G r o u p 0 G r o u p 1 

Y Y 
8 9 

Y Y 
12 13 

Y Y 
10 11 

Y Y 
14 15 

u/v 
16 

u/y7 

G r o u p 4 

G r o u p 2 G r o u p 3 

S e c o n d B i t p l a n e • 

C B P 
(u/v,yyyy) 

Exp-Golomb 
Code 
Number 

Number 
of Bits 

0,1111 0 1 

0,0111 1 3 

0,0011 2 3 

0,1011 3 5 

0,1101 4 5 

0,1110 5 5 

0,0001 6 5 

0,0100 7 7 

0,0101 8 7 

0,0110 9 7 

0,1001 10 7 

0,1010 11 7 

0,1100 12 7 

1,0001 13 7 

0,0010 14 7 

1,0011 15 9 

1,0100 16 9 

1,0101 17 9 

1,0110 18 9 

1,0111 19 9 

1,0010 20 9 

1,1111 21 9 

1,1001 22 9 

1,1010 23 9 

1,1011 24 9 

1,1100 25 9 

1,1101 26 9 

1,1110 27 9 
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1,0000 28 9 

0,0000 29 9 

0,1000 30 9 

1,1000 31 11 

Table 20 C B P Codes for the Second Bitplane, Category 1-2 

Category 3 

C B P C O D E is used at the second bitplane and second bitplane contains all the four 

luminance components but no color component. 

103 



1 o 1 i 1 1 
' 2 3 

1 1 
' 6 1 7 

Group 0 Group 1 

1 1 
8 9 

1 1 
12 13 

1 1 
10 11 

1 1 
14 15 

Group 2 Group 3 

First B i tp lane 

0 1 

Y 4 
4 5 

Y Y 
2 3 

Y Y 
6 7 

Group 0 Group 1 

Y Y 
8 9 

Y Y 
12 13 

Y Y 
10 11 

Y Y 
14 15 

Group 2 Group 3 

S e c o n d B i tp lane 

Same as Table 17 

Table 21 C B P Codes for the Second Bitplane, Category 3 

C. VLC Codes for SUB CBP CODE 

Following table illustrates the S U B C B P C O D E VLC codes used in blockcbp 

procedure of CBP coding. 

( BlockJ), Block_l, Block_2, Block_3) SUB_CBP_CODE 

1111 1 
0000 00000 
0001 00001 
0010 00010 
0011 00011 
0100 00100 
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0101 00101 
0110 00110 
0111 00111 
1000 01000 
1001 01001 
1010 01010 
1011 01011 
1100 01100 
1101 01101 
1110 O H I O 

Table 22 V L C Codes for SUB C B P C O D E 



D. RUN - EOP Statistics 

D.1. BUS Sequence, Base Layer at 500 Kbps 
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Figure 35 (RUN,EOP) Statistics for the BUS Sequence at 500 Kbps 
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D.2. BUS Sequence, Base Layer at 1.5 Mbps 
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D.3. MOBILE Sequence, Base Layer at 500Kbps 
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D.4. MOBILE Sequence, Base Layer at 1.5 Mbps 
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D.5. TEMPETE Sequence, Base Layer at 500 Kbps 
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D.6. TEMPETE Sequence, Base Layer at 1.5 Mbps 
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E. Proposed VLC Tables 

E.1. (RUN,EOP) Symbols for the First Bitplane 
Index (RUN,EOP) Code 
0 (0,0) 1 
1 (0,1) 010 
2 (1,0) Oil 
3 (1,1) 00100 
4 (2,1) 00101 
5 (2,0) 00110 
6 (3,1) 00111 
7 (3 ,0) 0001000 
8 (4,1) 0001001 
9 (5,1) 0001010 
10 (4,0) 0001011 
11 (6,1) 0001100 
12 (5,0) 0001101 
13 (7,1) 0001110 
14 (8,1) 0001111 
15 (6,0) 000010000 
16 (9,1) 000010001 
17 (7,0) 000010010 
18 (10,1) 000010011 
19 (8,0) 000010100 
20 (11,1) 000010101 
21 (9,0) 000010110 
22 (12,1) 000010111 
23 (14,1) 000011000 
24 (10,0) 000011001 
25 (13,1) 000011010 
26 (11,0) 000011011 
27 (15,1) 000011100 
28 (13,0) 000011101 
29 (12,0) 000011110 
30 (14,0) 000011111 
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E.3. (RUN, EOP) Symbols for the Second Bitplane 
Index (RUN,EOP) Code 
0 (0,0) 1 
1 (1,0) 010 
2 (2,0) Oil 
3 (0,1) 00100 
4 (3,0) 00101 
5 (1,1) 00110 
6 ALL-ZERO 00111 
7 (2,1) 0001000 
8 (4,0) 0001001 
9 (3,1) 0001010 
10 (4,1) 0001011 
11 (5,1) 0001100 
12 (5,0) 0001101 
13 (6,1) 0001110 
14 (6,0) 0001111 
15 (7,1) 000010000 
16 (7,0) 000010001 
17 (8,1) 000010010 
18 (9,1) 000010011 
19 (8,0) 000010100 
20 (10,1) 000010101 
21 (11,1) 000010110 
22 (10,0) 000010111 
23 (9,0) 000011000 
24 (12,1) 000011001 
25 (11,0) 000011010 
26 (14,1) 000011011 
27 (13,1) 000011100 
28 (15,1) 000011101 
29 (12,0) 000011110 
30 (13,0) 000011111 
31 (14,0) 00000100000 
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E.4. (RUN,EOP) Symbols for the Other Bitplanes 
Index (RUN,EOP) Code 
0 (0,0) 1 
1 (1,0) 010 
2 (2,0) Oil 
3 (0,1) 00100 
4 (3,0) 00101 
5 (1,1) 00110 
6 (4,0) 00111 
7 (2,1) 0001000 
8 (5,0) 0001001 
9 (3,1) 0001010 
10 (4,1) 0001011 
11 (6,0) 0001100 
12 (5,1) 0001101 
13 (7,0) 0001110 
14 (6,1) 0001111 
15 (8,0) 000010000 
16 (7,1) 000010001 
17 (8,1) 000010010 
18 ALL-ZERO 000010011 
19 (9,0) 000010100 
20 (9,1) 000010101 
21 (10,0) 000010110 
22 (10,1) 000010111 
23 (11,1) 000011000 
24 (11,0) 000011001 
25 (12,1) 000011010 
26 (12,0) 000011011 
27 (13,1) 000011100 
28 (14,1) 000011101 
29 (13,0) 000011110 
30 (14,0) 000011111 
31 (15,1) 00000100000 
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