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ABSTRACT

Current implementations of local area networks utilize a
single channel for ' packet transmission. The neéd for
multi-channel networks arises whenever (a) the population of
users 1is large, and the extra hardware cost incurred by
increasing the data rates in reséonse to higher usér demands,
is no:t justified, (b) the bandwidth 1is available only in
segments‘(such as in CATV systems),.or (c) the use of high data
rates causes an unacceptably high bit-error probability.

We propose two different multi-channel access control
protocols. The first; SRMA/m, utilizes a distributed scheme
for request, and a central scheme for message 'packet
scheduling. The second protocol, MCMA/m, is totally
distributed, avoiding much of. the hardware complexity of
SRMA/m.

The performance of fhe protocols 1is studied using a.
combination of analytical aﬁd ~simulation  methods. ~ The
performance criteria are efficient bandwidth utilization and
small aQerage delays.' The same system parameters are used for
both protocols, making a comparative sfudy possible,

The delay vs. throughput performances of the two protocols
are compared. The comparisoh indicates that for light to
intermediate loads,' MCMA/m shows a better performance
(i.e. lower delays for the same throughputs). For higher
loads, the relative performance depends on m, the number of
" channels. For small wvalues of m (1<ms4), the overall

performance ‘'of MCMA/m is superior. However as m increases,
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SﬁMA/m shows a bettér'performance in the form of lowgr delays
and fixed capacity (vérsﬁS‘decreasing capaéity of MCMA/m).

In conclusion, the choice between SRMA/m -and MCMA/m is
based on a direct cost/performance tradeoff. For most ranges
of parameters, SRMA/m achieves a superior performance at the

expense of higher hardware complexity and cost.
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I INTRODUCTION

1.1 Multi-Channel Protocols

The field of Local Area Networking (LAN) has witnessed

rapid growth in the past few years. This growth is mainly due

to great increase in the use of intelligent}devices in office

environments. It is now possible to establish communication

among these often diverse devices for the purpose of sharing

information, and facilitating access to expensive resources
(such as mass-storage devices, printers, and office copiers).

A few characteristics distinguish LAN from other types of
networks. The distances are short (typically <10 miles); as a
result the ratio of end-tb-end propagation delay to message
transmission delay is small, The médium might be privately
owned and inexpensive (such as a twisted pair or coaxial cable

mygconnecting various offices in a building), or leased and
expensi&é (éuéh as CATV! channel); The individual user demand
is bursty in nature, 1i.e. the peak-to-average use ratio is
large. The users do not utilize the network at all times, but
when they do, a quick response is required.

A number of protocols have been devised to regulate access
to the channel. | The common feature of the physical
implementations of these protocols 1is transmission rates
typically lless than 10 Mbits/sec. There are many applications

where even though the traffic intensity dictates higher data

' Community Antenna TeleVision (Cable Television)



rates, a simple increase in the bit fate is hot a practical
solution.

As an example, we cohsider a .system where the user
population 1is 1large, and thus the hardware costs comprise a
large part of the total system cost. As a general rule, the
hardware costs iincrease as data rates increase, but beyond a
point, these costs increase rapidly and disproportionately.
The throughput/cost tradeoffs discourage the use of high data
rates in these applications. |

.In some other applications, bandwidth (and not the
hardware cost) is the restricting resource. A good example is

CATV channel where the available - bandwidth 1is in segments,

i.e. interspersed among voice and video sub-channels. Although

a bandwidth segment can prbbably support low-speed data rates
(e.g. terminal-computer communication), in a very high-spéed
application (e.g. computer-computer communication), utilization
of all the available bandwidth segments becomes necessary.
Finally, an increase in bit-rate may cause an unacceptable
increase in = bit-error  probability, or in message
retransmissions if error detection is used. |

In summary, there can arise many situations where a simple

increase in the transmission rate, in response to higher |user

demands from the system, 1is not an effective solution. For
such applications, the alternative is to split the available
~bandwidth into a number of sub-channels. The additional
| hardware requirement (over single—chanﬁel systems) is for

accessing a multiple number of sub-channels. This can be



accomplished by using inexpensive' frequency synthesizers, .or
crystal oscillators, to generate the appfopriate sub-channel
carrier frequencies. -

The subject of the vthesis is the design of protocols
capable of utilizing the sub-channels in an efficient manner.
The efficiency 'depehds on many .criteria. Besides high
bandwidth utilization and small delays, the ability of the
protocol to support different packet sizes, and diffefent
packet priorigiésf is worthy of further study. In this thesis
however, the investigation of performance is limited to average
deléy as a function of throughput.

The delay performancé of a single-channel network is
always. superior to that of a multi-channel network utilizing
the same amount of bandwidth. In order to study the
performance degradation as a function of m (m>1), we assume
‘that the bandwidth available (for all values of m) is fixed.‘

We propose and analyze two multi-channel protocols. These
protocols differ mainly inv the control of access to the
sub-channels. The control can be ceﬁtral, distributed, or a
hybrid of the two. Distributed control refers to a situation
where all users execute a common control strateqy, as opposed
to central control where a central computer schedules all the
transactioné° |

One of the protocols considered is Split-Channel
 Reservation Multiple Access with m sub-channels (SRMA/m), a
multi-channel extension of SRMA [TOBA 76].. The protocol

employs distributed control for service requests, and central
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control for regulating access to the message sub-channels.
Although the SRMA/m protocol is very efficient for
intermediate to heavy load conditions, its implementation might
prove to be complicated because of the use of two different
schemes (central and' distribted). - Therefore we propose a
second protocol, Multiple ghannei Multiple Access with
m sub-channels (MCMA/m), which 1is a multi-channel superset of
CSMA-CD' [ToBA 79].  The MCMA/m  protocol is totaily

distributea, greatly simplifying the hardware design.

1.2 Review of Previous Work

~One of the first protocols to exploit the characteristics
of LAN was‘garrier—gense Multiple Access (CSMA). The protocol
is described by Kleinréck» and Tobagi [KLEI 75a], and its
performance is derived using the infinite population model. A
simulation study of the average packet delay for different
loads is also carried .out. The effect of acknowlédgement
traffic on the throughput was presented later [TOBA 78].

When the terminéls are not all in line of sight or in
range of each other, éarrier sensing becomes impossible.' The
authors in their second paper [TOBA 75)] propose a solution
called Busy-Tone Multiple-Access (BTMA). A central controller
detects carriers due to transmitting terminals and sends busy

tones on a separate channel to inform the other terminals of

the transmissions.

Carrier-Sense Multiple Access with Collision Detection



Extending the work of Lam and Kleinrock [LAM 75], Tobagi
and Kleinrock examine the stability of random acéess techniques
[(ToBA 77]. .It is shown that for infinite population with
bursty demand, the throughput of random-access protocols' goes
to zero in finite time with probability of one! Heuristic
dynamic control procedures are introduced that show gbod
results under heavy load conditions. This paper 1includes the
throughput-delay tradeoff analysis for finite population case
[KLEI 75b].

The analysis of CSMA-CD 1is due to Tobagi and Hunt
[TOBA 79]. Ethernet, a variation of CSMA-CD, is described by
Metcalfe and Boggs [METC 76]. The retransmission delay 1is an
exponential function of number of collisions, as a result the
system introduces long delays under heavy loads. The Ethernet
protocol has not yet yielded to analysis because of its
collision-dependent retransmission deléy. A number of cleQer
variations have recently appeared in the literature [AGRA 77]
and [TOKO 77]. |

The SRMA protocol is described by Tobagi and Kleinrock
[TOBA 76]. The performance of the system, with the request
channel operated using various random-access schemes, is also
analyzed in the same paper.

The books by Kleinrock on queueing theory [KLEI 75b], and

computer applications [KLEI 76], lay the foundation for much of

Protocols in which the terminals transmit the packets on a
common channel (or channels) with no pre-scheduling, 1i.e. the
packets carry their own control information.



the theoretical work in the area. A book 5y Schwarfz [SCHW 77]
contains information on opérational networks,

An exceptionally thorough survey on the subject of packet
networks 1is presented by Tobagi [TOBA 80]. Clark et al.
[CLAR 78], and Biba and Yeh [BIBA 79], offer useful insight
into hardware implementation. Meisner et al. [MEIS 77]
describe an interesting hybrid of broadcast and ring-oriented

protocols,

1.3 Scope of the Thesis

The purpose pf the thesis 1is to design, analyze, and
compare efficient multi-channel protocols. Two protocols are
considered: SRMA/m, a hybrid protocol, and MCMA/m, a totally
distributed protocol. in both cases, the population of
terminals M is assumed fixed (M=50).

The first protocol considered is SRMA/m. The protocol,
when the request channel is operated in CSMA-CD, is analyzed in
Chapter 2. The single-channel SRMA system is compared to the
previously analyzed SRMA/1, where the request channel was
‘operated in CSMA.

In Chapter 3, tbe error due to the assumption that the
interdeparture times of the request packets are exponentially
distributed, is studied. The analysis is carried out only for
SRMA/1.,

Chapter 4 deals with MCMA/m protocol. The protocol is
described, and 1its performance 1is analyzed with the same

parameter values used in the analysis of SRMA/m.



A summary of the>'work,’ and comparison of the two
protocols, appears in Chapter 5. Suggestions for further work

conclude the thesis.,



II SRMA/m PROTOCOL .

2.1 Introduction and Statement of Objectives

- Split-Channel Reservation Multiple Access protocol (SRMA)
was 1introduced by Tobagi and Kleinrock [TOBA 76]. In this

protocol the total channel bandwidth 1is divided into three

~sub-channels (simply called channels if no émbiguity arises): a

message  sub-channel, a request (R) sub-channel, and an
answer-to-request (AR) éub—channel.» The name of the protocol
is hereafter modified to SRMA/m, which stands for a SRMA system'
with the message sub-channel split into m separate channels.
First, we briéfly describe the operation of SRMA/1. All
terminals that have message padkets ready fof traﬁsmission,
send- request packets on the R channel. | If a number of
terminals submit time-overlapping R packets, these packets
collide and destroy each oﬁher. bAs.a result, the R channel
requires an access control scheme (such as CSMA) for operation.
When a request packe£ is received at the controller, the
controller determines the time when the message channel becomes
free, and sends the timing information back to the t:ansmittér
(on AR channel). At the specified time, the terminal tfansmits_
the message packet.
©In SRMA/m (m>1), the central controller schedules the
message packet for the message channel that has the smallest
number of queued_packets’awaiting transmission. Sinée there
are m messége channels in the m>1 case, the destination device

must be informed of the channel for which the packet is



scheduled. This 1is accomplished'by requifing the receiver to
listen to the AR channel, buffer any AR packets that contain
the receiver's address in their header, and determine the
channel assignment,

In the absence of central control, there aan arise
situations where two or more packets are addressed to the same
terminal at 6verlapping timés 1(and on different message
channels). In this case, all but one of the packets are lost.
The central éontroller aavoids_ the problem by scheduling the
 packets for non-overlapping times.

The operation of the SRMA/m protocol for m=1 is

illustrated in Fig. 2.1.

The objectives of this chapter can be stated as follows:

1)  Revision af the performance‘_of SRMA/1 with the request
channel operated in CSMA: The CSMA delay curves employed in the
previous study of SRMA/1 [TOBA 76]’were_taken from [KLEI 75a].
These CSMA curves were obtained by simulation and were rendered
obsolete by a new analytical study [TOBA 79]. We revise the
performance .of SRMA/1 based on the new CSMAvdelay curvés
 (reproduced in Appendix A). | ‘

2) Extension of the.analysis to CSMA-CD: The performanée of
SRMA/1 1is extended to the casé where the request channel is
~operated in CSMA-CD (the curves for CSMA-CD also appear in
Appendix A). | |

3)‘ Extension of the analysis to SRMA/m (m>1): In this case,

the R channel is operated in CSMA-CD because CSMA-CD is a more
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1
efficient protbcol (compared to CSMA). .

2.2 Assumptions

Throughout the ‘thesis, ‘the population of terminals M is
fixed.(M=50). Furthermore, the terminals ére assumed to have a
constant rate of packét generation with an aggregate mean of
packets/sec. » -

The processing time of the‘ceﬁtral contfoller is assﬁmed
negligible. | |

As discussed before, 'the"central controller >resolves
conflicts due to overlapping message packets (destined to the
same terminal on differeﬁt_channels). ‘This is accomplished by
scheduling the packets fér non-overlapping times. In the
foliowing analysis of SRMA/m, we assume that the extra delay

incurred due to this strategy is negligible.

The error due to neglecting thé extfa delay is greatest when:
1) the number of terminals is large; for a given load, the
probability of addreséing the same terminal increases.
2) the number of channels 1is large; the probability 6f
time-overlapping  transmissions (on different channels)
increases (assuming that the number of terminals exceeds the
number of channels).

In order to be consistent with the previous analysis of
SRMA/1 [TOBA 76], the ratio of request packet's transmission
delay to request channel's end-to-end propagation delay is

assumed fixed at 100, independent of the percentage bandwidth
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allocated to the R channel. Therefore, the CSMA and CSMA-CD

curves of Appendix A can be used for the analysis.

2.3 Terminology and Notatibn

The following terminology is used throughout the thesis:
Throughput percentage of time a channel 1is occupied by
successful transmissions
load traffic intensity (which includes both successful and
unsuccessful packets)
performance ~ average délay as a function of throughput (better

perfbrmance corresponds to lower delay)

The following terminology and notation are used in the second

and third chapters only:

Slot end-to-end propagation delay of a shb—chanhel
(typical value: 5 us) ‘

v - retransmission coefficient of the request channel's
random access protocol, defined as the probability'of
a terminal with a backloéged packet sensing the
channel in the current slot | |

L size of the request packet in request slots (L=100
throughout this chapter)

Furthermore we introduce the following notation:!

W total bandwidth available

W, bandwidth assigned to the entire message channel

The notation and the theoretical development of SRMA/1 protocol
strongly follows the work of Tobagi and Kleinrock [TOBA 76].
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bandwidth assigned to the request channel
bandwidth assigned to the answer-to-request (AR)

channel

number of bits in a message packet

number of bits in a request packet

number.of bits in an AR packet

fraction of bandwidth assigned to the entire message

channel; ©=W.,, /W

In addition:

Dr.

transmission time of the message packet on the entire
bandwidth; T, =b,/W

:fénsmission time of thé message packet on the entire
message channel; Twm =by/Wm

transmission time 'of the request packet on the
request channel; T, =b, /Wy

transmission time of the AR packet on the AR channei;
Ta =bg/Wa |

b./bm

ba/bm

throughput of the request channel

throughput of the total messagelchannel

throughput of the SRMA/m system over the entire
bandwidth; S=Sm ©

delay due to the request packet, from the time packet
is generated until the time it 1is received by the

controller

SRMA/m/RAND/y SRMA/m system for which the request channel is
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operated in RANDom-access scheme (e.g. CSMA), and n=y

2.4 ‘Components of the Delay

The total delay of the SRMA/h system conéists_ of the
following delays: | |
D{ delay from the time a request is made until the time
the answer-to-request packet 1is initiated (by the
controller)
D, - delay from the time the AR packet is initiated until

the time the message packet is completely transmitted

2.5 Analysis of D,

Since the request and AR packets basically carry the same

kind of information, they are assumed to have the same size:
b, = ba (2.1)

We can therefore define n as n=n,=n,.

Under steady-state conditions, the AR.channel should have
~ enough capacity to sustain the fastest rate at which AR packets
are generatea. This rate 1is the same as the rate at which
(successful) R packets arrive at the controller. Since in
CSMA-type protocols, the rate of arrival of R packets can
approacﬁ 1 packet/T,., the capacity of AR channel should at
least be 1 packet/Tr» ; therefore we allocate equal amounts of

bandwidth to R and AR channels. If @ is the percentage
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bandwidth allocated to the message channel, the amounts of
- bandwidth allocated to the R and AR channels in terms of W (the

total bandwidth) are:
Wy = Wa = (1-0)W/2 - - (2.2)

Then wusing (2.1), transmission times of the R and AR packets

~are equal:
Tr = Ta | o - ( 2.3)

The delay D, is equivalent'to D.(Sr). For each value of
S, Dy  (in wunits of T.) can be obtained from Appendix A. We

can write:

D; = Dy (Sr).Tr (seconds) (2.4)

2.6 Analysis of D,

2.6.a Components of D, and Interdeparture Times Distribution

The delay D, consists of (a) the delay from the time the
AR packet is initiated unﬁil the time it 1is received at the
~ terminal, and (b) the delay from the time the AR packet is
received until the time transmission of message packet is
completed.

Part (a) is a simple transmission delay, so we first
coﬁcentrate on Part (b). Part (b) of D, 1is the "queueing
delay" of message channel. We introduce "waiting delay"‘as the

queueing delay less the transmission delay.
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In order to analyze the quéueing delay, it is nécessary to
know the distribution of the arrival of ARipackets at the
terminals. We observe that this arrival has the same
distribution as the departure of request packets from the
request channel, since the processing delay of the controller
is assumed negligible and the AR channel introduces only a
constant transmission delay. |

In order to find the interdeparture times distribution  of
the request packets, a simulation study of CSMA-CD protocol
with M=50 terminals was carried out (Appendix B).  The
probability density function of the interdeparture times are
presented in Fig. 2.2 for different values of S,. Exponential
pdf's with mean 1/S, are also shown for comparison.

Since no more than one packet can be successfully
transmitted on the request channel at a time, the
interdeparture times in the ihterval of 0 to 1 unit. of T éan
be seen to have 0 density. Compared to the exponential pdf,
the interdepartures in the,.interval between 1 and 1.5 units
show unusually high pdf's; as the throughput. increases, the
pdf's in this interval tend to increase. |

In general, the exbonential distribution seems to fit the
histograms of Fig. 2.2 well. In order to develop a uniform
interdeparture model for all load levels, we assume that the
interdeparture times are exponentially distributed. In other
) words, the departing R packets are assumed to form a Poisson
source., - o |

Since the exponential assumption does not fit the
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histograms in the 0 to 1.5 units interval, this assumption

introduces errors that are analyzed in the next chapter.

2.6.b Performance of M/D/m Queue

Because of the exponential  interarrivals' assumption and
constant. message backet size assumption, the delay dﬁe to
Part (b) of D, corresponds to that of the M/D/m_queue.v In this
section we analyze fhe delay of the M/D/m queue. The‘ notation
used is local to this section and does not correspond to ﬁhat-
of SRMA.

An e#act sdlution for M/D/m qﬁeueing delay aoes not exist.
The delay, hdwever, can be béunded. ~We carry out the analysis
with the hope of finding tight bounds which cén be directly
used in’ the delay analysis.

For the G/G/m queue, the following.bounds on' the waiting

delay exist [KLEI 75b]:

W _ {(m-1)/m} ¥ £. W £ 032 * (I/T)cbz + -0/t ¥ (2.5)'
t 272X t : 2t (1-s)
Where: o
Qt | waiting time for é G/G/1 system
m number of servers (channels)
x | service time random VAriable
t interarrival time random variable
S throughput of the queueing system
6, equivalent to ¢, , standard deviation of t

oy equivalent to « standard deviation of x

xl
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For M/D/1 queue:

A Xs | .
Wt=my— : » . (2.6)

The transmission délay X of (2;6) corresponds to a M/D/1 queue
with the  same total bandwidgh as a M/D/m queue. In order to
apply the delay of (2.6) to (2.5), X has to be normalized to
that of a M/ﬁ/1'queue with the same bandwidth as a M/D/m Queue;

therefore X/m replaces X [BRUM 74]:

0 _1 Xs
wt,norm " m 2(1-S) _ ‘ _(2'7) )
For M/D/m qQueue:
- X ,
t =—s o (2.8)

Since the service time is fixed:
o, =0 =0 (2.9)
Interarrival times are exponentially distributed; thus:

52 =72 | - (2.10)
a -7

By substituting from (2.7)-(2.10) into (2.5), the delay of

M/D/m queue can be bounded by:

S o , 1+ S2(m-1)

2m(1-S) ~ 2m X 2mS (1-9) (2.11)

where X is the packet transmission time on a sub-channel,

The total quedéing delay is:

Drofm = (W, +1)X (seconds) _ (2.12)
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‘It should bé noted that for m=1, the bounds of (2.12) converge
to (2.6). The performance'bounds for m=1,4,8 are shown in
Fig. 2.3 where the delay is in units of paéket transmission
times over the entire bandwidth,

Unfortunately the bounds are not tight and cannot be
directly wused in the analysis. In order to find the M/D/m
delay, a simulation study was carried out (Appendix C).‘ The
results from the simulation study also appear in Fig. 2.3.
Excépt for throughputs ‘close to 1, the simulation results
’appear to fall within the theoretical performance bounds.

| For 1light loads, the waiting delay is very small and the
packet delay is.eqhal to the transmission delay; therefore, the
delay of M/D/m system §s m times the delay of M/D/1 (that has
the same total bandwidth). For.higher-loads, the delays tend
to conVerge. ‘We conclude that the degrading effect of

splitting the bandwidth decreases with increasing loads.

2.6.c Total Value of Dj

The total value of D, can be written as:
D2 = Ta +Ta/L + DM/D/m(Sm)'Tm (secoqu)
. , _
part (a) of Dy $

(2.13)

where T3 /L is the delay before the vfirst bit‘ of AR pécket_
arrives at the terminal, and Dypm(in units of Tw) can be read

directly from Fig. 2.3.
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2.7 Total Delay D

The total delay D consists of D, (2.4) and D, (2.13):
D = Dy(Sr) .T+T3+Ta/L+DyjpfdSm) . Tm  (seconds) (2.14)

By using definitions of T. and Ty:

Tr. br iwm "_e (2 )
T T W, " -0z | hee
m m r

W WL U | - (2.15D)
W ) |

m .
i’.: ATr= 0 o y (2.15¢)
s AT (1-0)/2 '
S_ n o
Sr =_§_. Sm = m. S X VA ‘ (2.15d)

The total delay (in units of T,) using (2.15a) and (2.15b) is
written as:

.__ n(l/L+l)
D= D)+D 1 0)/2 Dyy/p/mSm? /© (2.16)

o n
110y D.(S0) gyt

where S,=5/6 and S, is given by.(2.15d).

It is ¢lear from (2.16) that e,_as'well as n affect the
delay in a complicated way. By definition, n is proportional
to b,. Addressing information comprises a substantial part of
the R packét, because the R packet mainly carries the source
and destination  addresses. Since the address size |is

logarithmically proportional to M, n is roughly proportional to
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Log(M). 1In thig study n is limited to .01 and .10.

Our goal now is to find a value of 8 that minimizes the
delay. The delay vs. @ curves for different values of S are
presented.in Fig. 2.4. 1In this figure, for constant values of
S, © is bounded by S<e<1-2nS/Cr [TOBA 76].

We define 6(opt) as the value of © that minimizes the
delay. It is clear from Fig. 2.4 that a single value of @
cannot minimize the delay for all ranges of S. The sensitivity-
of délay to the value. of © increases dramatically with the
increase in throughput, so it is reasonable to chéOse a 6 that
minimizes the delay for higher throughputs.

By examination of Fig. 2.4:

For SRMA/1/CSMA/.01 e(opt)=.97
For SRMA/1/CSMA/ .1 | o(opt)=.8 J,
For  SRMA/1/CSMA-CD/.01 6(opt)=.97
For SRMA/1 /csMA—CD/. 1 - e(opt)=.83

Figs. 2.5a and 2.5b show the performance curves for SRMA/4
and SRMA/B respectively. The computer-generated}contour lines
are drawn using interpolated data from M/D/m delay curves. The
lines, for most ranges of S seem to be broken. 'This is due to
the rapid change in the M/D/m delay for high. throughputs. The
value of e(opt) for the case n=.01 appears to be roughly equal
to e(opt) of SRMA/1. For a=.1 ©f(opt)=.78 which 1is slightly

smaller than before.
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2.8 Discussion

The delay vs. throughput curves for SRMA/m are presented
in Fig. 2.6. 1In order to investigate the effect of the random

~access scheme used, we substitute Cr for S-{(max) in (2.15d):

_(1-9)/2 - |
smax— n Cy (2.17)
If n=.1 then: _
For CSMA: Cc =.8 6(opt)=.8 so: S(max)=.80
For CSMA-CD: C =.95 6(opt)=.83 so: S(max)=.81

As the length of the message packet increases (smaller n), the:
effect of the request channel's capacity on the total capacity
diminishes. As an example, for »=.01, the effect of the random
access scheme on the capacity is negligible and the.system can
approach throughputs close to 1. For a=.1, however, the effect
of random access scheme used is more important and results in
capacity roughly equal to the capacity of the randbm access
scheme.

Comparing the effect of the random access scheme on the
throughput vs. delay curyes of Fig. 2.6, we can see that. for
n=.01, SRMA/1/CSMA and SRMA/1/CSMA—CD curves overlap. For
n=.1, SRMA/1/CSMA has a better performance fdr lighter ioads,
although for heavier loads its performance is worse than that
of SRMA/1/CSMA-CD. This effect.is due to the chosen 6o(opt)
which optimizes the SRMA/1/CSMA-CD performance for relatively
high throughputs.

The previous conclusions about M/D/m vs. M/D/1 are

applicable: to SRMA/m vs. SRMA/1. For 1low throughputs, an
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increase‘in the numbér of sub-channels increaseé..the -delay
dramatically.  For .high throughputs (e.é. heévy loads) the
delays converge. Compared to the M/D/m, the delay convergence
starts ‘at even lower throughputs-(e;g. .65 for a=.1).

We are generally more interested in the heavy?load
performance of_mhlti—chanﬁél protocols, since if the system was
characterized by moderate loads; we could use a single-channel
system. Frbm Fig. 2.6, for idads close fo the capacity of the
system, the increase in the delay resulting from the channel
splitting isvnegligible. | | |

| In order fo compare the new and o0ld studies of
SRMA/1/CSMA, the old SRMA/1/CSMA curves are feproduced ~in-
Fig. 2.6 (from [TOBA 76]). For light loads and for both values
of n, the previously obtained delays .are smaller. The
difference can be explai&ed by the fact that the CSMA delay
curves used, as well as ﬁhe values of 6(opt) obtained, ére
different from before.
~In summary, SRMA/m appears, to be an - efficient
mﬁlti—channel communication protocol that offers good

performance for intermediate to heavy load conditions.
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"~ II1 ERROR ANALYSIS IN SRMA

3.1 Introduction and Statement of Objectives

In the previous chapter, it vas assumed that the arrival
of AR packets to the terminals follows a Poisson distribution.
By using this .assumption,'_we wefe éble to carry out the
’performance analysis based‘oﬁ the Qast amount of information
available in the literature dealing with Poisson arrivalé.

" In this chapter, we take a second look at the assumption. .
Although from Fig. 2.2, the assumption seems to fit for mosg
ranges of interarrivals, it does not fit for: interarrivals in
the 0 to 1.5 units ihterval.: The error due to this diécrepancy

bwould affect the performance curves,

Ouf objectiyes'in'this chapter are:
(a) analysis of the error due- to exponential arrivals
assumption, using values of eof(opt) foﬁnd in the previous
chapter .
(b) making appropriaté corrections to the performance curves of
SRMA (plotted in the previous chapter). |

- For simplicity, we. limit the scope of the study to

SRMA/1/CSMA-CD and both values of .

3.2 Examination of the Validity of Exponential Assumption
In order to examine the wvalidity of the exponential
assumption for interarrivals greater than 1.5 units, we employ

the graphical representation of Kolmogorov-Smirnov goodness of
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fit test [BENJ 70]. In this test ﬁhe cumulative distribution
function (CDF or PDF).of the fandom variable is drawn on the
_probability paper‘, _aiong ~with the negative ahd positive
difference curves for different values of g, where ¢ is.the
probability of.rejecting a correct. hypothesis based on the
test. If the CDF crosses the differencé l{nes then the
hypothesis is rejected, otherwise it is acceptgd.

The test can be shown by the following equation:

~ SUP o ‘
D=7, ].Fn(t)v—Fo(t)l o - (3.1)

where En(t)‘ 'is the experimental CDF and F,(t) 1is the
hypothesized’ CDF. If Dy, is greater than the bconfidence
interval_fdr a value of o, then the hypothesis is rejected.

The test, for two values.of Sy, is shown ih Figs._3.lé‘and
3.1b. From Fig. 3.1a the hypothesis can ' be “accepted.
Fié. 3.1b, however, shows that the métchvfor small values of
interarrival times are not acceptable, as is expécted.

Our general conclusion is that the exponential assumption,
for ranges of interarrivals greater thah'l.S units and for most

ranges of S,., is acceptable.

The probability axis is scaled so that the CDF plots as a
straight line. '



967

a=10% ; PDF+.21
a= 5% ;

PDF+.23 |
| T~

5 .95
i

75 .8 - .85 .9 .92 .93
1 1 | i 3 1

Probability Distritution Function (PDF)
.7
1

a=10% ; PDF=-.21

w_|
a= 5% ; PDF-.23
<] . v
N Samples-33
e { T T T T T T T T
0 2 4 6 8 10 12 14 16 18 20

Interdeparture times (in packet transmission time)
(a) |

Fig. 3.1

Probability Distribution Function (PDF)

[}
& | }
|
|
] - - -
a=5% ; PDF+.091 —-f
: |
| p"’{u
' ’
oy ! &
| Q
| . R
w-
g L I
o / |
: /
3- . / .
. /
;1
ol ]
o /I T
/I # T a=5z ; PDF-.091
7 .
] Y/
~_ /) s
: y 7/
- 1/
i // / .
A/ // Samples=122
"‘f:/ / ’
.9 L T T T T T T T T T
0 1 2 3 4 5 6 7 8 9 10

Interdeparture times (in packet transmission times)
(b) ‘

The Kolmogorov-Smirnov goodness of fit test for the CDF
of the interarrival times (a) S,=.132 (b) S.=.631

te



32

3.3 Interdepafture Model

In oraer_to analyze the dela&, it is neceséary to find an
equation that describes the.paf of interarrivals for all rénges
of S,.-.By inspection of Fig. 2.2, it'canbbe concluded that the
excess pdf in the 1 to 1.5 units intervél is roughly equal to
the missing pdg' of the 0 to 1 units interval., We further
assume that this pdf is uniformly distributed in_the 1 to 1.5
units interval (Fig. 3.2). 1In the following analysis, unléss

otherwise specified, time is measured in unit of T».

The pdf of interarrival times can-be written as:

pdf = £(t) =] 0 o 0< t 1
re ™+ 2(1-e™) 1< t <15
re Mt 1.5< t

where .\ is the mean arrival rate in units of packets/T,, and t
is the interarrival time. : =
In order to determine the mean and variance of f(t) we use

the following equation [CRC 78]:

m _ax ax m r m! xm-—r |
fx e dx =e I (1) . (3.3)
r=0 (m-r) mrfl
The mean can be written as:
= 1.5 S > B |
t= J {xe'kt + 2(1-e x)} tdt + S Ate At dt : (3.4)
1 ' . . 1.5 "
Using (3.3), (3.4) is finally written as:
£=(1/x - .25)e ™ + 1.25 | (3.5)

The second moment of t is:
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B 1.5 . o
£2 = f'{xe_xt + 2(1_e‘>‘)}t2 at + S Atz %)At dt

1 . 1.5

which simplifies to:

€2 = &) (Z.583 + 2/a + 2/3% ) +1.583

The variance is then written as:

2 _ .2 2
.Ot t” -t
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(3.6)

(3.7)

(3.8)
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3.4 Analysis of Delay vs. Throughput

The queueing delay of G/G/1 is given as [KLEI 75b]:

2 2 4 (n2 2 - _
0. %+ 0.4 + (£9)(1-8) 2
p =—< b R S (3.9)
2t (1-S) 21 S

where I is the idle time, and for fixed.packet sizes o,=0.

The idle times distribution depends on how the previous
busy period ended.  For arbitrary interarrival - times
distributions, the idle times are very hard, if not impossible,
to calculate. So the idle times pdf's preéented in the
following sections were obtained by simulation (Appendix B).

From (2.14c), transmission time of the message packet is:

T =.£Lj21£_.l; (3.10)
m C] n

- P

3.5 Analysis of Performance for G/D/1 Queue

3.5.a n=.01

For SRMA/1/CSMA-CD/.01, 6(opt)=.97, and T. using (3.10)
is: |

Tm = 1.55

Using the interarrivals pdf of (3.2), a simulation study waé-
carried out to determine the idle times distribution. The idle
times pdf appears in Fig. 3.3. 1Instead of showing the whole
‘histogram, we only show the pdf at thé midpoints of histogram.
.Exponéntial density functions with mean 1/S» are superihposed.

For small S,., the exponential assumption seems to be a good
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.._choice. For larger Sy (Fig. 3.3c); ‘there 1is a slight
difference between the two curves for small idle times. In
~ general, ﬁhe exponential pdf appeafs to fit the experimental
curves well. |

Since I is exponentially distributed (using the same T

units):

m . )

T2 o 2742 |
I%= 2T.°/S (3.11b)

All that remains in the calculation of D is S which is the

throughput of the G/D/1 queue. Using the definition of S:
Ss=X/t=1T /¢t (3.12)

where X is the packet size. Substituting for S from (3.12),
and using the idle times momenté ((3.f1a) and (3.11b)),.and the
interarrival times moments ((3.5) and (3.7)), the total
quéueing delay of (3.9) can be calculated. The G/D/1 delay is
shown in Fig. 3.4. The delay curve of M/D/1 system, which
corresponds to the original exponential . assumption, is

superimposed.
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3.5.b n=.1

The idle times pdf for n=.1 .is shown in Fig. 3.5.
Although after some tedious work, the idle times distribution
can be modeled, we use a simpler procedure to approximate the
delay. |
For n=.1, e(bpt)=.83; therefore using (3.10):

Tm = A'Ivo 02

Waiting delay happens if two packets arrive 1less than 1.02

units apart and: ‘

' 1.02 ..
p(t < 1.02) = Fixe™E 4 2(1—e_x)} dt
- 1 ’ (3.14)
= .04 + .96e7) = 71022

The maximum probability bf two packets arriving less than f.02
units apart is .03 ((3.14) is maximized \ for \=1,
0<\<1 packets/T,). So‘for all practical purposes, the waiting
delay can be assumed to be zéro, and the delay in'this case, is
only due to the .transmission time of the messagé packet.
Simulation studies support this conclusion. |

| The maximum'}th;oughput of the system 'is found by
‘evaluating (3.5) at x=1, and then by usiﬂg (3.12):

S(max)=.67

3.6 Performance Comparison

The delay vs. throughput curves for the new assumption
along with the exponential assumption are presented in

Fig. 3.6. It is clear from the figure that for n=.1, the
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effect of the new interarrivals assumption on the ovéfall
delay 1is negligibie. |

For the case. of n=.1, the delay; ihstead'of going to
infinity for heavier loads, rises to_a'maximum value of about 5
units (of Ty). The tradeoff is in the maximum capacity that
the system can achieve; as shown before, S(max)=.67 which is
smaller than S(max)=.79 achieyeablé under the exponential.
arrivals assumption., |

In summary, the error iﬁ delay, due to the exponential
interarrivals assumption, increases with incréasing n. In
comparison to previous delay cﬁrves, the corrected curves show

smaller delays and reduced capacities.
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IV MCMA/m PROTOCOL

4.1 Introduction

In the previous two chapters, the perfo:mance of the
SRMA/m protocol was analyzed. The protocol employs aspects of
both central and distributed control to optimize the
performance. A good pérformance is achievéd at the expense of
system hardware -complexity since there are two completely
different control schemes to deal with,

In this chapter we propose a new protocol called Multiple
Channel Multiple Access with m sub-channels (MCMA/m), which is
bésed entirely on a distributed control strategy, therefore

avoiding the hardware complexity of SRMA/m. -

4.2 Assumptions and Protocol Description

‘The channel is divided into a number of sub-channels of
which one, the ACK sub—channel, .is used 'exClusively _for
carrying acknowlédgement traffic. The remaining sub-channels
are used for carrying message packets. From now on, if no
ambiguity arises, the tefm channel 1is ‘used instead of
sub-channel,

| Under software control, the terminals have the capability
of switching among channels. The synchronization aelay depends
on the system parameter values and the modulation technique
used. For the purpose of this study, the synchronization delay
is assumed negligible.

When the terminals are free to receive, they continuously
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séan the channels to detect packets addressed to them. Since
there 1is no call establishment, a problem arises: when a
scanning terminal 1is monitoring a channel and a packet
addressed fo thé' terminal arrives on another channel, the
. packet is lost. To solve the probiem, the addresS'is' repeated
m times in the packet header; thus a scanning terminal has a
.100% chance of properly decoding one of the m addresses in the
header. The overhead due to this strategy, if message packets.
are long, and if m and the addresseé are small (i.e. number of
terminals small), can be assuméd negligible.

| Each terminal 1is equipped with a receive and a transmit
timer. These timers keep track of the time spent on the ACK
channel. When timeout on the ACK channel expires, they inform
the terminal, and the terﬁinal disengages‘from the ACK channel.

Since in a multi-channel system, message transmissions can
finish in such a way that ACK packets are initiated at
overlapping times, the ACK channel is operated in CSMA;CD.

It is assumed that the population of terminals is large
enough to form a Poisson message source, independent of the
~ delay due to the ACK paékets. This assumption enables us to
analyze the delay vs._throﬁghput performance .0of the message
packet, independent of the ACK packet.

The flowchart diagram of the protocol for both transmit
énd receive sequences éppears bin Fig. 4.1. . In order to
describe the protocol, the possible operation modes are

presented in the following sub-sections.
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Fig. 4.1  MCMA/m: TRANSMIT and RECEIVE sequences
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4.2.a Transmission without Collision

.The terminals keep a running inventory of free channels.
When a message packet is generated and no message channel is
available, the packet is backlogged (i.e. scheduled for. later
retransmission). If a free channel is available, at the étart
of the next slot, the terminal again senses the channel; if the
channel is ' free, transmission‘ is initiated,' otherwise tﬁe
message packet is backlogged. |

The destination terminal (assumed not busy in this
sub-section) is scanning all of'thevmessage chanhels and if -é'
préper address header 1is detected oh a channel, the terminél’
starts buffering the messége packet. ' When packet reception 1is
.completed, the transmitter and receiver reset their timers and
switch to the ACK channel. The destination terminal sends an
ACK (in CSMA-CD fashion) which is received by the source device
and the terminals disengage from the ACK channel. The tiﬁer is
pre-set to a finite time. In case the ACK packet does not gét
through because of excessive collisions on the ACK channel, the
source and destination terminals disengage from the ACK channel

‘after the timeout, and the message packet is backlogged.

4.2.b Transmission with Collision

If two or more message packets start transmission on the
same channel within an end-to-end propagation delay period, the
packets collidé and destroy one another. After this critical
'period, all terminals detect 'darrie;s dﬁe to  packet

transmissions, and refrain from packet initiation. The source
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terminals send jam signals on the same channel to inform the
destination terminal(s) (and others) of the collision.. The
destination terminal(s) (if already 1locked to that message
channel) disengage immediately. The source terminals, in turn,

reschedule the packets for some later time.

4.2.c_Transmission with Non-scanning Destination Terminal

Message transmission is_ initiated but the destination
terminal is not scanning the channel because it has either
failed, is servicing another packet (on another channel), or is
loéked to the ACK channel. After completing the transmission,
the source switches to the ACK channel, resets its timer, and-
starts listening forv,ACK. . Since the sourée does not get an
answer, after the timeout period, the packet is backlogged.

Since missed packets run to coﬁpletion without trunéation,
(as opposed'to collided packets that are truncated), they have
the potential of heavily degrading the throughput. . The
probability of missed packets in a multi-channel SyStem was

discussed in Chapter 2.

4.3 Terminology and Notation

We introduce the following notation:
" slot - end-to-end propagation delay of a sub-channel (slotm
and slota correspond to the message and ACK
sub-channels réspectively)

v retransmission coefficient as defined in Chapter 2,
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but pertaining to the message sub-channels

‘b, ~ number of bits in message packet

bé _ " number of bits in ACK packet

W bandwidth of the entire message channel <

Wy ' bandwidth of the ACK channel

n ratio of the size of ACK packet to the éize of

message packet; n=bg/bm

‘Lm size of message packet in message slots'

La " size of ACK packet in ACK slots

Dm delay (wait+transmission) of the message packet

Da. delay (wait+transmi§§ion) of the ACK packet

Ty transmission time of the message packet on the entire

message channel (so mT,, is the transmission time on a
sub4channel); Tm=bm/Wm
Ta ., transmission time of the ACK packet on the ACK

channel; Ta=bs/Wa

In addition ©, S, and Sy, have the same definitions as  in

Chapter 2.

4.4 Performance of MCMA/1 vs. Number of Terminals

In the MCMA/1 protocol, no ACK channel is necessary since
the message packets cannot be lost; therefore, the performance

of MCMA/1 directly corresponds to that of CSMA-CD, and the

Note that Lw is independent of m since splitting the available
bandwidth increases the end-to-end propagation delay and the
packet transmission delay by the same factor. _
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simulation program.used in the study of CSMA-CD can also be

used in the study of MCMA/1.

The optimum value of v for CSMA-CD with M=50 terminals wés
found to be v=.05 [TOBA 80]. As M changes, the optimum value
of v also changes. For larger M,. v 1s selected shéller to
prevent excessive collisions 1in heavy-load situations. We
postpone the study of_vvand choose §=.05 as a comﬁromise.

Fig. 4.2 shows the delay vs. throughput curves of MCMA/1
for different numbers of .terminals.‘ The CSMA-CD curve is
super imposed. NComparing the - M=50 and the CSMAfCD curves, we
obéerve that for light loads, the delays are equal;'for higher

loads, there is a small difference between the two curves. We

take the closeness of the two curves as an 1indication of the

correctness of the simulation program.
Comparing"the performance curves for different values of

m, we see that as m increases, the_delay of the system as a
function of tﬁroughput also increases. This effect is appareﬁt
over the entire range of loads.

| The delay vs. throughput curves, however, do not show the
rate of change of'throughpﬁt with respect to changes in load;
Fdr that purpose, we plot the throUghput vs. G curves in.

Fig. 4.3.% The curves correspondingbto M=50 and M=100 appear to

In this section and the next one, the delay is defined as the
total delay (wait+transmission) of the message packet over the
message bandwidth. In the same manner, throughput is the

- throughput over the message bandwidth.

We define G .as the total number of packet transmissions
attempted in Ly, slots (whether or not actual transmission
occurs). > '
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be quite closé,kwith the’exdeptioh of high"loadsv where the
throughput of the M=100 curve rapidly deteriorates. The
deterioration is due to the ¢hosen value of v. For a fixed v
(v=.05), increasing the population size causes a progressively
larger throughput degradation.

| The relative "flatness“»of the curves >ét the top 1is a
measure of the‘ sensitivity of the ‘optimum performance to
changes in load condition.  The M=20 curve is flatter at its
top than the other two, so a system with 20 terminals stays at
peak performance fdrba wider fange of loads. For purposes of

comparison with the previous results, we choose M=50.

4.5 Comparative Study of MCMA/1 and MCMA/m (m>1)

| The simulation df‘MCMA/m'(m>1) is only performed for the
message packets (and not the Ack packets); so the simulated
system loosely corresponds to a m-channel CSMA-CD. If Da(Sa)
is independent of m and v, then_in comparing MCMA delays for
different. values of m  and v, the ACK.delay can be ignored.
Later on, it is shown that the arrival of ACK packets to Athe
ACK »chanﬁel can alwajs be assumed to form a Poisson ‘source
(independent of m), therefore Dy is not a function of m. ‘It.is
further assumed that the delay of ACK packets is independent of
Ve

We begin the study of vMCMA/m (m>1) by examining the

performance as a function 6f V. The delay vs. throughput

curves for m=4 and different values of v are shown in Fig. 4.4.

‘Small values of v result in good throughputs, and the
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throughputs do  not degréde substantially for the heavy-load
tails of the curves.. Howéver, a'trédeoff is made in the ‘delay
at capacity. '.Increasing Q decreases the delay at capacity,
until the capacity itself starts to degrade. A choice has to
be made among different values of wv. for a reasonable overall
performance, v=.05 seems to be a good choice. Note that tpis
is the same value of v chosen in CSMA-CD, so we conclude that
the obtimum value of v is independent of m, |
In order to investigate the changes in the delay as a
function of v, the delay vs. v curves for specific throughput
values are plotted in Figq. 4.5. The corfesponding CSMA-CD
curves are superimposed. The rate of change of the two delay
curves appears to be quité similar. We conclude that the
effect of v on the performance of the multi-channel system is
not noticeably different from that of the single-channel
system, | ‘ |
A .shortcoming. of the protocol is the problem of lost
packets. In MCMA/m (m>1), packets are lost when two or more
packets are addressed to . the same terminal at overlapping
times. 1In this case, no more than one packet 1is properly
received (in the absence of -cdllisions). For the system
parameters under consideration (m=4, M=50), this effect is
significant; In order to show the resulting performance
degradation, the delay vs. throughput curves of MCMA/m are
plotted in Fig. 4.6 (for m=1,4,8). 1In Fig. 4.7, we plot the

maximum capacity (over the entire range of v) as a function of
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m for different values of M.' From Fig. 4.7, the capacit&

degradation due to lost packets increases with increasing m.

The rate of capacity degradation as a function of m depends on
M. For small values of M, the effect is rather significant.
The performance of the system 1is optimum at capacity
(i.e. offering the optimum tradeoff between delay 'and
throughput). In order to compare the optimum performance of
MCMA/1 and MCMA/m (m>1),"the capacity as a function of v for
m=1,4 is plotted in Fig. 4.8. The capacity difference between
MCMA/1 and MCMA/4 is greatest for v>.1. In this region, the
numbef of collisions per channel is larger for MCMA/1 (since
there is only one channel); as a result, the capacity of MCMA/1

degrades at a faster rate.

4.6 Analysis of the Total Delay

4.6.a .Components of the Delay

Until this point, our attention has been focused on the
délay of_the message packet on the message channel. In this
sectioh we analyze the total delay on the entire system
bandwidth.

The ACK packet carries the same kind of information that
the request and AR packets carry in SRMA, namely addresses,
timing, and error defection and correction information. In
order to make the coﬁparison "with SRMA possible, we assume

La=100- (which corresponds to L=100 for request and AR packets

The delay vs. throughput curves of‘M=20 appear in Appendix D.
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in SRMA).
The delay of the system consists of D.,. and Dy. The total

delay can be written as:
D = Dp(Sm) + Da(Sa) o (aa)

where Sa is the throughput of the ACK channel, and D and Da

are in units of Twm and Ta respectively.

4.6.b Delay of the Message Packet

The delay of the message packet depends on the value of
Lm; the size of the message packet in units of message slots.
First we find a relationship between Lw and La, ahd then we use
La=100 to determine Lm. |

Slot ‘is defined as the end-to-end propagation delay of a

sub-channel:
slot = X/W (seconds) v: (4.2)

where W is the channel bandwidth (in bits/sec.), and X is the
"cable length" (in " bits), where cable 1length denotes the
maximum number of bits that can be in transmit on the cable at
any instant.

By definition:
L = T/slot (4.3)
where T is the packet transmission time.

Using (4.2)-(4.3) and definitions of Ty and Tp:

_ Tm slotr } bm Wr X Wm : o (4.4)
T_° slot b "W " X'W o
r . m r r

m
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We can now write:
Lm= La./n T (4.5)

From (4.5) for n=.01, L,=10000 and for n=.1, Lw=1000.

| Simulation ofAMCMA/ﬁ, for such large values of L., is very
costly. Therefore we use an approximation to the delay
Vs, throughpuﬁ curves.
Assumption: For a constant m, the message packet delay Dm(Sw)
in units of T,, is independent of Lwm (i.e. follows a fixed
trajectory). .
In order to show this property,-in Fig. 4.10 we plot Dy (Sw)
curves for m=4 and several values of Lw. For throughputs less
than capacity (i.e. the range of intereét), the delay curves
are very close. Therefore a fixed trajectory extended.to_ Sm=1
can represent the curve for éli.values.of Lm.

In summary, the delay Dy (in units of Ty) for differént

values of‘SmJ can be read from the trajectory.

4.6.c Delay of the ACK Packet

The analysis of D, is relatively easy. The arrival of ACK
péckets to the ACK channel has the same distribution as the
departure of tﬁe message packets from the meésage channel. 1It
was shown in Fig; 2.2 that thé oﬁtput.of CSMA-CD system can be
modeled as exponential (with the exception of 0 to 1 unit
interval).

Since in a multi-channel system, packets can depart less

than one packet transmission time apart, we expect the
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assumption to improve (i.e. also fit the pdf of the 0 to 1
unit interval). Fig. 4.9 shows £he interdeparture times pdf.
for m=4. The exponential assumption seems to fit the
experimental data very well. Although the ihterdepafture times
pdf varies with Lm; we assume that for the range of Lm under

study, the exponential assumption is valid.

4.7 Total Delay and Discussion

The total delay as a function of 6 for m=4 is shown in
Fig. 4.11a. The delay is based on the trajectory of Fig. 4.10.
Frém the figure, for a=.1 ©(opt)=.97, and for ﬁ=.1 é(opt)=.90.
The contour lines for m=8 are plotted in Fig._4.11b, which
shows that the values of e(opt) are about the same as in m=4,

The delay vé. throughput curves of MCMA/m are shown in
Fig. 4.12, Note that MCMA/1 directly corresponds to CSMA-CD
because no ACK channel is neceséary for m=1,

In Fig. 4.12, there are two sources of analytical error
for which adjustments should be made. The first is due to the
trajectory being extended all the way to Sm=1. As discussed
before, 1lost packets degrade the capacity of multi-channel
systems. This degradation increases with increasing m, For
the values of Lw under study, we assume that the percentage
degradation as a function of m, is equal to that of L,=100
(since the probability of lost paékets is, almost, independent
of Lw). The degradation‘(corrésponding to Lm=100 as shown in
Fig. 4.7) 1is applied to Fig. 4.12. The capacity correction in

Fig. 4.12 is designated by the area called unattainable region.
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The second source of é:ror is due to the_ (implied)
assumption that the deléy on the ACK channel is always equallto
the delay of successfulv ACK packets.v This assumption is
correct, except when lost packets are involved. 1In that. cése,
the delay 1is equal to the_maximum value of the timer timeout
delay. The choice of a timeout value depends ‘on the load
conditions, and the pdf of the CSMA—CD'delay. Because of the
extremely complicated nature‘of the analysis, the amount. of
error is left unspecified.

We defer the discussionlgf performance to the next chapter

where the SRMA/m and MCMA/m systems are compared.
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V__ CONCLUSION

5.1 Summary

In this' thesis, the performancev of two multi-channel
multi—access protocols has been investigated. The first one,
SRMA/m, utilizes distributed control for request scheduling and
central control for message scheduling. The second protocol,
MCMA/m, uses a totally distributed scheduling strétegy.

Single-channel SRMA (SRMA/1) was proposed and analyzed by
- Tobagi and Kleinrock [TOBA 76]. 1In the analysis, the request
channel wes operated in CSMA. 1In Chapter 2, the analysis was
extended to CSMA-CD. - The distfibﬁtion of interdeparture times
of message packets was determined by simulation. It was found
that except for the 0 to 1 unit interval, the interdeparture
times pdf ean be modeled as exponential. Using thie assumption
e(ope), the percentage bandwidth allocated to the message -
channel, was found and the total delay was plotted. The
changes in overall deléy'resulting from switching to CSMA-CD,
was concluded to be minimal.

The SRMA/1 analysis was then extended to SRMA/m; Since
SRMA/m involves M/D/m queueing, and exact solutions for M/D/m
queue do not exist, the delay for varioue values of m was
obtained by simulatibn. The simulation results were found to
fall within the calculated theoretical bounds. In order to
find e(opt), delay contour lines for m=4 and m=8 were plotted.
The value of 6(opt) was not significantly different from the

m=1 case,
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In Chapter 3, the error due to the assumption that the
interdeparture times of request packets are exponentially
distributed, was analyzed.-'A unified interdeparture model was
developed. Since the ‘analysis involved idle times, the idle
times pdf was 'determined> by simulation. The total delay,
according to the values of 6 found in Chapter 2, was
calculated. For small values of n (request packet to message
packet size ratio), the corrections made to the delay curves:
were quite small. For larger n, the correction was substantial
and resulted in a maximum delay of 5 units (of message' packet
transmission time), instead of infinity.

The MCMA/m protocol was proposed and analyzed in
Chapter 4. The Delay vs; throughput curves of MCMA/1 and
MCMA/4 were compared for various values of u.(rétransmission
coefficient of the message packet). It was founé that the
effect of changes in v on the delay curves of m=4, is very
similar to that of m=1. The total delay of MCMA/m was then
analyzed based on the same 'parameters used in the SRMA
analysis. The optimum 6 was calculated and the delay curves
for m=1,4,8 were plotted. These curves were corrected for

‘ degradatioh resulting from lost packets.

5.2 Comparison of SRMA and MCMA Protocols

The delay vs. throughput curves for both protocols and for
n=.01-and n=.1 appear in Figs. 5.1 and 5.2 respectively. We
can see that no protocol consistently outperforms the other.

The tradeoffs are similar to what Tobagi and Kleinrock faced in
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comparing random access protocols [TOBA 76]. They stated:
| ++. It is to be noted that there existé no
scheme which 1is éohsistently suberior to
others. The performance of each is
dependeﬁt on several system parameters...;
so also is the selection of the best

scheme,

The important system parameters affectihg the performance
are m aﬁd n. First we consider m. For m=1, MCMA haé a
definite superiority over SRMA, expressed as_smaller delays.
As m increases, the difference in performance becomes dependent
on load levels., For moderate to heavy 1loads, MCMA always
achieves a smaller delay. For heavier loads (e.g. $>.6) and
fdt small m's (e.g. m<4), it is the MCMA sfstem that shows a
smaller delay; but as m increases, SRMA appears to have a
progressively better performance.

- Another measure of performance is the effect of overhead
resulting from increases in n. The delay degradation (for m>1)
does not seem to be véry senSetive to n. On the other hand,
‘the capacity degradation as a'fesult of increasing =n, appears
‘to affect SRMA far more than it affects MCMA.

In some applications,‘ the capacity (and not the deléy)
might be the crucial factor. In SRMA, the «capacity 1is
independent of m, In MCMA however, the capacity 1is a
~ decreasing function of m, and for large m's, the ~capacity of
MCMA shows severe degradation. |

In summary, if we assume that a " typical system is
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characterized by heavy loads and large number of channels, then 
SRMA outperforms MCMA in both’delay.and capacity. = If because
' of moderate throughput/delay requirements, the choice between
the two protocols is not influenced by performance, MCMA is the
.more suitable protocol' because of its  easier hardware

implementation.

5.3 Suggestions for Further Work

We consider the case where short (interactive) aﬁd long
(file transfer) packet types are involved. If each packet type
has its own delay constraint (e.g. interactive ‘packets
reqﬁiring short delays), then it is conceivable to schedule
each packet type for a different‘set éf channels to meet the
delay constraints. It remains to determine the optimuﬁ
percentagé bandwidth allocated to each channel set,\ so as to
optimize the performance of éach packet type. The analysis of
optimum bandwidth assignment is complicated byv the fact that -
specific mixes of packet typesi require different bandwidth
allocations,

One application of multi-channel protocéls is. fail-safe
‘ commﬁnication. If a channellmalfunctiqns, after a number of
tries, the controllers erase the channel. from 'théir ‘channel
look-up  table and resume transmission on the remaining
channels. The task at hand is the design of higher-level

protocols stressing reliability rather than performance.
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ST : APPENDIX A
Performance curves of CSMA and CSMA-CD’

Reproduced from EI‘OBA 79]
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APPENDIX B

Simulation of CSMA-CD Protocol

The simulation progfam to  study CSMA-CD is written  in
FOﬁTRAN. -~ The packets, in this program, are représented by an
array. These packeté have a set of T"attributes”, 'represented
by oﬁher arrays. These attributes are: sourcé and destination
addresses, packet size (in slots), bpacket born time, and
collision flag. Time is in units of slots. |

Each complete cycle of the running pfogram increments a
global timer (by one slot). To genefate a packét, one element
of the packet array is selected and the global time is assigned
to the packet's born time. Soﬁrce and aestination addresses
~and size 'éfe. also assigned. In each c¢ycle, - the program
COmparési the 'ﬁinishAtime (i.e. born+size) to the global time;
ifbtheré is a match, the packet is designated as properly
received, and = is counted in " the throﬁghput and delay
statistics. In the program,f collisions are checked by
comparing the born times aﬁd sizes of all the packets'tb
determine conflicts.,

The program is typically run for 10000 slots. When the
results are overlybunexpected (e.g. if the delay for a heavier
load is smaller than the delay for a lighter load, or a sample
point is radically out of line with other sample points), then
the program is run for 20000 slots and the neﬁ results are
substituted. However, running the pfogram for 10000 slots has
been found to be quite satisfactory in terms of the results

obtained.
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APPENDIX C

Simulation of M/D/m Queue

In order to find the queueing delay of a M/D/m system, a
simulation program written in FORTRAN was developed. The
Poisson source is simulated by generating packets t slots apart
where t 1is an exponentially distributed random variable. To
‘generate a fandom number with the same CDF as t, we observe
that for any random variable: |

Pr(CDF(t,)<CDF(t)<CDF(t,))=Pr(t,<ts<t,)
Thus: _ _ “.
Pr(CDF(t,)<CDF(t)<CDF(t,))=CDF(t,)-CDF(t,)
The above eqguation 1is the neceésary and sufficient éondition
for the random variable CDF to be uniformly distributed so:
CDF(t)=U
Interarrival times are exponentially distributed, as a vresult
[KLEI 75b]: | _ |
U=CDF(t)=1-exp(-\t)
where X\ is the méan arrival rate in packets/slot.
Substituting 1;U for U and solving for t:
o =-1n(U)/x

The packets are added to the gueue at the arrival
instances. At the arrival time of a packét,'all of the packets
that have finished transmission are removed. This  strategy
reduces the computatidn‘bverhead significantly,'because there
is no need to look at both the arrival and the departure
instances. The gueue is represented by a circular buffer with

a capacity of 1000 packets. Experiment shows that this gqueue
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size 1is sufficient tb hanale ranges of .\ not very close to 1
(e.g. 15.98).

The simulations are performed with_diffefent values of
for 5000 arrivals. An inéréase in the number of arrivals does
not appear to change the results significantly. The program is
validated by drawing the simulation fesults of M/D/1 along with’

the theoretical delay curve in Fig. 2.3,
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APPENDIX D

MCMA  DELAY CURVES FOR M=20
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Fig. D-1 = MCMA/4: Delay (in units of transmission time of
’ ' a packet on a sub-channel) vs. throughput
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