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A b s t r a c t 

Simulation studies of carbon nanotube field-effect transistors (CNFETs) are presented using models 
of increasing rigour and versatility that have been systematically developed. Firstly, it is demon­
strated how one may compute the standard tight-binding band structure. From this foundation, a 
self-consistent solution for computing the equilibrium energy band diagram of devices with Schottky-
barrier source and drain contacts is developed. While this does provide insight into the. likely be­
haviour of CNFETs, a non-equilibrium model is required in order to predict the current-voltage 
relation. To this end, the effective-mass approximation is utilized, where a parabolic fit to the band 
structure is used in order to develop a Schrodinger-Poisson solver. This model is employed to predict 
both DC behaviour and switching times for CNFETs, and was one of the first models that captured 
quantum effects, such as tunneling and resonance, in these devices. In addition, this model has been 
used in order to validate compact models that incorporated tunneling via the WKB approximation. 
A modified WKB derivation is provided in order to account for the non-zero reflection of carriers 
above a potential energy step. In order to allow for greater flexibility in the CNFET geometries, 
and to lift the effective-mass approximation, a non-equilibrium Green's function method is finally 
developed, which uses an atomistic tight-binding Hamiltonian to model doped-contact, as opposed 
to Schottky-barrier-contact, devices. This approach benefits by being able to account for both inter-
and intra-band tunneling, and by utilizing a quadratic matrix equation in order to improve the 
computation time for the required self-energy matrices. Within this technique, an expression for the 
local inter-atomic current is derived in order to provide more detailed information than the usual 
compact expression for the terminal current. With this final model, an investigation is presented 
into the effects of geometrical variations, contact thicknesses, and azimuthal variation in the surface 
potential of the nanotube. 
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Chapter 1 

I n t r o d u c t i o n 

The aggressive scaling of the metal-oxide-semiconductor field-effect transistor (MOSFET) to ever-
smaller physical dimensions has required the introduction of a wide variety of technologies in order 
to fabricate these devices [1]. With each generation, however, the manufacturing challenges are 
becoming increasingly difficult, and according to the International Technology Roadmap for Semi­
conductors [1], intensive research is needed in order to continue this process, and indeed, to develop 
novel devices and methods that will move the technology improvements in other directions. 

A candidate transistor that may allow for both the shrinking process to continue, and for the de­
velopment of novel architectures, is the carbon nanotube field-effect transistor (CNFET). Essentially, 
this device is a conventional MOSFET, except that its channel is made up of a carbon nanotube 
(CN), and that the source and drain interfaces may be Schottky contacts. In the following section, 
a brief background to CNs is provided, with reference to some of their interesting properties. 

1.1 Background 

In 1976, the growth of cylindrical tubes of carbon was reported by Oberlin et al. [2], but they were 
not recognized as having the CN structure, and were not studied in detail. Intensive interest in CNs 
did not begin until 1991 when Iijima noticed their growth on an arc discharge electrode [3], and used 
electron microscopy to probe their atomic structure. Since that time, a great deal of theoretical and 
experimental work has gone into understanding carbon nanotubes. 

To begin, consider the CN atomic structure. Conceptually, it may be thought of as a graphene 
sheet that has been rolled into a seamless cylinder. Shown in Fig. 1.1 is a schematic of the hexagonal 
lattice of carbon atoms that form the atomic monolayer of graphene. The two primitive translation 
vectors, ai and a2, point to equivalent sites in the lattice, i.e., points that differ by integer multiples 
of these two vectors are identical in an infinite graphene sheet. Considering two nearest-neighbour 
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atoms, primitive translations may be performed in order to fill the entire graphene sheet with no 
overlaps or gaps. As a result, graphene may be defined by simply specifying the primitive translation 
vectors and the two-atom basis. 

In order to form a seamless cylinder, a patch is taken out of the infinite sheet, and rolled such 
that the circumference is defined by the chiral vector L = ruai + 712^2, where n\ and ni are 
integers. This maps an atom in the lattice to coincide with an equivalent point specified by L . 

Figure 1.1: Schematic graphene lattice showing the primitive translation vectors. 

Carbon nanotubes are uniquely defined, then, by simply specifying the (711,712) indices. Note that, 
in Cartesian coordinates, 

(1.1) 3a „ a\/3 „ 
a i = T x + ~ y ' 

3a „ a\[2> „ 
a 2 = Yx~— y' (1.2) 

where a is the nearest-neighbour carbon-carbon spacing of about 1.4 A [4], and x and y are unit 
vectors in the x- and y-directions, respectively. In terms of some basic terminology, CNs are named 
"armchair" if 711 = Ti2, "zigzag" if 712 = 0, and "chiral" otherwise. The armchair and zigzag names 
relate to the carbon-carbon bond pattern that may be observed when looking along the circumference 
of the tube. 

An interesting property of CNs is that they may be metallic or semiconducting depending on the 
choice of (711,712). Specifically, the tube is metallic if n\ — 712 is a multiple of 3, and is semiconducting 
otherwise with a bandgap, EQ, given approximately by [4-6] 

(1.3) 



where 7 is an overlap integral which will be defined in Chapter 2, and Rc is the CN radius. Since 
semiconducting tubes are possible, this raises the prospect of using CNs in order to make semicon­
ductor devices, such as transistors. Indeed, this was performed in 1998 by Tans et al. [7], and this 
early device stimulated a great deal of interest in producing, and simulating, reliable CNFETs. 

Perhaps one of the most appealing features of CNs, for nanoelectronics, is their near-ballistic 
transport due to a limited carrier-phonon interaction [8]. Mean-free-paths for acoustic phonons have 
been reported in the range of 300 nm to greater than 2.9 /zm [9-12], and for optical phonons the 
range is typically in the 10-100 nm range [12,13]. In Ref. [14], it is asserted that transport should 
be ballistic in CNs up to 60 nm in length, while Ref. [10] gives a value of 20 nm for a CN in a low 
field. Mobilities of 104-105 cm2/Vs have been reported [9,13], and a recent theoretical prediction 
also falls within this range at low field [15]. When compared to the bulk silicon values of around 102 

and 103cm2/Vs for holes and electrons [16], respectively, the CNFET appears to hold some promise. 
For silicon nanowire transistors, the comparison favours CNs even more heavily since the average 
mobility is in the range 30-560 cm2/Vs, with a maximum value of 1350cm2/Vs [17]. Couple this 
with the large current densities that CNs can withstand [18,19], roughly three orders of magnitude 
greater than that reported for silicon nanowires [20], and the carbon nanotube looks even more 
promising. 

In addition, with their cylindrical shape, CNs may lend themselves to the realization of a coaxial 
field-effect transistor, which is predicted to be the ultimate geometry in terms of good short-channel 
behaviour [21-23]. This structure is being pursued experimentally [24], and has been successfully 
made using vertical nanowires [25], but not yet with carbon nanotubes. High permittivity dielectrics 
are also a possibility towards reducing short-channel effects due to the increased capacitative coupling 
between the channel and the gate, and success has been achieved using Zr02 [26] and SrTi03 [27], 
with relative permittivities of 25 and 175, respectively. High permittivities have also been achieved 
using electrolytes [28,29], where the relative permittivity of the solution could be around 80 [30], 
although liquid electrolytes are likely to have limited utility in highly integrated circuits. 

Furthermore, there may be biological applications of CN devices [31], for example, in ultrafast 
DNA sequencing or as a DNA-incorporated switch [32]. Structures are also being investigated for 
use as chemical sensors [33,34]. Additionally, with the unique electrical properties of CNs, one could 
envision all-carbon electronics with metallic nanotube leads connected to semiconducting nanotube 
devices [35,36]. 
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Given these properties, it is clear why there is interest in studying carbon nanotubes and carbon 
nanotube electronics. There are, however, some unresolved problems in CNFET fabrication. Early 
devices were fabricated by dispersing CNs from CN ropes, and then positioning them using an 
atomic force microscope tip [37]. While this method has been largely replaced by the more reliable 
chemical vapour deposition (CVD) technique [38,39], the major obstacle of chirality control remains 
an outstanding problem. Chirality control is important as this determines whether the CN is metallic 
or semiconducting, and if semiconducting, it also determines the energy bandgap. 

Since chirality control is difficult, another option is to devise methods to separate CNs based 
on chirality or conductivity. This may be facilitated by the presence of single-stranded DNA [31]. 
Sorting of CNs by diameter [40], by metals and semiconductors [41], and by chirality [42,43], have 
been reported, and recent work has shown that semiconducting tubes may be preferentially grown 
in the plasma enhanced CVD method [44], with a yield of around 90% semiconducting CNs. With 
this latter technique, perhaps it would be sufficient to control only the diameter, and hence the 
bandgap. This may prove to be a more attainable goal. 

1.2 Simulation Studies 

In order to examine the expected performance, and performance limits, of CNFETs, detailed sim­
ulations of these devices are presented. In Chapter 2, the band structure and density of states are 
computed. This serves as the foundation for this work. Chapters 3-5 present a range of CNFET 
models and results: beginning with a simple case, invoking approximations that reduce the problem 
complexity, and then successively stripping away some of those simplifying assumptions such that 
each subsequent model captures more of the device physics. 

In particular, Chapter 3 considers the equilibrium case of devices with Schotkky-barrier contacts 
at the source and drain [45-50]. This is the simplest case to consider under the assumption that 
potential energy variations are sufficiently gradual to allow for the usual Fermi-Dirac statistics to 
apply. As will be seen in Chapter 4, rapid potential variations may lead to resonance effects which 
serve to alter the distribution function. These equilibrium simulations resulted in the development 
of a compact model for CNFETs that was an early attempt at including the effect of tunneling 
through the Schottky barriers [51]. 

For steep potential energy variations, and for the non-equilibrium case, Chapter 4 presents a self-
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consistent Schrodinger-Poisson solver, which uses the effective-mass approximation to the CN band 
structure. At the time of this work, CNFETs were being modeled using electrostatics appropriate 
for an infinite CN, and under the assumption that transport was limited by thermionic emission over 
the top of a potential energy barrier [26,52]. Here, a modified WKB expression is contributed that 
is appropriate for use in compact models [53], and that accounts for the reflection of carriers above a 
potential energy step, such as in a metal-semiconductor contact where the Fermi wavevector changes 
abruptly upon crossing the interface [54]. It transpired that the new modified WKB expression 
was very successful in reconciling the compact model results with those of the, more detailed, full 
effective-mass model [53]. While a cylindrical structure is required in order for this method to be 
strictly valid, it may also be reasonable for less symmetric structures if the azimuthal potential 
energy variation is small enough [55]. 

In order to examine such variation, which had apparently been neglected in order to speed 
up similar calculations [56], and to lift the effective-mass approximation, Chapter 5 details a non-
equilibrium Green's function method for computing the local density of states from Schrodinger's 
equation. This is, again, coupled with Poisson's equation in a self-consistent fashion, but here 
an atomistic, nearest-neighbour tight-binding Hamiltonian, as opposed to the previously employed 
effective-mass variety, is used. This method was developed independently of that due to Fiori et 
al, despite the similarities in technique [57,58]. One key difference is in the computation of the 
self-energy matrices, where a different algorithm is presented herein. In addition, expressions for the 
inter-atomic current are derived, and these may prove useful when studying CNs with defects. The 
focus in this chapter is on doped-contact devices without Schottky-barriers at the end contacts, as 
may be appropriate for some devices [59-62]. The p-i-n case [63-65] is discussed as it may exhibit 
less than a 60mV/dec subthreshold slope, which is the limit for devices governed by the thermionic 
emission of carriers over a barrier. A lower subthreshold slope would be a tremendous boost for 
highly integrated logic circuitry, which is presently curtailed by the static power dissipation from 
supposedly "OFF" gates. 

Chapter 6 presents a summary of contributions, key conclusions to be drawn from this work, and 
outlines future work that may be built from the solid foundation presented herein. In addition, key 
derivations are included in the appendices in order to facilitate the reproduction, and extension, of 
this work by other investigators. 
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Chapter 2 

Band Structure 

In order to simulate a CNFET, the band structure of a carbon nanotube must first be determined. 

To this end, the nearest-neighbour, tight-binding approximation is applied. From the band structure, 

the density of states (DOS) may be calculated, and this is required in order to compute the amount 

of charge on the tube. This fundamental calculation is a basic tool, and is an important first step 

to take in understanding the behaviour of CNFETs. 

2.1 Graphene 

Consider, first, the band structure of graphene. The overall periodicity of the lattice is defined by 

a two-point basis which may be shifted by integer multiples of the primitive translation vectors in 

order to tile, with no overlaps or gaps, an infinite graphene crystal. The electron wavefunctions are 

governed by the time-independent Schrodinger equation, 

HV{r) = £ # ( r ) , (2.1) 

where H is the Hamiltonian, 3* is the wavefunction, r is position, and E is energy. Following the 

usual tight-binding procedure [66], the Hamiltonian may be decomposed into 

H = Hat + AU(r), 

where Hat is the Hamiltonian for an isolated atom, and AU(r) represents the modification to this 

Hamiltonian due to the presence of all of the other atoms. The atomic Hamiltonian has a complete 

set of eigenfunctions, ^ a t . i i with their associated eigenenergies, Ei, i.e., i ? a t ^ a t , t = ^ t ^ a t . i - Further, 

due to the underlying periodicity of the graphene lattice, Bloch's theorem [66] may be used to write 

the total wavefunction as 

*(r) = 53 e i k R [BiS(r - R) + B2E(r - d - R)], 
Ft 
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w h e r e t h e s u m m a t i o n i s o v e r a l l r e c i p r o c a l l a t t i c e v e c t o r s R, k i s t h e w a v e v e c t o r , d i s a v e c t o r f r o m 

o n e a t o m i n t h e t w o - p o i n t b a s i s t o t h e o t h e r , B\ a n d £ ? 2 a r e c o n s t a n t s , a n d S i s k n o w n a s a W a n n i e r 

f u n c t i o n [66]. 

S i n c e t h e $ a t , » a r e a c o m p l e t e s e t , S m a y b e w r i t t e n a s 

S(r) = ^Ci*a t , i ( r ) , 
i 

w h e r e Ci a r e c o n s t a n t s . U p u n t i l t h i s p o i n t , t h e e x p r e s s i o n s h a v e b e e n e x a c t . T h e f i r s t a p p r o x i m a t i o n 

i s t h a t t h e W a n n i e r f u n c t i o n s a r e w e l l - d e s c r i b e d b y a s i n g l e c h o i c e o f e i g e n f u n c t i o n . N a m e l y , l e t 

Ci = 1 f o r t h e pz o r b i t a l s , d e f i n e d b y i = 1 , a n d C7» = 0 o t h e r w i s e . 

M u l t i p l y i n g t h r o u g h b y VP^ t -(r) a n d i n t e g r a t i n g a l l o w s E q . ( 2 . 1 ) t o b e w r i t t e n a s 

J * i t i J . ( r ) t f a t * ( r ) d 3 r + J ^ t i J . ( r ) A £ / ( r ) * ( r ) d 3 r = J *{tJ(r)E<i>(r) d 3 r , ( 2 . 2 ) 

w h e r e t h e i n t e g r a l i s o v e r a l l s p a c e , ^ a t j i s a n a r b i t r a r y e i g e n f u n c t i o n , a n d f d e n o t e s t h e H e r m i t i a n 

c o n j u g a t e . N o t e , h e r e , t h a t E i s a s c a l a r , s o i t m a y s i m p l y c o m e o u t s i d e t h e i n t e g r a l . I n a d d i t i o n , 

s i n c e t h e a t o m i c H a m i l t o n i a n o p e r a t o r i s H e r m i t i a n , j(r)Hat = (Hat^>atj(r))^. S u b s t i t u t i n g i n 

t h e a b o v e d e f i n i t i o n s y i e l d s 

(E - Ej) / 5 ~ J e i k - R ^ t J . ( r ) [ B i * a t i i ( r - R ) - l - B 2 « ' a t . i ( r - d - R ) ] d 3 r 
R 

= /Ee i k R* a t J(r)At/(r) [Bi* at,i(r - R) + B 2 *at,i(r - d - R)] d 3 r . 
R 

C o n s i d e r i n g t h e c a s e w h e r e j = 1 , a n d r e a r r a n g i n g , g i v e s 

( S - S i ) ' y * I t i l ( r ) ' [ B 1 * a t 1 i ( r ) - | - B 2 * a t 1 i ( r - d ) ] d 3 r 

- J * i t ] 1 ( r ) A C / ( r ) [ B ^ a t . i W + B 2 * a t , i ( r - d)] d 3 r 

+ X>lk"R ~ E^ I*lt,i(0 [5i*at,i(r - R) + B2*at,i(r - d - R)] d 3 r 

R#() ^ 

- y * i t ] 1 ( r ) A C / ( r ) [Bi* a t , i (r - R) + B 2 *at , i(r - d - R)] d 3 r J = 0 . 

A t t h i s p o i n t , a s e c o n d a p p r o x i m a t i o n i s i n v o k e d . N a m e l y , a s s u m e t h a t t h e w a v e f u n c t i o n d e c a y s 

s u f f i c i e n t l y f a s t t h a t a n y t e r m i n v o l v i n g a p r o d u c t o f w a v e f u n c t i o n s , c e n t r e d a t p o s i t i o n s t h a t d i f f e r 

b y m o r e t h a n t h e n e a r e s t - n e i g h b o u r s p a c i n g , v a n i s h e s . M a k i n g a c h a n g e o f v a r i a b l e s s u c h t h a t 

c = —d — R, a n d u t i l i z i n g t h e n e a r e s t - n e i g h b o u r a p p r o x i m a t i o n , y i e l d s 

{E - Ei + p} B! + j e - i k ' ( c + d ) \(E - Ex) a(c) -7 (c ) ] 1 B2 = 0 , 



where c 6 nn implies that the summation is over all of the nearest neighbours, 

^ = - / * i t , 1 ( r ) A C / ( r ) * a t , i ( r ) d 3 r , 

o(c) = J * i t i l (r)* a t i l (r + c)d3r, 

7(c) = J * i t i l ( r ) A [ / ( r ) * a t ! l ( r + C ) d 3 r , 

and it is assumed that the ^at . i are orthonormal. 

If the same procedure is repeated, replacing Eq. (2.2) with 

J ^ t ] J . ( r - d ) / f a t * ( r ) d 3 r + J **y(r-d)Ay'(r)$(r) d 3 r = J ^ . ( r - d)E9(r) d 3 r , 

a second equation in terms of B\ and B2 emerges. In matrix form, where the arguments from a and 

7 have been dropped since their values do not depend on which neighbour we are considering, the 

equations may be summarized as 

E-Ex+P 5Ze- i M c + d>[(£--Ei)a-7]] 
cGnn 

J2 e i k-( c+d) [(E - E{)a - 7] E-E1+B 
.cGnn 

0 

B2 0 

In order for this equation to have a non-trivial solution, the determinant of the 2 x 2 matrix must 

be set to zero. Solving yields 

E = Ei + 

V 

-B±1 Eeikc 

c€nn 

l±a e i k c 

cGnn J 
where the plus and minus signs go together to give the bonding and antibonding ir bands, respec­

tively. For graphene, 7 = —3.033eV and a = 0.129 [4]. B is of lesser importance since it does not 

multiply any function of k. In addition, it is convenient to reference energies to E\ — 8, and neglect 

the a correction to the B term since both B and a are small. In fact, it is very common for a to 

be completely neglected. This is referred to as the Slater-Koster scheme [4], and this approximation 

will be used throughout the remainder of this work. Note that 7 and a are not, in general, exact, 

and considerable variation may be found in these numbers. For example, a 7 value of —2.5eV has 

been reported in Ref. [5]; for carbon nanotubes, Ref. [67] suggests that the appropriate value is 

—2.7±0.1eV in order to get good agreement between experimental bandgap measurements and the 

theoretical predictions. In the end, 7 is essentially a fitting parameter to the models. 



2.2 Zone-Folding 

For a carbon nanotube, the "zone-folding" scheme is utilized to compute the dispersion, or E-k, 
relation from that of graphene [6]. In the Slater-Koster scheme, and referencing energies as discussed 
above, the tight-binding Hamiltonian may be written as 

H = 
0 

k c 

T E e * 
c £ n n 

o 
c £ n n 

(2.3) 

where the eigenvalues of this matrix, as functions of k, are the eigenenergies, E. It is convenient 
to work in a coordinate system where one axis is aligned with the CN axis, and the other is in the 
circumferential direction. If the standard rcy-plane is oriented such that the primitive translation 
vectors, mapping to equivalent sites in the graphene lattice, are given by Eqs. (1.1) and (1.2), then 
the vector L, wrapping around the circumference, is given by 

x 3a a\/3 . . „ 
L = — (ni + n 2 ) x + (m - n2) y = n ^ i + n 2a 2. 

Similarly, the vector T, which points to an equivalent site along the axis of the CN, including the 
helical angle, is given by [6] 

_ 3a / n 2 - ni \ „ 3a\/3 (n\ + n2 2n2 -I- n\ 2ni + n 2 y = — 3 a i J a 2 . d.R dR 

where dn is the greatest common divisor of 2n\ + n 2 and 2n2 + iii. It is useful to note that rotations 
from the xy-plane to the LT-plane may be performed via 

V3 
27? 

(ni +n2) Ti! - n 2 

n 2 — rij V3 
27? vx VL 

.Vy. VT 
2T? 2r? 

where Vi denotes the i-component of some arbitrary vector v, and 7? = y/n\ + n \ n 2 + TI^. 
Note that L and T span the real-space primitive unit cell of the carbon nanotube, i.e., an entire 

CN may be tiled, with no gaps or overlaps, by translating this cell through integer multiples of these 
two vectors. Since this cell is bigger than that of graphene, the tight-binding derivation detailed 
above would involve a larger Hamiltonian matrix than in Eq. (2.3), with one row for each atom in 
this enlarged cell. Here, the zone-folding scheme is employed in order to calculate the CN band 



structure directly from the two-dimensional (2D) result for graphene. This scheme provides the 
identical result to that generated from treating each atom in the CN primitive unit cell, although 
the full tight-binding approach lends itself to performing the simulations discussed in Chapter 5. 

Following the description in Ref. [4], the number of primitive graphene unit cells that fit inside 
the enlarged CN primitive unit cell is 

N = IL x T l 
| a j x a 2 | 

which means that there are 2N carbon atoms in the CN primitive unit cell. 
The reciprocal lattice vectors of graphene, bi and b 2 , are computed by utilizing the defining 

relation 
&i • hj = 2-ndij, 

where dij is the Kronecker delta function. The result is that 

2 7 r ( 1 - -b i = —T= —7=X + y 

av /3Vv /3 
i 2TT / 1 . „ 

Performing the analogous procedure for the reciprocal lattice vectors of the CN, KT and KL, yields 

K T = jj. (n2hi - nib 2), 

1 / 2ni + n 2 2n2 + ni 

As in Ref. [4], note that N~KL is a reciprocal lattice vector of graphene, as may be seen based on 
the definition of (IR. For the CN, jK.i are all equivalent, where j is an integer. In addition, for 
j 6 {0,1,..., N — 1}, JKL are all reciprocal lattice vectors of the CN, but not of graphene. As a 
result, these discrete jKL in the graphene E-k relation may simply be used for the CN dispersion 
relation. Hence, one-dimensional (ID) projections of the graphene relation are "folded" into the first 
Brillouin zone of the CN. For further details, see Ref. [4]. 

Specifically, if k = kTT + kLt in Eq. (2.3), then 

where k^L = JKL and 

E = ±7 

kT e 

k c 

c€nn 

7T 7T 

] x | ' i x i 
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The DOS, D(E), may then be computed numerically as 

Y ! TV ^ dkT 
3=0 

where spin degeneracy is included, and E^) is the energy associated with kiL = JKL. The E-k 
relation and DOS for a (16,0) CN are shown in Fig. 2.1. Each band in Fig. 2.1(a) corresponds to 
a different value of j, and some of these bands are multiply degenerate, i.e., different values of j 
produce the same E-kr relationship. In Fig. 2.1(b), note, too, the singularities at the band edges, 
as expected for a ID DOS. 
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Energy (eV) 

(b) 

Figure 2.1: (a) Dispersion relation and (b) density of states for a (16,0) carbon nanotube. 
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Chapter 3 

Equi l ibr ium 

The simplest case to consider for C N F E T s is that of equilibrium. The goal is to compute the charge 

on the C N as a function of the applied potentials on the source, drain, and gate electrodes. From this 

relationship, the energy band diagram may be computed in order to gain some insight into C N F E T 

operation. A Schottky-barrier device is considered, with metallic source and drain electrodes that 

contact an intrinsic, semiconducting nanotube. This work is the foundation for many subsequent 

efforts into non-equilibrium models [51,53,55,68-76], and was initially used to study the closed [77] 

and open [71] cylindrical structures depicted in Fig. 3.1. The gate is translucent in order to view 

the inner structure of the device, and the source and drain cap either end of the inner C N cylinder. 

These coaxial structures are considered due to their enhanced Schottky-barrier modulation [22,78], 

and in order to investigate the likely performance limits of these devices, particularly with respect 

to their short-channel behaviour [21,23,52,70,79]. 

(a) (b) 

Figure 3.1: Schematics of the (a) closed and (b) open cylindrical C N F E T geometries. 
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3.1 Electrostatics 

Consider, first, the electrostatics problem. Poisson's equation is 

X72V = -l(p-n + Nf), 

where V is the local electrostatic potential, q is the magnitude of the electronic charge, p is the hole 
concentration, n is the electron concentration, Nf is the concentration of fixed charge, and e is the 
permittivity of the material. The boundary conditions, referencing applied potentials to the source, 
are 

<4>n 
VD = V D S - — , 

Q 

• VG = VGs-—, 
Q 

where Vs, VD and VQ are the boundary conditions on the source, drain, and gate electrodes, respec­
tively, VDS a n d VQS are the applied drain-source and gate-source potential differences, respectively, 
and $ 5 , <!?£> and $G a r e the workfunctions of the source, drain and gate metallizations, respectively. 
The boundary conditions on the source and drain are appropriate in the absence of Fermi-level 
pinning [80]. Note that VDS = 0 in equilibrium. 

The fixed charge is an input to the model, and will be set to zero unless otherwise stated. The 
electron and hole concentrations are computed according to the model being employed, and this 
calculation will be detailed when each model is discussed. At this point, it is sufficient to state that 
the CN charge is assumed to be confined to the surface of the CN in the form, 

p - n = 5{p - Rc) (P2D - n 2 D ) , (3.1) 

where 6(-) is the Dirac delta function, p is the distance from the CN axis, and p2o and n 2 D are the 
two-dimensional carrier densities on the surface of the CN. 

3.1.1 C l o s e d G e o m e t r y 

The simplest geometry to consider for the equilibrium electrostatics of a cylindrically-gated CNFET 
[77] is one where the source, drain and gate form a closed cylindrical box, as in Fig. 3.1(a). This case 
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is mathematically convenient since there are only Dirichlet boundary conditions bn a finite domain. 
In this case, it is natural to work in cylindrical coordinates with 

V{p,<i>,z) = V{p,<l> + 2ir,z), 

and finite V(0,4>, z), where <j> is the azimuthal angle, and z is the distance along the CN axis. If p 2D 
and ri2D are not functions of 4>, then V will also be independent of 4>. 

If the permittivity is constant throughout the device, it is convenient to solve Poisson's equa­
tion using superposition. The first problem is that of Laplace subject to the boundary conditions 
described above. This solution is analytic, and is derived in Appendix A. The solution to Poisson's 
equation subject to homogeneous boundary conditions may be added to the Laplace result in order 
to obtain the full solution. The Poisson problem is solved via the Green's function, which is de­
rived in Appendix B, and the electrostatics problem is reduced to one of numerically integrating the 
Green's function multiplied by the charge distribution on the surface of the CN. 

If the permittivity is not constant throughout the device, numerical methods are required. Typi­
cally, it is assumed that a material of constant permittivity surrounds the CN, and that the interior 
of the CN itself has unity permittivity [81]. Due to the permittivity discontinuity, there exists a 
matching condition at the CN surface [82]: 

£ o x VV\R+ h-ec VV\R- • n = -qP2D " n 2 D , (3.2) c c e0 

where eox and ec are the relative permittivities outside and inside the CN, respectively, eo is the 
permittivity of free space, RQ and RQ are infinitesimally outside and inside the CN, respectively, 
and n is the unit outward normal. 

In cylindrical coordinates, and assuming no ̂ -dependence in p 2 D and n 2 o , 

d2V I d V d2V n 

is solved in two regions, p > Rc and p < Rc, subject to Eq. (3.2) across p = Rc-

3.1.2 Open Geometry 

For the physical case, where gaps will be present between the end contacts and the gate, as shown in 
Fig. 3.1(b), an analytical solution cannot be derived. One option to deal with this case is to simply 
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apply homogeneous Neumann boundary conditions in the gaps sufficiently far away [83] from the 
surfaces of.interest, i.e., away from the CN surface. If cylindrical symmetry is present, however, 
an alternate solution may be employed [71]. The 2D electrostatics may be solved by applying a 
conformal mapping to the far-field region [84]. This yields two domains which must be solved 
simultaneously. The near-field region is a central disk of radius RB, which encloses the contacts and 
the CN, and the far-field region is the entire plane outside of this disk. 

Since there are no electrodes in the far-field region, the appropriate equation to solve is Eq. (3.3), 
where the p = RB boundary introduces a matching condition between the two domains, where it is 
required that V is continuous and smooth. If U = z + ip and T = £ -f ia, the conformal mapping 

^_ R R 
T = — 

may be used in the far-field region in order to obtain a finite domain of the same size and shape as the 
near-field domain. Here, U and T represent the coordinates in the untransformed and transformed 
domains, respectively. Applying this transformation to Eq. (3.3) yields 

where the overbar indicates evaluation in the transformed coordinate system, and the derivation of 
this expression may be found in Appendix C. 

Continuity is easily satisfied on both boundaries since the transformation does not modify the 
value of V. The smoothness condition is given by [71] 

VuV • h u = -VTV • n r , 

where Vu and V r are the gradient operators in the untransformed and transformed domains, 
respectively, and and fir are the unit outward normals to the corresponding domains. 

By posing the open boundary electrostatics problem as two coupled closed boundary problems, 
Poisson's equation has been cast in a form that lends itself to the finite element technique for 
solution [71]. 

3.2 Solution Procedure 

Whichever type of cylindrically-symmetric geometry is considered, y>2D and ' « 2 D must be defined. In 
equilibrium, this is a straightforward matter if it is assumed that V rigidly shifts the zero-bias band 
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structure as derived in Chapter 2. Due to the symmetry of the conduction and valence bands in the 
Slater-Koster scheme, 

P2D - "2D = D{E) [f {E + qV + $c) -f(E-qV- $c)] dE, (3.4) 

where $c is the workfunction of the CN, and 

f(E) = 1 

exp + 1 

is the Fermi-Dirac distribution function, where Ep is the Fermi level, fcg is Boltzmann's constant, 
TK is temperature, and E = 0 corresponds to the lowest band edge in the density of states. 

Initially, assume that there is no permittivity discontinuity, and consider the closed geometry. In 
this case, the electrostatics problem may be solved using the results derived in Appendices A and 
B. The solution in this case may be summarized as follows: 

1. Solve Laplace's equation using Eq. (A.9) from Appendix A to get VL-

2. Compute the charge via Eq. (3.4), where V = with the superscript indicating the iteration 
number, and = VL-

3. Compute the potential due to the charge VQ\ via Eqs. (3.1) and (3.4), using a numerical 
integration scheme, such as Simpson's rule, to evaluate Eq. (B.2) in Appendix B. 

4. Check that = VL + VQ1 is consistent with the charge to within some specified tolerance. 
If not, increment i, and return to Step 2. If it is, convergence has been obtained. 

If there is a permittivity discontinuity, or open boundaries, numerical methods are utilized. In 
Refs. [68,71,77], the finite element method was employed, through the use of FEMLAB [69,85], to 
solve the nonlinear Poisson equation that results from casting p and n in Eq. (3.1) as functions of 
V via Eq. (3.4). 

3.3 Results and Discussion 

Results are presented, from Ref. [77], for the CNFET depicted schematically in Fig. 3.1(a) with a 
(16, 0) CN with a radius of 0.63 nm, a length of 100 nm, and a gate workfunction of 4.5 eV. The 
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electron affinity for the carbon nanotube is taken to be 4.2 eV, based on a workfunction of 4.5 eV [7], 
and an intrinsic-tube bandgap of around 0.6 eV. These values correspond to so-called "positive 
barrier" devices for electrons since the workfunctions of the source and drain are greater than the 
electron affinity of the CN. Similarly, "negative barrier" and "zero barrier" devices could be defined. 
For these positive barrier results, tc is taken to be the same as that of the gate dielectric. This 
permits the utilization of the analytic electrostatics solution. The temperature is taken to be 300 K. 

At equilibrium, if $s and $£> are equal, the energy bands along the tube will be symmetrical; 
thus, only profiles near one contact need to be shown. Fig. 3.2 shows these diagrams near the source 
for RQ/RC = 10, where RG is the gate radius, and data is presented for eox = 3.9, $s = 
VDS = 0, and VGS — 0-2 and 0.5 V. In Fig. 3.2(a), $ 5 = 4.5eV, which corresponds to the case of 
equal workfunctions for the metal and the nanotube, whereas $ 5 = 4.33eV, as in Fig. 3.2(b), and 
<E>s = 4.63 eV, as in Fig. 3.2(c), refer to low- and high-metal workfunctions, respectively [80]. The 
potential in the body of the tube, away from either of the end contacts, depends directly on VGS, 
leading to potential spikes near the source and drain of height determined by both 3>S,D and VGS-
In the low-$s case at low VGS, thermionic emission will likely be the most significant contribution 
to the source current. In all other cases shown in Fig. 3.2, tunneling of electrons through the energy 
spike may also be important. 

The band diagrams for the same workfunction cases as used in Fig. 3.2, but for RQ/RC = 50, 
are shown in Fig. 3.3. The reduced band bending in the tube at the contacts, due to poorer 
coupling between the gate and the nanotube, is very evident, and will lead to a dramatic decrease 
in the tunneling current. Note that the present state of the art as regards gate-dielectric thinness is 
2nm[50]. 

Regarding the permittivity of the dielectric, Ref. [86] has reported the use of zirconia, for which 
tox is around 5 times higher than that used in obtaining the above figures. The effect of such a 
change in eox can be seen by comparing Figs. 3.2 and 3.4. At VGS — 0.5 V, the increased capacitative 
coupling between the gate and the tube drives the mid-tube potential energy to lower values, yet 
does not change significantly the width of the source barrier at its base; thus, obviously, an increased 
current for a given bias will result from using a higher eox. At lower VGS, e9-, 0.2V, the increased 
eox makes essentially no difference to the band diagram because, at least for RQ/RC = 10, there is 
virtually no charge induced on the tube. In this case, the electrostatics are governed by the Laplace 
solution alone. 
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0 20 40 0 20 40 
Distance from source (nm) 

Figure 3.2: Equilibrium energy bands near the source for a 5.6 nm gate-oxide thickness, with $ 5 = 

$z> set to: (a) 4.5 eV, (b) 4.33 eV, and (c) 4.63 eV. Shown are VGs = 0.2 (dashed) and 
0.5 V (solid). Energies are with respect to the Fermi level (dotted) [77]. 

0 20 40 
Distance from source (nm) 

Figure 3.3: Equilibrium energy bands near the source for a 30.9 nm gate-oxide thickness, with $s = 
$r> set to: (a) 4.5 eV, (b) 4.33 eV, and (c) 4.63 eV. Shown are VGS = 0.2 (dashed) and 
0.5 V (solid). Energies are with respect to the Fermi level (dotted) [77]. 
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(c) 

0 20 40 

Figure 3.4: Equilibrium energy bands near the source for a 5.6 nm gate-oxide thickness with a per­
mittivity five times higher than in Fig. 3.2, with $g = $^ set to: (a) 4.5eV, (b) 4.33eV, 
and (c) 4.63eV. Shown are VGS = 0.2 (dashed) and 0.5 V (solid). Energies are with 
respect to the Fermi level (dotted) [77]. 

From Figs. 3.2, 3.3 and 3.4, it appears that the width of the potential barrier at its base depends 
strongly on RQ for the contact geometry considered here, as has been remarked upon elsewhere [87], 
and here it is indicated that it also has a very weak dependence on VGS- This has been used 
in the development of a compact model for the non-equilibrium behaviour, where an approximate 
expression describes the band bending near the contacts [51,53]. 

Note that the effect of changing the gate workfunction from the value of 4.5 eV used here can be 
readily appreciated from the foregoing figures as an increase in $G of 0.1 eV, for example, has the 
same effect as a corresponding decrease in VGS-
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Chapter 4 

The Effective-Mass Method 

Out of equilibrium, the modeling is complicated by the fact that Fermi distribution functions cannot 
be used to describe the energy spectrum of carriers in the CN. One solution is to neglect the 
effect of the CN charge on the electrostatics, and simply use a Laplace solution to define the non-
equilibrium band structure [50]. Alternatively, one could employ infinite CN electrostatics, and 
consider only thermionically emitted carriers [52]. This approach is facilitated by the use of the so-
called "quantum capacitance" [88] which describes the accumulation of CN charge due to changes 
in the local electrostatic potential [89]. Typically, this capacitance is treated as a constant [11,23, 
28,30,90,91], although this is only strictly true when the charge is accumulating in a linear region 
of the E-k relation [89]. While this infinite-CN approach may be reasonable for certain devices, it 
does not allow for the treatment of carrier injection via tunneling. Tunneling has been included, 
via the WKB approximation, in compact models [51,53], and in a quasi-Fermi level approach for 
CNFETs [68,69] which follows a method similar to that used with success in HBT modeling [92]. 
The latter method, however, appears to predict earlier breakdown in the device saturation than the 
more rigorous effective-mass Schrodinger-Poisson solution presented here [72]. In this chapter, a 
modified WKB result is derived in order to account for the non-zero reflection of carriers above a 
potential energy step, and an algorithm for solving the coupled Schrodinger and Poisson equations 
is presented. 

While FEMLAB [85] had been used for some modeling of CNFETs [68,69,71,77], the program is 
somewhat unwieldy when making geometrical changes to the device structure, or when performing 
batch simulations. For these reasons, this chapter begins with a description of a finite difference 
solution for the Poisson equation. 
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4.1 Finite Difference Electrostatics 

The finite difference method for solving Poisson's equation is well-established in Cartesian coordi­
nates. For a closed cylindrical geometry, however, some modifications are required. Recall that 
Eq. (3.3) is being solved in two regions, subject to the matching condition given by Eq. (3.2) across 
the CN surface. 

The finite difference approximation to Eq. (3.3) is 

Vj+i,j ~ 2Vj,j + Vj-i,j , Vj+i,j - Vi-i,j , Vj,j+i - 2Vj,j + Vjj-i _ n i \ 

Ap2 +

 2piAp + Az2 _ U ' 1 1 

where Ap and Az are the uniform mesh spacings in the p- and 2-directions, respectively, and the 
subscripts i, j give the node numbers in the radial and longitudinal directions, respectively. Note 
that, since the mesh spacing is assumed uniform, Pi may be written as iAp, and that 0 < p < RG-
This equation can be solved for Vij for nodes where p ̂  0 and where p ̂  Rc-

For iAp = Rc, the finite difference approximation to Eq. (3.2) is 

eox {Yi±l^_Yi^ _ £c (ViJ = - g

P 2 D % " Q

n 2 D J , (4.2) 

where p2D,j and ri2u,j are the 2D hole and electron concentrations at the jth node in the z-direction 
on the CN surface. 

For i = 0, i.e., on the CN axis, symmetry implies that 

8V 
dp = 0. 

p=0 

In this case, l'Hopital's rule is applied to the singular term of Eq. (3.3). This yields 

l i m ( - — ) = — 
p—*o \p dp ) dp2 

p=0 

For i = 0, then, the appropriate equation is 

Ap2 + Az2 ' 1 1 

where V-ij = Vij by symmetry. 
Eqs. (4.1), (4.2), and (4.3), may be solved simultaneously by formulating the system of equations 

in matrix form. Note that it may be helpful to normalize these equations such that the coefficients 
of the matrix do not vary too greatly in magnitude. This is to aid the numerical matrix inversion. 
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4.2 Treating Quantum Phenomena 

With the Poisson equation solved, consider, now, the computation of the CN charge. In equilibrium, 
this was facilitated by assuming that Fermi-Dirac statistics applied throughout the tube. Out of 
equilibrium, this is not the case. If the charge were either known or negligible, one could solve the 
electrostatics problem, and then simply compute the current corresponding to that band diagram. 
If ballistic transport is assumed, the current X is given by the Landauer equation [93,94] 

where T(E) is the transmission probability for the scattering region, i.e., the channel, h is Planck's 

then, it is sufficient to compute T{E) in order to determine the terminal current. 

4.2.1 A s y m p t o t i c Treatment of Tunne l ing 

For the tunneling problem, the WKB approximation is perhaps the most widely used approach. The 
method is derived in Appendix D, with the standard result that 

where U{z) is the band edge, h is Dirac's constant, mcff is the carrier effective mass, and the turning 
points, z0 and z\, are such that U{z0) = U{z\) = E with U(z) > E for z0 < z < z\. If there are 
no points where this occurs, and E > U(z), then T(E) = 1. If there is only one point where this 
occurs, or E < U(z) everywhere, then T{E) = 0. Note that this expression assumes that U(z) is 
slowly varying. If, as a further approximation, Eq. (4.5) is taken to be an equality, a simple T(E) is 
obtained that may be used to compute the terminal current [51,68,77]. 

While this approximation may be useful, it can be shown, at least for Schottky barrier devices 
where there may be an abrupt change in U(z) at the contacts, that this may result in a significant 
overestimate of the current [53]. This is due to the possibility of reflection from the potential energy 
step even for carriers above the barrier. These carriers would be assigned a unity T(E) in the above 
scheme. A better expression for this thermionic current component may be derived while still using 
the WKB ansatz [53]. 

(4.4) 

constant, and spin- and CN band-degeneracy have been included. If the band diagram is known, 

(4.5) 
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For phase-incoherent transport, the transmission through the regions close to the source and drain 
contacts may be computed separately. The total transmission probability may then be computed 
from 

T*{E) 
TSTD 

TS + TD- TSTD' 

where Ts and T/j are the source and drain transmission probabilities, respectively, and the star 
superscript indicates that phase-incoherent transport is being considered. 

For specificity, the WKB transmission probability is derived for a source electron with energy E 
greater than any point in a "barrier" region of width w, where U(z) has a significant discontinuity 
at some point. In particular, consider the case of the source barrier, as in Ref. [70], which has a band • 
diagram that is similar in form to that shown in Fig. 4.1. Note that this figure is intended to be 
generic, and that the exact same calculation will hold for a barrier that has the opposite concavity, 
such as in a positive-barrier device, or for a barrier profile that is less smooth, as long as it is smooth 
enough for WKB to hold in the barrier region itself. 

w 

Figure 4.1: Model energy band diagram. 

There are several important features of this energy band diagram: a discontinuity occurs at 
z = 0, the potential energy is constant for z < 0 and z > w, the potential energy and its derivative 
are continuous across z = w, carriers are only incident from the left, and one effective mass describes 
the carriers in all three regions. 
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The usual WKB form for the solution can be written as [95] 

Ci exp (iksz) + C2 exp (-iksz) 

, 1 , x C 3 e x p ( i / kB(z) dz ) + C4exp ( - i / fcB(z)di 
\fkB(z) V \ Jo J V Jo 

C5exp [ i fcM (2 - w)] 

z < 0, 

0 < 2 < W , 

2 > I f , 

where fcs, fcs, and fcjw are the wavevectors when z < 0, 0 < z < w, and z > w, respectively, and 
Ci through C 5 are constants. Note that kB(w) = kM and k'B(w) = 0 from the key assumptions of 
this model problem, where the prime denotes a total derivative. In this case, only the transmission 
probabilities are of interest, so C 5 may be arbitrarily assigned a value of unify. 

The usual matching condition [96] is that ^ and its derivative must be continuous. The deriva­
tives of the wavefunction are 

iks [Ci exp (iksz) - C2 exp (-iksz)] 

C3e" 
2ik2

B 

2k j 
C4e-

2ikB -\- kB 

3 
2ka 

ikMC5 exp [\kM(z - w)] 

z < 0, 

0 < z < w , 

z > w, 

where 
Idi, v= j kB(z)i 

Jo 

and the explicit z-dependencies of kB, k'B, and v have been dropped for notational convenience. 
Note that z is a dummy integration variable used to avoid confusion with z in the integral limit. 

These expressions may be further simplified. Since the barrier region joins smoothly onto the 
right-most region, it is expected that there will, in fact, be no reflected wave anywhere in the barrier 
region; the initial discontinuity at z = 0 is the only source of reflection. This essentially stems from 
the form of the solution assumed for the output wave, and from the fundamental WKB assumption. 
Of course, the same result will be arrived at even if C4 is not set to zero at this point; there will 
just be a more difficult set of equations to solve. 

The simplified system of matching equations is 

C3 

Ci + c2 = 

C 3e i l / ( l u ' 
fk^ 

= C 5 , 
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i b ( C l - C ! ) = C l M 
V 24(0) -

with the solution, upon setting C 5 = 1, 

Ci = [2kskB(0) + 24(0) + ifc^O)] , 
4kskB(0) 

C 2 = [2kskB(0) - 2k2

B(0) - ifcj,(0)] , 
4kskl(0) 

C3 = V ^ e - ^ ) . 

The source transmission probability is given by 

ks 

In this case, 

therefore 

C l ' 2 = 16fcl5(0) { ^ ( O ) ] 2 + 4 [fc|(0) + feMO)]2} , 

16fcs4(0) 
[^(0)]2+4[fc|(0) + fcsfcB(0)]2 Ts = , ,T* . . , „2. (4-6) 

which reduces to unity if k'B(0) is sufficiently small, and kB(0) = ks, i-e., when U(z) has no 
discontinuity, and is slowly varying. An analogous expression holds for TQ-

Incorporation of reflections from the abrupt potential energy step, while still using WKB, results 
in much better agreement with a full Schrodinger solution [53], and is much less computationally 
expensive than the full solution. 

4.2.2 Solving Schrodinger's Equation 

In order to perform a full solution to Schrodinger's equation [72], the scattering matrix method [97] 
is employed, where input wavefunctions are assumed at either end of the scattering region. The 
transmission matrix method [98] has also been attempted, where an input wavefunction is assumed at 
one end, and an output wavefunction at the other. This latter approach, however, while conceptually 
and implementationally simpler than the former, becomes numerically unstable for low transmission 
probability wavefunctions. As a result, the scattering matrix method, which has been sufficiently 
described in Ref. [97], is preferable. 
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In this system, the charge density is given by 

O I D -n1D)S(p-Rc) 
• P ~ n = 2^p- ' 

where nm(z) and P I D ( Z ) are computed via 

<92* 2m e f f 

dz2 h? (E - 17) ¥, (4.7) 

where the nanotube effective mass is obtained by fitting a parabola to the tight-binding approxi­

mation of the band structure, and is the same for both electrons and holes due to symmetry [4]. 

The fit for the lowest conduction band of a (16,0) C N is depicted by the dashed line in Fig. 4.2. 

This approximation is reasonable for energies near the band minimum. For higher energies, the 

Figure 4.2: A parabolic fit (dashed) to the (16,0) C N band structure (solid). 

non-parabolicity of the bands is clear from the figure. Only the first, doubly-degenerate band is 

included in the calculations presented herein. The potential energy, or band edge U, for each carrier 

type is specified by 

Ue(z) =Emc{z)-xc, 

Uh(z) = -Ue(z)+EG, 
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where EG and \c are, respectively, the nanotube bandgap and electron affinity, EVSbC is the vacuum 
level which is given by — qV, and the e and h subscripts refer to electrons and holes, respectively. 
Note that the sign on Uh is chosen such that a subsequent integration will be over positive energies 
in order to get the hole concentration in the valence band. 

The scattering matrix method provides a numerical solution for Eq. (4.7) by cascading 2x2 
matrices [97]. In the required discretization of the potential energy, it is found that the use of 
a piecewise constant approximation, with plane-wave solutions, is preferable to a piecewise linear 
approximation, with Airy function solutions, due to the considerable reduction of simulation time 
without an appreciable increase in the error. Matching of the wavefunction and its derivative on 
the boundary between intervals i and i + l, assuming a constant effective mass, is performed via the 
usual continuity and smoothness conditions. 

In order to completely specify the wavefunction, two boundary conditions are required. In the 
contacts, the wavefunction at a given energy is of the form 

where ks and ko are the wavevectors in the source and drain contacts, respectively, Lc is the CN 
length, as depicted in Fig. 3.1(a), and C\ through C4 are constants. As an example, noting that an 
analogous calculation may be performed for the drain by exchange of variables, the case of source 
injection is now illustrated. For this case, C 4 = 0 for all energies. This is one boundary condition. 
In addition, it is expected that the Landauer equation [93] will hold for the flux, and must be equal 
to the probability current. For the transmitted wave, this yields [72] 

where the pre-factor of 2 accounts for the aforementioned band degeneracy, fs is the Fermi-Dirac 
carrier distribution in the source, and T is specified by 

C i e i f c s 2 + C2e-[ 

C3eikDZ + de'' 

*LfsT=*LkD\ch\\ 

T = 
kp\C3\2 

Simple manipulation yields the normalization condition 

2meff fs 
ith2 ks 

(4.8) 

28 



At each energy, multiplication of the unnormalized wavefunction by a constant satisfies Eq. (4.8). 

Including source and drain injection components, the normalized wavefunctions yield the total 

carrier densities in the system, 

n1D(z)= ^ (|* e,s| 2 + | * e , D | 2 ) dE, 

Pm(z) = / (l*fc,s|2 + |*fc,D|2) dE, 
J £h 

where the subscripts e and h refer to conduction and valence bands, respectively, S and D refer 

to source and drain injection, respectively, and £e>h is taken to be the bottom of the band in the 

appropriate metallic contact. In this way, penetration of the carrier wavefunctions from the metal 

into the bandgap of the CN can be included [99]. In practice, the integrals are performed using 

adaptive Romberg integration, where repeated Richardson extrapolations are performed until a 

predefined tolerance is reached [100]. An adaptive integration method is a necessity in order to 

properly capture ty, which is typically highly peaked in energy for propagating modes. Without 

adequate sampling of the wavefunction, convergence is unlikely. Alternatively, one could employ a 

very fine discretization in energy; however, the Romberg method allows for the mesh size to change 

based on the requirements of the integrand, and results in a much improved simulation time. 

As a final note to this section, a check is performed to confirm that the normalization results in the 

expected form for the electron and hole concentrations when there is no band bending anywhere. 

In this case, fs = fo = f(E), where fr> is the Fermi-Dirac distribution function in the drain; 

ks = ko = k(E), and T = 1. Considering electrons, 

n i D { z ) = k ^W) 

Substituting in the definition for k(E), i.e., 

yields 
rOO 

n1D(z)= / 2D(E)f(E)dE, 
j£e 

where D(E) is the standard ID, single band, effective-mass DOS, and the factor of two accounts for 

the double degeneracy of the lowest conduction band. This is indeed the expected expression. 
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4.2.3 Quantum Capacitance 

Since a self-consistent charge-voltage relationship is being computed, it is instructive to consider 
the "capacitance" of a carbon nanotube [89], i.e., the sensitivity of the charge accumulation to 
the local electrostatic potential. The term "quantum capacitance" has been used in the CNFET 
literature [30,90] in order to encapsulate this behaviour, and was most notably used by Luryi [88] 
in order to develop an equivalent circuit model for devices that incorporate a highly conducting 
two-dimensional electron gas. In the CNFET case, the results are somewhat different [89]. Here, 
this potentially important concept is discussed in the context of CNFETs, including a derivation of 
the 2D case, which has been previously presented in Ref. [88], in order to help illustrate some key 
differences. 

In order to derive analytical expressions, it is assumed that the CNFET is in quasi-equilibrium, 
and that the carrier distribution functions, as usual, are rigidly shifted by the local electrostatic 
potential. The quasi-equilibrium assumption permits the use of Fermi-Dirac statistics for the carrier 
distributions in energy, and is reasonable for the case when tunneling is not significant. Since the 
DOS is symmetric with respect to EF, the net carrier density, due to electrons and holes in the 
semiconductor, may be written as 

rOC 

P d ~ n d = / D{E) 
Jo 

where the subscript d represents the dimensionality of a quantity, Vcs is the local electrostatic 
potential, EG is the bandgap, and Ep is taken to be mid-gap when Vcs = 0. The quantum 
capacitance, CQ, is defined as 

° Q = q dVcs ' ( 4 - 1 0 ) 

and has units of F/m 2 and F/m in the 2D and ID cases, respectively. 
In the 2D case, if the effective-mass approximation with parabolic bands is employed, the DOS 

is given by 

°{E) = SM(S)' 
where M(E) is the number of contributing bands at a given energy, and the meff for the conduction 
and valence bands are assumed to be equal as in ID CNFETs. If this is combined with Eqs. (4.9) 

E + ^ + q V c s ) - / E + ^ - q V c s dE, (4.9) 
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and (4.10), and the order of differentiation and integration is exchanged, the result is that 

CQ = 
metrq' - / M(E) 

• K Jo 
sech 

4Trh2kBTR 

If M is a constant, the integration yields 

E + ^ - q V C S \ + g e c h 2 (E+fy+qVcs 
2kBTA 

Cc = 
Mmenq2 

2nh2 

K 

sinh 

2kBTK 

dE. 

2 -
\2kATK J 

cosh 1kBTK

 1 CUB" 2kBTK J 

which reduces to 
CQ = 

MmeSq2 

•Kh2 
(4.11) 

when EQ = 0, in agreement with Ref. [88], where metallic properties were assumed. Note that this 
function is piecewise constant in the metallic case, i.e., it is quantized. In the semiconducting case, 
the function has continuous variation in it for a given M. For EQ greater than about 15kBTx, 

however, the function makes a rapid transition from a small value to that given by Eq. (4.11) when 
Vcs crosses EQ/2, and is thus effectively quantized. 

In the ID, effective-mass case, 

D(E) = M{E) /2mef f 

The explicit energy dependence of this DOS complicates the evaluation of the integral for CQ. The 
approach suggested in Ref. [30], using the fact that the derivative of f{E) is peaked about EF in 
order to approximate this integral using a Sommerfeld expansion [66], cannot be followed in general, 
due to the presence of singularities in the ID DOS. This approximation may be useful if attention 
is restricted to situations where the DOS singularities are sufficiently far away from EF-

The capacitance is given by 

CQ 
Iruefi 

2kBTKhM 2 f 
Jo 

M(E) 
s/E 

sech 

+sech2iE+ 2 (4.12) 

For sufficiently large \Vcs\, one of the sech2(-) terms may be completely neglected. As a simple 
example, if Vcs = 0.1 V for a material with Ec — leV, the contribution to the integral from 
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the first term is roughly four orders of magnitude greater than the second. This approximation is 
equivalent to neglecting hole charge for positive Vcs, and electron charge for negative Vcs- The solid 
line in Fig. 4.3 shows the equilibrium CQ as a function of Vcs for an arbitrary ID semiconductor 
with two valence and conduction bands: at 0.2 and 0.6 eV away from the Fermi level. An effective 
mass of 0.06mo is assumed, where mo is the free-electron mass. The van Hove singularities, at each 
band edge, result in corresponding peaks in CQ. 

Figure 4.3: ID quantum capacitance as a function of the local electrostatic potential at equilibrium 
(solid), and for the mid-length region of an end-contacted semiconductor with a bias 
voltage of 0.2 V (dashed) between the end contacts. The effective mass is taken to be 
0.06mo, and energy bands are situated at 0.2 and 0.6 eV on either side of the Fermi 
level [89]. 

For a linear energy-wavevector relation, such as that near the Fermi level in graphene or a metallic 
CN, the DOS is constant. This is the case considered in Ref. [90] and is valid when Vcs is such that 
f(E) is approximately zero before the first van Hove singularity is encountered in the integral. Since 
the higher energy bands are not relevant to the integration under such a condition, M is constant, 
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and the DOS is given by 

where vp is the Fermi velocity. The result is 

which agrees with the expression quoted in Ref. [90]. 
Note that in. Eq. (4.12), CQ does not manifest itself as a multiple of some discrete amount, so 

"quantum capacitance" is not an appropriate description, unlike in the metallic 2D and ID metallic-
CN cases, where the capacitance is truly quantized. 

The discussion can now be extended to include the non-equilibrium behaviour for a general, ID, 
intrinsic semiconductor. All of the numerical results are based on the methods described in Refs. [70] 
and [72], which consider the cases when transport in the ID semiconductor is either incoherent or 
coherent, respectively. While these methods were developed in order to describe CNFETs, their 
use of the effective-mass approximation allows them to be used for any device, and bias, where the 
semiconductor is described well by this approximation. 

For phase-incoherent transport, a flux-balancing approach [51,70] is used to describe the charge in 
a CNFET. Considering only the electrons that are far away from the contacts, i.e., in the niid-length 
region, Eq. (4.9) becomes [51] 

where Vcs is evaluated in the mid-length region. A similar expression holds for holes. 
The first term in Eq. (4.13) resembles the equilibrium case, so a similar form for that contribution 

to CQ is expected. The peak for each contributing band will occur at the same Vcs, but the overall 
magnitude will be smaller due to the multiplication by the transmission function. The second term 
is also similar except that these peaks will now be shifted by VDS- This is depicted by the dashed 
curve in Fig. 4.3, where the case illustrated by the solid curve has been driven from equilibrium by 
VDS = 0.2 V. Note the splitting of each large peak into two smaller peaks: one at the same point, and 
the other shifted by VDS- Of course, the numerical value of the non-equilibrium capacitance depends 
on the exact geometry considered, as it will influence both Vcs a r i d the transmission probabilities 
in Eq. (4.13), but the trends shown here are general and geometry independent. 

Pd-nd= - -

(4.13) 
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For the coherent, non-equilibrium case, it is instructive to consider a metal-contacted device, in 
which the band discontinuities at the metal-semiconductor interfaces are sufficient to allow significant 
quantum-mechanical reflection of carriers even above the barrier. Further, this discussion is restricted 
to short devices since the importance of coherence effects is diminished as the device length is 
increased. Due to the phase coherence, then, the structure is very much like a quantum well, even 
for devices where tunneling through the contact barriers is not important. For this device, quasi-
bound states are expected to emerge at the approximate energies 

^ i2^2h2 

1 ~ 2mef[Lc' 

For m0ff ~ 0.06mo, such as in a (16,0) CN, Ei ~ 6.3(i/L'c)2 eV, where L'c is in nanometres. This 
may be compared with the result for metallic CNs, where the linear energy-wavevector relationship 
yields a l/Lc dependence [90,101]. Fig. 4.4(a) displays CQ as a function of position and Vcs f° r 

this choice of meff. The maxima, indicated as brighter patches, show a dependence on Vcs that 
reveals the population of quasi-bound states. Moreover, the maxima in position clearly show the 
characteristic modes expected from the simple square-well analogy. Note that the peak splitting 
occurs for coherent transport as well, as shown in Fig. 4.4(b), where the peaks have been split by 
Vbs= 0.1 V. 

The main difference, between the coherent and incoherent cases, is the presence of the quasi-
bound states. These serve to increase the number of CQ peaks, since each quasi-bound state behaves 
like an energy band, and they also give rise to a strong spatial dependence. While Fig. 4.4 shows 
only a single-band, coherent result, inclusion of multiple bands would cause CQ to exhibit peaks 
corresponding to each band, and to each quasi-bound state. 

4.3 Planar Devices 

Up to this point, attention has been paid only to cylindrically-gated devices. Experimentally, of 
course, planar devices, such as the one depicted in Fig. 4.5, are much more feasible. Without 
cylindrical symmetry, a three-dimensional Poisson equation must be solved for the local electrostatic 
potential. 
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Figure 4.4: ID quantum capacitance, in arbitrary units, for a short-channel, phase-coherent semi­

conductor as a function of position and the local electrostatic potential for applied bias 

voltages of (a) 0 and (b) 0.1 V between the end contacts. The bright areas indicate 

higher capacitance. 

4.3.1 Finite Element Electrostatics 

In order to simulate non-coaxial device structures, a numerical method for solving Poisson's equation, 

that can handle a variety of domain shapes, is desired. For a rectangular domain, the finite difference 

method described previously is extremely simple to implement. However, if the domain has a slightly 

more complicated structure, it quickly becomes unwieldy. In this case, the finite element method is 

chosen. 

Since the charge is confined to the surface of the C N , by assumption, it is sufficient to solve 

Laplace's equation in two regions subject to a matching condition, as described previously. If all 

lengths are normalized to Af, the problem to solve is 

•̂ 2 V • (eoxVV) = 0 outside the C N , 

- ^ V • (ecVV) = 0 inside the C N , 
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Figure 4.5: Planar geometry CNFET with cylindrical source and drain electrodes, and planar gate 
electrode. The volume outside of the CN and electrodes is filled with a homogeneous 
dielectric. 

subject to the matching condition given by Eq. (3.2), except that V is divided by N to account 
for the length normalization. This can be written in the "weak form" by multiplying through by a 
test function v, and integrating over the volume of each region. The restriction on v is that it must 
vanish on any boundaries where a Dirichlet boundary condition applies. The equations to solve 
become 

where fl+ and il~ are the volumes outside and inside the CN, respectively. Using a standard vector 
identity and the divergence theorem yields 

-JP ( U L w w • v"d3- - I L w v " • *) - °' 

where dQ,c is the CN surface, d2r is a differential area element, and the other surface integrals have 
vanished due to the restriction on the function v. Adding these together, and rearranging, gives 

/fb+ e ° x W • V v d 3 r + H L e c V V ' V w d 3 r = ~ ILnv
 ( e ° x w | * s " e c w | * c ) • A d V -

Applying Eq. (3.2) yields 

/ / / e o x W • Vt)d3r + / / / ecW -Vvd3r = q/V [f v(P™ ~ n™) d

2 r . (4.14) 
JJJn+ JJJii- JJanc V £ o / 
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This is known as the "weak form" of the electrostatics problem. 
In the finite element method, the weak formulation is solved, and in the Galerkin technique, v 

and V are expanded in terms of basis functions, i.e., 

v = Y, V'^> 
i 

i 
where B{ and Vi are constant coefficients to the basis function W j . These expansions can be sub­
stituted into Eq. (4.14), and since the expansion must be true for any choice of v that vanishes on 
the Dirichlet boundaries, the sum over the Bi coefficients may be treated term-by-term. This allows 
those coefficients to cancel out of the final expression, which is 

Vj {^Jjj^ e o xVW j- • Vwi d3r + J jecVujj • Vw; d3r j = ̂  jj^ wt (P2D - n2D) d2r. 

This may be written compactly as 
^ ] Kij Xj — Cj, . 
3 

or, in matrix form, 
KV = C, 

where K is known as the stiffness matrix. 
It is convenient that K only needs to be computed once per geometry. The forcing term, C, needs 

to be computed at each iteration. In order to perform these calculations, the choice of basis function 
must be specified. In this work, piecewise linear basis functions are selected, where Wj is unity at 
the i t h node, decreases linearly to vanish at the neighbouring nodes, and remains zero throughout 
the remainder of the domain. This is most easily seen in ID, as shown in Fig. 4.6. Note that Vi 
will equal the potential at the i t h node. The basis function for a 3D domain is a straightforward 
generalization. In this work, the freeware program TetGen [102] is used to mesh the 3D domains. 

4.4 S o l u t i o n P r o c e d u r e 

The solution procedure is similar to that described in Chapter 3 except that the charge is now 
computed via a Schrodinger solution. Whether the finite difference or the finite element method is 
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Figure 4.6: ID piecewise linear basis function for use in the finite element method. 

used to achieve the Poisson solution, the simulation procedure begins by precalculating the matrix 
corresponding to the discrete equivalent of the differential operation, e.g., the stiffness matrix in the 
finite element case. The solution procedure proceeds as follows: 

1. Solve Laplace's equation to get Vj,. 

2. Solve Schrodinger's equation over a sufficiently large energy range, and integrate to obtain the 
charge density. Here, EveiC = —qV^\ where V ' 0 ' = VL- In practice, this method treats one 
conduction band considering electrons, and one valence band considering holes. For electrons, 
the energy range is from the bottom of the band in the metal lead to around lbksTx above the 
Fermi level of the injecting contact. Source and drain injection are treated independently. As 
mentioned previously, the integration over energy is done using adaptive Romberg integration 
[100]. 

3. If using the finite element method, the charge density will need to be multiplied by the basis 
functions and integrated in order to obtain the C vector. In the finite difference case, this 
integration is not required, although the charge vector still requires generation when solving 
the system using matrices. 

4. Compute the residual r, which, in the finite element notation, is given by = KV^ — C^. 
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5. Update the potential according to y( J + 1 ) = V"W - •dK~1r^i\ where •d is a damping factor that 

is required in order to get convergence. A value of 0.4 was typically used for this, parameter. 

In practice, K^1 is not explicitly calculated, but rather, the backslash operator in Matlab is 

used in order to compute K~xr^ using Gaussian elimination. 

6. Check that | |if" _ 1r^ ,)| | 0 0 ' is below some tolerance, where || • | |oo is the infinity norm, i.e., the 

maximum value of \K~1r^\. If not, increment i, and return to Step 2. If it is, convergence 

has been obtained, and the current may be computed via Eq. (4.4), where T(E) is stored from 

the computation in Step 2. 

Note that this iteration scheme is similar to that used in Chapter 3 when -d = 1. When t? ̂  1, this 

is referred to as Picard iteration. 

4.5 Results and Discussion 

This method has been used to predict the performance of cylindrically-symmetric devices, and also 

to suggest the possible performance of other, asymmetric, devices. Here, results are presented for the 

DC behaviour of CNFETs, and a metric for the switching time, TJ, is examined, is an important 

figure-of-merit for digital applications, and may be evaluated using DC quantities. Small-signal 

results have also been generated from these DC simulations [73-76,103], and the analyses of these 

can be found in the appropriate references. 

4.5.1 DC 

For the DC characteristics, as in Chapter 3, the closed, cylindrically-symmetric device shown in 

Fig. 3.1(a) continues to serve as the model geometry, but now ec is. allowed to differ from e o x . In 

particular, ec = 1 [81] for all devices, and e Q x is chosen as appropriate for the choice of dielectric. 

Due to the permittivity discontinuity, the finite difference Poisson solution is utilized. 

The model device includes a 20nm-long, (16,0) CN, and a 2.5nm-thick oxide. Additionally, all 

of the workfunctions are 4.5 eV, e o x = 25, and £ e , / i is taken to be 5.5 eV away from the contact Fermi 

level unless otherwise specified. This is equivalent to choosing a Fermi wave vector in the metallic 

contacts of around 0.3 A - 1 when the effective mass is equal to that of the (16,0) CN. This choice is 

similar to the smallest value used in Ref. [54]. 
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Beginning with band diagrams, Fig. 4.7 shows the results for Vos = 0 and 0.4 V with VGS = 0.5 V. 
In equilibrium, the carrier concentrations, particularly away from the source and drain contacts, are 

•0.2\ 

0 5 10 15 2 0 
D i s t a n c e f rom s o u r c e (nm) 

Figure 4.7: Conduction band edges for VGs = 0.5 V, and VDS = 0 (dashed) and 0.4 V (solid) [72]. 

in reasonable agreement with the results from using Fermi-Dirac statistics. It is interesting to note 
that the agreement is not exact, and this is attributed to the rapid potential energy variation at 
the end contacts, which leads to resonance in the carrier wavefunctions. Strictly speaking, then, a 
Schrodinger-Poisson solution is required even in equilibrium. Application of a drain voltage serves 
to decrease the number of electrons in the channel, and hence, the conduction band in the mid-tube 
region drops to a lower value. 

In both cases, due to the short CN length and large band discontinuities at the contacts, in­
terference effects and contact reflections modify the carrier distribution functions in the CN. Note 
that this is significant even for carriers above the contact barriers. To see this, consider Fig. 4.8, 
where the conduction band edges and transmission probabilities for electrons with VGS = 0.5 V 
and VDS — 0.4 V are shown. In (a) is a "negative barrier" device, where all of the carriers in the 
mid-tube region are thermionically emitted. Clearly, approximating the transmission probability as 
unity for these carriers would be grossly inaccurate. Use of Eq. (4.6) results in a much more accurate 
value despite the fact that it neglects interference effects, and only includes contact reflections [53]. 
The same result, but for a "positive barrier" device, is shown in (b). Fig. 4.9 shows the effect of 
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Figure 4.8: Conduction band edges and transmission probabilities for VGS = 0.5 V, VDS — 0.4 V, 
with (a) $ S = $ D = 3.9 eV, and (b) $ s = $ D = 4.5 eV [72]. 

the resonant peaks in transmission on the carrier distribution in energy for the same device as in 
Fig. 4.8(a). Note that this function bears little similarity to a Fermi-Dirac distribution function 
multiplied by the density of states. As a result, quasi-Fermi level techniques [68,69], as used in HBT 
modeling [92], are difficult to rigorously justify. 

Consider, now, the terminal characteristics. Fig. 4.10 shows the TD-VGS characteristic for VDS = 
0.4 V with <&s = $£) set to 3.9, 4.3, and 4.5 eV. Note that <3>G is left fixed at 4.5 eV since changes 
in this parameter, as noted previously, are equivalent to changes in VGS- An important thing tb 
note is that these CNFETs are ambipolar [104-107], i.e., the current is either electron- or hole-
dominated depending on VQS- This is depicted schematically in Fig. 4.11, where low VGS yields a 
hole-dominated current, and high VGS yields an electron-dominated current. For the case shown in 
Fig. 4.11, where all workfunctions are equal, it is expected that the current minimum will occur at 
VGS — VDS/2- This is confirmed by Fig. 4.10. When the contact workfunctions are adjusted, this 
minimum moves, and may also change somewhat in magnitude. 
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Figure 4.9: Carrier concentration as a function of energy, normalized to its maximum value, for 
VGS = 0.5 V, VDS = 0.4 V, with $ s = $ D = 3.9 eV [72]. 

Figure 4.10: XD-VQS for a closed cylindrical device with Vos = 0.4 V, and = ®D set to 3.9 
(solid), 4.3 (dashed), and 4.5eV (dotted). 
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Figure 4.11: Schematic showing the ambipolar conduction mechanism. Shown are the hole (dotted) 
and electron (dashed) dominated cases along with the crossover (solid) between these 
two cases [70]. 

4.5.2 Switching Speed 

In order to examine the suitability of CNFETs for digital applications, consider TJ, as analyzed in 
Ref. [55]. A method for computing this quantity from DC data, for devices with non-optimized 
threshold voltage [108], has been proposed in Ref. [30]. Here, this metric is examined, and results 
generated from the effective-mass Schrodinger-Poisson solver are presented. 

In order to compute r ,̂ consider the circuit shown in Fig. 4.12, where a load (transistor B) is 
discharged by a driver (transistor A) at a rate given by the current I, defined as 

d Q g ( V & , V & ) 

di 
where VQS V§S = —VDD> where VDD is the positive supply voltage given by the difference between 
the OFF and ON gate voltages on the load, namely: 

VDD = VGS,OFF ~ VGS,ON-

The discharge current X = —ID w ^ v a r v ^ t n e load discharges. As an approximation, the practice 
is to evaluate I at its highest value, namely: 

Z = -ID(~VDD, VGS,ON) = O N -
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Figure 4.12: Circuit for computing the delay time [55]. 

Expressing the change in nanotube charge in terms of a capacitance, 

^ = -c8(vgs,-vDD), 

where Qc is the charge on the C N channel, which is equal and opposite to that on the gate if inter-

electrode capacitances are neglected, i.e., for the case of the "intrinsic" switching time. As Fig. 4.13 

shows, CG is not constant during the discharge period. Again, an approximation can be made by 

evaluating it at its highest value, shown by the slope of the dashed line, namely: 

CG — CG(VGS,ON> ~VDD) = CQ, ON-

Now, overestimates have been made on both CG and T. Unfortunately, it is not yet clear how these 

approximations might compensate each other in the resulting expression for the switching speed: 

Td = 
CG,O^DD 

1 A 

ON I 

The goal, of course, is to have a short switching time, and a high ratio of ON-current to OFF-

current. In order to simultaneously view these parameters, the convention has been to plot TJ, against 
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Figure 4.13: Computation of the gate capacitance in the ON-state via the slope of the dashed line 
[55]. 

ION / Z O F F , where the latter quantity is evaluated by sliding a window of width VDD along a plot of 
XD VS. VGS, as described previously in Ref. [109]. 

For these results, the planar geometry depicted in Fig. 4.5 is chosen, and the finite element 
method is used to solve Poisson's equation. Since the overall solution method uses a ID Schrodinger 
equation, the axial potential of the CN is used when computing EVAC. Three devices are considered: 
a (22,0) CN with an 8nm oxide, a (10,0) CN with an 8nm oxide, and a (10,0) CN with a 2nm 
oxide. Parameters that are common between all three devices are: eox = 16, as appropriate for 
hafnia, the end contacts are Pd, the underlap of the gate and end contacts, as depicted in Fig. 4.14, 
is LSG = LDG = 4nm, the gate length, thickness and breadth is 20, 5, and 10 nm, respectively, and 
the end contacts have a radius i?Cont = 6nm and length L c o n t = 1 nm. The (22,0), 8nm device was 
chosen due to its similarity to a high-DC-performance experimental device from Ref. [110], and the 
other two devices are to show the effect of varying the tube diameter, and hence the bandgap, and the 
oxide thickness. In all cases, the workfunction of the nanotube is 4.7eV [111], and the workfunction 
of the gate is adjusted to give reasonable I O N in the simulation range of —1 < VQS < —0.5 V. The 
barrier height for the Pd/nanotube end contacts is taken from Ref. [112], and has values of —0.04 and 
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Figure 4.14: Cross-section of the planar geometry CNFET [55]. 

0.3 eV for holes in the (22,0) and (10,0) cases, respectively. Unless otherwise stated, simulations are 
performed at VDS — —0.5 V, and 2ON/2OFF is evaluated at VDD = 0.5 V. The choice of this value is 
arbitrary [108], and is used here as it may be realistic for far-future, low-voltage logic applications. 

Fig. 4.15 shows the XD-VQS characteristics for the three model devices. While the (22,0) device 
has the best ON-current, due to its smaller bandgap, it also has the worst OFF-current. This is due 
to ambipolar conduction [105] setting in before a low OFF-current can be attained [108]. In order 
to suppress this effect, a larger bandgap CN is required [109] such as in the (10,0), 8nm device, 
where there is roughly twice the bandgap of the (22,0) CN. Due to the higher barrier height for 
this device [112], a significant reduction in the ON-current occurs. This may be compensated for by 
thinning the oxide down to 2 nm, where reasonable ON and OFF currents are observed. 

Fig. 4.16 displays the intrinsic switching time against the ON/OFF ratio. Due to the high ON-
current in the (22,0) device, there is an extremely short switching time. Unfortunately, this device 
has the worst ON/OFF ratio of the three devices. By choosing the smaller CN, the ON-current is 
sacrificed, but a gain in ON/OFF ratio is obtained. Note that these values are in rough agreement 
with the sub-picosecond switching times predicted for CNFETs out to XON/^OFF * 104 in Ref. [109] 
and « 102 in Ref. [108]. In all three cases, although it is not apparent in the (10,0), thick-insulator 
case until longer values of than are shown in Fig. 4.16, T O N A O F F starts to decrease after reaching 
its maximum value. This corresponds to VGS.OFF passing through, in a positive direction for the 
p-type devices considered here, the point at which | Z D | is a minimum [108]. Additionally, the (10,0), 
thin-insulator case shows an increase in TJ, at the low end of its 2QN/2OFF range, which corresponds 
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Figure 4.16: Intrinsic switching time, and ON/OFF ratio for three model CNFETs [55]. 

employed for the source and drain metallization, which would probably result in excessive series 
resistance, the contributions of the gate-source and gate-drain capacitances to CG are huge, and 
lead to much larger switching times than predicted for the intrinsic cases. Numerically, average 
values of 0.2 and 6 aF are obtained for the intrinsic and extrinsic gate capacitances, respectively. 

These results are placed in the context of modern devices by comparing them with calculations of 
the extrinsic switching time of present-day silicon MOSFETs. SPICE simulations1 were performed 
for a minimum-size NMOSFET using parameters for a commercially available2 90 nm technology. An 
NMOS silicon device was chosen as its higher current drive makes it superior to PMOS devices [108]. 
In this way, a fair comparison can be made with the CNFETs studied in the present work, which 
employ Pd end contacts, which are known to give low barrier heights and, consequently, higher 
ON currents than are presently possible with n-type CNFETs. Simulations were performed at 
VDS = IV, for which this technology is optimized, over a VGS range of —1 to +2 V, from which the 
I O N / Z O F F ratio was obtained for VDD = IV. The total gate capacitance, as returned by SPICE as 
the capacitance CGG at the chosen operating point, was used to estimate the extrinsic switching time. 
The result is shown by the dotted line in Fig. 4.19. It is clear that this device out-performs the small-

'SPICE simulations were performed by D. Ho of the University of British Columbia. 
2STMicroelectronics, http://www.st.com/stonline/. 
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Figure 4.17: CN charge as a function of the gate voltage for three model CNFETs [55]. 

diameter, thin-oxide CNFET that appears to be the most practically relevant of the nanotube devices 
considered here. Typically, the total gate capacitance of the Si FET is around 200 aF, but superior 
switching performance is achieved by virtue of the higher drive current and the absence of ambipolar 
conduction. This suggests that a more extensive study of the switching characteristics of CNFETs, 
involving different geometries and doped-contact, rather than Schottky-contact, devices needs to be 
performed before any claims can be made as to the superiority of CNFETs over silicon MOSFETs. 
This result is in contrast to that of Guo et al., where the sub-picosecond intrinsic switching times of 
CNFETs were compared to a silicon device [109] using an effective oxide thickness measurement to 
calculate the gate capacitance [113]. Their conclusion was that CNFETs would actually out-perform 
the silicon device [109]. 
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Chapter 5 

T h e T i g h t - B i n d i n g M e t h o d 
A limitation of the effective-mass approximation is its reliance on sufficiently low bias, such that the 
parabolic approximation to the dispersion relation holds. In order to improve on this model, consider 
a tight-binding Hamiltonian, and the non-equilibrium Green's function (NEGF) formalism [94,114]. 
This method allows for non-parabolicity in the bands, as shown in Fig. 4.2, and continues to make the 
independent-electron approximation. In addition, all of the energy bands may now be considered 
simultaneously. This will allow for the inclusion of inter-band tunneling without resorting to an 
energy-dependent effective mass [63, 76], such as in the Flietner dispersion relation [115] with a 
complex band structure. For quantum wells, introducing an energy dependence into meff may lead 
to erroneous results [116], so that method should be used with caution. 

While the NEGF approach has previously been employed to model CNFETs [56-58,65], here 
the azimuthal potential variations are explicitly included, in contrast to Ref. [56], and a quadratic 
matrix equation is solved, in order to obtain the required self-energy matrices [117], instead of the 
usual recursive algorithm [118] which has been used in Refs. [56-58]. In addition, an extension is 
made to previous works by deriving an expression for the inter-atomic current, which may have use, 
for example, when considering structures with defects. 

The key to this method is the computation of the Green's function for a tight-binding Hamilto­
nian, so first, a discussion regarding the relevance of this function in terms of computing the charge 
on the CN surface is presented. 

5.1 Relevance of the Green's Function 

In this section, the derivation presented in Ref. [119] is followed in order to derive the local density 
of states (LDOS), i.e., the DOS as a function of position, for some atomic system via the Green's 
function. 
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Suppose that a solution to the time-independent Schrodinger equation, 

\Z - H(r)]9(r) = 0, (5.1) 

is required, where Z is a complex number. For some particular choice of Hamiltonian and boundary 
conditions, this can, in principle, be solved for the wavefunction. 

One technique for solving differential equations is through the use of a Green's function, G [120]. 
The appropriate equation to solve is 

The Green's function, then, gives the response at some point r due to an excitation at the point r', 
and this fact can be used to solve for $(r) in the entire domain, subject to the boundary conditions 
and any internal forcing functions. G(r,r';Z), however, also contains information that, when used 
with the NEGF formalism, obviates the need for an explicit calculation of ^(r). 

Let &Cti(r) be the z t h eigenfunction of H(r). Using completeness, G may be written as 

plus an integral over the eigenfunctions in the continuous spectrum [119]. Eq. (5.2) becomes 

\Z-H{v)]G{v,v';Z)=6{v-v'). (5.2) 

G = 53/Ci*Cli(r), 

where Ci are constants. Here, implies a sum over the eigenfunctions in the discrete spectrum 

(5.3) 

Now, multiply both sides of Eq. (5.3) by and integrate over position. If Ei is the eigenvalue 
corresponding to \I/C,i, the result is, after using the orthonormality of the eigenfunctions, 

*iii(r>) = Ci(Z-Ei). 

Therefore, the Green's function may be written as 

(5.4) 

Now, define 
(r,r';£,) = limG(r,r ';J5,±iO, (5.5) 
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which is useful since there are poles in Eq. (5.4) at Z = Ei, where Ei is real, and it is convenient to 
shift them off of the real axis [119,121]. Further, let 

GQ(r,r';E) = G+(r,r';E)-G-(v,r';E). (5.6) 

According to Ref. [121], on page 426, 

lim —]— = p.v.— =F i7r<$(f), (5.7) £->o u ± i£ v 
where p.v. denotes the principal value. Strictly speaking, this "identity" is an abbreviation for an 
integral identity resulting from complex analysis, and involves an explicit test function. Here, the 
full derivation is neglected, and Eq. (5.7) is treated as a true identity. 

Using Eqs. (5.4)-(5.7) yields 

G0(r, r';E) = -2m £ '6{E - E^^{v)^'), 

where the delta function is either of the Kronecker or the Dirac variety, depending on whether the 
discrete or continuous spectrum is being considered, respectively. Defining 

D{r;E) = -±:G0(r,r;E), (5.8) 

it may be observed that this will represent the density of states at r, and if an integration of 
D(r; E) over all r is performed, the total number of states at a given energy emerges. Note that, 
if spin degeneracy is included, D should be multiplied by two. The density of states allows for the 
computation of the carrier distributions in the NEGF formalism, and hence, the wavefunctions do 
not require explicit calculation. 

Note that, from Eqs. (5.4) and (5.5), 

GHv,r';Z) = G(v',v;Z% 

G-(r,r';E)=[G+(r',r;Erf. 

As a result, Eq. (5.8) can also be written as 

D (r ;£) = T - I m { G ± ( r , r ; £ ) } . 

A generalized LDOS is defined as 

i \G+ - (G+) +l A 

D(ry;E).= - L _ ^ _ . U _ (5.9). 
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where A is known as the spectral function. If this function is discretized into matrix form, the 
equilibrium electron concentration, including spin degeneracy, may be written as 

n 2 D = -diag 
/

oo 
Af(E-

-oo 
•EF)dE (5.10) 

where the diag(-) operator extracts the diagonal elements, i.e., the elements corresponding to r = r', 
of its matrix argument. 

Out of equilibrium, states that are coupled to a particular lead are filled according to the Fermi 
function in that lead [114]. Here, a "lead" is defined as a region with constant potential energy 
in the transport direction, as opposed to the "scattering region" where arbitrary band bending is 
permitted. As shown in Refs. [94] and [114], a scattering region connected to two semi-infinite leads 
has a Green's function given by 

G+ = 1 lim [(E + iO / - HS - E L - En]" 1 , 

where I is the identity matrix, the S subscript denotes that the Green's function provides information 
about the scattering region only, Hs is the Hamiltonian for the scattering region, E L and T,R are 
called the self-energy matrices for the left and right leads, respectively, and A is the atomic density 
given by 

4 3a2v/3 

This A factor comes about by assuming that the discrete wavefunction centred on an atom is constant 
over the area A, and is used in order to give Gj the correct units. Unless otherwise specified, a set 
of units is employed such that A = 1. 

As a result, 

[Gt]'1 - [(GsV'f = 4 - E L + 4 - E f l > (5.11) 

where £ has gone to zero when we took the inverse. Note that Hs = Hg, and the fact that the 
Hermitian conjugate of an inverse is equal to the inverse of a Hermitian conjugate, have been used. 
Eq. (5.11) is often written 

[^-[(Girf = i ( r L + r f l ) , 
where Ti = i(Ej — EJ) is known as a broadening function [114]. Performing a simple matrix multi­
plication allows Eq. (5.9) to be written as 

A - J _ 
2TT ~ 2?r 

G j r L (G+)f + G+r* (G+)f] = i - [AL + AR], 
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where Ai = GgVi (Gj)* is the spectral function resulting from the coupling to the lead i. Out of 
equilibrium, Eq. (5.10) becomes 

n 2 D -diag / ALf(E-EFL)dE + ARf{E-EFR)AE , (5.12) 
\J—oo J—oo 

where EFL and E F R are the Fermi levels in the left and right leads, respectively. It now remains to 
calculate the Green's function and the self-energy matrices. 

5.2 The Hamiltonian 

Of course, if the Green's function is to be calculated, a suitable Hamiltonian must be defined. 
For infinite, periodic structures, it is convenient to employ Bloch's theorem and the tight-binding 
approximation [66], as discussed in Chapter 2. For a finite or semi-infinite crystal, where periodicity 
breaks near the ends, the similar Hiickel approach [122] may be used. This could also apply to 
periodic crystals with aperiodic potentials applied to them. 

In such aperiodic structures, each atomic site should be considered without appealing to Bloch's 
theorem. Of course, in the semi-infinite case, this results in a matrix of infinite size. However, as 
observed earlier, if the Green's function can be computed for this system, then the LDOS has also 
been obtained. Since a finite matrix may be inverted directly, this case will not be considered. 

In a discretized form, the equation for the Green's function, without appealing to self-energies, 
is given by [94] 

G± = \\m[{E±\i)I - H)~l . 

The Hiickel Hamiltonian looks very much like the tight-binding Hamiltonian derived earlier [122]. 
Using a suitable energy reference, considering a (2,0) CN for specificity, the Hamiltonian may be 
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written as 

H = 
7 

7 

U7 

7 

7 

7 

7 

We 

7 

7 

(5.13) 

t/4 

7 

7 

U3 

7 

7 

7 ^2 

7 

7 

7 

t/i I 

such that the end of the tube is represented by elements in the bottom-right corner of the matrix. 
Note that the diagonal elements, Ui, are given by the local potential energy. Of course, the pattern 
that has been shown .here is replicated along the diagonal out to infinity. The exact form of the 
matrix depends on the ordering of points, but this is the result for one particular ordering. 

Since the Hiickel derivation is similar to the tight-binding case, it is simply noted that by explicitly 
accounting for each atom, a matrix of a similar form as in tight-binding, but with no wavevector 
dependence, is obtained. The price is that there is now an infinite matrix to consider. Details may 
be found starting on page 627 in Ref. [122]. 

5.3 Computing the Green's Function 
In this section, a technique for computing the Green's function [117] is presented. For an infinitely-
long CN, a general version of the nearest-neighbour, tight-binding Hamiltonian of Eq. (5.13) may 
be written in the block form 

H r t T g r 

where it may be recalled that a nanotube has periodicity in its atomic positions. Indeed, the following 
method could, in principle, be used for any crystalline material. The periodicity is defined by the 
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CN primitive unit cell, as discussed in Chapter 2, containing 2N atoms. Here, r represents the 
coupling between these primitive unit cells, T represents both the local potential energy and the 
coupling between atoms within a primitive unit cell, and the subscripts L , S, and R represent the 
left lead, the scattering region, and the right lead, respectively. Note that all of these quantities are 
matrices, and that the left and right leads extend off to infinity. The magnitude of the atom-atom 
coupling is given by |7|, and in this case, a nominal value of 2.8 eV is chosen as appropriate for the 
pz orbitals [67]. In addition, note that rows corresponding to each unit cell of the leads repeat along 
the diagonal of H out to infinity due to the form of the potential energy there. Only potential energy 
variation normal to the transport direction is permitted in the leads, and any arbitrary potential 
variation is permitted in the scattering region. 

The Green's function, which contains information about the LDOS [94,114], is given by 

G=(EI-H)-\ 

where the notational change G = G+ has been used, and the appropriate limit has been implicitly 
taken. Since the scattering region is the only relevant part of the calculation, the infinite matrix 
may be truncated using the method described in Ref. [94]. This allows the Green's function for the 
scattering region to be computed via 

G S = ( ^ / - T s - E L - E f l ) - 1 , 

where 
E L = T + G L T , • (5.14) 

^R = TGRT^ (5.15) 

are the self-energies, and GL and GR are the Green's functions for the left and right leads, respec­
tively. The self-energy matrices are finite, and as a result, the inverse may be computed directly, 
or by using a recursive algorithm [118]. For the self-energy calculations, two coupled, linear matrix 
equations may be solved simultaneously, as in Ref. [56]; however, a more efficient method is to solve 
a single, non-linear matrix equation. 

Due to the tight-binding form of the Hamiltonian, the self-energies may be written in block form 

57 



as 

E r = 

C L 0 0 
b o o 
o o o 

o o o 
Efl= 0 0 0 

0 0 
where the diagonal elements, from upper-left to lower-right, have sizes 27V x 2N, (ns — 47V) x (ns — 
47V), and 27V x 27V, respectively, where ns is the total number of atoms in the scattering region, and 
it has been assumed, without loss of generality, that ns is an integer multiple of 27V. The LDOS is 
given by the diagonal elements [94,114] of 

GS ( S i - E i + E a - E ^ ) Gs, 

and if 67s is written in block form as 

Gn G\2 G13 

Gs = G21 G22 G23 

G31 G32 G33 

Gn G\2 G\z I 0 0 
G21 G22 G23 = 0 0 0 
G31 G32 G33 0 0 I 

it may be observed that the second block column of Gs is irrelevant. As a result, it is sufficient to 
solve 

(EI — Ts — E L — E F I ) 

for Gij. The LDOS may, then, be computed as 

D(r; E) = diag + 4)6^ + G i 3(te + 4)Gj3] , 

where i = 1, 2, and 3 for atoms in the unit cell adjacent to the left lead, away from either lead, and 
adjacent to the right lead, respectively. It now remains to describe how one may compute G L and 
GR in order to obtain the self-energies from Eqs. (5.14) and (5.15). 
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5.3.1 G r e e n ' s F u n c t i o n f o r a S e m i - I n f i n i t e L e a d 

Previously, Appelbaum et al. have presented a method for calculating the required elements of GL 
and GR for the case where r is a scalar [123], and Venugopal et al. have presented that for the 
case where r = rt [124]. In the former work, the recursive algorithm [118] is implicitly employed to 
arrive at the solution, and this recursion may also be used for the general case considered here, as in 
Ref. [56]; however, as mentioned previously, by framing the problem as a quadratic matrix equation, 
the computation may be performed more efficiently. 

GL is the inverse of 

E I - H L = 
•rt EI - TL T 

•ft EI - T z T 

EI — TL 

Due to the infinite size of this matrix, this equation can also be written compactly as 

E I - H L = 

GL is defined as 
r 

m gu 
9si 9s 

where gs are the surface elements of GL-
Eq. (5.16) may also be written as 

EI-HL 

-rt EI — TL 

G L = 
EI-HL T 

rt EI - T L 
(5.16) 

EI-HL T 9i 9is I 0 

rt EI - TL 9 si 9s 0 I 

This matrix equation can be solved to get 

gs = [EI - T L - T\EI - HLrlr]_1. 

Of course, this still requires the inversion of an infinite matrix. However, the nearest-neighbour, 
tight-binding structure of r may be exploited in order to get that T^(EI — HL)~1T = T^gsr. As a 
result, the problem now is to solve the nonlinear equation 

gs = [EI-TL-^gsT]-\ 
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which may be most simply done using a fixed-point iterative scheme, as in Ref. [123], such as 

^+i) = [ E / _ T z _ _ r t 5 ( i ) r ] - i j 

where the superscript indicates the iteration number. This is a form of the recursive algorithm for 
self-energy calculations [118]. 

While this method does appear to converge for all cases attempted thus far, the convergence of 
the fixed-point, or recursive, method can be quite poor. As a result, the use of Newton's method on 
Eq. (5.17) is considered. The residual, r, is defined as 

r{ga) = T^gsTgs - (EI - TL)gs +1, 

which is equal to zero when ga is the exact solution. This is a quadratic matrix equation, and the 
error matrix, e, that may be applied to some approximate solution, gs, is sought, i.e., 

r(gs +e)= r\ga + e)r(g3 + s) - (EI - TL)(gs + e) + I 

is solved for e, where r(gs + e) = 0. This leads to 

r(gs + e) = r(g3) + FSa (e) + Sere, 

where 
Fg, (e) = r h r g s + [ T ^ . T - (EI - TL)]e (5.18) 

is related to the Frechet derivative of r(ga) in the direction e. The. Newton method is defined 
by solving r(gs) + Fgs(e) = 0 for e. As noted in Ref. [125], this is a special case of the generalized 
Sylvester equation, and may be solved using the method described in Ref. [126]. Due to the sensitivity 
of Newton's method to the initial guess, iterations are damped using exact line searches [125], 
where, instead of performing the usual Newton update of g s

l + 1 ^ = gi^ + £, the modified form of 
<7̂ +1) = + -de is used, where •& is a parameter chosen such that the square of the Frobenius 
norm of r(g^ + i9e) is minimized at each step. Details of this procedure are provided in Ref. [125], 
and in Appendix E. In general, exact line searches are required in order to obtain convergence with 
Newton's method. 

Due to the increased computational effort per iteration for this method, the iterative solution 
begins, in practice, with fixed-point iterations for a while, and then switches to Newton with exact 
line searches. Typically, only a few Newton iterations are required in this hybrid approach. 
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A completely analogous procedure holds for the calculation of the surface elements of GR, except 
that r is exchanged with T*, and vice versa, in all of the above derivation. 

5.3.2 Test Cases 

The simplest case with which to check this method is for the case where the local potential is some 
fixed constant. This case is a periodic structure extending out to infinity in both directions, and 
therefore, the Bloch condition may be applied in order to compute the DOS using a single, primitive 
CN unit cell. Equivalently, one may employ the zone-folding scheme in order to obtain the DOS 
from the dispersion relation for graphene (see Refs. [4,6], for example). Both of these methods are 
described in detail in Chapter 2. In this case, TL = Ts = TR, and the NEGF method is used to 
compute the LDOS from Gs [94,114]. In order to numerically handle the van Hove singularities in 
the CN DOS, energies were perturbed by a small, positive imaginary number, i£. For the results 
shown here, the perturbation was £ = 2 x 10~6, and convergence was declared when the infinity 
norm of r(gs) became less than 10 - 6. As shown in Fig. 5.1, this method produces the correct form. 

•ni • r b » > « r i — = • 1 
- 1 . 5 - 1 - 0 . 5 0 0 . 5 1 1.5 

E n e r g y ( e V ) 

Figure 5.1: Comparison of the standard tight-binding density of states (solid line) with that com­
puted using the self-energy method (o) for a (16,0) carbon nanotube [117]. 
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The second case to consider is that of a finite barrier. In this case, quantum mechanical reflection 
for carriers above the barrier, and the possibility of tunneling through the barrier, are expected. 
These phenomena should modify the form of the LDOS at each position. Fig. 5.2(a) shows the 
LDOS for this case, and the solid lines show the conduction and valence band edges shifted by the 
local potential energy. Regions of high electron concentration are shown as bright patches, and since 
the Green's function represents outgoing waves at infinity, a vanishing density is obtained in the 
scattering region for energies lined up with the bandgap in the leads. Also note that the phenomena 
of inter-band tunneling, which may have important technological applications [63,127], is clearly 
shown in the figure. The jumps in density with energy are due to the contributions of higher bands, 
and intra-band tunneling is also evinced by the penetration of carriers into the bandgap region. It 
is noted, here, that in Ref. [114] a subsequent summation was required for each transverse mode, 
or band, and that these modes were assumed to be independent. In this case, a single calculation 
provides a complete multi-band result with allowed inter-band transitions. 

Finally, the LDOS for a potential that varies both azimuthally, and along the length of the CN, is 
computed. The longitudinal potential variation is multiplied by 1 + O.2sin(0). Fig. 5.2(b)-(d) shows 
the resultant LDOS at <fr = 0, TT/2, and 37r/2 radians, respectively. While the variation with angle 
is readily identifiable, particularly in the valence band, it is interesting to note that the local band 
structure appears to be more influenced by the average potential around the circumference than 
by the local potential. This may be seen by the superimposed conduction and valence band edges, 
which have simply been shifted by the local potential energy. The LDOS itself does not undergo 
such a shift directly; rather, its magnitude is modified, with the gap apparently taking the position 
appropriate for the average energy shift, i.e., the shift at cj> = 0 in this case. This may bode well for 
methods that utilize an average potential on asymmetric structures [55,56]. Careful examination 
reveals that the mid-length conduction band LDOS is highest for r/> = 37r/2, which corresponds 
to the angle with the lowest potential energy, followed by 0 = 0, and then <p = TT/2. This is the 
expected result; the unexpected result is that the LDOS is not rigidly shifted by the local potential 
energy. 

While this method yields excellent results, further analysis is required due to the possibility of 
a multiplicity of solutions that may satisfy the quadratic matrix equation. It is well-known that 
equations of this type may have any number of solutions, including no solution at all. At present, 
it can only be stated that there is at least one solution to the equation, and that it is a physically 
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Figure 5.2: Local density of states for longitudinal and azimuthal potential variation. Shown are: 
(a) a barrier potential with a maximum shift of 0.8 eV longitudinally, and no azimuthal 
variation; the same barrier potential as in (a) multiplied by 1 +O.2sin(0) and evaluated 
at angular positions of (b) 0, (c) 7r/2, and (d) 37r/2 radians. Solid lines show the result 
of shifting the conduction and valence bands by the local potential energy. 
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reasonable one. 

5.4 Current Operators 

Ultimately, the current-voltage relationship is of interest. Consider, then, how the real-space current 
operator may be derived when considering quantum transport. Both effective-mass and tight-binding 
Hamiltonians are considered in order to better justify the tight-binding case by comparing it to a 
well-known result. One- and two-dimensional operators will be derived on a Cartesian grid, and 
the conclusion will involve the derivation of an expression for the current in a particular CN with 
a tight-binding Hamiltonian. The CN case is treated separately since the Hamiltonian allows for 
coupling between atomic sites that are not arranged on an orthogonal mesh. As a result, the CN 
matrix will differ from that of atoms on a rectangular or square crystal lattice. 

The derivation begins with the time-dependent Schrodinger equation, 
<9\I> 

ih— = H9, (5.19) 

where t is time. In addition, there is the conjugate equation, 

i ^ = -{H9)l (5.20) 

Following the approach of Ref. [128], note that 
dtK ' dt dt 

Using Eqs. (5.19) and (5.20), 

~(^^>) = ^ [ V # # - . (5.21) 

An expression similar to this occurs in hydrodynamics if the associations 

V = 

V- J = - [H^V] , (5.22) 

are made, where V is like a fluid density, and J is a probability current density. The tilde is a 
reminder that these quantities are functions of energy. In order to obtain the total probability 
current density J , J must be integrated over E. To convert J to an electronic current density, 
simply multiply by the charge of a carrier q. It now remains to discover the appropriate expression 
for J . The goal is to write the right-hand side of Eq. (5.22) as a divergence expression. 
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5.4.1 Effective-Mass 

In the effective-mass approximation, the explicit form for the Hamiltonian is 

H = --^-V2 + U(r). 
2meS 

Since the potential energy is real, Eq. (5.22) can be written as 

V • J = —— [*tv2* - (v2*t) 9] . 
Z17Tl e ff 

If it is recalled that V 2 * = V • (V*), this becomes 

V • J = —^— f* fV • (V*) - V • (V**)*] . 2imeff 

A standard vector identity is 

V • ( ^ V * ) = tf'V • (V*) + V * • Vtft, 

and similarly, 

V • (tfVtft) = * V • (V* f) + • V * . 

Subtracting these identities implies that 
v J = -T^—V • IVv * - w i r /T l . 

2irneff

 L 1 

Therefore, the current density can be defined as 
h 

2im, 
k [* +V* - * W f ] = Re 

•eff WTlefF 
$ty$ (5.23) 

Note that this expression is not unique. One could, for example, add any function to J that has 
a vanishing divergence, and still obtain Eq. (5.22). Here, an appeal is made to the correspondence 
principle, which states, from page 29 of Ref. [128], "Quantum Theory must approach Classical Theory 
asymptotically in the limit of large quantum numbers." In order to satisfy this condition, "one 
establishes in principle that there exists a formal analogy between Quantum Theory and Classical 
Theory." In this case, it is noted that the formal analogy of the classical momentum is the operator 
(h/i) V. As a result, for a plane-wave wavefunction, the form of Eq. (5.23) is analogous to the velocity 
multiplied by the density, as in the classical current. An additive term with a vanishing divergence 
is, therefore, not necessary. 
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5.4.2 Tight-Binding 

In the tight-binding approach, the right-hand side of Eq. (5.22) will, again, be written as a divergence 
expression. As in the effective-mass case, it will be assumed that the current density is given by this 
expression without adding any function with a vanishing divergence to the result. Previously, an 
appeal was made to the correspondence principle. Here, the appeal is made to the discrete version of 
Eq. (5.23), and no attempt is made at trying to present a formal proof. It is assumed, throughout, 
that the atomic spacing, a, is uniform. 

The first step is to discretize Eq. (5.21). If 

#3 

(*l = [*j * 2 * J • • • * j v ] , 

where * i is the wavefunction at the ith atom, and N is the total number of atoms in the system, 
then Eq. (5.19), and its dual equation, may be written as 

. i f i^ |*)=H|*>, 

(*| = -<*| Hi 

l*> = 

Proceeding as before, 
| (I*) <*l) = ^ (H\9) <*| - |*) <*| ^ ) , (5.24) 

where it is noted that the diagonal elements of this matrix equation are the discrete equivalent of 
evaluating Eq. (5.21) at the lattice sites. 

In order to make the right-hand side of Eq. (5.24) look like a divergence expression, it is helpful 
to recall the formal definition of the divergence [129], 

lim 
A - . 0 

I ^ J . n d " Y , (5.25) 

where m is one less than the number of spatial dimensions of J , A is the volume enclosed by the 
surface s which surrounds the point at which you are calculating the divergence, and fi is a unit 
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vector that points in the outward-normal direction to the infinitesimal area element dmr. If working 
in dimensions different than three, the appropriate generalizations of the terms volume, area, and 
surface should be employed. 

Cartesian Lat t ice 

First, consider the case where the lattice of atoms forms a Cartesian grid, as in Fig. 5.3. The 
tight-binding Hamiltonian is assumed to include only the effects of the nearest neighbours. 

• • • • 

• • • • 
• • • • 
• • • • 
• • • • 

Figure 5.3: Sample one- and two-dimensional lattices on the left and right, respectively. 

In one dimension, the Hamiltonian can be written as a tri-diagonal matrix of the form 

0 7 0 ••• 0 0 0 
7 0 7 0 0 0 

I 
H 

I 

0 0 0 7 0 7 

0 0 0 ••• 0 7 0 
where all the real, diagonal elements; such as the local potential energy, have been eliminated since 
they will cancel out in the diagonal elements of Eq. (5.24). 

Substituting the ID, tight-binding Hamiltonian into Eq. (5.24) yields diagonal elements, away 
from the ends, of the form 

A ID approximation to Eq. (5.25) is 
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are defined, where J i + i is the magnitude of the current density between atoms i and i + 1. 
It now remains to compare these expressions with the effective-mass result. Using the finite-

difference approximation, one can view the tight-binding Hamiltonian as an approximation to the 
effective-mass Hamiltonian with 

h? 7 = - T r — • (5-26) 2a2meff 
Using finite differences on the effective-mass current expression leads to 

1 h 
Ji+h 2irneff 

h 
2 

2iames 

where it has been assumed that the wavefunction between sites i and i + 1 is equal to the average of 
the wavefunctions at the nearest atomic sites. Using Eq. (5.26), it becomes apparent that the tight-
binding result is equivalent to the effective-mass result. Of course, this equivalence is expected since 
the tight-binding Hamiltonian may be viewed as an approximation to the effective-mass Hamiltonian 
when working with atoms on a uniform, Cartesian grid. 

Using a 2D, tight-binding Hamiltonian, the result is that 

where a double subscript to the wavefunction, ̂ fij, is now required in order to denote the ith site 
in the x-direction, and the j t h in the y-direction. 

The 2D approximation to Eq. (5.25) is 

V J 

where the surface, s, is defined as a square with area a2 centred on the site at Note that it is 
assumed that the normal component of the current density is constant along each of the four sides 
of s, so the integral is just the normal component of the current density multiplied by a. This leads 
to similar definitions for J, 
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where Ji+1 ^ is the magnitude of the current density component in the y-direction crossing the plane 
between rows i and i + 1, and in the j t h column, of atoms. J J J + I is defined similarly. By direct 
analogy to the I D case, it is concluded that this expression is also equivalent to the effective-mass 
case. 

Hexagonal Lat t ice 

In a hexagonal lattice, such as in a CN, there is a two-point basis. As a result, two different equations 
emerge, depending on which atom in the basis is being considered. The primitive unit cell of the 
hexagonal lattice is a parallelogram [66]. If this unit cell is divided into two equilateral triangles, a 
convenient s over which to approximate Eq. (5.25) is found. The hexagonal lattice, primitive unit 
cell, and s are shown in Fig. 5.4. 

Figure 5.4: Hexagonal lattice (solid) with a primitive unit cell (dashed parallelogram) divided into 
two equilateral triangles s. 

The appropriate approximation to Eq. (5.25), using the same assumptions as before, and con-
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sidering the higher of the two atoms, denoted by a superscript h, in the primitive unit cell, is 

4 
V 3h ~ — (Jt + J\ + Jy) 

where the subscript indicates the direction of the surface through which the current passes. Similarly, 
for the lower atom, denoted by a superscript I, 

4 

Utilizing the tight-binding Hamiltonian, 

dt L K 1 1 ift 

Therefore, 

A [<p'(«.')tl = 1 r*|_(*')t + ($')t + ' (*')t_ 
a t ift 

4ift 

is defined, and similarly for the other current densities. 

5.4.3 C u r r e n t O p e r a t o r S u m m a r y 

After all of this work, a summary of the current operators, J, is presented, where it is noted that 
it has been implicitly assumed that <$> has been normalized to give the electron density at a given 
atomic site, i.e., if i/j^tp gives the electron concentration per atom, then fy^ty = ip^ip/A. In this 
section, the A normalization is explicitly included. 

1. The effective-mass current density is given by 

J = J^L (tfVtf* - * f V * ) . 

2. The I D , tight-binding current density operator is given by 

J^-'-A1 ' i = < + 1 > (5-27) 
l f t 1 0 , + 
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where Jij is the element in the z t h row and 
written as 

J = diag(j|$) 

where 

J = 

3. In two dimensions, assume that the elements 

!#> = 

j t h column of J. The current density may be 

+ (5.28) 

J 3 

2 

2 

Ji 
2 

of \9) are ordered by increasing x first, i.e., 

# 2 , 1 

# 1 , 2 

# 2 , 2 

where 7V X is the number of points in the ^-direction. With this ordering, the current operator 
for the 2>direction is also given by Eqs. (5.27) and (5.28), where J is ordered similarly to |#). 
The only difference is that, for a finite number of atoms in x, the matrix will have only zeros 
in the rows corresponding to the last atom in that direction. A similar expression holds for 
the y-component of J . 

4. The current operator for a tight-binding Hamiltonian on a CN hexagonal lattice depends on the 
assumed chirality due to the periodicity in the circumferential direction, and it also depends 
on which atom is being considered in the two-point basis. Rather than trying to present all of 
the various permutations that are possible for a general CN, a demonstration of how one may 
compute the current through the cross-section of the CN, depicted in Fig. 5.5, is presented. 
From the current density expression, it may be seen that the current across the dashed line 
will be related to the wavefunctions at only four atomic sites. If a subscript denotes which 
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Figure 5.5: Atomic structure of a (2,0) carbon nanotube for which a calculation of the current across 
the dashed line is desired. Note that the atoms on the top of the figure are identical to 
those on the bottom due to the periodicity of the tube. 

atomic site is being considered, the current, T, may be written as 

where spin degeneracy has been accounted for in the normalization of the wavefunction, and 
the tilde, again, implies that this quantity should be integrated over energy to give the total 
current. In order to get this result, it has been assumed that the current is constant over each 
face of the triangle depicted in Fig. 5.4, and an integration has been performed over the dashed 
line in Fig. 5.5. 

5.5 A l t e r n a t e C u r r e n t E x p r e s s i o n 

In the previous section, current operators were derived that provide the current density spectrum 
as a function of position and energy. While this will be interesting in terms of being able to inspect 
the path of carrier flow in the device, the terminal characteristics are of primary importance. In this 
case, a compact expression may be derived for the terminal current following the approach detailed 
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in Ref. [130]. This compact expression is commonly used in mesoscopic physics. 
The Schrodinger equation, in matrix form, is 

{E + i$)I-HL -r 0 
-rt (E + %)I - Hs -T #s = 0 

-rt (E + i$)I-HR 0 

where 9L,S,R = ^L,s,Rl'V~h is the wavefunction in each of the three regions under consideration, 
i.e., the left lead, the scattering region, and the right lead, respectively; and it is recalled that the 
Green's function involves the limit as £ approaches 0 +. Using ipi from this point on, it is convenient 
to let ipL — <PL + XL and ipR = <PR + XR> where <pi satisfies 

[(E + %)I-Hi]<pi = 0, 

and represents the wavefunction in the lead before coupling to the scattering region. After coupling, 
the unperturbed wavefunction is modified by Xi- Performing some algebra yields 

i>s = \{E + \i)I-Hs-T,L- VR}-1 [TVL + TVR] = Gs [TVL + T<pR] , (5.29) 

XL = GLTi>s, (5.30) 

XR = G R T ^ S - (5.31) 

From Eq. (5.24), 

trace (^ps^l) = ^ T R A C E ( T V L V ' S - ipsip{T + TipRips - tps^RT^ = - / V • Jd 2r, 

since Hs = Hs, and the trace, i.e., the sum of the diagonal elements, is not dependent on the order, 
of the matrix multiplications in its argument. Note that taking the trace over the scattering region 
elements is the discrete equivalent of integrating over the scattering region S up to a normalization 
factor of A. This factor cancels out when working with ipi instead of 

Utilizing the divergence theorem, and noting that current may only travel out through the leads, 
yields 

-1L +IR = trace (T^L^S ~ i^s^r + TipRips ~ V'sV'Ji'rt) . 

where 11 and TR are the currents out of the scattering region at the left and right interfaces. Clearly, 
TL = TR in steady-state, since the time derivative of ip^ip vanishes. Of course, this implicitly assumes 
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that all of the charge in the scattering region is due to the leads, and hence there is no recombination 
or generation allowed in the scattering region. 

Considering only the left lead, 

XL = T|trace ( T V L V ' S + T^XL^S - ^s9L

T
 ~ i>sXLT) • 

In order to write this in a more convenient form, substitute Eqs. (5.29)-(5.31) into this expression. 
If it is noted that [130] 

t fiAiX 

where fi is the distribution function in the ith lead, the result is, after some algebra, 

XL = |trace {fLTLAR - fRYRAL). 

This may be simplified even further if it is noted that [130] 

trace (TLAR) = trace (TLGS^RG^J = trace (GsTLGlrR) = trace (TRAL). 

The final expression for the current is [114,130] 

XL = ^trace [rLAR (fL - fR)], (5.32) 

which should be multiplied by two if spin degeneracy is included. The same expression results from 
considering the right contact. In this form, Eq. (5.32) bears a striking resemblance to the Landauer 
current formula [93]. If the transmission probability for the scattering region is associated with 
trace (TLAR) [114,130], then the formulae are identical. Use of this compact expression is convenient 
since only diagonal elements of matrices that are already known from the charge calculation are 
required. In order to calculate the inter-atomic current density, further computation of off-diagonal 
elements would be needed. 

5.6 S o l u t i o n P r o c e d u r e 

In order to arrive at converged solutions, two algorithms have been implemented. The first is related 
to the standard Gummel technique as described, for example, in Ref. [131]. This method, when it 
converges, is useful due to its good convergence rate [56,58]; however, it is found that a good solution 
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is actually less likely to be found with this method than with an alternate Newton iterative scheme 
with an approximate Jacobian [132]. Doped-contact CNFETs are considered, with a potential energy 
in the scattering region that joins smoothly to that in the leads. The scattering region, thus, includes 
some length of the doped contacts. 

The Gummel iterative scheme proceeds as follows: 

1. Ensure that an integral number of primitive unit cells are in the scattering region. This is 
really just a bookkeeping issue, and ensures that the leads have symmetric structures. This 
is useful when computing coupling matrices. Since the leads have no potential variation in 
the transport direction, the amount of doped contact included in the scattering region may be 
increased without changing the solution. 

2. Tetrahedralize the domain for the finite element Poisson solver. In practice, this is done using 
the freeware program TetGen [102]. 

3. Compute the Hamiltonian, and atomic positions, for atoms in the scattering region. The 
Hamiltonian is a sparse matrix with non-zero entries only for nearest-neighbour atoms. The 
atomic positions are needed in order to interpolate between the atomic grid, used for the 
Green's function calculation, and the Poisson grid. 

4. Compute the Hamiltonian for one CN unit cell of the leads. This is one block of the matrix 
computed in the previous step. 

5. Compute the stiffness matrix for the finite element Poisson solution. Details of this calculation 
are provided in the Finite Element Electrostatics section of Chapter 4. 

6. Guess initial quasi-Fermi levels for holes and electrons, E p v and E p n , respectively, for use in 
the nonlinear Poisson equation detailed in Step 7. 

7. Solve a simplified nonlinear Poisson equation. This is done to improve the convergence prop­
erties of the overall iterative scheme [56,58,131]. The idea is to solve 

W = -±5(p - Rt) (P2D(V) - n 2 D(V) + Nf), 

where 
(5.33) 
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n 2 D = r / ^ d £ V ( 5- 3 4) 
7o e X p ( - ^ ) + l 

and D(E) is the 2D density of states, based on symmetric electron and hole bands. In practice, 
the analytic D(E) of Ref. [133] divided by the CN circumference is used. This Poisson equation 
may be straightforwardly solved using Newton's method. Note that, on subsequent iterations, 
EpP and Epn are calculated such that P2D(10 and n2T>{V) are equal to the carrier concentra­
tions computed via the Green's function. If the charge and potential are self-consistent, the 
solution to this nonlinear equation will converge in the first step. 

8. Solve for the Green's function in the scattering region in order to obtain the charge there 
via Eq. (5.12). Note that the net charge density is given by q(l — n2o) where the first term 
represents the ionic charge left over if no pz electrons are present. In order to facilitate 
calculation of the integrals in Eq. (5.12), the first term can be written as 

—diag 
7T /

EH PEN roo 

ALdE- ALf(EFL-E)dE + ALf{E-EFL)dE 
•oo J— oo JEN 

. n 2 D = -IdiagJ£ r WK*-*»W>AL ^ DE 

and similarly for the second term, where E^ is the "charge neutrality level" defined such that 
the integral of the total density of states up to this energy yields the atomic density A, where 
it is noted that the total LDOS is related to AL + AR, and that A = 1. Using this yields 

8ga(E-EN(z))AL 

/ - o c exp [sgn(£ - EN{z)) (^f^)] + 1 

+ r ^{E-EN{Z))AR I > ( 5 3 5 ) 

J-oo exp [sgn (E - EN{z)) (^f^)J + 1 J 
where E^{z) is shifted by the local potential energy, and sgn(-) is the sign function. Using 
the charge neutrality level, and the sign function to obtain more compact and computationally 
tractable carrier integrals has been previously seen in Refs. [23,56,134], for example. It is 
sometimes convenient to associate E — E^(z) < 0 with p2o and E — EN(Z) > 0 with n2D, 
particularly in the Gummel method where quasi-Fermi levels for both holes and electrons may 
require computation. 

9. Compute the quasi-Fermi levels corresponding to the electron and hole concentrations from 
Step 8. This is done using Newton's method to compute Epp and EFn from Eqs. (5.33) and 
(5.34) given known p2D and n 2D-
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10. Repeat Steps 7-9 until the charge from Step 8 is consistent with the potential, i.e., the sim­
plified nonlinear Poisson equation converges in a single Newton step. 

The Newton algorithm is identical in Steps 1-5. Following these precalculation steps, the algo­
rithm proceeds as follows: 

6. Guess an initial potential distribution. In practice, the initial guess is generated by performing 
Steps 6 and 7 from the Gummel algorithm above, with quasi-Fermi levels chosen such that 

Epp = Epn — s 

0 , in the left lead and the left \ of the scattering region 
—QVDS J in the right lead and the right | of the scattering region 
qVDS ,, 

otherwise 2 
7. Solve for the Green's function in the scattering region in order to obtain the charge there. This 

is done via a charge neutrality level as in Step 8 from the previous algorithm. The approximate 
Jacobian of the Poisson equation, 

KV = C[V], 

is also computed at this time, where it is noted, by the square brackets, that C is a functional 
of V, i.e., it depends on V everywhere on the CN surface, and not just on the value of V at a 
single point. The elements of the full Jacobian matrix are given by 

11 dVj' 

where the first term is the finite element stiffness matrix, which contains mostly zero elements. 
As a result, sparse matrix methods may be used to store, and perform operations with, this 
term. The second term is also largely zero with nonzero elements only for i and j corresponding 
to points on the CN surface. Unfortunately, this term is still much too computationally 
intensive to evaluate fully, and is still too large to store if each CN atom is being treated. 
As a result, it is approximated by taking the derivative with respect to the contact Fermi 
levels [132]. This results in a matrix with nonzero elements only along the main diagonal. 

8. Update the potential as usual in Newton's method with the approximate Jacobian. 

9. Repeat Steps 7-8 until the potential converges, i.e., until the charge density and potential are 
self-consistent. 
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Due to the time-intensive nature of these computations, it has been helpful to use parallel pro­
cessing in order to compute the charge density. This was implemented on the energy integrals using 
the message passage interface [135]. The domain of integration was split into several subdomains, 
and these smaller integrals could be computed simultaneously. Upon completion, each small integral 
was sent to the master process for summation in order to complete the computation of the total 
integral. 

5.7 R e s u l t s a n d D i s c u s s i o n 

This section begins by considering two device structures, depicted in Fig. 5.6: an asymmetric double-
gate (DG) device, and a semi-cylindrical-gate (SC) device. In both cases, the source and drain are 

(a) (b) 

Figure 5.6: Schematics of the (a) double-gate and (b) semi-cylindrical-gate CNFET geometries. 

doped nanotubes of the same chirality as the intrinsic channel, and are shown by the different shad­
ing in the figure. The DG case is close to structures presently being investigated experimentally, and 
the SC device may be a realizable tri-gate-like structure. It is assumed that the entire simulation 
space outside of the CN is filled with a homogeneous dielectric, taken to be Si02 unless otherwise 
specified. A Dirichlet boundary condition is applied on the gate, and homogeneous Neumann bound­
ary conditions are used on the remaining boundaries of the simulation space, including on the outer 
ends of the source and drain, as in Ref. [57]. 
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The reason for the Neumann conditions on the source and drain stems from the fact that the 
devices involve doped, semiconducting, ballistic contacts, and as a result, it is no longer appropriate 
to use Dirichlet boundary conditions, as was done in the metal-contacted, Schottky-barrier case 
[136]. Rather, recall that some length of the source and drain are included in the simulation space. 
Neumann conditions are applied at their ends [114,136], such that the source and drain potentials 
effectively float at the edges of the domain, and the drain-source voltage is included only when 
evaluating Eq. (5.35), where EFL = 0 is the Fermi level deep in the source, and EFR'= —qVos is 
the Fermi level deep in the drain. In order for the solution to be valid, it is required that the local 
potential becomes constant in the longitudinal direction well before the end of the simulation space. 
To illustrate this, consider the potential in Fig. 5.7. Shown are the results for gate thicknesses of 10, 

Distance (nm) Distance (nm) 

(a) (b) 

Figure 5.7: Local CN potential for (a) the double-gate and (b) the semi-cylindrical-gate devices 
with VGS = VDS = 0. The doped regions are 20 nm long at either end, and are doped 
n-type to a density of 0.38 nm~2. The intrinsic region is 7nm long. Shown are curves 
corresponding to gate thicknesses of 10nm (solid), 2nm (dashed), and 0.1 nm (dash-
dotted). Data is taken along the top of the nanotube. 

2, and 0.1 nm by the solid, dashed, and dash-dotted lines, respectively. In each case, the potential is 
forced to become flat by the imposition of the boundary conditions. In both the DG and SC cases, 
the potential becomes flat well before the boundary for the 2 and 0.1 nm thicknesses, and these 
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solutions may be considered to be valid. In the 10 nm case, particularly for the SC device, this is not 
the case, and the solution is not valid. For a valid solution, charge neutrality must be achieved within 
the simulation space. In order to correct this, longer doped regions must be simulated; however, due 
to the atomistic approach, this incurs a huge computational cost. 

At equilibrium, insight may also be gained into the azimuthal potential variation that results 
from these non-cylindrical structures. This is depicted in Fig. 5.8 for the CN surface potential in 
the middle of the intrinsic region as a function of azimuthal angle, where 0 = 0 corresponds to the 
top of the CN, i.e., the closest point to the top gate in the DG case. The DG structure exhibits 
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Figure 5.8: Local CN potential in the middle of the intrinsic region as a function of azimuthal angle 
for the double-gate (dashed) and semi-cylindrical-gate (solid) devices. 

greater azimuthal variation as it is further from the completely symmetric, cylindrical geometry. 
In order to investigate the impact of the azimuthal variation, and the geometrical differences, 

results are presented for five structures: a DG device with zero gate thickness, similar to that 
presented in Ref. [57]; a DG device with 5nm gate thickness; a DG device with 5nm gate thickness 
where the axial potential is used in the NEGF solution rather than the proper surface potential; an 
SC device with zero gate thickness; an SC device with 2 nm gate thickness. In all cases, a p-i-n device 
is considered, which is interesting due to its potential for an exceptional subthreshold slope [63,127]. 
The doping density is set to 0.1 nm - 2 in the p- and n-regions. 
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These devices have also been studied using the Flietner dispersion relation [63,127], and by 
Koswatta et al, using a two-band NEGF simulation [65]. These results are an extension in that 
they use NEGF to consider all of the bands simultaneously, in addition to the consideration of 
geometrical variations. The simulation space includes 15 nm each of the source and drain doped 
regions, in addition to the 7 nm intrinsic channel, and a 2 nm oxide thickness is chosen on top of the 
CN, and 20 nm below in the DG case. 

In order to better understand the operation of a p-i-n device, consider the local density of states, 
and the energy spectrum of the electron density for the SC device. These are shown in Fig. 5.9. 
The bright patches show regions of high density, the solid lines show the field-free conduction- and 

0 10 20 30 0 10 20 30 
Distance (nm) Distance (nm) 

(a) (b) 

Figure 5.9: (a) Local density of states and (b) energy spectrum of the electron density for the 
semi-cylindrical-gate device. Solid lines correspond to the field-free conduction- and 
valence-band edges shifted by the local potential energy, and the dashed lines show the 
source and drain Fermi levels deep in the contacts. The dashed lines terminate at the 
ends of the doped regions. Data is taken for VGS = -0.057 V and VDS = 0.4 V. 

valence-band edges shifted by the local potential energy, and the dashed lines indicate the positions 
of the source and drain Fermi levels deep in their respective contacts. The dashed lines extend 
throughout the doped regions. In Fig. 5.9(a), the electronic states that are available to be populated 
by source and drain injection are shown. As seen in Chapter 4, the jumps in density correspond 
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to the multiple bands present in the CN. Fig. 5.9(b) shows how these states are actually populated 
by source and drain injection. It appears that electrons may tunnel from the valence band to the 
conduction band near the doped region in the drain. 

In order to confirm this, the energy spectrum of the current is plotted in Fig. 5.10, which clearly 
shows electrons tunneling from occupied states in the valence band to empty states in the conduction 
band. Note, too, that many of the electrons originate in the second valence band, and flow into 

Distance (nm) 

Figure 5.10: Energy spectrum of the current for the same device and conditions as in Fig. 5.9. 

the first conduction band. This result highlights the importance of being able to perform a full 
multi-band simulation, and would be missed in Ref. [65], for example, where it appears that only 
the highest valence- and lowest conduction-bands were considered. 

Turning to the terminal characteristics of the model devices, the ID-VGS data is summarized 
in Fig. 5.11. For these devices, the subthreshold slope is significantly worse than the thermionic 
limit of 60mV/dec, with a value around 300 and 700mV/dec in the semi-cylindrical- and double-
gate cases, respectively. In order to investigate this poor performance, the energy spectrum of the 
current may be utilized. Close inspection reveals that a significant tunneling current exists for all 
energies between the contact Fermi levels with a maximum for energies where the tunneling distance 
is shortest, as shown in Fig. 5.10 for example. For these model devices, the current is appreciable 
even in the OFF state, with a value on the order of 0.3 pA. This OFF-current is the root cause of 
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Figure 5.11: TD-VGS for double-gate and semi-cylindrical-gate devices. The D G devices are zero 

gate thickness (•), 5nm gate thickness (o), and 5nm gate thickness where the axial 

potential is used (A) . The SC devices are zero gate thickness (x), and 2nm gate 

thickness (+). 

the poor subthreshold slope, and may be reduced by increasing the length of the intrinsic region 

from the value of 7nm used here. In previous works, both experimental [64] and theoretical [65], 

the intrinsic regions were at least 20 nm in length. This work indicates that there is a lower limit to 

the channel length in order to realize the benefit of an exceptional subthreshold slope, i.e., using a 

p-i-n device does not necessarily imply that this figure-of-merit will be better than the thermionic 

limit. 

From the figure, it is also clear that neglecting the azimuthal potential variation leads to a fairly 

small error in the D G terminal characteristic. In addition, note that the gate thickness has a similarly 

small effect for the thicknesses considered here. For the SC case, however, the gate thickness plays 

a larger role, with roughly 1.6 times as much current if a zero gate thickness is assumed. This 

discrepancy exists even for the aggressive value of 2 nm for the gate thickness simulated here, which 

would lead to excessive series resistance in a practical device. In order to understand this increase, 

consider the energy band diagrams for the semi-cylindrical geometries in Fig. 5.12. The solid line 

is for a gate thickness of 2 nm, and it may be seen that the inter-band tunneling distance is greater 
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Figure 5.12: Energy band diagrams for the semi-cylindrical-gate geometry with a gate thickness of 

2nm (solid) and Onm (dashed). 

in this case than for the zero-gate-thickness device, shown by the dashed line. This is due to the 

fringing field from the gate, which extends to greater distances in the thick-gate device. The steeper 

band-bending in the thin-gate case results in increased tunneling, and hence, more current. 

Turning now to the atomic current, two of the DG devices are considered. For the case where the 

axial potential is used, the current shows no azimuthal variation, and is distributed evenly around 

the circumference of the CN. For the device with zero gate thickness, where the proper surface 

potential at each atomic site was utilized, considerable structure emerges, as shown in Fig. 5.13. 

While the ultimate utility of this calculation is not yet known, perhaps this approach could be used 

to investigate the effect of defects on CNFET behaviour, i.e., the impact of defects on the electron 

flow pattern through the CN, or the flow patterns across junctions between CNs of differing chirality. 

Finally, the NEGF model is used to compare to results generated3 from using the Flietner 

dispersion relation throughout the full energy range [76] on a p-i-n device. A cylindrical structure is 

used for this comparison, such that the ID Schrodinger solution used in Ref. [76] applies. The device 

consists of a 7 nm intrinsic channel connected to doped CN leads, and a 2 nm Si02 layer between 
3Doped-contact results using the Flietner dispersion relation were provided by L . Castro of the University of Bri t ish 

Columbia. 
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Figure 5.13: Inter-atomic current for a double-gate device with zero gate thickness. 

the channel and the gate. The doping density is 0.1 nm - 2 as for the previous NEGF results. As 
Fig. 5.14 shows, the Flietner relation provides very good agreement with the NEGF results in the 
low-current regime. At higher current, the discrepancy between the predictions grows to a maximum 
value of about 32% at VGS — —0.06 V, where it is noted that the Flietner band structure results 
in an overestimate of the current. It remains to be seen how this comparison will turn out when 
considering non-cylindrical geometries. 
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Figure 5.14: Comparison of NEGF results (o) to those using the Flietner dispersion relation (•) for 

a cylindrical p-i-n device. 
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Chapter 6 

Conclusions 

In this thesis, we have presented a variety of CNFET models valid in different operating regimes, 
and subject to successively less restrictive approximations. We have focused on including quantum 
phenomena that had been neglected at the time this work commenced. For example, the "top-of-
the-barrier" [23,52] model, while it may be useful for negative barrier devices, it does not deal with 
tunneling or quantum resonance. Also, the quasi-Fermi level model [68,69,71], while it was one 
of the earliest models to predict bipolar conduction at high Vos, predicted a much earlier onset of 
this behaviour than the more rigorous effective-mass model due to an unphysical thinning of the 
Schottky barriers at high bias. 

6.1 Current Progress 

Our first contribution was to provide equilibrium results, using an analytical expression for the 
Poisson solution, from which Castro et ai, derived a compact model [51] that incorporated the 
WKB approximation to tunneling. In Ref. [77], we used this model to present some preliminary 
current-voltage data, and also showed the dependence of the equilibrium band structure on oxide 
permittivity and contact workfunction. A modified WKB result was derived to also account for 
above-barrier reflection, something that a classical treatment would also ignore, and this led to 
significant improvements in Castro's compact model [53]. 

Following this, we proceeded to develop a coupled solution to the Poisson and effective-mass 
Schrodinger equations [72]. This work served as the early benchmark against which compact models 
could be validated, and also served as the method for performing small-signal analyses [73-75,103] 
and switching-time calculations [55]. In addition, we derived, in detail, expressions for the so-called 
quantum capacitance [89], which had been previously used in qualitative discussions of CNFETs 
[23,30,90]. In so doing, we observed that this capacitance is not truly quantized due to the form 
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of the one-dimensional DOS. Our expression may be used to assist in the quantitative modeling of 
CNFETs. 

In order to deal with the non-parabolicity of the CN bands, researchers started to investigate 
simulations using the NEGF formalism. In Ref. [56], a method was presented for simulating devices 
where the potential on the surface of the CN was not a function of azimuthal angle. In our work, 
we extended that technique by considering a real-space basis where the potential at each atom was 
computed via a three-dimensional finite element solution. While completing this method, we became 
aware of Refs. [57,58] where essentially the same technique has been used. One difference in our 
implementations was in the computation of the self-energy matrices, where we derived a quadratic 
matrix equation [117] which may be solved with a generalization of Newton's method. In Refs. 
[56-58], a recursive algorithm was employed [118], which we have found to be less computationally 
efficient than our method. In addition, these works have used a Gummel technique in order to 
obtain convergence, whereas we have chosen an approximate Jacobian [132] in Newton's method, 
which seems to be more stable, albeit more time-consuming, in the cases that we have investigated 
thus far. 

Despite the similarities in algorithm, we have further expanded on the work of Fiori et al, 
where devices were simulated assuming that the contact thickness played no role in the device 
characteristics. This was implicitly assumed by the imposition of Neumann boundary conditions 
along surfaces that extended from the nearest face of the gate-contact to the CN channel [57,58]. In 
this work, we investigated the effect of contact thickness, and also used our finite element Poisson 
solver in order to consider curved gate contacts. In addition, Fiori et al., present results only for the 
(11,0) CN, with a diameter of 0.86 nm. It is known that CNs with diameters below lnm undergo 
curvature-induced hybridization of the a and IT states [137] which significantly alter the CN band 
structure from the result of considering only the TT states. In most of the literature, and in this thesis, 
we consider only the n states. As a result, we present results primarily for the (16,0) CN, with a 
diameter of 1.25 nm, for which our calculations should be reasonable. Finally, while the ultimate 
utility of this aspect of the thesis is not yet clear, we have also derived the current operator for a 
carbon nanotube such that we may show the current between individual atoms of the CN. 

From these contributions to the understanding of CNFET behaviour, we may conclude the 
following: 
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1. equilibrium calculations may be performed to gain insight into CNFET operation, and to aid 
in the development of compact models; 

2. the tight-binding approach may be used to various levels of approximation in order to simulate 
CNFETs to varying degrees of physical rigour and computational effort; 

3. effective-mass Schrodinger-Poisson solutions may be used for DC, small-signal AC, and switch­
ing time calculations; 

4. an integral expression may be derived for the quantum capacitance; 

5. significant optimization of CNFET geometries will be required in order to obtain switching 
times that rival existing Si CMOS, such as, for example, using parallel CNs in order to increase 
the drive current, or decreasing the source and drain contact thicknesses in order to reduce 
the extrinsic capacitances; 

6. for large-signal behaviour, it is desirable to have a large bandgap, in order to obtain a good 
2 O N / I O F P , and a thin oxide, in order to decrease the switching time by increasing X O N ; 

7. the non-equilibrium Green's function formalism may be used with an atomistic, real-space, 
Hamiltonian in order to treat multi-band effects, and azimuthal asymmetries in CNFETs; 

8. a quadratic matrix equation may be solved in order to improve the computation time of the 
self-energy matrices representing the semi-infinite leads connected to the CN channel; 

9. contact thickness may play an important role in a device's behaviour for geometries where the 
gate-channel coupling is strong; 

10. the current operator for a CN may be used to investigate electron flow patterns at the inter­
atomic level; 

11. while the azimuthal potential variation does not significantly affect the terminal characteristics, 
for the devices considered here, the inter-atomic current shows considerable structure, which 
would be missed if azimuthal effects are ignored; 

12. in order to realize the exceptional subthreshold slope made possible by the use of a p-i-n 
structure, the channel length needs to be long enough to suppress the significant inter-band 
tunneling of carriers in the OFF-state; 
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13. use of the Flietner dispersion relation for a cylindrical device results in reasonable agreement 
with the NEGF results, particularly in the low-current regime, with greater error when the 
device is ON. 

6.2 Future Work 

Using these advances as the foundation for further study, we finally consider some possibilities for 
future work. Of course, there is initial work on geometry optimization that may be performed directly 
from this work in order to confirm, and extend upon, the results of Refs. [109,138]. Along with this, 
a detailed evaluation of existing models may be performed in order to validate less computationally 
intensive methods than the thorough NEGF algorithm. This work was begun in Chapter 5, where 
we compared to results generated using the Flietner dispersion relation, and may be continued to 
include a larger bias range, and non-cylindrical devices. 

Most importantly, these models need to be rigorously validated against experimental results. 
This has been impeded by the many technological challenges involved with CNFET fabrication; 
however, our atomistic approach will better lend itself to the simulation of experimental structures 
than the earlier methods which relied on cylindrical symmetry. Models having the same general form 
as employed here have been compared, and fit, to individual device characteristics [56,109,112,139], 
and this is an encouraging sign of the validity and usefulness of our modeling approach. It also gives 
confidence in the quantitatively predictive quality of our model, but the ultimate validation of this 
will require a systematic experimental investigation which has not yet been achieved. 

In terms of continuing the progression of these models towards more physically rigorous sit­
uations, the inclusion of electron-phonon interactions has started to be considered by some au­
thors [12,65], and this may also be incorporated into our model through additional self-energy 
matrices [12,94]. In the DC case, this is not expected to impact on performance, but will have an 
effect on the AC behaviour [12].' 

Another extension, already alluded to in this work, would be to consider the role of defects in 
CNs, and to treat junctions between dissimilar tubes. Such defects have been shown to produce 
single-electron transistor characteristics [140] due to local band structure modifications [141], and 
have also been predicted to induce metal-semiconductor transitions in some tubes [141,142]. This 
may assist with the integration of devices if a single tube could be used to realize a metal-contacted 
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semiconductor channel [142]. Knowledge of the carrier flow patterns may be helpful in this investi­
gation. Deformations of pristine nanotubes due to their physical interaction with a substrate could 
also be treated by modifying the overlap integral 7 such that it varies with azimuthal angle. A 
density functional theory calculation could be used in order to obtain appropriate values. 

Further, while DC simulations, such as those described herein, can be used to perform small-
signal and switching-time analyses, it would be helpful to perform time-dependent simulations in 
order to validate previous results [73-76,103]. For a switching calculation, for example, our DC 
solution could be used as an initial condition, with the evolution of the wavefunction given by the 
time-dependent Schrodinger equation. 

Finally, it may be important to consider electron-electron interactions, as may lead to Liittinger 
liquid behaviour [143]; excitonic interactions, as may be important in electro-optical devices; or even 
just to include the effects of exchange and correlation, as in a density functional theory approach. 
Some investigations into the Liittinger liquid phenomena have been performed, e.g., Refs. [144,145], 
but not much in the context of CNFETs except perhaps for a qualitative treatment in Ref. [146]. 
The importance of this phenomena for CNFETs is not yet clear as it does not appear to be present 
at some energy scales [147], and electron-electron interactions are expected to have little effect on 
conductance when the contacts are highly transparent [148], such as would be desirable in a CNFET. 
However, many-body effects have also been shown to significantly modify the CN bandgap [149], 
and if this occurs in CNFETs, it would be critical to incorporate this effect. 

The solid framework provided by this thesis will be an excellent starting point for these, and 
possibly other, further investigations. By continuing to successively strip away some of the more re­
strictive assumptions of our model, significant progress may continue towards a better understanding 
of these fascinating devices. 
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Appendix A 

Solution to Laplace's Equation 

For a closed cylindrical geometry, one may calculate the analytical solution to Laplace's equation 
with constant potentials applied to the various surfaces of a cylindrical box. The results presented 
here are standard, see Ref. [82] for example, but we present the derivation here for completeness. 
We solve 

V 2 V = 0 (A.l) 

in cylindrical coordinates subject to 

V(0, <f>, z) is finite, 

V(RG,<t>,z) = VG, 

V(p,<l>,0) = 0, 

V(p,<t>,LC) = VD, 

V(p,<j),z) = V(p,<t> + 2ir,z), 

where p = RG corresponds to the gate electrode, z = 0 is the source, z = L G is the drain, and we 
have chosen our potential reference here such that Vs = 0. Note that this solution computes the 
potential inside the cylindrical box before the nanotube is inserted, i.e., there is no charge inside 
the box. Using superposition, we can combine this solution with that for the case of homogeneous 
boundary conditions with charge inside, as derived in Appendix B. 

The Laplace problem will be solved as a linear superposition of two solutions. The first solution 
will consider the case where VQ = 0, and the second will be for VG = 0. Since each solution 
independently satisfies Eq. (A.l), the total solution will, too. It may be seen, as well, that the 
superposition will satisfy the desired boundary conditions listed above. 
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A . l Potential Applied to the Curved Surface 

The problem to solve, in cylindrical coordinates, is 

d_y idy yfFy &_y_0 ( A 2 ) 

dp2 p dp p2 d(j>2 dz2 

subject to the boundary conditions mentioned previously. Using separation of variables,we assume 
a solution of the form 

V(p,4>,z) = R(p)G(4,)Z(z), (A.3) 

where 

R(0) is finite, 

R(RG) = VG, 

Z(0) = Z(LC) = 0, (A.4) 

6(0) = 6(0 + 27r). (A.5) 

Substitution of Eq. (A.3) into Eq. (A.2) yields 
R" R' 6" -Z" 

-R+TR + 7Q = — (A'6) 

and since the left-hand side is independent of z, and the right-hand side is independent of 0 and p, 
each side must be equal to a constant, K2. This gives an equation for Z(z) as 

Z" + K2Z = 0, 

subject to the boundary conditions given by Eq. (A.4). The general solution is 

Z(z) = Ci sm(nz) + C2 COS(K.Z). 

27(0) = 0 implies that C2 = 0, and Z{Lc) = 0 implies that n = mn/Lc, me [1,2,..., oo). 
The left hand side of Eq. (A.6) can be separated further to give 

where p, is another constant of separation like K was in the previous separation step. The equation 
for 0(0) is similar to the one for Z(z). The general solution is 

0(0) = C 3 sin(£t0) + C 4 cos(/u0), (A.8) 
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where Eq. (A.5) implies that p, = I, I 6 [0,1,..., oo). 
The equation to be solved for R(p) is 

p2R"+pR'-(K2p2 + l2)R = 0. 

Making the substitution p = up gives 

p2R" + pR' - {p2 + l2)R = 0, 

which is Bessel's modified differential equation of order I [150]. The general solution is 

R{P) = C5I1(KP)+C6K1(KP), 

where I; and K; are the modified Bessel functions of the first and second kind, respectively, of order 
I. Since we require R(Q) to be finite, CQ = 0. 

Combining the results obtained thus far, and combining the constants, gives 
oo oo / \ / \ 

where Bim and Cim can be determined, using orthogonality, to be 

f J o L c ^ s i n ( ^ ) cos(^) dzd4> 
Bi„ 

/ o

2 7 r / o

i c V G s in (^ ) s i n (Z0 )d 2 d0 

t Io" * ( ^ f f* ) ^n 2 ( T F ) sin2(l<t>) dzd<f>' 
Note that, in our case, since VQ is not a function of <f>, only the I = 0 term will contribute. Using 
this condition, and performing the integrations, noting that C; m drops out, gives 

^ ) = £ B „ . o ( ^ ) 

where 
2VG(1 - ( - 1 D B„ 
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A.2 Potential Applied to One End 

Again, we wish to solve Eq. (A.2), but subject to our second set of boundary conditions where the 
potential is zero everywhere on the boundary except on one end. As before, we separate variables, 
but for simplicity, we slightly change the separation constant, so that we get the first separation 
step to look like 

BT_ R_ _ -Z^_ _ _ 2 

R + pR + p 2 B ~ Z ~ K ' 

In this case, the equation to solve for Z(z) is 

Z" - K2Z = 0. 

The general solution is 
Z(z) = Ci sinh(«;z) + C2 cosh(«;z), 

where C 2 = 0 so that Z(0) =0. . 
The second separation step looks like Eq. (A.7) except with a different sign on the n 2 p 2 term. 

o R R 9 9 @ 9 

P l l + P R + K P = ^ = » -

The solution for @(4>) is identical to Eq. (A.8). 
The equation to be solved for R(p) is now 

p 2 R " + p R ' + (K2p2 + l2)R = 0. 

Making the same substitution as before, p = up, gives 

p2R" + pR' + (p2 + l2)R = 0, 

which is Bessel's differential equation of order I [150]. The general solution is 

R(P) = CSJI(KP) + C6Y1(KP), 

where J; and Y; are the Bessel functions of the first and second kind, respectively, of order I. Since 
we require R(0) to be finite, C§ = 0. We also require that R(RG) = 0 for this case. This implies 
that 

K l m ~ R G ~ ' 

110 



where xim is the mth solution to Jj(a;/TO) = 0. 
Combining these results gives 

V(p, 0, s) = £ sinh (Blm sin(^) + Clm cos^)), 

where orthogonality can once again be used to determine our new Bim and Cim according 

t IoRG sin(Z0)pdpd<A 
Blm = 

C Io° ( ^ ) J 2 ( ^ ) sin2(̂ )pdpd</>' 

Io'IORG ( ^ ) c o s d P d ^ > 

' m " / 0

f l G sinh ( s g ^ ) J 2 (age) cos 2(Z0)pdpd0' 

If Vb has no 0 dependence, only the I = 0 term contributes, thus Bim drops out, and 

J o R G ^ J o ( ^ ) p d p 
C m — 

/ o f l G ^ h ( ^ ) j 2 ( ^ ) p d p ' 

where the integrals may be performed analytically for the case where Vb is a constant. 
If we let 

XQmP 

then the numerator becomes 
R%VD 

f l O m 

/ pJo(p) dp. Jo ' ' ' O m 

This is a standard integral [150] with solution 

B?GVD T , \ 

If we now let 
P 

p-Rc' 
then the denominator becomes 

R% sinh (^X°ft^C^ J pJl(x0mp) dp-

This is also a standard integral which simplifies, since Jo{xom) = 0, to 

BQ . , (XomLc \ i T/ , N X 2 
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or 
^ s i n h ( ^ c ) j 2 ( , 0 m ) . 

The final solution is 
OO / \ / / \ 

F ( p , < M = ] C C m J o ( ^ ) s i n h 
m=l ^ ' 

where 

x o m S i n h ^ a ^ j J i ( x 0 m ) 

A . 3 Total Solut ion 

The total solution to Laplace's equation, subject to our initial boundary conditions, 

VM.) - I [ « . ( ^ ) - ( ^ ) + ( ^ ) ( = g i ) ] 

where 
2V G(1 - (-1)" 1) 

Dm. = 
m T r l o ( ^ ) ' 

x 0 m s inh(^22gi^j 
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Appendix B 

Green's Function for a Cylindrical 

Box 

A useful technique in solving Poisson's equation is to use a Green's function. Here, we derive this 
function for the case of a closed, cylindrical box with homogeneous boundary conditions. This 
solution may be added to that presented in Appendix A in order to solve Poisson's equation for the 
closed geometry cylindrical CNFET. 

The basic idea is to solve 
V 2 y = . g ( P - " ) . 

In cylindrical coordinates, this is 

82V | ldV | 1 d2V | 9 2 V = g [ p ( p , 0 , z ) - n ( p , 6 z ) ] 
dp2 p dp p2 d(j>2 dz2 e 

Using the Green's function formalism, we can solve a different equation and use it to solve Eq. (B.l). 
We are seeking a function such that 

V(p, <f>, z) = - q- J \p(p', </>', z') - n(p', cf>', z')} GP(p, </>, z; p', cf>', z')p' dp' d</>' dz', (B.2) 

where the integral is over the whole space, and Gp is the Green's function. The appropriate equation 
for GP [82] is 

d2GP ldGp 1 d2GP d2GP 1., , . r / J / n n . 
- W + -p^F + 7 2 i W + ^ = P 6 { P ~ P ) 5 { 4 > ~ M Z ~ Z L ( B - 3 ) 

Gp, then, represents the impulse response of the system to a point charge. 
The Green's function for the potential inside a grounded cylindrical box, 0 < p < RG and 

0 < z < Lc, may be found by solving Eq. (B.3) under the following boundary conditions 

Gp(0,(j),z) is finite, 
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GP{RG,4>,Z)=0, 

GP(p, 0,O) = O, 

GP(p,4>,Lc) =0, 

G P ( p , 0 , z ) = C7p(p>0 + 27T, z ) . 

This section will demonstrate the technique of eigenfunction expansions [120] for this problem. 
We look for the eigenfunctions and eigenvalues of the differential operator, and then express the 

Green's function as a linear superposition of these functions. If we let £ represent our operator, 
then Eq. (B.3) may be written as 

C G P = ̂ 6(p-p')S(4>-4>')6{z-z'). (B.4) 

Let the eigenfunctions of C be Mm with their associated eigenvalues, A m . Since the Mm functions 
are a complete set, 

GP = J2NmMm(p,<t>,z), (B.5) 
m 

where Nm are constants determined by the boundary conditions. Eq. (B.4) then becomes 

J2 NmCMm = -5{p - p')5{4> - <P')5(z - z'). (B.6) 

Since Mm are eigenfunctions of C, 
CMm = ^mMm-

Since they are also orthogonal, we can multiply both sides of Eq. (B.6) by the complex conjugate of 
one of the eigenfunctions, Mm, and integrate. If the functions are chosen to be orthonormal, we get 

Mm(p',<t>',z') = Nm\m, 

which can be rewritten and substituted into Eq. (B.5) to give 

GP(pA,z;p'^,z')=± Mmip>A\Z')Mm(pA,Z)^ ( B 7 ) 

m=l A m 

where we assume that none of the eigenvalues vanish. 
The eigenfunctions of the differential operator considered' here are found by solving 

d2M 1 DM 1 d2M d2M . . J n ,„ oX 
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subject to the same boundary conditions as for Gp above. Using separation of variables, we assume 
a solution of the form . ' 

M(p,<j>,z) = R(p)Q(<fi)Z(z). . 

Substitution of this form into Eq. (B.8) leads to the following set of equations in the usual way: 

Z" + K2Z = 0, (B.9) 

e" + /x20 = O, (B.10) 

• p2R" + pR' + [p2(-K2 - X) - p2] R = 0, (B.ll) 

where K and p are separation constants. 
The solution to Eq. (B.9) is 

Z(z) = Ci sin(Kz) + C2 COS(KZ), 

subject to 27(0) = 27(Lc) = 0. This implies that C2 = 0 and K = jn/Lc, j € [1,2,... ,00). Eq. 
(B.10) has a similar solution in form, but is solved under the constraint that 0(0) = Q((f> + 2ir). 
This is satisfied for 

6(0) = C 3 e"* 

where the separation constant, p, must be an integer, I. 
For Eq. (B.ll), it is useful to make the substitution p = p\J—K2 — A in order to change the form 

of the equation to 
p2R" +pR' + (p2 - p2)i? = 0, 

which we recognize from Appendix A as Bessel's differential equation of order p. The general 
solution, noting that p, = I from the 6 solution, is 

fl(p) = C5J ;(p)+C6Y;(p). 

Since R(0) must be finite, CQ = 0. The other boundary condition is R(RG) = 0 which implies that 

RGV-K2 - A = Xim, 

where xj m has been defined in Appendix A. 
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With some algebra, we get the eigenvalues for M as 

, _ (xim\2 ( j n \ 2 

Combining the above solutions, we get the eigenfunctions as 
oo OO f \ / • \ 

Mm(P,<f>,z)=Y: E c ^ j ' (^ ) s i n (F ) ' 
j = l l=—oo 

where Cji are constants that may be chosen using the orthogonality of eigenfunctions. In this case, 
we wanted to have orthonormal eigenfunctions, so these constants are chosen such that 

The z and <f> integrals are trivial, and the p integral can be rearranged to become one of those listed 
in Ref. [150]. The p integral is 

^ { [ j ; ( ^ ) ] 2 + ( i - ^ ) j 2 ( ^ m ) ) , 

where the second term vanishes by the definition of xim. Using Ref. [150] again, this integral becomes 

R'Q T 2 / \ 

Substituting all of this work into Eq. (B.7) produces 

2 ^ ^ ^ e " ( ^ ' ) j < J< ( ^ ) s i n ( £ ) s i n ( # ) 
GI' = -^RJX E E 

j=ii=-oom=i J,2

+1(a;(m) 

in agreement with problem 3.23 in Ref. [82]. Note that only the I = 0 term will survive if there is 
no azimuthal variation. 

116 



Appendix C 

Conformal Mapping of the 

Cylindrical Laplace Equation 

We show how Laplace's equation changes under a conformal mapping using the methods of com­
plex analysis [121]. This derivation will then be employed to transform the azimuthally-invariant 
cylindrical Laplace equation into an inverse space [71,84] as is useful when modeling open boundary 
CNFETs. First, we will start with some definitions. If we define a function g(U) = u(x, y) + iv(x, y) 
where U = x + iy, then we discover that, for g to be differentiate at some point, UQ = XQ + iyo, we 
require that the Cauchy-Riemann equations hold at that point. These are 

5-5- ™ 
To see this, we can take the definition of the derivative 

and let £, a complex number, approach from any direction in the complex plane. If, for example, we 
approach along the horizontal direction, it is easy to show that 

9 (Wo) = -Q^(xo,y0)+\—(xQ,y0). 

If we approach along the vertical direction, we get 

,.,. . .du. . dv, . 9 ( w 0 ) = -i-z-(xo,y0) + —(x0,yo). oy dy 

These two expressions must be equal for the derivative to exist, therefore Eqs. (Cl) and (C.2) 
are necessary conditions for the function to be differentiable. It turns out that if the first partial 
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derivatives of u and v are continuous and satisfy the Cauchy-Riemann equations at all points in the 
domain, then g is analytic in the domain, i.e., it is differentiable everywhere inside the domain. See 
page 59 of Ref. [121] for a proof of this. 

C. l Transformation of the Cartesian Laplace Equation 

Suppose now that we have Laplace's equation 

d2V d2V _ 
dx2 dy2 ' 

where V is a real-valued function. The source of V may be represented as the real and imaginary 
parts of an analytic function. Since the real and imaginary parts of an analytic function have 
continuous partial derivatives to any order, 

d_du = d_du 
dy dx dx dy 

implies that 
S2v=_dh)_ 
dy2 ~ dx2' 1 ' 

where the Cauchy-Riemann equations have been used to get Eq. (C.4) from the elementary calculus 
result of Eq. (C.3). A similar result can be derived for u. Since the real and imaginary parts of 
an analytic function satisfy Laplace's equation, we can define a complex potential, and solve in the 
complex plane. This allows us to use conformal mapping to solve our problem. 

We now show how Laplace's equation transforms under a conformal mapping. The first important 
point is that the mapping must be one-to-one. This means that each point in the original W-plane 
must map to a unique point in the mapped space, the T-plane. If T = T(U) represents the mapping 
from one space to the other, this condition is T(Ui) = T{fA2) if and only if U\ = U2- It will be shown 
that, if T(U) is an analytic function itself, then Laplace's equation transforms in a very useful way. 
Namely, we recover Laplace's equation exactly in either domain. 

We will consider the specific case of the 

nu) = I 

transformation as this is of current interest, but the results and steps may be easily used with any 
other analytic mapping. First, we will confirm that this is an analytic function by checking that it 
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satisfies the Cauchy-Riemann equations, and that it is continuous everywhere. Note that we will 
consider a domain in the W-plane where the origin is not included, so this technicality will not 
be considered. Essentially, we consider the transformation of the space outside some disk into the 
interior of a different disk. 

1 1 x — iy — = = —= ~ = u + iv U x + iy x2 + y2 

implies that 
du x2 + y2 — 2x2 x2 — y2 

dx (X2 + , , 2 )2 ( l 2 + y 2 ) 2 ' 

dv _ - (x2 + y2) + 2y2 _ x2 - y2 

dy (x2+y2)2 {x2+y2)2' 
du 2xy dv 
dy  =~(x2+y2)2  = 'fa' 

and hence the first partial derivatives are continuous and satisfy the Cauchy-Riemann equations, so 
T(U) is analytic. 

Following the steps outlined in problem 2 of Section 7.1 in Ref. [121], we let 

V(u,v) = V(x(u,v),y(u,v)) (C.5) 

where u and v are the coordinates in the T-plane. The gradient of V is given by 

V V - (— — )̂ - — + i — \dx' dy J dx dy' 

where the subscript indicates that the gradient is performed in the W-plane. Similarly, 

yTV - (— — ^ - — + i — 
\du' dv J du dv' 

Using the chain rule on Eq. (C.5) yields 

W_dVdx dV_dy_ 
du dx du dy du 

dy_dydx + dV_dy 
dv dx dv dy dv 

This gives a relationship between VTV and V ^ ^ . Using the Cauchy-Riemann equations, 

V y + i f — — + — — 
dx dv dy dv \ dx dv dy dv 
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Rearranging and factoring yields 

where we can, again, use the Cauchy-Riemann equations to get 

where the star denotes a complex conjugate. This motivates us to define the gradient operator in 
the T-plane as 

( d U Y ( 8 . d \ 

The Laplacian of a function, g, is defined by V 2 g — V • Vg, therefore we can write V\r as 

V2

T = 
dU 

dT \dx2 dy2

 / 

where we recall that a dot product of a vector with itself in the complex plane involves taking the 
complex conjugate of one of the arguments and multiplying. Finally, we have 

If 

then 

82V d2V_(&V 82V\ 
du2 dv2 \ dx2 dy2 J 

d 2 V d 2 V A r . . 

w+W= f{x'y)' 

dU 

d T 
(C.6) 

(d2v d2v 
\ du2 dv2 

d T 

dU 
: Nf(x(u,v),y(u,v)) 

may be solved in the transformed space. If Nf(x,y) = 0, then we can solve 

d2V d2V _ Q 

du2 dv2 

In other words, Laplace's equation is invariant under the transformation. 

C.2 Transformation of the Cylindrical Laplace Equation 

This section transforms a three-dimensional Laplace equation, with azimuthal symmetry, into the 
space defined by 
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The equation we wish to transform is 
82V ldV d2V _Q 

dx2 y dy dy2 ' 
where we recall the second derivatives may be transformed using Eq. (C.6). It now remains to 
transform the second term in this equation. First, we recall that 

u 
u2 + v2' 

v 

dVdx Wdy 
dx du dy du' 
dVdx dVdy 
dx dv dy dv' 

2 / 9 . 9 1 uz + vz 

for a T — 1/U transformation. For convenience, we reproduce our starting four equations: 
dy 
du 
dV 
dv 

du dv 
dx dy' 

du dv 
dy dx 

We can multiply Eqs. (C.7) and (C.8) in order to help us eliminate the dV/dx terms: 
dxdy 
dv du 
dxdy 
du dv 

(C.7) 

(C.8) 

dV dx dx dV dy dx 
dx du dv dy du dv' 
dV dx dx dV dy dx 
dx du dv dy dv du 

Subtracting these gives 
dx dV dx dV _dV ( dy dx dy dx 
dv du du dv dy \ du dv dv du 

which can be rewritten using the Cauchy-Riemann equations as 

dxdy 
dv du 

dxdV 
du dv 

dy 
dy 

dx 
du + 

dy 
du 

This implies that 
dy 
dy 

dx 
du + 

dydy + dxdy 
du du du dv 

where Cauchy-Riemann has, again, been used. Putting this all together, and dividing out common 
factors, gives the transformed equation as 

1 2 2 \ f92V d2V\ n dV 
<tt {c^ + l^)-2udu- + 

u2-v2\ dy 
dv = 0. 
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Appendix D 

The W K B Approximation 

Here, we provide details on using the WKB approximation for solving the one-dimensional, effective-
mass Schrodinger equation following the derivation in Ref. [95]. 

We wish to solve 
h2 8 2w 

2 ^ 8 ? = ™ - * * * ' ( D - 1 } 

for the case where we have an incident electron, of energy E and wavefunction ip, on a potential 
energy barrier U(z). Note that mes is the effective mass which is assumed constant throughout the 
solution space. It will be assumed that E < U(z) for z0 < z < z\, E > U(z) when z < ZQ or z > Z\, 
and E = U(z) when z = zn or z = z\. 

If we define 
z • 

z = —, 
U) 

2m e f f w2' 

where w = z\ — ZQ, then we can rewrite Eq. (D.l) as 

^ = (U(z)-E)ip. ' (D.2) 

The key to the WKB method is assuming a solution of the form 

V>(f) = JC( f )exp( i^ ) , 

where /C(z) and 9{z) are complex functions, ( < 1, and u is a constant. We further assume that 
/C(z) can be expressed in a series in powers of £, i.e., 

K[z) = /Co (z) + e/Ci (z ) + (z) + ... 

Substituting these into Eq. (D.2) and rearranging yields 

#c„ - £1 _ 2 t/c (e2f + 2\il-'K-ze-z + i ^ - ' / c ^ + (E-U)IC = O, 
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where a subscripted coordinate denotes a partial derivative with respect to that variable. Note that 
the exponential term cancels out of this expression. We now have an equation that can be solved 
for asymptotically. 

D.l Approximate Solution 

At this point, we note that by setting t = 1/2, and substituting our power series for /C, we get a 
sequence of equations in powers of £. Comparing terms that do not depend on £ gives 

->C0(62)2 + {E-U)lCo = 0, 

which is known as the eikonal equation if we cancel the /Co out of this expression. Solving yields 

6{z) = ± j' y/E-U{z)dz, 

where the lower limit of integration may be chosen to suit the problem. 
Comparing terms that involve yields 

-/Ci (02-)2 + 2i/C02<92- + i/Co02Z- + [E - U) /Ci = 0. 

This is referred to as the transport equation. Since 6 is a solution to the eikonal equation, this 
expression simplifies to 

/Cog _ Ogz 
/Co 2#2 

with the solution 

where C is a constant. 

/Co = C ' 
\E-U\ 

D.2 Error 

In order to get a measure of the error, we can look at the next term in the expansion. Comparing 
terms involving powers of £ 2 t gives 

Kou - /C2 {Ozf + 2i/Ci2-02- + i/Ci02-2- + {E-U)JC2= 0, 

123 



which again simplifies, due to the eikonal equation, giving 

K-Ozz + 2i/Cif#z + i/Ci#2z = 0 . 

If we let K.\{z) — iK,o(z)W(z), and substitute for /Co in terms of 6, we get 

W — ^ s s s _ ^ (Qzz)2 

which implies that 

W = C + \ ^ 2 - \ f ^ t d z . 
4 ( 0 z ) 2 8J (0-z(z))3 

We have a good expansion if |£/Ci| <S |/Co|, i.e., , if <C 1. If we write this condition in terms of 
E — U, we observe that the expansion breaks down near the turning points. We need to perform a 
more careful analysis about these points. 

D.3 Turn ing Points and Match ing 

In regions where the WKB expansion is valid, we can write down the general form of the wavefunction 
subject to the conditions specified above. This is 

' ( ^ V f t e ' ^ ^ / ^ - ' + fte-'/iv^F-*) , z < z 0 

*(*)=• ( ^ ) i ( c 8 e ^ V ^ « + C 4 e - / i > / m ^ d * ) , *><*<*. 

(srrjj <?5e J j ' V « , z > zi 

where Ci through C 5 are constants that need to be determined, zo = ZQ/W, and zi = zi/w. As we 
have already mentioned, these results are not valid close to zo and z\. 

If we examine the region close to zo, and expand E — U(z) about this point, we get 

E-U{z)~-U'{z0){z-z0), 

where the primed notation denotes a total derivative, and we have assumed that U' exists. In order 
to examine this region closely, we define z — zo = £8° C where Po is a constant and £ is an expanded 
coordinate representation. Substitution gives 

?-afhi>« - u'{zo)e°w=0, 
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where we note that U'(zo) > 0 from our problem definition, and we choose BQ = 1/3 to simplify the 
equation. If we further define 

a0 = [U'(z0)}H, 

we get 

which is Airy's equation. The general solution is 

ip(a0) = C6Ai(a0) + C7Bi(a0), 

where C& and CV are constants, and Ai() and Bi(-) are the Airy functions of the first and second 
kinds, respectively. 

As a 0 —• oo, we can look at the asymptotic behaviour of these functions. Using the forms 
presented in Ref. [96], we get that 

ip{a0) r exp - - Q 0

2 + r exp -a 0

2 . 

Similarly, as an —» — oo, we have 

exp(i§(-a 0)*) exp(- i | ( -a 0 ) i ) , i i t , . 
—)=- (Cee-^ + C 7e^) + — L - ' (c 6e^ + C7e^) . 

In order to have a good solution, the asymptotic solution must join smoothly to the solution that 
is valid away from the turning point. If we recall that U(z) — E ~ U'(ZQ)(Z — ZQ), then 

1 1 
U-E ~ [U>(zo)]l {loo' 

Similarly, 

Near ZQ, for z > ZQ, we can write our WKB solution as 

1 
[U'(z0)}U^al 

Matching coefficients yields 

2 A / 2 a C3exp ( -a§ 1 + C4exp I -g"o 

C 7 

[t/'(f0)]^A 
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c 4 c 6 

[U'(z0)}H& 2 ^ 
If we consider z < SQ near ZQ, we note that 

1 1 
E-U [U'(zo)}HH-a0) 

and 

J Zn 

E-U{z)iB__ IU'(ZQ) 

J za 

-A- 2 , ^ 
iz0 V "» V £ 

which provides the approximate form for the wavefunction in this region as 

1 Ciexp ( -if;(-an)0 + C2exp A 2 ; (-an)2 

[U>(z0)}-°^(-a0)k* I 
If we equate coefficients once again, we get 

Ci _ 

% - T = -1= (Cee-* + C 7e?) . 

This concludes the matching that is performed near the first turning point. 
If we examine the region close to Z\, we get 

E-XJ(z)~\U'(z{)\(z-z{). 

Again, we perform a stretching transformation via z — z\ = where we choose B\ = 1/3 as before. 
If we let 

«i = |c/'(«i)|*c, 
the equation to solve is 

with the general solution 

where Cg and CQ are constants. 
Now, as —ai —» oo, we have 

C 8 Ai(-ai)+C 9 Bi(-ai) , 

^ ~ lJt^)\ G X P ( - ^ ( - Q l ) l ) + 0 F ( ^ ( ^ ( _ a i ) 
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Proceeding as before, we note that 

1 1 
U-E | t f ' ( f l ) | * £ j ( _ a i ) 

Note that 

'z 0 V s J z a V S Jzl 

so we can define 

which is independent of z. Furthermore, 

so our wavefunction in this region is 

1 
| t f ' ( f i ) | ' £ & ' ( - a i ) i 

Performing the matching yields 

C3exp ( v- +C4exp (-*>.+ 

C 3 „ Cs -e 
| J 7 ' ( f i ) | * $ A 2 V ^ ' 

C4 _,, C i 9 
e = | t f ' ( z i ) | * £ & A ' 

Finally, we must match as — a.\ —• —00 where the asymptotic form gives us 

exp I 

As before, 
1 

| t ^ i ) | 5 £ W 

The function to match to becomes 
2 ! exp I l - a f 1 , I c ^ 1 1 q 

| * 7 ' ( z i ) | * V 3 
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which implies that 

6 £ f j 2V7T V J \U'{zi)\H-> 
C8eT = - C 9 e ~ T . 

The matching is now complete, and we can solve for all but one of the unknown constants. The 
result, in terms of Ci , is 

i d ( 4 e 2 - - l ) 
2 4e2" + l ' 

C3 = 

C4 = -

C5 = 

C6 

(4e2" + 1) (1 - i)' 
4iC1V2e2u 

"(4e2" + l)( l - i ) ' 
4C1e" 

4 e 2 z / + 1 ' 

SiCiV^e 2 " 
[U'(z0)]H^ (4e2" + 1) (1 - i)' 

2CiV^i : 

[U'izo)}*^ (4e2" + 1) (1 - i) 

4CiV^re' / 

\U'(Zl)\i^ (4e2" + 1) (1 - i)' 

C 7 = 

C6 = 

C9 = , i 

|[/'(zi)| 5£A(4e 2" + l ) ( l - i ) 
Finally, we can compute the transmission probability T. If U(z) is constant outside of the turning 

points, and if we define 
U(z)=[ U S ' ~ Z < Z 0 

^ UD , z > zi 

then the transmission probability is given by 

T _ IE-UD | C 5 | 2 

\ E-US C ! | 2 ' 

_ lE-Un ( 4e" V 

~ lE-VD -2v 

where the last line is valid if e2" 3> 1. 
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Appendix E 

Solving for the Newton Update 

In Chapter 5, we formulated a quadratic matrix equation for the self-energy matrix representing 
a semi-infinite lead. Here, we show how one may compute the Newton update at each step of the 
iterative procedure, and how one may employ exact line searches in order to improve the convergence 
rate. 

E . l Computing the Raw Newton Update 

We consider the equation, from Chapter 5, 

r(g.) + r h r g s + [T^ST - (EI - ?L)} e = 0, (E.l) 

where we seek e. We define [125] 

P = QIT*ZU 

S = Q1[^g3T-(EI-rL)}Z1, 

f = Q2Z2, 

n = Q2~g\SZ2, 

where V, S, T, and It are, in this case, upper triangular, and Qi and Zj are unitary. These matrices 
may all be found via QZ factorizations, i.e., V, S, Q\, and Zi are found from a QZ factorization of 
rt and T^gsr — (EI — TL), and T, 71, Q2, and Z2 are found from a QZ factorization of the identity 
matrix and g\r^. 

Premultiplying by Q\ and postmultiplying by Q\ allows Eq. (E.l) to be written in the equivalent 
form [125] 

Q^Zxz\eZ2Z\rgsQ\ + Qx [T%T - (EI - TL)] ZXZ\EZ2Z\Q\ = -Qir(gs)Ql 
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Making the definitions y = Z\eZ2, and T = — Q\r{gs)Q\ yields 

vyv) + syr* = T, 

where we now seek y . If subscripts to a matrix represent the row and column entry, we may write 
this in the equivalent form 

N N 

m=l 1 = 1 

where the star denotes complex conjugation. Since V, S, TZ, and T result from a QZ factorization, 
many of the terms in each sum vanish. Eliminating these terms yields 

Af N 

Fi,j = YL ('Pi,™ym,l'R-jtl + Si,mym,lTjti) • 

m=i l—j 

If we use the notation of Ref. [126], where a single subscript to a matrix denotes a column of the 
matrix, we can also write this as 

N N 

Tm = vYJ +s Yl y^,r 
j = m j = m 

Note that this differs slightly from the expression in Ref. [126], where the QZ factorization resulted 
in upper quasi-triangular, as opposed to upper triangular, matrices. Rearranging yields 

N 

{nmimP + T*tms)ym = Fm- Y (n*mJP + T m d s ) y h 

j = m + l 

which lends itself to a recursive computation [126]. 

E . 2 U s i n g E x a c t L i n e S e a r c h e s 

The idea behind exact line searches is that, instead of performing the usual Newton update of 
= _j_ £.) where the superscript denotes the iteration number, we update according to 

-(i+i) _ -(i) _j_ ̂  w j j e r e o < < 2 is a damping factor. The interval for $ is a well-known 
restriction, required in order to obtain convergence with a damped Newton method, and may be 
derived by considering an appropriate norm of the residual at a particular iteration. The choice of 
i9 is determined by using additional information from the original quadratic matrix equation. 
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We have that 

r(gs + de) = r(gs) + •dr^erg, + 0 [SgsT - (EI - TL)} e + flVWe. 

We define p($) = \\r(gs + fie)]]2?, where \\A\\p = y/tiace(A^A) is the Frobenius norm, and choose 
$ such that a fourth-order polynomial, is minimized at each step with 0 < 1? < 2. It may be 
shown [125] that p($) either has an inflection point at •§ = 2 or a minima in (0,2], so such a d may 
always be found. 
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