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ABSTRACT

This thesis describes tﬁe design, construction and results of an
accurate, 73 GHz, dual-polarized atmospheric propagation experiment conducted
over a 1.8 km total length radar path. The millimetre~wave equipment
consisted of a switqhed—polarizétion transmitter and a two-channel receiving
system which included a phase-compensated crosspolar cancellation network énd
a novel, high-performance microstrip IF/LO diplexer. Meteoroldgical instru-
‘mentation consisted of an improved electrostatic disdrometer, a faingauge

nefwork with high temporal and spatial resolution and a three-vector anemo-
meter.

A comprehensive experimental model was developed to predict the system
crosspolar discrimination (XPD) response during a wide variety of conditions.
This model was used to analee,'for what is believed fo be the first time; |
the effects of: orthomode transducer port mismatches, the frequency résponse
and error sensitivity of crosspolar.cancellation systems and the rangglof
possible cancelled systém XPD responses during rain. Thié model also led to
the development of a phase compensation technique used to imprové the
stability of the crosspolar cancellation network. The applicafion of the
experimental model resulted in far more accurate detefminations of path XPD
than would haveibeen otherwise possible.

The cancelled XPD results shdwed a rea#onable‘correlation to

horizontal wind velocities and agreed with model predictions for effective
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mean canﬁing angles ranging between 0 and 6°. The frequent observation-of.
negative differential attenuations and erratic uncancelled XPDs led to the
conclusion that drops along the patﬁ often»did not have consistent shapes and
canting angles. This is believed to be due to extremely variable wind condi-
tions. Copolai attenuations considerébly lower and higher than expected froﬁ
the standard predictions were observed. The higher attenuations are satis-~
factorily explained as resulting from vertical wind conditions and are
correléted to the predictions from a proposed model which includés the

effects of constant vertical wind velocities.
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1. INTRODUCTION

' Increasing utilization of the microwave spectrum has created an active
interest in the application.of the millimetre-wave banas [1.1]-[1.12] and
orthogonal polarization frequency reuse [1.6], [1.13]-[1.15]. Many new
systems employing atmospheric propagation of the higher microwave and milli-
metre_fréquencies are now being developed. The main uses planned fof'theée
higher frequencies are wideband terrestrial and satellite communicatioﬁ
links, (both analog and digital) and a variety of radar applications. 'ﬁilli—
metre-wave systems are also rapidly becoming practical because of advances in
Ahigher fréquency solid-state components and integrated circuit technologies.

To be able to effectively apply the millimetfe freﬁuencies and the
techniques of polarization frequenéy reuse, accurate information about the
effects of aémospheric propagation, especially during rain, must be available
to system designers. vThe mathematical methods for predicting the.important
atmospheric propagatioh parameters during rain are fairly well de&eloped and
}itte controversy persists about the basic theory. However, the usefulness
of these mathematical models is limited becéuse very little is known about
some of the meteorological parameters necessary for accurate predictive

calculations. There have also been a significant number of reported

experimental measurements which do not appear to agree with the basic
theoretical predictions based on simultaneous meteorological obserxrvations.
In most instances, this is probably due to inaccurate or incomplete

meteorological instrumentation or inadequacies in the meteorological or



experimental models. These factors create a definite need for accurate
millimetre-wave and dual-polarized propagation data with comprehensive
meterological observations to verify the basic theory and to learn more

about the meteorological conditions important to these areas of atmospheric

propagation.

1.1 Spectrum Demand -

Increasing demand for terrestrial microwave systems énd the phenomenal
: growtﬁ'in satellité commuﬁigations has significaﬁtly reduced the availasbility
of licensable channels in the lower microwave spectrum. In Canada, the
recent rate of growth of licenced assignments has been 10-20% per year in
this frequency range [1.16]. The main areas of increasing application are
nulti-channel enter£ainment video, high-speed business data and telephoﬁy.
Spectrum congestion problems have been compoﬁnded by the rapid incréase.in
_ satellité communications systeﬁs, which in the.past, have shared frequency
bandg with terrestrial serviceé. As more satellite systems are planned fqr
urban areas, frequency cbordination with terrestrial services has become
increasingly difficult [1.17), [1.18]. Frequency coordination problems will
spreéd to higher frequencies and become even more severe for lower
frequencies, dué to tﬁe large number of new satellite systems planned for the
~next few years, as shown in Fig. 1.1 [1.19]. Since it is unusual for
channel allocations to be relinquished once they have been assigned, the
radio spectrum is, in some ways, similar to a nonrenewable resource.

In response to the ﬁeed for more licensable spectrum, the 1979 World

Administrative Radio Conference (WARC-79) significantly revised the



110

NUMBER OF GEOSYNCHRONOUS SATELLITES

100

90

80

70

60

50

30

20

10

16-40 GHz
(6)
11-17 GHz
18-40 GHZ (39)
(8)
11-17 GHZ
(8).
7-9 GHz \\\\
(13)
e
7-9 GHz
@)
BELOW
B
18-40 GHz ELOW . 6 GHz
(50)
11-17 GHz>
(1)
BELOW
6 GHz
BELOW (23)
6 GHz
(14)
1965-69 1970-74 1975-79 1980-84
' INTERVAL '

Fig. 1.1. Geo‘synchronous satellites in orbit and planned.




International Table of Frequency Allocations above 40 GHz. These new
allocations are considered to "reflect a high level of inte?ést'and aptivity
in this portion of the spectrum" and were "created with the objective of.
stimulating development of this spectrum resource” [1.20]. The millimetre-
wave spectium, referred to here as‘30—300 GHz (i.e. the EHF band) can be
roughly characterized by bands defined by régions of high clear—-weather
attenuation caused by molecular-resonance absorption. Fig. 1.2, shows the
atmospheric attenuation bands caused by oxygen and water vapour [1.21].
Table 1(a) from [1.20], gives the frequency limits and band designations for
the absorption bands and windows in the fregquency range 40-275 GHz. A ‘
summary of the WARC-79 allocations, from [1.20] is shown in Table 1(b) to
1(e). Complete spectrum allocations resulting from WARC-79 are 1ncluded in

[1.22].

1.2 Millimetre Applications

Even though all types of services are allocated in the fréquency
range above 40 GHz, the specific characferistics of these frequencies maké
éertain applications more advantageous than others. -Applicétions employing
atmospheric propagation where millimetre-wave systems have some benefit over
microwave or optical systems include:
~ short haul point-to-~point or local distribution terrestrial 1inké [1.231,

[1.261, [1.29], [1.30], [1.31], [1.36].
- small, lightweight, portable communication systems [1.5], [1.24], [1.30],

[1.31], [1.32], [1.33].
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TABLE 1(a) SUMMARY OF ALLOCATIONS ABOVE 40 GHz

Total Width of Spectrum Allocated

Number of Services

Bands Allocated Exclusively

Average Spectrum/Band:

<100 GHz
>100 GHz

Average Services/Band

235 GHz
21

2.5 GHz
5.8 GHZ
3.5

TABLE 1(b) ATMOSPHERIC WINDOW AND ABSORPTION BAND LIMITS

Window Absorption Band Limits (GHz)
Wy 39.5-51.4
Ay 51.4-66
W, 66~105
A, 105-134
W3 . 134-170
Ag 170—190.
W, 190-275




TABLE 1(c) ALLOCATIONS TO SATELLITE SERVICES
Service W, | A W, Az. W3 Ag W, Total Total
Bandwdith, GHz
Amateur—-Satellite 1 2 2 2 7 21.7
Fixed 4 5 3 5 17 69.5
Inter 2 2 4 8 44.0
Mobile 3 4 1 2 10 52.5
Broadcasting 1 1 2 4
Radionavigation 1 2 1 2 6 44.5
TABLE 1(d) ALLOCATIONS TO SCIENTIFIC SERVICES
Service W, A, W, | Ay Wg Aq Wy, Total - Total
Bandwidth, GHz
Earth Exploration-| 1 |5 |2 |2 |2 |2 |4 18 69.8
Satellite
Radio Astronomy 1 1 1 1 1 7 49
Space Research 1 5 2 2 2 2 4 18 69.8
TABLE 1(e) ALLOCATIONS TO TERRESTRIAL SERVICES
Service w, Ay W, A, Wq Ag W, Total Total
Bandwidth, GHz
Amateur 1 2 2 2 7 21.7
- Fixed 6 3 7 2 4 4 6 32 124.7
Mobile 8 3 9 2 5 4 7 38 169
Broadcasting 1 1 2 4
Radiolocation 1 3 1 2 3 1o 53
Radionavigation 1 2 1 2 6 44.5




~ a wide variety of high resolution radar applications [1.231, [1.24},
[1.26], [1.28].

- seéure communicétion links operating in absorption bands (eépecially at
60 Giz) [1.5], [1.23], [1.24], [1.26], [1.32], [1.33].

- very wideband digital links [1.25], [1.31}, [1.35].

-~ multichannel video systems [1.30].

- satellite communication systems {1.2], [1l.4], (1.23], [1.24], [1;26],
[1.27].

and

- radiometer, remote sensing and imaging systems, I1.23], [1.24}, [1.25},

[1.26], [1.27], [1.28], [1.34].

1.3 Advantages and Disadvantages of Millimetre Frequencies

The major factors which make millimetre frequencies advantageous in
theée applications arise from the short wavelength, large opefating |
bandwidths and availability of spectrum. Shorter waveiengths reéult iq
physically smaller components, higher antenna gains and lower antenna
‘beamwidths (for a specified éntenna aperture). Narrow antenna beamwidths are
desirable because they ease frequéncy coordination problems, reduce multipath'
fading, lower the probability of unauthorized reéeption or jamming, and yield
higher resolutions in radar and radiometer systems. Bandwidths of se?eral
gigaherti.are more easily obtainable in millimetre sysfems because they
represent a smaller percentage of the operating frequency. The availability
of spectrum in the millimetre range will mean that more systems, with ﬁigh—

er bandwidths, can be licensed in any geographical area. Another



advantage of millimetre-wave systems in high resolution radar applications is
their ability to penetrate fog, smoke and dust [1.23], [1.24}. 1Imn
comnunication systems réquiring'a high degree of security, the absorp;ion
bands in the millimetre range, especially at 60.GHz, are an advantage because
they can further reduce the probability of unauthorized reception; [1.231,
[1.32], [1.33].

The disadvantages of millimetre-wave systems are higher copolar -
attenuation (CPA) due to rain and molecular absorption and lower component
performance/cost ratios. Attenuation due to rain and other hydrometeors
iqcreases with frequency up to approximately 100 GHz. This factor will
ultimately limit the reliability of millimetre systems emﬁloying atmospheric
préﬁagation. Millimetre cdmponents are currently more expensive than
microwave components of comparéblé performanée because higher mechanical
precision is required, semiconductors are mofe difficult to fabricate and

production volumes are low. Even though nothing can be done about higher

‘rain attenuation, great advances are being made in millimetre components. _

1.4 Millimetre Semiconductors and Integrated Circuits

In the past few years, developments in millimetre semiconductors have
ied to dramatic improvements in device performance. For the past few years,
the power éutpuf levels of sclid-state millimetre sources has been increasing
at the rate of 3 dB per year [1.37]. It is now possible to obtain 17 W peak
at 94 GHz in 1§w~duty—cyc1e pulses from a single IMPATT diode [1.38] and 63 W
peak at 92 éHz from combined IMPATTS [1.391. Recently, a 61 GHz IMPAIT

amplifier with 50 dB gain and a 2.5 W power output was demonstrated [1.40].
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At ﬁhe TRG division of Alpha Industries, signficant advances have been made
in the millimef:e épplication of beam lead diodes. This technology has
improved the performance of mixers at frequencies up to 140 GHz and allows
‘mass production techniqpes to be used to reduce costs [1.41], [1.42}. These
beam lead diodes were used in a suspended stripline mixer which yielded a
| total double sideband receiver noise figure of 5.8 dB at 110 GHz [1.33].
Recent ad?ances in millimetre frequency integrated circuit
_técﬁnologies also promise to reduce the cést of components, Several types of
transmission line s;ructures have been demonstrated to be advantageous for

millimetre~wave IC fabrication. These include:

dielectric waveguide [1.43], [1.44], [1.46].

~ image waveguide [1.45), [1.46].

£in line [1.47], [1.48].

ﬁicrostrip line [1.49], [1.50], t1.51].

- éuspended stfipline [1.41]), [1.42], [1.52].

and v

~ E-plane waveguide [1.53].

These techniquesbwill yield large reductions in component costs when volumes

can justify the use of modern integrated circuit production methods [1.38].

1.5 Orthogonal Polarization Frequency Reuse

Orthogonal polarization frequency reuse can double spectrum
utilization and result in sigﬁificant system cost reductions. During normal

clear-weather conditions it is possible to transmit two orthogonal (linear or
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circdlar) poiarizations through one pair of antennas with insignificant
atmospheric coupling between.polarizations. This can allow separate
communications channels to occupy the same frequency or can be used to
‘alleviate frequency coordination problems in congested areas.

Polarization frequency reuse caﬁ'offer treﬁendous cost advantages in
both terrestrial and satellite system becaﬁse both polarizations can share a
common antenna system.‘ In terrestrial systems, topographical cénditions
often nécessitate.theiuse of 1afge téwers to support antennas. These towers:
can often cost more than the systems' electrpnic components. By using a
common anténna for two polarizations, the total cost of purchasing, shipping,
installing and maintaining the antenna and tower can be greatly reduced. 1In
satellite systems, these economic advantages are even greatér beéauée
‘antennas are‘allargef portion of tqtal sysfeﬁ costs and because mounting
additional antennas on the actual satellite would be extremely expensive.

Unfortunately, some atmospheric conditions‘can cause coupling between
~ polarizations and a reduction in the path crosspolar diécrimination (XPD) and
therefore system reliability. A reduction in path XPD can occur as signals
propagate through rain (or other hydrometeors) or during multipath
propagation. Mulfipath XPD reduction is very important in the lower
microwave region but because this repoft is concerned only with millimetre-
propagétion, multipa;h XPD»will not be discussed in detail. Rain can cause a
reduction in XPD because raindrops are not spherical and in the presence of
vertical windAgradientslcan have a preferred axis orientétion, or canting

angle. Depolarization occurs because the two polarizations experience a
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diffefential attenuation and differential phase shift propagating through

the anisotropic rain medium.

1.6 Pfopagation Theory and Experiment

To be able to design economical éystems with pfedictable reliability
using miilimefre;waves or polarization frequency reuse, accurate knowledge of
atmosphefic propagation phenomeﬁa is required.. At the présent tine,
sufficient, reliable information is ﬁot available on propagation at higher
freqﬁeﬁcies'and in different geographical regions. The advancement‘of
pfacfical atmospheric propagation knowledge requires a combination éf
fheoretical and experimental investigations.

The basic mathematical methods for predicting atmospheric propagation
through rain are fairly well developed. In the case of the calculation of
' rain attenuétion for a set of assumed rain conditions, the earlier

unéeftainties.and controversies appear to have been resolved in the past few
years. Theéretical methods for predicting dual-polarization propagation
parameters during rain are less mature but there appears to be agreehent on
the basic techniques. - Several investigators are continuing to refine the
calculation of XPD, mainly By including more comprehensive meteorological

models,

The main inadéquécy in the theoretical prediction of atmospheric
propagation_duriﬁg rain is a lack of knowledge about the mgteorological
‘inputs to the calgulations. Tq calculate rain attenuation, the number and
sizes of raindrops at all points within the propagation path must be known.

This is extremely difficult to predict because very limited actual drop size
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data are available and it is known that the drop size distribution depends on.
rainrate - which also has large temporal, spatial and geographical variations
- the type of rainstorm,vertical wind velocitles, position within a raincell’
\aﬁd other'meteorologiéal conditions. For dual—polari;ation.propagation
calcﬁlations, in addition to the previous information, it is necessary to
.know'the drop shape and canting angle statistics. Because of thé extreme
difficulty of accurately measuring these parameters in natural rain, alﬁost
no information about canting angles presently exists. |

.Radio system désigners in Canada are very fortunate to have a recently
published, detailed study of rainrate statistics across Canada [1.54].
‘Similar data; with less geograﬁhical resolutidn, have also recently been
published by Crane, showing rainrate regions for all areas of the earth
1.55], [1.56]. |

_While.theée data bases greatly improve the accuracy of system
reliability predictions, much more data are needed‘to be able to make
accurate millimetre or dual-polarization propagation predictions. For
millimetfe propagation predictions, drop size information is important
'because,;he,calculations are very much more sensitive to drop distribution
than in the microwave range due to the larger drop size-to-waveleagth ratio.
AFor accuraﬁeFXPD predictions, the canting angle statistics are essential..
The difficuify of measuring these parameters'means that system designers will
nof be able to accurately predict millimetre or dual-polarized propagation
paraﬁetérs, in é given geographical location, by using available metéor~ |
ological statistics and propagation calculatiqns. Because it is ndt feasible

to measure all the required meteorological parameters accurately, there is
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considerable-iﬁterest in attempting to determine effective rain conditions by
comparing simultaneous propagation and measurable rain conditions.

Experimental data on atmospheric propagatioh with simultaneous
meterological obsérvatidns are needed to: validate the theoretical methods,
provide practical and directly applicable propagation data and fo gain
knowledge of the effective meteorological parameters required for propagation
predictions during ﬁatural rain. Mény investigators havé mentioned the need
for experimental data for cohparison to theoretical>calculations, including:
Neves énd Watson [1.57], Zavody and Harden }1.59], Llewellyn Jones [1.60],
Bulter [1.61], Evans, Uzunoglu and_Holt [1.621, Dintelmann and Rucher [1.13]
and Ippoligo [1.19]. |

Data obtained on probagation in éﬁe frequency range and 10catioh can
be useful in a variety of applications. If adequate meteorological
information is included with the propagation déta, it is possible to improve
predictions in other geographical areas if similar, comparable meterological
statistics are available. Propagation information obtained on térreétrial
links can also be useful in predicting link performance on satellite paths
t1.8], [1.64], [1.65]. Specific propagation results can also be useful at
other frequencies by the use.of freduency scaling [1.55], [1.66].

The need for accurate experimental data is especially great above
about 40 GHz because very limited data have been published [1.9], [1.58],
[1.59], [1.60], {1.63]. Experimental work is also important in the
millimetre range because the larger drop size-to-wavelength ratio and freedom
from multipath give mosﬁ importance to different propagation problems thanv

those which are fairly well understood in the microwave region. In addition,
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»there have béen a number of cases where data from experiments, espécially
dual—polarized or millimetre frequency investigations, did not agree with
theoretical calculatidns, probably because of inadequate.meterological
observations [1.61}, [1.62], [1l.64], [1.67]-[1.73]. Mdre, specific examples
of this lack of agreement are included in the next two sections which survey

previous propagation experiments.

1.7 Previous Dual-Polarized Propagation Experiments

The.experiments reviewad in this section are described here 5y the
géneral térm dual-polarized beéause Ehey use two polafizations to study the
anisotropic nature of atmospheric propagaﬁiqn during rain. This short éuryey
of higher freduency, dual-polarized experiment; is included to outline the
different experimental tecﬁniques, survey the experimental system perform-
ances, and review the results obtained. At frequencies below about 18 GHz,
there have_been several excellent investigations of dual—poiarized proﬁaga—
tion. These studies are not mentionea here for the sake of brevity and
because the important meterological conditions and propagation effects afe;
lio some extent, different in the microwave and millimetfe wave frequency
ranges. There have also been several comprehensive dual—polarized satellite
propagation experiments at frequencies up to 30 GHz which ére not diéussed
here.

DeLange, Dietrich and Hogg have reported a 60 GHz dual-polarized
experiment on a 1.03 km. link at Bell Labs, Holmdel, New Jersey [1.74]. A
éwitched transpitted polarization and a switchgd polarization single—channel

receiver were used. Approximate isolations of 30 dB and 34 dB were achieved.
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‘Fig. 4 in this reference shows a sharp, deep null in one polarization
discrimiﬁationbcharacteristic of the operating system. (These nulls are
believed to be similar to those described in‘Section 2.5 of this repoft.)

In the discussion of the ekperimental results, the authors describé
the results for one storm behaving "the way oﬁe‘might expect from éimple
theory: i.e. differential attenuation always positive (fade in horizontal
polarization was greater than in'vertical). Thé crosstalk [XPD] variations
were pretty ﬁuch the same for both polarizations, &ith the ratio [XPD]

. becoming poorer during the deeper fade™. However, a different stofm "did not
produce results expected from thé simple theory. For a considerable portion
of the time, the differential attenuation was negative, indicating thag the |
attenuation of the vertical component was greater than that of the ho;izontal
component. The fact thaf the.crosstalk’ratio in both channels (Fig. 9)
improved slightly in this case may be explained by referring to (Fig. 4) [the
system isolation] which shows the clear Weather operating point néar +0.5 |
degree; a negativé rotation (caused by the rain) of‘the vertical'cémponeﬁt
from this value would reduce the cross—coupled energy'and thereby improve the
-raﬁio". This report'concludes tﬁat the 60 GHz differential aﬁtenuation “is
seldom greater than 2 dB and the average differential is.only-1.25 dB, even

| for fades greater than 30 dB;.

Hogg and Chu [1.75] have presented data from this expefiment in the
form of a graph relating horizontal CPA to XPD.F These results show a iower
value of XPD than expected. This is attributed to the low clear-weather,

crosspolar—discrimination level of their measuring system. No attempt was



made to separate this clear weather XPD level frém the aﬁmospheric measure-—
ments. |

Thomas [1;76] has compared some of the 60 GHz XPD data from this
experiment to his calculated values. The effect of the finite experimental
system isolation on the measured data seems to have been considered as a
simple scalar addition. Using this technique, good agreement with calculated
values was obtained for the two data points compared. |

'~ Neves and Watson have described a dual-polarized 36.5 GHz experimental
investigation conducted over a 13.6 km link near the University of Brédford,
U.XK. [1.77]. 1Im this study, the CW transmitted signal was polarized at 45°.
Separate antennas.continously monitored the vertical and horizontal compo-—
nents of the received signal. This experimental method was qhosen to facili-
tate accurate measurementé of differential attenuation, differential phase
shift and 45° crosspolarization. With this set up, the received signals will
have similar levels and high S.N.R. thus improving the accuracy of differen-
tial.measuremenfs. This polarization will aiso yield the highest.levels of
depolarized signals, but will result in a low sensitivity to canting éngle
ﬁeasurements. Also included in thié reference are earlier results for XPD
over the same path for vertiéal transmitted polarization.

The rain instrumentation for this experiment consisted“of a rapid
responée rain géuge and disdrometer at the receiviug site. This dafa, along
with wind information was used to construct a "synthetic storm model” to
describe the meterological.condifions along the path.

The authors conclude that their crosspolarization, differential phase

and differential attenuation measurements were in good agreement with a
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theoretical rain model with 3° to 4° canting angle, 20° mean quulﬁé and 20°

ﬁo 25° standard deviation. They also.report a gieater number of 1érger drops

in medium—heav& raihfall than given by the Laws—Parson drop size
. [ 3

"distribution.

o Seﬁplak conducted an experiment to measure 30.9 GHz polariéation
rotation over a 2.6 km path at Bell Labs, Holmdel, Neﬁ jersey f1.78}. 1In
this experiment, the transmitted wave was oriented vertically and the receiver
polarization was rapidly switched‘between plus.ana minus 45° with>respect to

vertical. The sum and difference powers for both received signals was used

to calculate the polarization rotation. The XPD was then calculated using:

XpPD (dB) = 20 log (tan o) , | ‘ . | - (1.1)
where o is the measured polarization rotatiom. Resulfé from this experiment
showed that the minimum value of XPD was about 10 dB lower than ité average |
value over a'wide range of copblar attenuations. Semplak aiso showed a
dependence of polarization rotation on cross-path wind velocity.

‘An earlier experiment by Semplak, also at 30.9 GHz, but over a 1.89 km
path in the same 1o§ation, used a similar experimentél system to measure
&ifferential attenuation [1.79]. 1In this case, the transmitted ﬁave was
polarized at 45° and the receiver was switched between vertical and |
horizontal polarizations. The average relaéionship between the observed ‘.
copolar and différential'attenﬁations agreed well with theAtheoretical.

predictions. Rainrate does not appear to have been measured in either of

these two expeériments.
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Turner described a dual polarization experiment at 22 GHz conducted
over a 4 km link in‘Suffolk, England [1.80]. Two different modulation
frequencies were used, but it was also necessary to switch the transmitted
polarization to prevent interaction between channels within the IF ampli-
fiefs. Isolations of 29 dB and 30 dB were achieved. Variations in cross-

_polar signal levels observed during high wind velocities were attributed to
inadequate antenna mount stability. Thirteen rainstorms wefe observed with
copolar attenuations up to 8 dB and rainrates in excess of 15 mm/hr and on
"no occasion [was] significant crosspolarization due to rain observed”.
However, on occasions when multipath wés observed on other links in the.érea,
:"considerable vafiation in crosspolar signal wa§ seen*. Slow Qariations in
crosspolar signal levels were also reportéd dufing apparently stable condi-
tions with some indicétion that these effects were related to_suﬁrise and
sunset. Suggestions as to the cause of this eifect inclu&ed: moisture on
radomes, multipath and variations in refractive index.

Shimba and Morita conducted a crosspolarization measurement experiment
on 2.9 km and 4.3 km paths in Japan [1.81]. A single, 19 GHz, horizontally.
bolarized signal was transmitted ana both received polarizations were moni-—
tored. The receivingvsystem crosspolar discrimination was approximately 35
dB. It is interesting to note that the data presented in this paper shows -
two éeriods during rainstofms where the measured XPD increased by appoxi-
mately 10 dB. This effect was not commented on by the aﬁthors.

Morita, Hoéoya and Akeyama'[l.82] reported another 19 GHz dual-
polarization experiment at a second location in Japan over a 4 km path. In

this experiment two different transmitted frequencies (19.3 and 19.4 GHz).and
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switched frequénéy receivers were employed. This method resulted in very
high sfstem isolétiéns of 46 and 56 dB. The results for this 1ocatiqn showed
1ow¢r values of deﬁolarization than for the sim;lar experiment [1.81] des-—
cribed previéusly. Data prgsented in this paper also shows values of XPD
more than 10 dB higher than clear weather values. Tﬁe authors conclude_that
“the correlation between rain attenuation and depolarization was not
necessarily high".

In a later paper descfibing both of the previous experiments, Shimba,
Morita and Akeyama [1.83] conclude that there was a high correlation between
attenuation and XPD for fhe combined data from bqth experiments. The large
scattef of XPD data pbints at low attenuations, including values higher than
the clear weather isolétiQn; were thought to result from raindrop adherence
to the radomes. FNo explanation as to why the wet radomes would causé this
effect was offered. This paper‘also concludes that the copolar attenuation

was about 307 greater than predicted.

1.8 Previous Single—Polarized Propagation Experiments

This section includes a short review of single—polarization millimetre
propagation experiments designed to measure rain attenuation. Most of the
experiments surveyed ‘are the higher frequency investigations with good
meteorological instrumentation.

Sander reported a millimetre wave atteunuation investigation using
vertically polarized waves at 52, 90.8 and 150 GHz simultaneously [1.84].

The experiment was conducted over a 1008 m fotal length radar path using a

corner reflector at the Massachusetts Institute of Technology. Raingauges
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and Lammers type electrostatic disdrometers were used at three locations
élong'the path. The disdrometers used in ;he experiment had a 25 cﬁz
sampling area and six size classes. The authof meﬁtioﬁs that the instrument
was subsequently redesigned to have a 100 cm? sample area and sixteen
catégories, but no details or results from the improved instrument were
included in this reference. The results from this experiment,shoﬁ a wide.
scatter in the attenuation vs rainrate plots. Sander concludes that "Mainly
because of the imperfections of the meteorological equipment uséd, but also
because of the inhomogeneity of rain, only the statistical averages of our
results verify the theoretical assumptioﬁs.“ | |

Humpleman and Watson conducted a 60 GHz attenuation experiment on a
680 m vertically polarized link at the University of Bradford, England
[1.851. Fast—respoﬁse raiﬁgauges were located at each end of the path. An
electrostatic disdrometer, developed by Sander [1.84], with a sampling time
of 1 miﬁ. wés used to measufe the dropsize distribution. Synthetic storm
modelé using the 700 mb or 850 mb pressure level effective wind velocities
from radiosonde information were used to calculate path rainrates from tﬁe,
faingauge and disdrometer data. The calculated path rainrate géve a dramatic
improvement in the corfelation with measured attenuation for individual
storms compared to using either of the rainrates measured at the ends ofithe’
path. Disdrometer evidence is presented which indicates that the variations
in the attenuation-calculated path rainrate relation are due to dropsize
distributions. |

The attenuation calculated using the disdrometer.data also shows much

better agreement with the observed attenuation than the calculations using
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the Laws ana Parsons distribution. 1In certainAperiods of heavy rain,
attenuatioﬁs weré measured which were.considerably lower thén predicfed for
the Laws and Parsohs dropsize distributions. An example is also included ‘
which shows a traﬁsistion from larger to smaller drops és a storm traverses
the path.

Keizer, Snieder and de Haan have reported a 94 GHz, vefticélly polar—
ized attenuation experiment over a 935 m path near The Hague, Netherlands
[1.86], [1.87]. Path rainrate was measured with the raingauges spaced about.
500 m apart. An electromechanical disdrometer with a 50 cm? sample area and
83 second sample period was used to monitor the drop size distribution.
Horizontal windspeed, wind direction, pressure and hdmidity‘were also recor-—
ded. The agreement between the measured attenuation and the attenuation
calculatéd from the disdrometer data was considered to be "very satis-
factory."” For lo& rainrates the measured attenuations were, in most cases,
slightly higher than calculated. This was attributed to an increase in water
vapour concentration of 1-2 g/m3 resulting in a predicted 0.1 to 0.2 dB/km
increase in attenpation. | |
" Llewellyn Jones and Zavody conducted a 110 GHz.attenﬁation experiment
over a 2.65 km path in the Windsor-Slough area, England [1.88], [1.89],
[1.90]. No meteorological data appears to have been recorded in this
experiment. In this investigation, the objective was to record data fbr a
one year period and determine link reliability statistics for this location.

Zavody and Harden have simulﬁaneously ﬁeasured vertical attenuation at
36 GHz and 110 GHz on a 220 m path in Slough, England {1.59]. Four rapid-

response raingauges, spaced about 40 m apart were used to measure the path
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rainrate. An electromechanical disdromeﬁer with a 50 cm? sample area and 30
second sample'period was also used. At 36 CHz, good agreeﬁent bétﬁeen
measured attenuation and predicted attenuation for spheroidal drops was
obtained. The 110 GHz results show a‘much.larger scatter in the attenuation
| vs, rainrate plots. The authors state that a "significant number of the
measured values lie outside the limiting curves for this range."” An example
is also included in this paper showing a reduction in drop sizes as a storm
travels across the path.. During another event, drops were much smaller.than
predicted by Laws and Parsons. In this storm no drops larger than 2.1 mm

diameter were observed in rainrates over 15 mm/hr.

1.9 Thesis Objectives

The principal objective of this work is to develop an experimental
system to study dual-polarized atmospheric propagation near 73 GHz. This
investigation is part of an ongoing research program into millimgtrg—wéye
propagation which is being supported by the Communications Research Centre,
Department of Communications, Ottawa. As an eérlier part of this research
‘program, a preliminary study of single—polarization 74 GHz copolar
attenuation was conducted over the same path at the University of British
Columbia [2.1]. During this investigation, attenuation and rainrate data were
recorded for rainrates up to 10 mm/hr. The data were coﬁpared with tﬁe
theory of Ryde and Ryde. Some of the equipment developed for this previous
study was retained for this project, including: most of the data acquisition
computer intefface and software, parts of the raingauge hétwork and the basic

reflector.
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'More specifically, the first objective of this work is to record
simultaneous meteorological and dual-polarized 73 GHz propagation data which
are as accurate and as complete aa possible. These propagation data include
copolar.attenuatidn and crosspolar discrimination for vertical and horizontal
polarizaLlons° The second objective is to construct and test a model capable
of describing the XPD response of the experimental system. The final
objective is to attempt to Interpret some of the propagation observations in
terms of various meteorological parameters including: horiaqatal and vertical
wind velocities,_dropsize distribution and type of raihstorm.‘vThe
achievement of these objactives required the'design and construction of a
dual-polarized millimetre—wave'transmitter,‘receiver and antenna system and
meteorological instrumentation for measuring rain and wind paraﬁeters.

.A dual-polarized millimetre wave link was estabiished over a path on
the University of B;itish Columbia campus. Different dual-polarized
experimental methods were compared to determine which was moét suitable for
this investigation. After a basic method had been chosen, applicable 73 GHz
transmltting and receiving anteana systems were designed and constructed with
the maximum possible performance compatible with the budget available.
Comprehensive testing of components, subassemblies and the entire system was
carried out to characterize, as thoroughly as ppssible, fhe millimetre~wave
systems and thus reduce the uncertainty in the data arising from the nonideal
bahaviour of the experimental sfstem.

The previous sections illustrated the importance of accurate;
comprehensive.meteorological instrumantation in this type of 1nvestigation..

To measure path rainrate, a network of raingauges with high temporal and
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spatial resolution was installed along the propagation path. After a study
of measurement methods, an accurate instrument to measﬁre iaindrops sizeé,
referred to here‘as a disdrometer, was developed. An anemometer was included
‘to measufe three componénﬁs of the wind velocity vector;

An experimental model was developed to separate, as far as possible,
the effects of the experimental system from the dual-polarized atmospheric.
propagation measurements. - This model significantly improves the accuracy of
the comparisons bétween the observed and theoretically predicted crosspolar
discrimination (XPD). The theoretical calculations uséd the well
establishgd, basic matheﬁatical techniques and meteorological observations to
predict the atmospheric propagation conditions.‘ The model incorpofates
actual measurements made of the experimental systém dual~polarized
performance, and reduces the uncertainty in the results due to the nonideal
behaviour of the system components. |

The experiment was designed to ensure the millimetre wave propagation
data was as accurate and complete as possible within the évailabie time and
budget; These data should be useful to improve the basic understanding of
ghe effects of the millimetre components and atmosphefe (especially auring
rain) on millimetre—&ave systems employing atmospheric propagation. ' These
results should also be_helpful in the verificatidn of the basic theoretical
prediction methods. In summary, this experiment should add to what is
already known about dual—polérized and milliwetre wave systems and improve
the accuracy of thé predicted performances of a variéty of systems émploying

atmospheric propagation.



26

2. MILLIMETRE-WAVE EXPERiMENTAL SYSTEM

The dua1~polarized millimetre-wave system dsed for investigating
atmospheric propagation characteristics at 73.5 GHz used switched-
polarization éampling and basically consisted of d CW transmitter, radar path-
.and two channel receiver. A radar path was chosen because of the operational
advantages of locating the transmitter and receiver in the samé_laboratbry.
Identical parabolic antennas with duai—polarity_feeds were used for
transﬁitting and receiving. Dual-polarization propagation ﬁeasurements were

made by periodlcally switching the transmitted signal between vertical and
horizontal polarizations. .The two-channel receiver continually monitored
.both linegr polarizations. This resulted in each received channel
representing a time multiplexed sample of one copolar and oné crosspolar

signal level. The basic system is shown in Fig. 2.1.

2.1 Comparison of Dual-Polarization Measurement Methods

The basic measurement methods which can be used to study'linear‘dual—
7poldrization propagationvemploy elther a two-frequency dual-polarized trans-—
mitted signal or a switched—polarization transmitted signal. Im the dual-
frequency method, either two slightly different frequencies - which are cldse
“enough to he considered as propagating identically - or two dlfferent
modulation frequencies on a common carrier frequency are transmitted with
perpendicular polarizations. In the receiving subsystem, frequency sélective
ciréuits in both polarization channels'separate the frequencies corresponding

to each originally transmitted polarizationm. This method yields four
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simultaneous signals each éorrespoﬁding to one element of the dual-
polarization transmission matrix. In the switched-polarization method, the
transmittéd signal is seéuentially switched between ver;ical and horizontal
polarization énd a two-channel receiver continually monitors both recei#ed
polarizations. The switching rate is designed to be.higher than the temporal
resolution of the meteorological measuring equipment. With this system, the
received signals must be demultiplexed to determine the four transmission
matrix elements.

The switched pélarization scheme was chosen for this experiment
because of its implementatibn advantages. The dual-frequency schemes require
either two séparaté transmitting signal éourcés, orbhigh—level modulation
circuits. TIf the two-source method is used, either the sources haye to be
phase;locked to each other or the receiver must include two phase-locked
local oscillators, one for each transmitting source. If a single source with
high level modulators is used, two frequency selective circuits for each
received channel are needed.

It is very difficult to realize frequency selective circuits and
;mplifiers with the high isolation and dynamic range required for this type
of experiment. Because complex filters are not feasible at millimetre
frequencies, filtering would have-to be done at an intermediate.frequency
(IF) or baseband. Filtering at IF is possiﬁle but sophisticated filters must
be empldyed to achleve the nécessary signal isolation. Baseband filters are
easier to build but the large dynamic range of the signals puts tighﬁ‘ |
constraints on the entire receiving system linearity, (nonlinearities before

the baseband filters would produce intermodulation distortion which would
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reduce the isolation between channels and degrade the system accuracy).

Dual-frequency schgmes élso require four signal leQel measuring subsystems to
filter, average, detect and digitize the réceived amplitudes. bThe switched
polarizatién methbd requires a polarization switching circuit but‘uses:only a
single t:anémitting source and one local oscillator.  In this.case, ohly two
received signal level measuring subsystems are nécessary. The advantages of
redﬁced complexity and cost made the switched polarization method far more

desirable in this experiment.

2.2 Transmitting System

The transmitting system block diagram is -shown in Fig. 2.2. The
system consists of a klystron oscillator, klystrdn power éupply, isolators,
frequency reference coupler, power level monitor, calibrated attenuator,‘

feedline, pressurization system and polarization switch.

2.2.1 Klystron and Supply

The transmitting signal is geﬁerated by a Varian model 2101B reflex ‘
klystron oscillator. The klystron power.supply circﬁifé, cooling systém and
load isolator were designed to minimize incidental frequency modulation and
transients in the tube output. This is important to ensure that the system
sensitivity is ﬁot impaired and that the'reliability.of fhe phase 10ckvsystem
is not reduced. |

The.klystrch is extremely susceptible to frequency modulation of its
output by induced voltages on its power leads, stray magnetic fields of

changes in ?oad'impedance. ' For example, the modulation sensitivity of the
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tube reflector vqltage'is approximafely 3 MHz/V. Incidental power line
frequency ﬁodulation on the klystron output will réduce the receivéd signal-
to-noise level because the 60.Hz modulatioﬂ sidebands wiil be rejected by the
30 Hz bandwidth of the receiver second IF filters (see Section 2.3.2).

Klfstron frequency purity and stability also affect the reliability of
the receiver phase lock circuits (see Sectién 2.3.1). If fhe receiver loses
phase lock, reacquisition must be domne maﬁually. Because the experiment is
often operate& Qnattended? loss of phase lock can resﬁlt in long periods of
lost data. Loss of lock occurs when the change in the klystron frequency
exceeds the receiver phase locked loop hold-in range or tracking rate. This
usually occurs on a transient condition caused by a power line transient,
thermal transient or "micro—arc” within the klystron tube. Micro-arcs
unavoidably occur within tubes of this type because the extreﬁely small
cavities required for millimetre frequenéies result in high field potentialé
between tube elements; If frequency modulation is also present on the
klystron signal, the receiver's available lock range and ability to track
transient frequency changes is reduced because the phase locked loop must
élso track the periodic frequenéy modulation.

The klystron poﬁer supply circuit is shown in Fig. 2.3. The Weinschel "
7Z815C klystron supply wasvchosen.because it has a heavily filtéred dc
filament supply. Low ripple on klystron filament supplies is necessary to
prevent direct 60 Hz modulation via the tube céthode. A transient
suppression network is included between the supply and klystron to limit
currents during periods of micro—arcing. This circuit will reduce the

transient frequency excursion and help prevent internal pitting of the tube
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elementé during arcing; If the tube eleﬁents become pitted it will be more
sﬁsceﬁtible to arcing because of the higher.field gradients around the
discontinuities in the damaged area. With the voltages shown in Fig. 2.3 the.
measured klystron outpﬁt was 470 mﬁ.

The klystron is mounted on a large ﬁluminum heat sink (Varian model
VAE-2000C/2) which is cooléd by a 100 cfm blower. The blower ié mounted
approximately one metre from the klystron and the air flow is directed to the
tube via a section of 10 cm diameter flexible plastic tubing. This was
necessary to prevent modulation of the klystron outpht by induced 60 Hz
currents and fields from the blower motor.

An isolator ié included after the klystron because it was observed
- that even with tﬁe_isolatioh provided by the feedline loss and with a
measured feedline VSWR of leés than i.2:1; the klystron frequency shifted
approximately 200 kHz when the polarization was switched. This was due to
frequency pulling as a result of small changes in the load impedance
présented to the klystron in the different polarization switch states. This
step change in frequency occasionally caused the receiver phas¢~lock system
Ato lose lock. With thé isolator in the circuit ﬁo frequency pulling could be

measured.

2.2.2 Reference Signals and Calibrated Attenuator

The power level and operating frequency of the klystron were
continually recorded to ascertain that these quantities did not drift during
data acquisition. The frequency reference signal is derived from a 20 dB

directional couplér and is used to phase lock the receiving system to the
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tfansmitted signal. Frequeﬁcy monitoring of the klystron is accomplished
indirectly by.recording the receiver local oscillator frequency, a multipie
of which was phase locked to the kiystron frequency..'This is explained in
detail in Section 2.3.4. The level reference sigﬁal was sampled through
another 20 dB coupler and measured by a Hughes model 44894H temperature
compensated therﬁistor mount conﬁected to an HP-432A power meter. The output
signal from the power meter is connected to one of thé analog iﬁputs of the
data acquisition system.

A calibrated rotary vane attenuator is permanently mounted in the path
of the transmitting signal fo facilitate checks of receiver linearity and |

noise level.

2.2.3 Feedline and Pressurization

A waveguide feedline is used to carry the klystron signal from the
‘laboratory up one floor to the roof where the polarization switch was loca-
ted.k The polérization switch was mounted adjacent to the transmifting
antenna to avoid having to run two feedlines to the fransmitting antenna.
WR-28 waveguide was used for the feedline because the theoretical and meas-
ured attenuation of this oversize waveguidé was lower than for the WR-15
waveguide used elsewhefe in this experiﬁent [2.11, [2.2], [2.3]. The meas—-
ured attenuation of the 6.5 meter WR-28 feedline and WR-15/WR-28 adaptérs ét
73.5 GHz was 9.5 dB, approximately 1.5 dB higher than specified in [2.1].
This discrepancy is likely due to increased corrosion on the interior wave-
guide walls. The frequency response of the oversize feedline was measured to

be better than * 0.5 dB over a 400 MHz band centered at 73.5 GHz.
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The feedline was lightly pressurized to prevent an accumulation of
condensation. Dry air was connected to the wavegulde through a directional
coupler installed so that the incident wave was coupled to the internal

coupler termination, as shown in Fig. 2.2,

2.2.4 Polarization Switching

2.2.4.1 Comparison of Polarization Switching Methods

Accurate measurement of.crosspolarization propagation parameters in
this frequency range reéuires very high polarization isolation and measuring
' system éensitivity. The polarization switch isolatioq and insertion loss
directly degrade totél system isolation and sensitivity. Switching methods
were evaluated by trading—dff switch.isolation and insertion loss against
cost and delivery time. Three basic switching schemes were compared:
_Faraday rotation,‘waveguide junction with absorptive single~pole single—throw
 (SPST) switches and single pole double—throw (SPDT) switches. These methods
are shown schematically in Fig. 2.4.

Faraday rotation in a section of cylindrical waveguide provides.the
most direct method of polarization switching. Linear polarization rotation
is controlled by varying the dc current through a coil which changes fhe
magnetization of the ferrite element in the waveguide. A deyice of-this.type
is the TRG-V145. Unfortunately, this type of polarization switch is not
‘applicable to this experimedt because it has only 20 dB crosspolarization
isolation. Additiomnal isolatioﬁ cannot be obtainéd by cascading because eaéh

section would result in a further ninety degree polarization rotation.
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_ The other two basic methods, shown in Fig. 2.4(b) and 2.4(c), utilize
.an érthomode transducer. An orthombdelfransducer is a passive reciprocal
waveguide junction with ohe circular and two rectangular waveguide ports; A

signal with arbitrafy polarization entering the circular waveguide will be
resolved intd two orthogonal polarization components which will leave the
junction through the rectangular ports. Because the junction is reciprocal,
"if signals are applied to the'rectangular ports they Qill leave the junétioﬁ
via the circular port but with orthogonal linear polarizations; Standard
orthomode transducers in this frequency range will have losses below 1 dB and
isolations of 30-35 dB.

Both of these schemes achieve polarization switching by sequentially
applying the transmitting signal to elither the vefticai or horizontal port on
the orthomode transducer. SPST switches are used in the method shown in
* Fig. 2.4(b) because, in this frequency range, these switches are much easier
to implement than SPDT switches. When using SPST switches the transmitting
signal is &iVided in a waveguide splitter (either a "T" junction or a 3 dB
hybrid) resulting in only half.the available signal'being applied to.the
| antenna. The switches must be ébsorptive_to avoid reflections at one port of
the waveguide junction when the switch is in‘the of £ staté.

PIN diode switches with isolators and Far;day rétation atténuatorg
were considered for the absorptive SPST switches. Isolators are required
with the diode switches because they arve unmatched in the off state. .A
typical PIN diode switch is the Hughes 47974VA~1000; This single diode
switéh has a 2.5 dB insertion loss and only 15 dB isolation. Cascéding three

similar switch‘sections would provide adequate isolations but would also
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yield an unacceptably high insértion loss. Faraday attenuators achieve on-—
off attenuation by rotation of the waveguide polarization either pérallel, or
perpendicular to, a resistive attengtof card. A device of this type, the
TRG-V120 hasba 10 ps switching time, 1.4 dﬁ insertion loss and 40 dB
isolation. |

The only available type of SPDT switch in this frequency range is an
electromechanical waveguide switch. These switches use a solenoid to
physically connect an input waveguidé port to either of two output waveguide
ports. Several manufacturers supply switches of this tyﬁe; Tﬁe Systron—
Donner DBB-614-LE2 SPDT waveguide switch is specified at 50 dB isolation and
0.7 dB insertion loss.

The most suitable schemes for polarization switching in this
experiment used either the Faraday rotation attenﬁators and waveguide
splitter or the SPDT electromechanical waveguide switch Insertion loss in °
the first method would be at least 4.4 dB compared to only 0. 7 dB for the
SPDT switch. The isolation of the Faraday attenuators was also only 40 dB
pompared to 50 dB for the second method. A finite lifespan resulting from
mechanical wear appeared to be the only disadvantage of the electromeéhanical
switch. The SPDT electromechanical waveguide switch was chosen for this
experiment because of its superior specifications, considerably lower cést

and shorter quoted delivery time.

2.2.4.2 Polarization Switch Specifications and Testing
A summary of the electrical specifications of the Systron-Donner model .

DBR-614-LE2 waveguide switch used in this experiment are given in Table 2.1.
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TABLE 2.1 DBB-614-LE2 Electromechanical DPST
Waveguide Switch Specifications.

Insertion Ioss 0.7 dB
VSWR 1.15
Isolation 50 dB min
Switching time 30 ms
~Operating lifespan 100 000 cycles min.
N 250 000 cycles typ.

Solenoid power . 28 VvDC @ 50 W

Measurements were made on the waveguide switch at 73.5 GHz to verify
_ its specifications. The measured insertion loss of the switch was below 0.7

dB in either state. Isolation between output ports was measured to be

between 75 and 80 dB.

'2.2.4.3 Polarization Switch Subsystem

The waveguide switch, integral power supply, and switching circuit
were assembled in é waterproof steel enclosure and mounted adjacent to the
transmitting antenna. The‘schematic diagram of the polafization switch
subsystem is shown in Fig. 2.5. A photograph showing the internﬁl layout énd
Aponstructidn is included as Fig. 2.6. Referring to Fig. 2.5, the purpose of
the power‘transistor switch is to reduce the current which must be femotely
switched to control the switch solenoid. A noun-resetable electroméchanical
‘counter is inclu&ed to record the number of switching cycles for the purpose
of monitoring switch condition and lifetime, |

The switch assemb1y>is controlled by a control unit located near the

data acquisition electronics. The schematic of the control unit is shown in
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Fig. 2.7. The control unit has‘the‘provision for automatic,‘manual and
remote switching. Automatic switching times derivgd from the 60 Hz line
 frequency are front panel switching selectable fqr periods of 1 s, 2 8, 5 s,
10 s, 15.3, 20 s, 30 s, i min. 1 min. and 4 min. An LED is provided to give
a visual indication of the switch status in any mode. A status signal is
"supplied for input to the data acquisition system so the status of the
polafization switch can be recorded and subsequently used as a data
demultiplexing signal.

Isolators are installed between the outputs of the polarization switch
and the inputs to the transmitting antenna. These afé necessary because the
.waveguide.switch presents a short circuit to the output pbrt wﬁich is notv
.connected to the input port. Without the isolator, a reactive immittance
would be presented to the unused port on the transmiﬁting antenna orthémode
transducer. This was found to seriously degrade the polarization provided'by
the orthomode transducer. ‘Initial measurements made without the'isolators
indicéted that the total system polarization isolation was-extremely
frequency sensitive and was degraded by as much as 5 to 15 dB, deﬁending on
" the angle of the reflection coefficient presented to the orthomode

transducers. This effect is discussed further in Sections 2.5 and 5;5.2.

2.2.5 Signal Levels in the Transmitting System

The measured signal levels at certain points throughout the
transmitting system are given in Table 2.2. The reference points are
identified by letters A-H on the transmitting.system block diagram, Fig.

2.2,
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TABLE 2.2 Transmitting

LOCATION

Klystron Output

After Klystron Isolator
Input to Feedline

Input to Polarization Swiﬁch

Horizontal Output of
Polarization Switch

Vertical Output of
Polarization Switch

Input to Horizontal
Ant. Port

Input to Vertical
Ant. Port

44

System Signal Levels

REF
Fig. 2.2

out
(dBm)

26.7
25.3
23.0

13.5
10.1
8.4

8.5

6.5‘

From Table 2.2 it should be noted that the signal transmitted with

‘horizontal pdlarization is 2 dB higher than for vertical polarization. This

is due to the difference in lengths and number of bends of the waveguide

needed to connect the wavegulde switch and anteuna ports.

was corrected for during data analysis.

This difference

The signal loss from the klystron to the antenna ports is

approximately 18 dB and 20 dB for horizontal and vertial transmitted

polarizations, respectively. This is mainly due to unavoidable component

insertion loss, feed-line loss and the typical 2 dB/m insertion loss of

straight WR-15 waveguide. Up to 8 dB could be gained if the klystron and



power supply were mounted on the roof in proximity to the transmitting

antenna. This was not done because of the difficulties of providing adequate

‘ shelter for these components.

2.3 Receiving System

The basic components of fhe fwo—channel dual-conversion receiving
system are the millimetre-wave front-end, phase locked receiver and digitai
signal level measurement units. A block dlagram is shown in Fig. 2.8. Down—
conversion of the 73.5 GHz signal to the first IF frequency is accomplished
in the millimetre-wave front-end.  To reduce signal loss, the front-end is
‘mounted adjacent to the receiving antenna. The receiver generates the |
fundamental phase-locked local oscillator signal and linearly converts the
first IF signal to the second IF frequency. Tocal. oscillator signals and
first IF signals are carried between each channel of the front end and
receiver on a common coaxial cable. The second IF signal output from the
_ receiver is processed and converted to a digital value by the digital
amplitude measurement units. This digital daca is then interfaced to the

data acquisition system.

2.3.1 Receiver

The receiver used in this experimeht is a Scientific Atlanta model
1751 which was available in the Electrical Engineering Department. This
receiver is not ideally suited for the millimetre frequency range because of

its low local oscillator and IF frequencieo. However, these disadvantages.
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were not serious.enough to justify the purchase ot cdnstructiqn of
altérnative-equipment. |

Fig. 2.9 is a simplified block diagram of tﬁe_model 1751 rgceiverv
adapted from the receiver manual. The diagram is included to hélp explain
the aspects of the receiver operation relevant to the front-end design and
system operation. The receiver was designed with a very small effectivé
predetection bandwidth in order to improve sensxtiv1ty. For thié reason the

“local osc1llétor has to be phase locked to the transmitted 81gna1 to correct
fof frequency drift in both the local oscillator and transmitted signal. The
millimetre-wave reference signal is a sample of the klystron output as
described in Section 2.2.2. This 73 GHz signal is the RF input to the
“automatic phése control (APC) channel external mixer. The first local
oscillator is a 2-4 CHz backward wave osciliator (BWO) which supplies'an L0
signal to the APC harmonié nixer and external two channelffront end. The
phase of the IF signal from the APC channel is comﬁared té the 45 MHz
reference oscillator fo generate the error sigﬁal applied to the BWO. By
this method the first IF in both signal channels is maintained exactly at the
>frequengy of thé 45 MHz reference oscillator. ‘

To acquire phase lock, the receiver Lo must'bé manually tuned to
within a few kilohertz of the.locked frequency. This lack of automatic
search and acquisition means that if the receiver loses lgckvdue to a
transient frequency change or loss of poﬁer, no data will be recorded until

the receiver is manually relocked. To helpbreduce-data loss due to this and
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other resettable eiectronic failuresbduring unattended operation, an alarm
‘system is connected to the telephone lines.

After amplification in the 45 MHz fifst IF émplifierethe signal is
converted by the internal second mixer and crystal-controlled éecond 10 to
fhe 1 kHz second IF frequency. After further amélification in the second IF
.amplifer,:the 1 kHz signal is applied to an internal analog amplitude
metering system and receiver output jacks. The 1 kHz second IF output is the
input to the digital amplitude measuring units.

This receiver was designed to be used with.harmonic mixers similar to
the Scientific Atlanta model 13 series. These mixers have a waveguide RF
input port and a single coaxial connection to the mixer diode to supply the
L0 signal and remove the IF‘signal. This single coaxial connection to the
mixer reduces the coaxial cable requirements and is a definite advantage when

the mixers are located some distance from the receiver.

2.3.1.1 Receiver Specifications

A summary of the relevant specificatiouns of the Scientific Atlanta

model 1751 receiver are given in Table 2.3.
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TABLE 2.3 Scientific Atlanta Model 1751 Receiver Specifications

Local oscillator‘fredueﬁcy »k 2 - 4 GHz

Local oscillator power output | 16 dBm-
First IF frequency 45 MHz

Second IF fréquency o 1 kHz

Dynamic range* | 60 dB
Linearity* © 10.25 4B for 60 dB

45 MHz IF signal range
greater than -110 dBm.

* With Scientific Atlanta Model 13 series mixers.

No specifications arevgiven for the feceiver IF bandwidths. The first
IF étages have a measured 3vdB bandwidth of approximafely 7 MHz and therefore
do not reduce the predetection bandwidth of the receiQer.. When used alomne, -
the receiver effective predetection béndwidth is essentially limited by tﬁe 1
kHz second IF frequeﬁcy. However, when the receiver is used in conjunction
&itﬁ its companion digital amplitude measurément uﬁits, second IF filters in

these units determine the overall receiver predetection bandwidth.

2.3.2 Digital Amplitude Measurement Units

The Scientific Atlanta model 1832 digital amplitude measurement units
amplify, filter, detect, average and digitize the second IF signals from the
receiver. Active filters in this unit limit the entire receilver predetection

bandwidth to 30 Hz. For this experiment the sigmnal averaging time was
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selected to be 1 second. The amplitude of the signal is converted to a
digital number with 0.1 dB resolution and * 0.1 dB accuracy. This digital
data is interfaced to the data acquisition system in binary coded decimal

(BCD) format,

2.3.3 Two-Channel Front-End

2.3.3.1 Basic Mixer Considerations

Measurement of dual polarization propagation phenomena near 73 GHz
required a more sophisticated front-end than could bevsupplied by the
receiver manufacturer. Single polarization measurements at this frequency
over the same radar path with larger antennas and using the Scientific
Atlanta model 13A-50 mixers'yielded a fade marginlwhich was reported as 40 dB
[2.1].' This was considered as being the indicated signal level above the
indicated noise level. Due to a reduction in receilver linearity at low
signal levels the usefpl measurement range may héve been closer to 35 dB for
that system. For this dual-polarization propagation experiment,eéonomic
constraints dictated the use of.smaller diameter antennas. The clear weather
crosspolar signal level was also estimated to be about 40 dB below the
copolar signal level using these antennas. For these reasons considerably
more front—end sensitivity was requiredvto brovide an acceptable dual-
polarization measurement range.

Scientific Atlanta had produced a superior V-band mixer called the
model 17-50-45. This mixer had a diode frequency tripler to increase the LO
frequency and hence reduce mixer qonversion loss. Early attembts to use this

mixer were not successful because of inadequate receiver LO output [2.1].



This mixer was modified to incorporate a localloscillator power émplifier.
The modified model 17-50-45 mixer haé a 7-8 dB increase in sensitivityvover
the model 13A-50. Modifications and test results of this mixer afe
documented.-in [2.4]. Preliminary dual—polarizatioﬁ measurementé with this
mixer éhdwed that its sensitivity was not adequate. For these reasons the
decision was made to design a completely new two—channel frqntfehd.

The front-end circuit configuration evolved from design Constraiﬁts
imposed by cost and the available receiver.v Iﬁ the frequency'range of
in;erest, low noise signalvamplificétion requires prohibitively expensive
maser or parametric amplifiers. For this reason‘the incoming RF signai from
the antenna is directly convetted down to the 45 MHz IF frequency. The
. feasibility of émploying fundamental mixers in the front—end was investigated

becaﬁse conversion losses of under 10 dB are achievable. Three éossible
schemes for generating thé fundémental local oscillator were éonsidered:
- a free running klystron LO and triple conversion receiving system. This
~method ﬁOuld use a free running klystron to downconvert the incoming signal
to an IF in the low GHz range. After amplification, this IF signaliwﬁﬁld
‘be mixed with the receiver phase-locked LO to ﬁroduce a second IF signal
compatible with the receiver. (With this scheme the receiver phase 1ockedv
loop woula have to track_frequéncy changes in both kiystrons, resulting in
lower lock reliability.) |
- a klystron LO phase locked to a harmonic of the receiver BWO.

- a millimetre LO generated by frequency multiplication of the receiver BWO.



Unfortunately, none of these alternatives came close to being possible within
the budgetary constraints of this project. As a result, the two-channel

front-end was designed around harmonic mixers.

2.3.3.2 Front—End Circuit Description

The two-channel 73.5 GHz receiver front—end was designed to be as
sensitive as econonically possible, provide identical signal transfer

characteristics 6n each channel, have high channel—to—channellésolation and
operate in conjunction with the Scientific Atlanta 1751 receiver..—Eaéh of
the identical front—end channels‘consists basically of a harmoﬁic mixer,
-isolator,.mixer bias circuit, local oséillator chain, IF preémplifier, IF
diplexer and digitally programmable IF attenuator;

A block diagram of the Compléte two-channel froﬁt—end is shown in
Fig. 2.10. A mofe detailed drawing of one channel whicﬁ shows part numbers,
port impedances and éignal levels is shown in Fig. 2.11. A local oscillator
amplifier and frequency tripler is incorporated to reduce the mixing
harmonic-number and hence conversion loss. An IF diplexer interfaces the IF
énd 1.0 signals to their common coaxial cable. To improve sensitivity, a low-
noiée 1F preamplifier is included. The mixer bias current required for
optimum mixer performance is supplied by the.mixer bias circuits. The eptire
two—-channel front-end and power éupply is enclosed in a waterproof housing
and‘ié mounted in close prbximity to the recelving antenna to minimize the RF
signal attenuation. A éhotograph of the IF/LO diplexers, LO émplifiefs and

frequency multipliers is shown in Fig. 2.12. A photograph of the two-channel
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recéiver front end with the IF preamplifier and attenuator assembly removed

is shown in Fig. 2.13. The complete front end is shown in Fig. 2.14.

2.3.3.3 Harmonic Mixers

The most important components in the front-end are the harmonic mixers
and accordingly these were selected firs;. The required charactefistics of
the mixers were: V-band RF éignal fange, 45 MHz iF frequency. and harmonic
mixing. The two mixers which were seriously considered forvthis system were
the TRG 922-V and the Hughes 47434H—1000.'vThese two mixers have very similar
cqnversion loss specificatiouns. " The Hughes mixer; however; requires- '
»significéntiy higher LO power for lowest couversion loss. The Hugheé mixer
incorporates a silicon Schottky bafrier diode which 1s not normally
replaéeable in the'field. The TRG mixer uses a gallium—arsenide diode
mounted in a field-replaceable Sharpless wafer mount. Both mixers ﬁave
satisfactory IF frequency ranges. The TRG mixer was chosen because of its
lower LO power requirement, field replaceable diode and because the TRG mixer

was slightly less expensive.

2.3.3.4 Mixer Specifications

The specifications of the TRG 922-V harmonic nixers relevant to the fromt-end

circuit description and receiving system operation are given in Table 2.4.



Fig.

2.13.

Front—end without IF preamplifiers and attenuators.
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TABLEvZ.A TRG-922-V Harmonic Mixer Specifications:

Conversion loss "Conversion loss
Harmonic number :

2] 39-42 dB

10 - 28 dB

9 ' 26 dB

8 . 24 aB

7 B ©22-23 dB

6 18 dB
1.0 frequency | 8.2-12.4 GHz
LO power o _ . 10 ow Typ.
LO port impedance 50 Q
LO/IF Isolation ' 25 dB Min.
IF Bandwidth : © 10 MHz to 500 MHz
IF Port Impedance - 50 Q
RF VSWR -2:1 Typ.
Bias Requirements ' -0.7 V @ 2 mA Typ.
Max. diode current » 4 mA

2.3.3.5 IF/LO Diplexer

IF/L0 diplexers are required to interféce the Scientific Atlanta model
1750 receiver fo the TRG 922V harmonic mixers.. The receiver was intended.to
be used with mixers employing a single coaxial connection to the mixing diode
to provide the LO injection and to remove fhe IF signal. The TRG 922V mixers
are constructed in the more common qonfiguration’employing separate LO and IF

ports. The design of the IF/10 diplexer circult is documented here because
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this type of receiving system and mixer configuration is very useful and this
type of d1p1exer has low insertion loss, is easily realizable in microstrip |
and has not, to our knowledge, been described elsewhere.

The design objective for the diplexer was a Qell—matched, low—-loss
connection between corresponding porfs at the IF and LO frequencles. It is
important to have a well-matched, low-loss connection between the IF |
preamplifier output port and the receiver 1L.0/1IF cable because a mismatch or
loss associated with this connéction will reduce the.receiving system
sensitivity. A well—matched connection at the LO frequency is also required
to ensure reliable operation of the receiver local oscillator source and to
minimize 10 loss through the coaxial connection from the ;eceiver.

The -1local oscillator in the receiver is oper;ted at approximately the
V-band signal frequency divided by twenty-one, which, in this case, is 3.5
GHi._ Other components of the sysfem,do not allqw operation except in a

.narrow twq or three percent bandwidth around ;hé center frequency of 73.5
CHz. Therefore, the IF/LO diplexer circuit for this systém is required to
operate only over a similar percengage bandwidth. Referring to Fig. 2.11,
rthe specific requirements of the IF/LO diplexer are: o
(a) to provide a matched connection with minimum loss from the réceiver port.
to the LO multiplier chain input over a bandwidth of a few percent
centered at 3.5 GHz. |
and
(b) to provide a minimum~loss, matched connection from the IF signal port to

the receiver port at 45 MHz.



The requirement for minimum-loss connections precludes the possibility
of a directional coupler type network for LO injection or IF removal, as is

often employed in IF/LO diplexers. Fortunately, since the frequency
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difference between the LO and IF is large and because narrowband operation is’

acceptable, a simple microstrip transmission line circuit could be designed
to meet the network requirements. This circuit was designed heuristically
and its operation verified analytically.

The IF/LO diplexer counsists of anlIF injectibn an& maﬁching circuit,
and a local oscillator bandpass filter both realized in microstrip.. The
connection éf these components is shown in Fig. 2.1l. The IF injection and
matching circuit was designed to provide a low-loss, matchedvconnection‘for
the IF signal to the receiver Qithout significant loss or mismatch to the LO
signal. The LO bandpass filter'prevents loss tb the IF signal and ensures
that only the desired 3.5 GHz LO signal is applied to the power aﬁplifier.

The operation of the IF injection ;nd matching circuit, shouwn ih Fig.
2.15 can be‘explained using conventional transmission line analysis. The

input admittance at planes A-A of the 25 Q open'circuit’shunt stubs is given

by: 1 1 . ' '
YA = -Z—A = m-’-‘- JYltanBZ where Z]. = 25 Q , (2.1)

assuming negligible transmission line attenuation and negligible radiation

from the open-circuit terminations. At each node there are two shunt stubs,

effectively in parallel. The combined admittance at each node 1s therefore

given by

Y, = 2Y, = j2Y, tan 8% (2.2)

1
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Each stub is a quarter wavelength long at the LO frequency. If the
transmission line ‘wavelength at 3 5 GHz is designated AgLO,Lhe

adnittance Yg at a frequency, f, or wavelength, Ag, can be rewritten

as:
. 2 LO : - , \
Y, = 2j Y, tan (_)é. ) : | | (2.3)
' £
= j.08 tan GE . )
z2 T,

This admittance appears in parallel with the admittance looking into plane C-

C, which will be referred to as Yc. The total admittance.at node 1 is

' therefore:

Y3 = YC + YB _ ‘ o (2.4)
This admittance, Y3, will be transformed by the section of 50 Q@ line

between node 1 and node 2 which is also one quarter wavelength long at

f1,0. The admittance at node 2 now becomes:

Y. +3.02 tan (F5 )
| 3 7%, |
Y, = Y, + .02 C(2.5)

4 B . f
. 02 + j Y3 tan (%'f )

Finally, looking into plane D-D the admittance is:

f
Y, + j.02 tan EE-— )
4 2 £,

Y = .02 % - (2.6)
02 + 3 Yl} tan k-f'fL )

- One of the problems in designing the matching metwork is that YIF’ the

admittance looking into the output port of the IF attenuator, is unknown in



Even if the admittance Y__ were known, the admittance

the vicinity of fL IF

0°
at plane C—C, i.e., Y¢, would not be known unless the exact leggth of the
coaxial connection between the mixer preamplifier and the IF port is also
determined. For this reason, thevIF injectién and matching network must have
a very low sensitivity to the value of YC. This is .accomplished in part
by usingvlow impedance lines for the shunt quarter-wave stubs. At frequen-
“cies around f1g, the admittance YB will be very large and thus will
reduce the effeét of Yc which appears in parallel. The quaiter—wéve
.sectioﬁ between nodes 1 and 2 will further reduce the unkhown‘effecﬁ of
Yc by transforming‘the admittance at node 1 to a low adﬁittance at node
' 2; which will be small compared to YB. _The result is that,.regardless
of Yé, the admittance at néde 2 is large, ensuring the admittance at
plane D-D is small. The very low admittance at plane D-D will cause almost
no reflection on the LO line to the LO poft at 3.5 GHz. |

To‘verify fhe operation of the IF injection and matching circuit
theoretically, a computer program was written in the BASIC languége. The
_pfbgram WasAused to predict the VSWR on the local oscillatér line over thg V
local oscillator ffequency range of the receiver. The results are shown
graphically in Fig; 2.16., Different values of Yg between +51025.and -
le25 mhos produced no significant change in the VSWR over the frequency
range 2 to 4 GHz. The predicted response of this network shows a moré'thén
adequate ﬁandwidth; V |

The effect of the IF injection and matching circuit on the 45 MHz IF
signal can be anaiyzed in the same manner up to plane‘D—D. In this case

Yir is known to- be approximateiy 50 Q at 45 MHz. The difference in the
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analysis arises when.the effect of the impedarice looking to.plane E-E at 45
MHz is considered. This admittance, Yg, must be very,loﬁ at 45 MHz to
prevent IF signal mismatch. To ensuré that Yg is small, the 3.5 Gﬁz

bandpass filter is placed at the output of the LO port. The bandpass filter
topology described by Cohn [2.11] chosen because it was.a transfer function
zero at dc, and presents almost an open circuit at 45 MHz. This small admit-
tance is transformed by the length of 50 $ line from the bandpass filter to
plane E-E resulting in a small capacitive susceptance at plane E—E.‘ Thus the
effect of the IF injection and matching network at 45 MHz is just to add a
small capacitive susceptance at nodes 1 and 2 and at plane E-E. -

The predicted effect_of theso shunt susceptances 1is to produce a.sﬁall
VSWR on the.IF line. The resultant VSWR on the IF line will be 1.4 if the
distance from the filter to plane E-E is approximately 15 cm. .This value
increases only to VSWR = 1.6 if the distance increases to 25 cm..

The microstrip substrate chosen for the fabrication of,the IF
injection and matching circuit and L0 bandpass filter is a coppef-clad teflonv
fibreglass material. This material was chosen because it is easily
machinable and has a comparatively low dielectric constant (er = 2.55).

A low dielectric constant makes circuit elements physicallyllarger (resulting"
in less.stringent fabricatioun tolerances), and reduceé the effects of
dispersion caused-by the dielectric inhomogeneity. Unfortunately,‘the lower
dielectric constant also results in decreased open circuit resonator Q due-to
relatively large radiation losses. |

The choice of the sobstrate thickness was determined by the open-—

circuit resonator 0. Both circuits include open-circuit quarter wave or half
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wave microstrip lines - which are referred to as open circuit resonators. -
Microstrip resonator O is determined by conductor loss, dielectric loss and
radiation loss. These losses have been calculated for the copperiand teflon~
fibreglass laminate over the frequency renge of interest using equations in
[2.5] and [2.6]. The results show that the radiation lossee are dominant and
that the conductor losses are much larger then the dielectric losses. The
open—-circuit resonator Os werebfound to be comparable for tﬁe available sub?
strate thicknesses of 10 and 30 mils in the frequency end impedancebranges
required. The 30 mil substrate thickness was chosen because it would result
in larger circuit dimension and correspondingly lower‘fabrication tolerances.
The laminate used was GX-6098-22-030-55 by 3M Company. |

Single microstrip characteristlc 1mpedances were calculated using
Hammerstad's synthesis equations [2.7]. The line geometries were corrected
for conductor thickness in the IF injection and matching circuit using
Wheeler's method [2 8]. Corrections for dispersion using Getzinger's equa~
tions [2.9] at the LO frequency yielded increases in effectlve dielectric
constant of approximately 1% for 25 Q lines and 0.5% for 50. Q lines.

A correction for the T-junction discontinuity using Hammerstad's
method [2.7] resulted in only a 300 im increase in the T-shunt arm length.
The stub-length correction due to the open circuit discontinuity capacitance
was determined from [2.10] and [2.5]. The finai dimensions for the IF rnjec—
tion and matching circuit on the specified laminate are given in Fig. 2.15.

Cohn's bandpass filter topology was chosen for the LO filter to

satisfy the requirement of high input impedance at the IF frequency. The
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bandpass filter was designed to have a 5% bandwidth,rsecond.order,
Butterworth response. The coupled microsﬁrip even énd odd mode impédances
were calculated frdm_Cohn [2.11]. The microstrip widths and spaéings Qere
derived from Garg and Bahl's coupled microstrip analysis equations {2.12]. A
BASIC language computer program was writtén to determine fhe strip widths and
spacingé iteratively from the mode impedances. To correct for tﬁe uneqdal
bhase velocities of the two modes the procedure deséribed by Kojfez and
.Govind [2.13] was employed. Open cifcuit end—correction was calculated from
[2.10].

The final dimensions for the 3.5 GHé béndpass filter are shown‘in
Fig. 2.17. The microstrip substrate which was available was clad in 2 oﬁnceA
copper (thickness = 71 micfons). This thickness of copper would norﬁally
require that a correction be applied to'the dimensions in Fig. 2.17 to
account for the capacitaﬁce between the vertical edges of adjacent
conductors. In addition, under—-etching problems were also anticipated with
;his conductor thickness in the region of tﬁe first gap which has a spacing
_ of only‘0.2896 mm. To circuméent these problems thé copper thickness oﬁ the
upper side of the laminate was pre—etched to approximately 12 microns before
the photoresist was applied.

The etched microstrip circuits were mounted in custom fabricated
aluminum boxes. Several small machine screws and a silver loaded adhesive
were used to mount the substrates and ensure -a low-inductance ground
connection. Coaxial connections were made to thé 50 Q microstrip
transmission limes by threading SMA bulkhead jacks iﬁto tHe boxes so the

center conductors of the connectors aligned exactly with the copper
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conductors. The dimensions of the boxes were chosen by usingAthe rule—-of-
thumb that the case walls should be more than three times the conductor width
and more than five times the substrate thickness from the microerip conduc—
tors [2.14], [2.5]. The completed IF injection and matching unit is shown in
Fig. 2.18 and the LO bandpass filter is shown in Fig. 2.19.

The IF injection and matching circuit assemblies were tested by meas-
| uring the VSWR looking to the receiver port. Measurements wete made with the
1.0 port terminated with 50 Q and the IF port open-circuited, short—circulted
and terminated in 50 Q. A 50 Q slotted coaxial line was used to measure the
VSWRvovet_the range 2 - 4 GHz. The effect of the impedance presented to the
IF port could only be noticed at the lowest frequedcies (i.e. close to 2 GHz)
and even then 1t had a very ‘emall effect on the receiver port VSWR. Fig; |
2.16 shows the measured VSWR for each of the two IF injection and matching
units together with the calculated VSWR. The measured values are slightly
higher than those calculated. This is attributed to the effects of the
coaxial-to-microstrip discontinuities and to the residual VSWR of the
measurenment system. This residual VSWR is also shown in Fig. 2.16. The
measured values were obtained without resorting to any tuningbof the etched
circuit and show that the IF injection and matching circuit performed very
well and had much greater than the required bandwidth. The insertion loss of
the IF injection and matching circuit was measured to Be 0.5 dB.

Testing of the two 3.5 GHz bandpass filters was. accomplished by
measurinc the filter insertion loss between 3.2 and 3.8 GHz. The results,

which again did not require post—fabrication tuning, are shown in Fig. 2.20
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along with the theofetical, lossless response. Microstrip losses, which
produce finite resonator Q's, account for the 2 dB filter insertion loss.
Agreement between calculated and measuted results is considered to be extrem-
ely good. Some difference between the two unité was observed and can be
attributred to fabrication tolerances (i.e. underetching, copper thickness)
and dielectric permittivity variation.

| It was noticed that when the'bandpass filter enclosuré 1idlwas in
place a notch in the filter response occurred at about 3.52 GHz. :Bécause of
the "sharpness” of the notch and the adequate distance from the circuit to
the 1id, resonances of the enclosure were investigated. The inner dimensions
of the aluminum enclosure aré d=5.m, b=76.2m and a = 24.5 mm, (Fig.

2.19). Resonances occur in rectangular enclosures at frequencies given by:

2 (2.7)

STRRRLIIL A A
for either TE or ™ modes. By exhaustive search, ;hevnmz = 110 resonant
frequency was found to be 3.53 GHz which is within measurement erfor of the
observed notch.. The effect of this resonance was eliminated by placing a

small piece of microwave absorbing foam on the inner side of the eﬁclosure

1id.

2.3.3.6 Local Oscillator Frequency Multiplier

The receiver front—end incorporates local oscillator frequency

multiplier circuits to reduce harmonic mixing conversion loss. The harmonic



mixing process relies on the nonlinear mixer diode junction‘to éfoduce haxr-
monics of the iocal oscillator signal. The local oscillator frequency is-
chosen so thaf one of its harmonics mixes with the signal frequency to
produce a signal at the IF frequency. The harmonic generation efficiency of
the mixer diode decreases monotonically as the harmonic numbér increases.
This results in increasing miger cqnversion loss with increasing local oscil-
lator harmonic nﬁmber (ref. Section 2.3.3.4). A preliwminary investigation.
into the operation of the TRG mixers at high harmonic numbers showed‘unaccep—
tably high conversion loss. The TRG mikers were modified élightly at the |
factory by increasing the size of the local oééillator éoupling Eapaditors to
Vtest the feasibility of mixing using the twenty—flrst harmonic of a 3.5 GHz
local oscillator. The resulting conversion loss was between 39 and 42 dB.
This conversion loss was unacceptable because of the high sensitivity re- -
quired to accurately measure crosspolar signal 1eveis;

A tradeoff between conversion loss and circuit realizability resulted
in the selection of a times three frequency mnultiplier. Referriﬁg t§ the
mixer specifications, Section 2.3.3.4, é conversion loss of 18-26 dB can be
achieved using a local oscillator in X—Eand, and wmixing with the 6th to 9th
harmonic. An investigation of these harmonié nunbers showed that the most
feasible mixer harmonic number was the 7th, requiring a times three frequency
nultiplier, and resﬁlting in a predicted 22-23 dB conversion loss. It'also
may have been possible.tp select a times four‘multiplier and mix with the
fifth harmounic. This would have resulted in a further 5 dB reduction in
conversion loss, but was decided against because the resultant 14.7 GHz

signal would have been above the recommended local oscillator range of the
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mixer. The sixth harmonic was not usable because it weuld have required
eperating the receiver local oscillator at 4.08 GHz, near the absolute upper
limit of its renge (4.1_GHz), where reliaﬁle phase;locking is not possible.
Circuits to utilize the eighth or ninth harmonic were realizable but these
harmonics would result in higher conversion losses than the seventh,

The frequency multiplier circuits accept a 3.5 GHz input and produce av
10.5 GHz ouﬁput at a level of 13 dBm for each mixer. ‘The 13 dBm output
' incledes a maximum 3 dB budget for cable loss and mismatch to result in 10
dBm minimum at each mixer LO port. A frequency multiplier in this frequency
range uses the nonlinear junction capacitance of a silicon vafactor or step
recovery diode to produce the harmonic signal. The mulfiplief input, output
and bias circuits have to be carefully matched to the diode characteritics to |
result in stable, efficient operation. Fabrication and testing of efficient
and stable harmonic multipliers in this frequency range reduires test equip-
ment which was not available in the Electrical Engineering Department. For’
this reeson commerically built multiplier circuits were purchased.

Due to the many possible combinations of multiplier frequencies and
Epower levels and their inherent narrow bandwidths, multiplier circuits have
to be custom fabricated. The specific requirements and small quantieies
involved in this. order made it very difficult to find a supplier. The A.1.
‘Grayzel, Inc. Company which specializes in freqeency multipliers was‘egle to
supply a device to our specifications at a good price and with an acceptable
delivefy time. Design tradeoffs involving efficiency and bandwidth were.

negotiated directly with the company's circuit designers.
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2.3.3.7 Frequency Multiplier Specifications and Testing

The manufacturer's specifications for the A.l. Grayzel model 0X-3.5

frequency multipliers are given in Table 2.5.

TARLE 2.5 A.I. Grayzel 0X-3.5 Frequency Multiplier Specifications

Input frequency - 3.5 GHz
Output frequency - ~ 10.5 GHz
Input power required 135 oW

for 20 mW output

Bandwidth ' : 2%

The three frequency multipliers (one is a spere) were tested by
supplying an input power of 150 mW at frequencies between 3.45 and 3.55 GHz
and measuring the X~band power output. Results of this tesf are plotted in
Fig. 2.21. The results of a second test with dlfferent 3.5 GHz input powers
is sﬁown in Fig. 2.22. These tests showe& that none of the-three multiplierS'
met the ﬁanufacturers specified power output. The manufacturer euggestedv
that the cause of the reduced output might be either tﬁat the genefator or
load impedance presented to the circuits was.not matched or that the genera-
tor produced an unexpected output waveform. Subsequent tests including~
attenuator pads (to ensure matched impedances) and dlfferent signal sources

did not improve the multiplier performance.
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Because the multipliers were sealed and time constraints dld not ini-
tially permit returning them to the manufacturer, the possibillty of supply-

ing a higher input power to the multipliers was investigated. o

Power inputs of up to 500 mW were considered safe by the manufacturer..

Fortunately, the a&plifiers chosen during the design phase to provide the
3.5 GHz input to the multipliers,vdid have endugh extra gain and power 6utput
capability to make this solution possible.

Multiplier, serial no. 002, was eventually returned te the ﬁanufac—‘
'turervfor repair and realigmment in mid 1981. Its subsequent performahce is

also shown in Figs. 2.21 and 2.22.

2.3.3. 8 Local Oscillator Power Amplifier

Power amplifiers are included in the front-end to supply the 3.5 GHz
drive level for the frequency multipliers. The two—channel front-end is
mounted adjacent to the recelving antenna and is connected to the receiver
via two 35 metre long coaxial cables. Lowaloes 7/8 inch, air-dielectric
cable is used to minimize signal attenuation. These cablesbhave a measered
”attenuation of 4 dB at ;he 1.0 frequency. With the maximum 10 output from the
receilver, 16 mW of LO drive is available at the input to the front—-end. The
 expected insertion loss of the IF injection and matchlng circuit and LO band-
pass filter is about 1 dB and 3 dB respectively.> This results in an 8 dBm
maximum input to the LO power amplifier. To provide the design 135 nW mulpi—
plier input level, the power amplifier required a minimum gain of 14 dB. The
Avantek APT-4013 thin-film power amplifier met these specifications with best

econony. These devices have a minimum gain of 18 dB and a power output at
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saturation of 25 dBm over a frequency range of 2-4 GHz. This extra gain and
output capacity made it possible to use the frequency multipliers, which did
not perform according to their design specifications, in one of the possible

LO chain configurations which are discussed in the next section.

2.3.3.9 . L0 Frequency Multiplier Circuit Configurations

Th:ee circuit configurations, shown in Fig. 2.23, wefe investigated
for the LO frequency multiplier chain. The receiver provides two LO output
connectors as shown in Fig. 2.9. A front panel adjuetable attenuator 15'
included to set the output level at each conmector. 1In circuits (a) and (b)'
‘of Fig. 2.23 only one LO connection is used with the multipliers, amplifiers
and a two-way power.divide;'to provide 10O signale for bothimixers. These
configurations have the advantage of requiring fewer aﬁplifier and multiplier
modules.

Circuit (a) which uses a 10.5 GHz power divider, requires only oﬁe
amplifier and multiplier but when this circuit wae tested, however, there was
" only 35 dB isolation between channels. The IOW'IF/LO_ieolation specification
of the mixers (Section 2. 3.3.4) prompted an 1nvest1gat10n into whether the
first IF signal was being coupled between mixers_through the LO connections
.even though no 45 MHz eignal could be observed on the LO cables. A test was
performed by adding sections of X-band waveguide Beeween the power dividef
and mixer LO ports. This waveguide would not allow any 45 MHz signals to
propagate out from the mixer L0 ports.4 The isolation between channels did
not improve. As a result the presence of 45 MHz sidebands on the 10.5 GHz LO

signal was suspected. No spectrum analyzer was available to verify this
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"suspicion. To test this theory one of the outputs from the 10.5 GHz power
divider was used as the input to a single ended X-band waveguide mixer with a
coaiial IF connection. The mixer IF poft was connected to the second IF

. channel of the receiver. This resulted in an indicated signal level in the
second channel which was 40 dB below that in the channel with the harmonic

mixgr and V-band input, thus verifying the presence of 45 MHz sidebands on
the LO sighal. This indirect ﬁodulation of the LO signal was probabl§'due to
thé éhanging impedance of the mixer diode over a cycle of the IF waveform.

This pfoblem could likely have been alleviated by including isolators after

_-the power divider, but this would not have been‘cost effective. |

Circuit.(b) uses a 3.5 GHz power divider, one amplifier and two fre-—
quency multipliers. This circuit would be less susceptable to 45 MHz modula-
tion of the LO signal because of the reversé_isdlatidn of the multipliers.

It was not usable however, because the unexpectedly high conversion loss of
the muitipliefs.meant there was insufficienf amplifier output to drive two
Imultipliers.‘ (The previous circuit had a similar disadvantage.) The in-

- creased cost of an amplifier with sufficient gain and output negated any

adyéntage of this circuit over circuit (c). |

| in‘comparison with circuits (a) and (b), circuit (c¢), which employs

‘fwo amplifiers and two ﬁultiplieré, has exﬁremely high channel-to-channel
isolation and the added advantage of being able to use the front panel

attenuators to set the individual mixér LO levels (and thus easily compensate
for the differences in multiplier efficiency.) To provide 10 mW at the mixer

LO port in this configuration, the amplifier driving multiplier 002 (before
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repair) must supply close to 25 dBm (multiplier 003 was not used). For these -

reasons circuit (c) was chosen for the final front—end design.

2.3.3.10 Mixér Bias Circuits

Thé front—end includes.é mixer bias cirguit t6 ﬁias each mixer diode
at the optimum point on its V-I characteristic for minimum conversion loss.
~ These circuits supply a dc output voltage which is adjustable>from zero to
approximately —1V. To protect the mixer diodes (whlch are extremely expen—-
sive) against operator errors and circuit failure,_an overcurrent shutdown is
provided. The current shutdown threshold is adjustable from’O'to_4'mA. Most
of thé active components in this circuit are duplicatéd to reduce the prob-
ability of diode damage even if a component in the mixer bias circuit fails.
Reverse voltage protectionvdiodes are included to protect the mixer diodes
against reverse voltagé damage in the event of a failure of the positive
power supply.  Voltage and current meters are included in each bias current
as an aid in mixer bias adjustment. The mixer diode voltage 15 éOupled
through an isolation resistor to an external jack on the bilas eircuit encio—
sure. These signals are applied to analog input porté on the data acquisi-
tion system. By monitoring the mixer diode voltage,.any changes in either
the bias or LO signal applied to the mixer can easily be detected.' A

schematic of one mixer bias circuit is shown in Fig. 2.24.

2.3.3.11 Digitally Programmable IF Attenuators

In order to increase the receiving systems dynamic range, a dlgltally

programmable attenuator, Texscan model PA-51, is included in each IF signal
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path. 1In any reéeiving system, dynamic range is linited at high éignal
levels by saturation or ndn—lingarity and at low signal levelé by the noise
level. In this system; each recelver channel must éequentially monitor a
copolar and a crosspolar signal level. The gain of each feceivef channel was
adjusted for maximun sensitiv1ty (with the programmable attenuator set at
mininum) for best crosspolar measurement sensitivity. During copolar signal
measurement the programmable attenuator reduces the IF signal level to
prevent receiver satufation.

The model PA-51 attenuator is programmable from 0 to 63 dB in 1 dB
steps and switches in 6 ms. Switch contacts in the polarization switch were
. used to control the attenuator (refer to Fig. 2.5 and 2.11). When the data
_was analyzed, software was used to correct for the reduced receiver coPdlar

gain.

2.3.3.12 IF Preamplifier

TLow noise IF preamplifiers are included in the front end to improve
sensitivity and thus 1nérease signal-to—noise ratio during crosspolar signal
measurements. The front end single-sideband noise figure is given by

[2.15]:

FF.E. = LC(FIF +tto- 1) - (2.8

where:

mixer conversion loss (power ratio)

-
it

total IF noise figure (power ratio)

o}
1

(md
i

mixer noise temperéture ratio



The total IF noise figure is that of the IF amplifier éascade and can be‘

approximated by

F -1 | g
oglF | s
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F

The mixer noise temperature ratio is related to the mixer noise figure by:
F = T, o t ' ) (2'10)

The expression for the front end noise figure canmot be evaluated

directly because manufacturers do not quote mixer noise figures for harmonic

mixers in ﬁhis frequency range. An estimate of the mixer noise temperature
ratio can be derived from equations appearing in [2.16] and [2.17]. The
single sideband mixer noise figure for the case of a resistivity terminated
. image is givén by [2.16]:

T

Fyy = %C[T-E(LC - 2) + 2] L
=t L | ' (2.11).
where
TD = diode noise temperature (°K)
TO = ambient tempera;ure (°K)

This expression is derived from the equations in [2.16] and does not agfee
with the equation for mixer noise figure in [2.17]. The authors of both
references discuss the discrepancies in these mixer noise figure equatious

and it is not obvious which is precisely correct. FHowever, the differences
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in the two expressions will not produce a significant error in the following
analysis.

Solving for t yields:

m S0

References [2.16], [2.17] and [2.18] state that for an ideal Schottky

diode:

Tp

H1

TO . .

5 (°K) - ’ _ : (2.13)
This value 1is prbbably very optimistic for this type of applicatidn [2.19].
[2.20] but will be'used in an attempt to ascertain the‘relative contribution

of the IF preamplifier to the front—-end noise figure. Using this expression

- for TD’ tm can be rewritten as:

t = 0.5+ - (2.14)

This expression for t, can now be substituted into the expression

for the front—end noise figure, (2.8), to.yield,

Fep = 1+ LC(FIF - 0.5) _ ,(2-15)

The equation ijllustrates the relative effect of the IF preamplifief
‘noise figure.

The first stage of IF gain in the Sgientifié Atlanta receiver usés a
40235 transistor. This device is not characterized for noise figure at the
1F frequency but extrapolation of its specifications indicates its noise

figdre is in the vicinity of 3.3.dB at 45 MHz. Lower noise figures are now
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possible at 45 MHz. The 1ow noise ampiifier selected to be used as an IF
preamplifier is the Anzac Electronics AM—107 -8408, This amplifier has 10 dB
gain and a 1.5 dB maximum noise figure over a frequency range of 1-100 MHz.
The 10 dB gain will reduce the noise contribution of the first IF stage in
the recelver to approximately 0.3 dB. The total IF nolse figure is then 1.8
dB, an approximate improvement of 1.5 dB. This improvement in IF noise
figure results in a 2.0 dB improvement in front-end noise figure at a very

low cost.

2.3.4 TFrequency Counter

An EIP model 351C microwave frequency counter was used to continuously
measure the 3.5 GHz receiver LO frequency.‘ This Qas done to monitor the
m1111metre—wave klystron frequency, which is exactly twenty-one times the
receiver LO frequency plus or minus the 45 MHz IF frequency. Because the
klystron was free-running, changes in its supply voltages, case temperature
and cavity tuning all affect its operating frequency. Changes in the milli-
metre frequency can result in changes in the received signal levels due to
fhe frequency sensitive beheviour of many components 1n>tﬁe experimental
system. To ensure that frequency changes did not corrupt data during an
" avent and to be able to compare data and system behaviour over longer per-—
iqu, seven BCD digits of frequency data from, the counter were continuouely

recorded along with the other experihental data.



2.3.5 Receiving System Performance

2.3.5.1 Calculated Sensitivity

~ The noise figure of the receiving system front-end is given by:

Frp = 1+ LC(FIF - 0.5) . (2.15)

From Section 2.3.3.12 the total IF noise figure is:

FIF = 1,5 = 1.8 dB (2.16)

The mixer conversioﬁ loss with the local oscillator chain described in
Section 2.3.3.6 was estimated from the manufacturer's catalbgqe; to be 22-23
dB. However, the measured mixer conversion loss in the front-end with a 10
nW LO level, was 26 dB with a measurement accuracy of #1 dB. Using theée
values, the front—end siﬁglg—sideband‘noise figﬁre is calculated to be also
26 dB.

This value of noise figure would be applicable to the calculation of a
receiving system sénSitivity if this front—end ﬁere used in a single-
conversion non-radiometer type receiver with no image band noise-rejection
[2.15]. However, with the Scientific Atlanta model 1751 receiver, an

.additional éénsitivity degradation results because there is also no secbnd—
conversion image-noise rejection. Thié problem will be illustrated using the
frequency'domain representation in Fig. 2.25. In the single couversion case,'
the RF and IF signal spectrun are shown in Fig. 2.25(a) and 2.25(b)
respectively. If the IF signal in Fig. 2.25(b) were to be detected, the
desired siénal would be corrupted by noise from frequencies within the IF

passband downconverted from both the signal and image channels. Because
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nothing is dong to reject the image band noise the IF signal-to-noise ratio
is reduced by 3 dB. This is the reason single sideband mixer noise figures
are approxihatély 3 dB higher than double sideband mixer noise figures
[2.15], [2.17], [2.21].

In a typical double-conversion receiving system, the noise figure
would be unchanged because a first IF bandpass filter woﬁld be provided to
attenuate the second-conversion image noise. In the model 1751 receiver no
such filter is included because the 1 kHz_second'IF frequency is too low to
make such filtering practical. (This second IF frequency was choégn because
1 kHz is a widely used standard frequency and thus makes the_receiVer
compatible with different detection systems.) The first and‘second.IF
spectrum diagrams in Figs.l2.25(c) and 2.25(d) show how in this case an
additionai doubling of noise power occurs before signal detection. To be
able to use standard equations to convert the noise figure to. sensitivity
this extra noise component will be accounted for by using an "effegfiyeﬁ
receiving system noise figure of 29 dB.

The noise contribution of the receiver, referred to its input, can

also be gxpressed as an effective input noise temperature, Te using [2.15}:
Te = TO(F—l) o (2.17)
vhere T _ = 290°K. From (2.17) this receiver has a noise temperature pf Te =
2.3 « 105°K.
The equivaient input noise powef of the recei§er,éan be calculated
using fhis noise.temperature ana the reéeiver prédetection noise bandwidth.

The predetection bandwidth is determined by the second order filters in the
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digital amplitude measurement units. Tﬁe 30 H=z —'3 dB bandwidth of these
filters corresponds to a noise equivalent bandwidth.of approximately: Bj
= 44 Hz [2.22]. Equation 2.18 relates the equivalent input ndise.power,
Pn,-to these quéntities: |

P_=KkIB | C2a8)
where k = Boltzman's constant = 1.38 « 10723 J/°K. Thus, fof this receiver
| P = 1.4 - 10716 W = -129 dBm.

n

2.3.5.2 Measured Receiving System Semsitivity

An attempt was made to measure the equivalent input noise power of the
’receiving system by using a spectrum analyzer to observe the first IF signal-
éfter the receiver IF amplifier.' Because of the high gain of the receiver IF
amplifier, there is no sensitivity reduction due to noise contributions of
the following stages. A resolution bandwidth of 30 Hz &as used for the
measurements to approximate the feceiver predetecfion bandwidth. Howevér,
the noise band-width of the Gaussian filters in the analyzer are approxi-
mately 1.2 times their 3 dB bandwidths [2.23], necessitating a ﬁoise level
méasurement correction of -0.7 dB.

An additional correction of +2.5 dB is required when observing random
noise to correct for the spectrum analyzers average level indication and
. logarithmic compression [2.23]. Thus the "indicated"_signal—to—ﬁoise ratio
on the spectrum analyzer was 1.8 dB higher than thgt.for the complete ré—

ceiving system with the same input signal.



Figure 2.26 is a photograph of the spectrum anaiyzer-display for a
-100 dBm input signal at 73.5 GHz. When measuring noise levels on a spectrum
analyzer, the average_noise level is usually displayed by adjusting.the video
filter bandwidth to be one-hundredth dr_lees of the resolution bandwidth
[2.23]. This procedure could not be followed fer this meesurement because
the minimum video filter bandwidth was 10 Hz. As a result, the average noise
level can only be estimated. From several observations similar to Fig. 2.26,
the epproximate signel—to—noise ratio is 24 dB * 3 dB. After including the
correction factors, this corresponds to an equivalent input noise power for
the feceiving system of -122 dBm.‘ With the uncertainty in the measured o
conversion loss and noise level and the estimates in the calculated noise
figure, and because of the numerous possible impedance mismatches, this value
was eonsidered to be in reasonable egreement. |

Another possible cause for the discrepancy between the calculeted and
measured receiving system seneitivities is local oscillator noise. Because
the mixers used in the front—end are sipgle—ended,‘they will have very 16& LO
' noise rejection. Any LO noise sidebands at frequencies plus or minus 45.MHz
frem the center of the LO spectrﬁm will combine with the LO center frequency
aed produce an IF output. This will result in an unexpectedly higher noise
level in the previously described test. Due to the very high sensitivify of.
this receiver, even if a spectrum analyzer could be used to monitor the
73.545 GHz multiplied LO signal at the mixer diode, these noise sidebands
would probabiy not be observable. The potential for this type of sensitivity

degradation could be eliminated by using a much higher first IF frequency.
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2.3.5.3 Receiving—System Small-Signal Performance

At low input-signal levels, the measurement accuracy of the receiving
system is corrupted by noise. The complete recelving system was tested by

applying a known signal level to the mixer inputs. Fig. 2.27 shows the in—-

dicated.digital signal levels for each channel with O dB corresponding‘to a -

40 dBm input level. The average value, and minimum and maximum indicéted
values for a 1.0 sec., sampling period are shown.

During these testé it was extremely difficult to prevent signal ieak—
age into the front-end. This problem was also observed during similar tests
in [2.24]. Radiation from the klystron and waveguide flanges resulted in a
siguifiéant ambient signal level. Signal 1ngresslinto the front—end resulted
_in a higher indicated noise level, greater nonlinearity and larger peak-to-
peak.fluctuations. To redﬁce the ambient level and front—end ingress, the |
front—end was shielded and moved.as far away from the klystron as practical.
In addition, all wavéguide junctions were visually ins?ected after connection
and then wrapped in metal foil. These measuresvreduced the ﬁndesired signal
level by more than 26 dB but fhe indicated noise levels were still 5 to 6 dB
higher than when the front end was mounted on the roof. For this reason the
actual receiviné system performance 1is actually 5 to 6 dB better than indica-

ted in Fig. 2.27.

The results from tests performed on the bénch i(Fig. 2.275 indicafe
that average indicated levels of the receiving system are linear to Qith *
0.3 dB for input levels down to -95 dBm. A; this input level, peak-to-peak
noise fluctuations are 1.0 dB or less. (When the system was installed on the

roof, similar performance was obtained for -100 dBm.) The effect of these
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fluctuations in indicated signal level can be reduced by averaging during
data analysis. The nonlinearity at low signal levels was 1ike1j due té

signal ingrees.

This front end is approximately 30 dB more sensitive than the Scienti-

fic Atlanta model 13-50A mixer, but am exact comparison has not been.made.

2.3.5.4 Receiving System Isolation and Frequency Response

The measured channel-to-channel isolation of the complete receiving
system was greater than 75 dB. This is the measurement limit imposed by
saturation in the channel with the signal-applied (without IF attenuation)
-and noise level in the other channel.

Fig. 2.28>shows a typical response of the complete receiving system to
input frequencies between 73.0 and 73.5 GHz. The frequency response of the
receiving system is mainly determined by the frequency multipliers and
mixers. Changing the position of the mixer backshort tuning adjustment will

significantly alter the receiving system frequency response.

2.3.5.5 Front—-end Alignment

The following proceduré is fol}owed to align the front end for a new

-recelver frequency.

1. Adjust the LO level for 10 mW at the mixer LO port. CAUTION: Do not
exceed 20 mW LO level or the mixer diode may be damaged. "LO level is
adjusted by thebrecelver front panel LO attenuator or by placing a ftxed
bpad with SMA connectors on the LO amplifier input. Fig. 2.29 shows a |

typical variation in mixer conversion loss for various LO levels.
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2. Adjust the mixer bias level for maximum signal indication. CAUTION: Do '
not exceed 4 mA diode current. Fig. 2.30 shows a typical variation in
signal and noise level for various mixer bias conditions. (These results
would bé changed for different LO levels and tuﬁing positions.) Because
the noiée level is relatively constant,-it is permissible to adjust for
maximum signal level only. The optimum bias setting istvery dependent on
L0 drive level.

3. Adjust the mixer wavéguide'backshort for maximum signal indication. The
maxima for;the backshoft closest to the diode will give the widest
frequency response.

4, TRepeat steps 2 and 3.

2.4 Propagation Path

The radar propagation path for this experiment is loéated on the
campus of the University of British Columbia. Antennas for both tramnsmitting
and‘receiving afe mounted on the roof of the Electrical Enginéering bpil&ing.
The antennas are separated by a horizontal distance of 20 metres to prevent
aﬁy stray coupling.‘ The reflector is mounted on the roof of the Gage Towers
| building 880 metres away. This provides a total patﬁ length of 1.76 km.

Fig 2.31, from [2.1], shows the path details. Fig. 2.32 is a photograph

showing the path looking from the reflector toward the antennas.

2.5 Antennas and Orthomode Transducers

TRG model V822 Cassegrain parabolic antennas are used for both

transmitting and receiving. These antennas are 61 cm in diameter and have
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Fig. 2.32. Propagation path photograph.
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machined aluminumbrefléctors. 'Cdrrugated, conical, scalar feed horns are
incorporated for_polarization insenéitive characteristics, high aperture
efficiency and low sidelobe levels.[2.251. Dual-linear polarization cap-
ability is realized by including orthomode_transducers which interfacevto the
circular waveguide ports on the feedhorns. The orthomode transducers for
‘these antennas were specially manufactured to yield the highest possiﬁle
polarization isolatiom. The manufacturers specifications for fhe two anten-
nas assemblies are included in Table 2.6. Crosspolar isolation perfbrmance,
measured by the manufacturer, for the complete antennas is shown in Figﬂ

2.33.

TABLE 2.6 TRG V822 Antenna Specifications at 73.5 GHz.

Serial no. Sérial no.
22 23
On axis gain
through port 50.6 dB 50.9 dB
cross port 50.6 dB 50.9 dB
VSWR : _
through port ' - 1.07 . S 1.12
cross port 1.09 ' 1.11
3 dB Beam Width
through port _ 0.45° _ 0.45°
cross port 0.46° 0.45°
Sidelobe levels (max.)
through port -23 dB © 21 dB
cross port ) ~22 dB 21 4B

Additional tests were made ou the orthomode transducers to supplement

the manufacturer's polarization isolation data. This was accomplished by
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connecting the two 6rthomode tranéducers "back-to-back” through their cir-
cular waveguide po:ts as shown in Fig. 2.34. Isolation bétween the two per-—
"pendicular pairs of rectangular waveguide ports were measured using a power
meter with the unused ports of the transducers terninated with matched loads.
The test results, (which are corrected for the source and perr meter fre—
quency response) for frequencies between 73.0 and 73.6 GHz, are shown in Fig.
2.35.

The copolar insertion losses of the two orthomode tranéducers'were
found to be slightly different. The average insertion loss for the straight
arm - straight arm connection was 0.8 dB less than.for the cross arm - cross
"arm connection. This fact introduced some uncertainty into the manufacturers
antenna gain specifications; which are.identical for each arm - an unlikely
result in view of the different‘insertion losses. |

The crosspolar isoiation between ports was also found to Be different,
This is likely due to the different ways the polarization isolation was
realized in the cross and through arms. It is also possiblevthat.the-differ—
ences between the ;wo isolations is partly due to a slight polariztion
orientation mismatch between the transducers for one of the polarizations,
i.e. the output polarizations may not be exactly perpendicular. .This could'
ﬁot be investigated because the circular flanges had locating pins which
prevented the polarization orientations between the transducers from Being
varied in this test configuration.

When a similar test of crosspolar isolation for the two back-to-back
orthomode transducers was made using the receiving system instead of the

power meter, a very different frequency response was observed. This
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difference prompted several new isolation-frequency response tests under
slightly different conditions. It was discovered that.even very small
mismatches occurring on the rectangular ports of the orthomode transducers -
produced large changes in the measured isolation.

As an example, Fig. 2.36 shows the response which was obtained by
deliberately mismatching the unused cross arm of thé transmit orthomode
.transducers and repeating the test shown in Fig. 2.34. The mismatch waé
produced by placing a waveguide E-H tuner between the matched termination and
‘the transmit transducer cross arm port. A second test was performed using
the receiving system with a variable attenuator before one mixer and an
" isolator ahead of the second mixer as shown in Fig. 2.37. The crosspolar
- isclation without the isolétor and with no atteﬁﬁation shows a similar result
to Fig. 2.36. The improveménts which result with the addition of the
isolator and wifh 10 dB and 20 dB attenuation are shown in Fig. 2.38.

This observed degradétion of performance due to even slight mismatches‘is the
reason all ports of both orthomode transducers are connected thrbugh
isolators. The theoretical explanation of the mechanism believed to be
responsible for this impedance sensitive behaviouf of the OMT is presented in

Section 5.5.2.

2.5.1 Crosspolar Cancellation Network

The impetus for the investigation of methods to improve the crosspolar
measurement range at 73 GHz resulted from several factors:
1. Theoretically predicted levels of XPD near 73 GHz are very high.

Published calculations prediqt XPD values arocund 40 — 50 dB for 20 dB
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copolar fadesf The probability of a 20 dB or greater coﬁolar fade on the
ﬁBC path is very 1ow.(approximate1y 10 min/year)..‘

2. FEven with the excellent performance of the specially fabricated orthomode
transducers (OMT), careful alignment could not yield simultaneous isola-
tions on both channels of greater than approximately 34 dB and 36 dB.
These jsolations in this frequency range are extremely high but s;ill do
not result in easily interpreted XPD data for most rainfall events.
Measurements taken without the crosspolaf cancellation nétwork have cohe
firmed that system XPD's will onl? be a few dB different that the clear
weather values, (refer to Chapter 6).

3. It is possible with certain combinations of OMT port terminations and
antenna and feed alignﬁénts to have clear weéther, system isolations
higher than 34-36 dB for one polarization over narrow frequency ranges.
Unfortunately this appeérs to be accompénied by very poor isolation in
the other channel. Simultaneous improvement is not possible because
adjusting port terminations and>alignments does not provide éufficient
degrees of freedom. A complete éxplanation of the effects of OMT port
terﬁinatioﬁs and alignment are found in Section 5.5.2 and 2.5.3 respec-

tively.

2.5.1.1 XPD Improvement Methods

There are two Basic methods_which have been used to improve the XPD of
microwave or millimetre-wave systemé; These techniques are most commonly
refgrred to in the literature as orthogonalization and cancellation. (Other

terms which have been used to describe cancellation methods are  cross



coupling [2;26], [2.27] and the matrix method [2.28]). Both techniqueé req-
uire four indepéndently variable parameters to completely éorfect a dual- |
polarized 1ink. Orthogonalization uses a rotatable differential phase
shifter and a rotatable differential attenuator in a circular waveguide, XPD
improvement is accomplished in essentially the same way in which a depblari—
zing medium, (i.e. réin) decreases X?D. Cancellation techniques incorporaﬁe
two direcfional qouplers, an aitenuator and a phase shifter.for each channel
to be corrected. The undesired depolarized signal is cancelled by Qector
.subtraction-of a sample of thevperpendicularly polarized_coﬁolar signal.

Both basic methods may be applied statically or adaptively. Static
- XPD improvement is.used to increase clear-weather XPD by compensating for the
crosspolar signals dué to the-finite isolation of the éystem's orthomode
- transducers and antennas and is usually employed to improve the XPD measure-
ment range in propagatién experiments. In an adaptive application, an elec-
tronic control sysfem ~ usually including a microprocessor -— varies the fpur
XPD — improvement - network parameters to continually correct for depolariza—'
tion ;esulting from anomalous propagation conditions.. All of the available
‘references on adaptlve systnms applied theée technlques to satellite. 11nks.

The orthogonalization nethod for XPD improvement was flfst proposed by
T.S. Chu [2.29]), [2.30]. This method requires_a differential phase éhif;er
and differential attenuator thch can be oriented at any desired angle bét—
ween horizontal and vertical. The rotatable differential phase shifter
transforms the general dual-polarized signal ~ which is comprosed of two non-

orthogonal, elliptically-polarized components — into linearly polarized non-
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orthogonal waves; These linearly polarized waves can then be made orthogonal
by.a suitable differential attenuation applied at the correct angle between
horizontal and vertical. A network to literally fulfill these requirements
can only he constructed in circular waveguide and, therefore, must be
installed immediately after the feedhorn on the receiving antemna. The major
disadvantage of this technique is the difficulty of fabricating and adjusting
the networL and the fact that the network must precede the receiver front-end
and therefore will reduce sensitiv1ty [2.31], [2.26]. The advantage of this
method, however, is that it will probably produce the w1dest operatlng
bandwidth because the entire circuit‘is fabricated within a single, short

- section of waveguide [2.27]. | |

Kannowade [2.32] has further analyzed the Chu type orthogonalization
network for adaptive correction on satellite links. He has also‘proposed a
method of realizing a Chu type orthogonalization in a rectangular waveguide
network installed after the orthomode transducer. This is accomplished by
incorpoLatlng two networks for coordinate rotation each of which is
‘constructed from two 3—-dB couplers and a phase shifter. Differential phase
‘shift and attenuation are accompiished by applying different amocunts of phase
shift and attenuation to signals in each separate signal path.

No example of an actual.application of the Chu method could be found
~in the literature° This is because at lower microwave frequencies — where
almost all existing systems operate — a simpiification of this technique is
practical. Depolarization at lower frequencies is mainly due to differentiel
| phase shift [2.31]. 1If differential attenuation can be ignored, Williams .

[2.33] has shown that a suboptimal orthogonalization circuit can be realized
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with only two controllable parameters. This theory was used to fabricaté a
4/6 GHz oftﬁogoﬁalization circuit from two polarizers (which act as a differ-—
ential phase corrective‘network), three rotary joints and an ortﬂomode»trans—_'
ducer [2.33]. The circuit was electronically controlled via two motors.
Actual operation or.a satellite link [2.34] showed that this adaptivé system
was capable of maintaining a system XPD of better tham 25 dB for rainrates as
high as 13C mm/hr. Uncorrected, the link XPD was as low asle dE for the
same maximum rainrate. |

A similar simplfication of the Chﬁ orthogonalization method may be
practical near 35 GHz, where depolarization is almost entirely due to diffe;—
ential attenuation‘[2.26]. -In this case, the suboptimal network would only
require a rotatable differential attenuation. No examples ofvthis typé éf |
XPD improvement could be found in the literature.

| Evans and Thompson [2.35] were probably the first‘to publish a des—

cription of a cancellation network to improve XPD in a microwave éystem. The
basic..cancellation techn%ue, which has been used in various appliéations, is
accomplished by the vector subtraction of a suitably-attenuatéd and phase-
;hifted-sample of the undesired signal from the channel previously containing
bdth the desired and undeéired signals. In microwave céncellatioh netﬁérks,
directional couplers are usually used to sample the undesired signai and to
inject the cancellation signal vector. This technique can be applied at RF,
IF and in some systems, evén at baseband. |

The advantages of canéellation over orthogonalizationAafe that
cancellation: is easier to implement, uses}readily‘availaﬁle components, is -

easier to adjust manually or electronically and can be implemented after
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amplification in systems where thé coupler insertion loss would be
objectionéble [2.26]. 'Cancellétion techniques can élso be readily applied to
single Qr‘dual—polariéation systems.

Evané and Thompson [2.35] installed a single-channel céncellation
network on an 11.6 GHz, 1.6 km experimental link at the University of'Eséex,
.England. The network was used to improve the clear Qeather system isolation
from around 40 dB to 55-60 dB. No details of the circuit realizatioh were
given. Results were shown for an "artificial” precipitaﬁion event and the
authors note that "the variation of the érbsspolarisignal for the cancelled
link are consistent, whereas, for the uncancelled link, the addition of the
' system and atmospheric'phasors yields a.signal which fluctuates around the
‘clear weather value.” The pﬁblished results also seem to show some drift in
thevclear—weather crosspolar signal levels, especially'on the cancelled
1ink. |

Sobieski [2.36] has describéd a switched polarization expgriment at 12
GHz over a 2 km link at the Universite Catholique de Leuvain, Belgium. Thé
construction of this experiment was not complete when [2.36] was written, but
the authors intended to incorporate a two-channel cancellation network_to
improve the XPD measurement range. An alternative circuit realization for
~use at IF frequencies was proposed. This cancellation network used fqur 3 dB
hybrid junctions and four attenuators but no phase shifter.

Dilworth [2.26] has reported a single—channel adaptiye cancellation
network installed on the 11.6 GHz link at the University'pf Essex, England.
The network included two 10 dB couplers, a PIN diode attenuator énd a

varactor phase-shifter, all fabricated in microstrip. This circuit increased

the clear weather linear XPD from 40 dB to 60 dB, which was the system noise
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floor. ﬁilworth'and Evans [2.37] have recently published results where this -
cancellation ngtwork was used adaptively to correct circular polarizatioun on
the same experimental link. A microcomputer was used to control the cancel-
latiop network by searching for the minimum crosspolar signal level. This
syétem was able to maintain an XPD of better than 40 dB even &uring a rain—:
induced, 10 dB copolar fade.

0'Neill [2.38] has described a‘receiving system including a single
channel cancellation network designed for propagatioh measurements using the
European Orbital Test Satellite. This 11.7 GHz circuit used the standard
configuration of two directional éoupleré, an atteéuator and a phase shifter)
‘to statically improve the clear weather XPD. The only results presented in
this paper were those origiﬁally bresented by EVans and Thompson‘[2.35].

Dintelmann [2.39] has published a descriptioﬁ of a 12 GHz cancellation
network in an Orbital Test Satellite propagation experiwment underway at the
Research Institute of the Deutsche Bundesport, Darmstadt, F.R.G. Single
channel cancellation networks for linear and circular cancellatioﬁ.networks
are deséribed. In this experiment cancellation is used statically to improve
tﬁe XPD méasﬁrément.range.

Murphy, in this thesis, [2.40] has repofted a single channel cancella—‘
tion network in a fixed polarizatioh 30 GHz propagation experiment on a -
1.02 km link at University College, Cork, Ireland. This reference does not
include any di&cussion of the construction, operation or performance of the
cancellation network. The XPD results indicate that»a clear weather average
XPD of 52-56 dB was obtained. Some resultsvseem to indicate thaﬁ the cross-—

polar signal level drifted over a considerable range.
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2.5.1.2 XPD Improvement in this Experiment

A'singie channel crosspolar cancellation network was chosen for XPD
improvemeﬁt in‘this experiment. Cancellation was selected instead of ortho-
gonalization because rotatable”differential attenuators and phase shifteré
with the necessary dégree of control would have been exceedingly difficult to
fabricate. Only one channel was equiped with a canéellétion network ﬁecause
it was hdped thét OMT port_términation impedance and auntenna and feed align-
" ment could be used to imfrove the XPD level on the other_channel. This would
allow comparison to be made between the XPD response of cancelled and uhéén—
celled systems. No information is lost by not cancelling boﬁh channéls
.because.the of f diagénal eiements in the dual-polarized transmission matrix
‘are equal (See Chapter 4). 1In addition, if only ome cancellation network was
installed, it Qould be possible to significantly reduce the length of wave-—
guide required to interconnect. the directional couplers, attenuator and phase
.shifter. Short intérconnections are desirable to increase the operating |

Bandﬁidth; as discussed in Section 5.6.2.

2.5.1.3 RF vs. IF Cancellation

In all of the previously discussed experiments, where cancellation
néﬁ&orks were actually installed in'working systems, cancellation was per—
formed at the propagating-signal frequency. Theoretically, cancellation
could also be applied in the IF sections of a receiver which had two separate
IF channels. |

The advantages of IF caﬁcellation are that:

- there would be no reduction in receiving system sensitivity.
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- neceésary components such as couplers, attenuators andvphase shifters would
be far less expensive at the 10Qer frequency.

- flexible - coéxial rather than waveguide interconnections can be used, and

— the electrical length of interconnections in terms of the cancellgtion
frequency would be much shorter, resulting in ablarger operating bandwidth,
as discussed in Section 5.6.2.

The only disadvantage of IF cancellation is that phase or gain drift
in either éhannei of the receiving system'preée&ing the cancellation network
will translate directly to a cancellation network error [2.27]). An analysis
of;the cancellation error due to phase ‘and gain errors or drifts is given in
Section 5.6.1. |

The advantages of IF cancellation prompted an investigation into the
gain and phase stability of the receiving system front-end. Considerable
operating experience with the front-end, both installed in the experimental
'system and on the bench, has shown that the gain stability was very good.
Typical gain variations on the bench, after a warm up period, are one or two
tenths of a dB for periods over an hour. Gain variations when the front—-end
is installed in the system are slightly larger, presumably due to séintilla—
tions (for short term variations) and temperature changes (for long term
variations). The gain variations are negligible for prdpagation measurements
and may even have been tolerable in an IF éancellation.system.

‘However, it was discovered that the front-end had aﬁ unacgeptable AM~-
PM conversion féctor; A 0.1 dB change in the front-end gain induced by a
small adjustment in the receiver LO output was found to result in an

approximate 10 to 15 degree phase shift in that channel. ' This phase shift
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appeared to be due to the local oscillator frequency multipliers, but the.
harﬁonic mixers may also have been partially’fesponsible. The phase shift is
believed to be due to a ch#ngé in the multiplier or mixer diode impedénce
resulting from the small amplitude variation; This ié not entirely unexpecé
ted, however, because Both deyices are designed to operate undér maximally
non-linear conditions. From Section 5.1.6 it is obvious that this degree of
AM-PM conversion would result in unacceptable crosspolar signal level drift
in an IF cancelled system. For this reason it was decided to perform the

crosspolar cancellation at 73 GHz.

2.5.1.4 Crosspolar Cancellation Circuit Description

The single-—channel millimetre—wave crosspolar cancellation circuit was
designed to provide ﬁhe greatestvpossible degree of funability and the
largest obtainable operating bandwidth. These design coﬁstraints were.
imposed by the desire for maximum measurement range and the unavoidable fre-—
quency;drift of the free running millimet;e—wave source. A high aegpeg of
- tunability is necessary to be able to adjust theicircuit for almost total
clear weather crosspolar signal cancellation. Large cancellation circuit
bandwidth is desirable to reauce the changes in the clear—weathef ﬁrosspolar—
signal baseline due to source frequency drift énd ambient temperature
changes.. Cancellation network tunability is determined by the adjustability
of the attenuator and phase shifter. (The effécts of smail adjustment errors
on crosspolar cancellation is discussed in Section 5.6.1). Bandwidth is
| linited by the total phase variation with frequency between the undersired-’

crosspolar and cancellation signals at the junction of the combining c0uplér.
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The most significeﬁt soutce of this phase variation ie the electrical length
of the signal path between the sampling and combining.directional coupler
ports. (This is described in detail in Section 5.6.2).

The directional couplers incorporated in the crosspolar cancellation
circuit were specified on the basis of the uncorrected clear weather cross-—
polar isolation. If the entire experimental system was aligned for best
crosspolar isolation for only one polarization, the isolation for the other
polarization was typically in the range between 25 and 30 dB. Using 25 dB as
a worst case estimate and considering the insertion loss of the attenuator,
phase shifter and_the waveguide interconnections, resulted in the selection
of 10 dB couplers‘for both the sampling and combining directional couplers.
"Identical” couplers are used to equalize the vertical and horizpntal inser—
tion loss of the eancellation hetwork. The couplers used are-Microwave
Associates MA-655. _These couplers have an insertion loss of approximately
0.8 dB, which will result in a corresponding reduction in receiving system
sensitivity. |

| Adjustability was the major criterion applied in the selection of the
etteneator and phase shifter. Deviees chosen were the Demorney Bonardi DBB-
410 and DBB-S10, resbectively. These components are almost identical
mechaﬁically and incorporate micrometer drive tuning whicﬁ will provide the
maximum degree of adjustability. The attenuator is adjustable from O to
.40 dB with a 0.5 dB insertion loss. The phase shifter is adjustable over a
range greater than 360° and has a maximem insertion loes of 1.25 dB at 360;
phase shift., The physical length between the waveguide flanges on each of

these components is 14.6 cm.
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The mechanical lavout of the crosspolar cancellation network was
designed to minimize the length of the waveguide connections between the
¢ircuit elements and thus maximize the bandwidth. This was accomplished by
attaching the couplers directly to the front-end input ports_and-py mounting
the attenuator and phase shifter as physically close to the coupleré,as
possiblef The total physical length of the waveguide circuit between the
two coupler junctions, including the length of the attenuator, phase shifter,
coupler arms and interconnections, is approximately 93 cm..

Fig. 2.39 is a schematic of the crosspolar cancellation network.

2.5.2 Antenna Mounting and Rain Shields

Fig. 2.40 is a phqtograph of the transﬁitting antenna showing its rain
'shield and méunting method, thé receiving antenna is identical. The antenua
mounts are fabricated from heavy gauge mild steel and angle iron stock. The
mounts ére attached to the concrete railing around the building roof. The
e#treme rigidity of these mounts insures there will be no anteﬁna-deflection

- even during severe wind counditions.

1 The shortest possible coin-silver WR-15 waveguide interconnections were
fabricated by filling the waveguide sections with a low melting temperature
metal alloy before bending. Filling the waveguide with solid metal before
bending significantly reduces the minimum practical beund radius and
therefore the total length of the interconmnection. The metal alloy is
removed after bending by heating the waveguide section and then flushing it
with very hot water.
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Fig. 2,40, Transmitting antenna photograph.

Fig. 2.42, Reflector photograph.
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A poly~vinyi—ch10ride (PVC) rain shield covers the top half of each
antenna to prevent ;ain accumulation on the antenna components. The mounting
stress of the PVC shield is distributed by connecting it to an aluminum ring
with numerous small fasteners. PVC was chosenrfor its toughness and
durability.- With this mounting method, these shields have survived several
‘large wind storms without damage. The shields did not cause any measurable
change in the antenna gain or introduce auy observable pointing error.

It is important nét to allow rain to accumulate on the antenna
reflector, subreflector or feedhorn to prevent a reduction in crosspolar -
isolation. 'Seﬁeral experimentors have reported crosspolar iéolation

reduction due to rain accumﬁlation’[Z.&l], [2.42], [1.80], [1.85].

2.5.3 - Antenna Alignment

The antennas are first aligned for maximum copolar signél level and
then for minimum crosspolar signal level. After a coarse alignment of both
antennas and the reflector, the copélar signal wasvmaxiﬁiéed by iterafively
adjusting the antenna azimuth and elevation. The polarization angle of the
antennas is most easily adjusted by loosening the set screws in the collar
 which secures the feedhorn and then rotating the entire feedhorn and
orthomode transducer assembly. The transmitted polarizations were first
adjusted to be exactly vertical and horizontal by using a small bubble level.

Then the receiving antenna fecd assembly was rotated to the angle which gave

the minimum crosspolar signal level.
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At fhis point, the antenna azimuth and elevations were readjusted. The
. purpose of this éecond adjustment was to ensure that the antennas were
pointed with the crosspolar null aligned exactly with the reflector. The
maximum gain of the copolar lobe nominally corresponds to the null in the
crossﬁolér lobe and crosspolar levels typically increase at pointing angles
deviating from this null [2.43], [2.44], [1.80]. Ié is not unusual howevér,
for the pointing angle correspouding to the crossﬁolar null to be slightly
different from thé pointing angle for maximum copolar gain [2.45]. [2.46],
[2.47], (2.48]. 1In this case, the most desirable alignment is for minimum
crosspolar level, Fig; 2.33 shows that the beét isolation does occur for
angles slightlf off axis for the antennas used in this experiment.' To
determine the precise antenna.alignment for best system XPD, it is necessary
to exaﬁine the XPD through a ranée of frequencies. The theoretical
explanation for the reason why it is not sufficient to examinevsystém XPD at
one frequency is given in Chapter-S. Fig; 2.41 shows the system XPD's
meaéuggd for three slightly different transmit-anténha aziﬁuth adjustménts;
The final antenna alignment involved a tradeoff between copolar and

érosspolar signal levels to yield the maximum system XPD.

2.6 Reflector

The one metre square, flat reflector used as the radar path target is
shown in Fig; 2.42, 1t is construcfed from a sheet of 9.5 mm thick plate
glass supported by an angle-iron frame. A coating of "Scotchtint”, a plastic
loaded with metallic particles, was used to make the surface reflective

[2.1]. A PVC rain shield with an aluminum frame was installed on the
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reflec;or to prevenf water accumulation which may cause depolarization (as
discussed in Section 2.5.2).

Thevcalculated 3 dB beamwidtﬁ of the reflector radiation pattern is
approximately 0.21° [2.50]. This angular displacement corresponds to an
_ approximate deflection of only 3.7 mm at the top of the reflécﬁor. To
prevent wind deflection of the reflectof, two stabilizing struts were
installed on the upper reflector corners. These tubular struts are
adjustable to aliow proper strut tensioning after reflector alignment.

A test was performed to verify that the received signal levels.wgrg
from the reflector and not due to reflections from the building on which the
reflector was mounted or antenna coupling. This was accomplished by
comparing received signal lévels for the reflectorvaligned and misaligned.
The copolar levels were 34-38 dB lower for ‘'various misaligned reflector
positions. Cross—-polar levels were observed>to be at least 30 dB lower for
reflector misalignment. A more accurate measurement could not be made for
the crosspolar levels because of limitations impoéed by the_reéei&er
sensitivity. Some of the measured signal when the reflector was misaligned
may have been from a minor 16be on the reflector radiation pattern. This is
likely because the reflector mount only allowed reflector misalignments'of a
few degrees. This was not investigated further because the minimum 30 dB

change in level was sufficient to ensure accurate results even during deep

fades.
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2.7 Transmission Loss

After the antennas and reflectors were aligned, a comparison was made
between the calculated and measured transmission loss between the
transmitting and receiving antenna ports. This was done to verify thev.
éntenna and reflector alignments and to be sure that there were no
‘significant antenna-feedline mismaﬁches. |

A prerequisite for the calculation of the transmission loss is the
verification of operation in the far field of the antennas and reflector.
The houndary betﬁeen the neaf field fegion and the far field region for a

radiating aperture is commonly estimated to occur at a distance R = Eu%—

where D = aperture diameter or square side~-dimension [2.49]. At the:
operating frequency, the far field of the antennas.beginS-at a distance of
approximately 180 m and the far field of the reflector begins at about 500

Me

When considering the antenna and reflector together it is not
necessary to have them separated by the sum of their near field distances.
Instéad, to ensure the two aperture systems can be described by far field

épbroximations._ Jasik [2.50] suggests the approximation:

0.9 .
d > —- 2 2 - (2.19)
v Al + 6A1 A2 ‘+ AZ :

where Ai = apérturé area.
For one antenna (A1 = 0.292 m?2) and.the reflector (A2 = 1 m2) the required
separation is d = 370 meters. Therefore, far field approximations can safely

be used for this system.
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The angle between the normal to the reflectof and eifher of the
antennas is only 0.651°. For this angle, the projected area~of the reflector
along the antenna axis is insignificantly smaller than the reflector bhysiéal
area, Thérefore the antenna will be assumed to occupy the same location
perpendicular to the reflector.

The two way path loss or "basic tfansmission loss” [2.51] at 73.5 GHz

is given by:

4(2r) 2

= 10 loglol—-———i——] (2.20)

i
The entire reflector surface is well within the’firstAFresnel.zone at
this distance becéuse the variation in path length from the center of the
- reflector to one of its corners is approximatelyione sixteenth of a
wavelength [2.52]. Therefore, the reflector gainm can be calcuiated from
[2.50]:
2 A 2

REF, | o ‘ (2.21)

REF
= ~5.1 .dB

The atmospheric 1053 due to molecular absorption is nominally 0.3
dB/km at this frequency (see Fig. 1.2_and [2.53]) or about 0.5 dB for the
total path, but this value will depend on the atomospheric waﬁer vapour -
content, which is quiﬁe variable,

The sbecified antenna port VSWR are less than 1.12. fhis produces a
transmission loéé of 0.014 dB which is neglible.

. Thus the total transmission loss is:



Leor © LEQ§H_ Cpx ™ Stx ~ Cper * PamMos . (2.22)

134.7 - 50.6 - 50.9 -~ (- 5.1) + 0.5
38.8 dB '

" The transmission loss was measured by connecting a calibrated

attenuator between fhe model 13-50A mixer and.the feedline ﬁort normally
conneéted to thé traﬁsmitting antenna. This is possible because this mixér
was connected to'the receiver via a long flexible coaxial cable. - This method
has the advantage that the loss and mismatch in the transmitting antenna
feedline and mixer coaxial cable are automatically.included in the
measurement.,

When 43 dB of attenuation was inserted, the receiver indicatéd the
same signal level as when this mixer was connected‘directly to the receiving
antenna.‘ There is an estimated * 2 dB uncertainty in this measurement d;e to
attenuator accufacy»and possible impedance mismatch.

The calculated transmission loss is 4.2 dB less thgn the measured
value. Experimental uncertainty cannot account for the total difference.

The extra loss is probably due to a combination‘of‘refleétor imberfecﬁions,r

reflector misalignment, waveguide flange mismatch, mixer mismatch, error in
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the specified antenna‘gains, and uncertainty in the atmospheric water vapour -

content,

2.8 Fade Margin
Using the measured path loss and a usable receiver sensitivity of -

-100 dBm, the copolar signél fade margin is approximately 65 dB. This can .



be extended to approximatgly 70 dB if averaging times of ten seconds or over
are used during data analysis. It is more difficult to estimate a crosspolar
meésﬁremenf fade margin.because of the uncertainty in the crosspolar baseline
and becausebthe cfosspolar level increases with respect to the copolar level
during Aeep fadeé. If a crosspolér baseline 40 dB below the copolér baseline
is assumed and depolarization is ignored (i.e. worst case) there would still

be at least a 25 dB fade margin.

2.9 Data acqusition system

In this experiment a minicomputer based data acqusition system'
samples, preérocesses and records the experimental data. This system is an
extension of the one descriﬁed in [2.1]. The original_daté acqusition systen
ran on the department's NOVA 840 minicomputer under the RDOS disk operaping
system. The software for this system wasbmodified to be able to operate
using the core resident RTOS (Real Time Operating System). Using RTOS, the
data acquisition system can Be operated on either the NOVA 840 of a smaller,
more available, SUPERNOVA system. After preprocessing, the data is recorded
on one half inch, 9-track magnetic tape. Data analysis is then performed on
the main university computiﬁg facilities.

The following data is recorded from pgripheral instruments in digital
form once per second:

- channel A and B received signal levels

- local oscillator frequeuncy
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- real time
A sixteen channel A/D converter is used to sample the following
parameters once per second:
- fhree wind velocity vectors
- temperature
- polarization state
- mixer diode voltages
- klystron power output
The status of the five raingauges are sampled 16 times per second.
Hardware aﬁd software provisions also éxist to record sixteen drop

size categories once per second.
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3. METEOROLOGICAL INSTRUMENTATION

3.1 Raingauge Network

"3.1.1 Path — Rainrate Measurement

To be able to make accurate comparisons between observed propagation
phenomena and meteorological conditions it is imperative tﬁat the path
rainrate be sampied with sufficient.spatial and temporal resolution. in two
reviews'by Crane [3.1], [3.2] he concludes that the lack of agreement between
measured ﬁropagation and meteorological conditions was, up to that time,
primarily due to inadeduate rainfall observations.v Fedi [3.3] and Fedi and ,
Mandarini [3.4] have analyzed the errors due to raingauge spacing and
integration time for a similar expefimeﬁt. ‘Watson {3.5], Hogg [3.6]5Bafsis
and Samson [3.7], and‘Bodtmann and Ruthroff [3.8] have also discussed ﬁhe
importance of raingauge spacing and integration time in propagation
experiments.

High spatiai and temporal rgsolution is required for path rainrate’
measurements because rainfall is not uniform, but iﬁstead, occurs in "cells”
of finite horizontal ektent. Rain cells vary in extent from a few kilometers
up to approximately twenty kilometres. Within a rain cell, rainrates may only”
be uniform over distancés of a few hundreds of metres. Rain cells can also
change morphologically over periods of a few seconds and travel horizoﬁtally
at speeds approaching the wind velocity. Fig. 3.1 from [3.6], gives two
~ examples of rain cell structure and temporal change. Small rain cells énd
rapid1§ changing point rainfall rates ére characteristic of heavy'rainfall or

thundershower activity. Medium and light rainfall is typically much more
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uniform horizontaliy and éhanges much more slowly. Further data on rain
cells is availablg in [3.9].

To Be able to characterize the rainrate along a path with reasonable
accuracy it 1s necessary to have rainguage spaéings of a few hundred metres
and integration times of a few tens of seconds. Crane [3.1] suggests
spacings of "several hundred metres”. Fedi and Mandarini [3.4] have estima-
ted the spread of attenuation values which they expected for a propagation
experiment at 30 GHz using raingauges with a 730 sq.ém. collecting area
spacéd at 100 m and 1 km and with integration times of 10 sec and 60 sec.

Their results are shown in Fig; 3.2.

3.1.2 Rain Gauge Types

| The two basic types of non—-disdrometer rain gauges which have been
used in propagation experimenﬁs are the tipping-bucket and capacitive; A
tipping-bucket rain gauge collects wéter in a.fuhnel and directs it to a
small two chambered bucket. When a qﬁantity of water equal tc the gauge
"tip-size” has accumulated the weight of thevwater causes the bdcket to tip
and empty, allowing the second chamber to start filling. " An electrical
signal is generated as the bucket tips. A capacitive‘rain gauge works by
directing the water from a collecting funnel between two éarallel plates
which.form the electfodes of .a capacitor. The'resulting change in
capacitance is usually monitored as a shift in the frequency of aﬁ oscillator
circuit incorporating the capacitor.

Capacitive rain gauges have been used by éeveral investigators at Bell

Laboratories [3.20], [3.11], [3.12] and by Fedi and his coworkers [3.13],
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[3.3]. The basic advantage of these raim gauges is their quasi—instantanéous
response and their ability to measure extremely high rain ratés.‘ Fedi and
Merlo {3.13] have shown the sﬁperior response of capacitance gauges compared
to tipping—bucket rain gauges for fainrates between 100 and 400 mm/hr. The
disadvantages of the capacitive type gauges are their periodic maintenance
requirements [3.10] and inability to measure low rainrates. Freeny and Gabbe
[3.11] report satisfactory readings only abo&e 10 mm/hr. Fedi [3.3] using a
slightly improved version, has obtained results down to 5 mm/hr with only
small reductions in accurécy. Capacitive rain gauges were tried in an
earlier study at UBC but were abandoned because of théir poor performancevat
low rain rates [2.1].

bThe tipping-bucket rain gauge is "simple, reliable and requires a
,ﬁinimuﬁ of maintenance” [3.3] but has the disadvanfage of averéging the
réinrate over the period between tips. Tipping-bucket gauges have been used
in propagation experiments by Goldhirsh [3.14], Blevis, Dohoo and McCormick
[3.15]? Fedi [3.3], Skerjanec and Samson [3.16] and ippolito [3;17]. The tip
size of the gauges used in these experiments were: 0;25 mm [3.15];.[3.16];
f3.17]vand 0.2 mm [3.3]. This results in an‘integration time at 50 mm/hr of
18 and 14.4 seconds respectively. These periods are compatible with the
limits described in Sectionm 3.1.1, but unfortunately lower rainrates haQé
correspondingly longer integration times.

Fedi [3.3] has analyzed the expected error of capacitive and tipping-
bucket raingauges at various rainrates. The analysis showed that the gauges
he used had very similar accuracies for higher rainrates and that the tipbing

bucket gauges were more accurate for lower rainrates. Segal [3.9] also
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includes a discussion of raingauge accuracy. Fig. 3.3 from [3.9] shows the
effect of horizontal windspeed on gauge catch efficiency. The reduction in
collection efficiency is due to wind turbulence around the gauge carrylng

- drops away from the collecting aperture.

3.1.3 Rain Gauges

The previous considerations in conjunction with the extremely low
probability of intense rainfalllin Vancouver (see Fig. 3.4 frém [3.9]) led to
tﬁe seiection'of tiﬁping bucket rain géuges for this experiment. To reduce
the p;oblems of integration—time averaging, rain gauges with a very small tip
size (0.05 mm of rain) were constructed. The first version of these 920 cm‘2
collecting area rain gauges is described in [2.11. These’rain gauges had a
tip size which was adjustable to a minimum éf 0.05 mm. However, at this tiﬁ
size these gauges suffered some inaccuracy dué to water retention in the
' bucket: This ﬁroblem was alleviated by incorporating a new buéket geometry
and by the inclusion of several small ball bearings in a cavity in the lower
vortion of the buéket. These ball bearings roll from one end of the bucket
to the othér as the bucket tips. This results in a rapid and forceful tip,
- greatly reducing the water retained in the bdcket.. This extremely small tip
size results in an in;egrationvtime of only 3.6 seconds at. 50 mm/hr. and .
acceptable integration times down to a few mm/hr. (It.is'not_possible to put‘
an exact lower limit on the accepfable integration‘timéibecause at low rain-
rates the rate—of-change of point rainrate is also greétly reduced.)

A small permanent magnet attached to the buckeﬁ opens and closes a

glass encapsulated reed switch as the bucket tips. The circuit which
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interfaces the rain gauges to the aata acquisition system is described iﬁ
[2.1].

The accufacy of the rain gauges is determined by the tip size accuracy
. and the tip interval sampling period. The avérage tip size accﬁraéy -
measured by allowing a large, known volume of water to pass thfough the gauge
and recording the‘number of tips — is better than * 1% for all gauges.
Sampiing of the rain gauge tip interval is done éixteen times a second by the
-data acquisition system. At low rain rates the total measurement- error is
‘almosf entirely due to the fip size accuracy. At higher rain rates the
" sampling interval is the larger source of error. At 50 mm/hr rainrate thé
total error is below * 2.7%. A photograph of one rain gauge with its cover

removed is included as Fig. 3.5. . -

3.1.4 Raingauge Locations

Rainrate in this experiment is measured by a network of five.rain
gaugés spaced along the propagation path. These rain gauges are located on
building'rooffops at the locations shown in Fig. 2.31. This spacing
(Approximately_zzo‘metres) should give adequate spatial resolution for
virtually all rainstorms in this climatic region. The rain gauge signals aré
transmitted to the data acquiéition system on dedicated half-duplex telephone

lines. -

3.2 Raindrop Size Measurement

To be able to accurately correlate observed 73 GHz attenuation and
meteorological conditions, the rain drop size distribution must also be

measured. Most propagation studies have compared attenuation observations to



Raingauge with cover removed.
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" calculated values baéed on the "étandard" rain—-drop size distributions
referred to as the Laws and Parséns, Marshall and Palmer and Joss et al
distributions. These distributions seem td provide reésonable agréement for
most ohservations om an average basis, especially af the lower frequencies.
However, some experimenters have made attenuation observations, especially in
‘the millimetre frequency range, which do not appear to fall within the limits
calculated from fhese distributions [3.18], [3.19], [3.20}, [3.4].

Some of the discrepancies between measured and calculated attenuation
are uﬁdoubtably due to the natural, wide variation in réiﬁ drop size
distribution; Crane {3.2], Keizer et al., [3.21], Goldhirsh [3.22], Watson
{3.5), Emery and Zavody [3.23] énd others have commented on the large | |
variability éf drop silze distributions.

Simultaneoﬁs measurement of the drop:size distribution, especially
including the smaller drops, is far more important in the upper millimetre
range than at the iower millimetre and microwave frequencies. For shorter
waveléngths, the effect of the smaller drops is more important because of the
increased diameter—té-wavelength ratio.. In the lowef millimetre range, near
35 GHz, the drop size distribution has onlyva small effect on‘the attenuation
{3.24], [3.25], [3.4]. However, in the range between 50 and 100 GHz the
sensitivity of attenuation to Arop size distribution is very high [3.21],
[3.24], [3.2], >[1.58], [1.85]. For these reasons, the measurement of drob

size distribution has been given careful consideration in the design of this

experiment.
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3.3 Raindrop size transducer methods

The three basic transducer mechaniéms considered for real-time
méasurement of raindrop sizes were: - optical, electromecﬁanical and electro-
static. A careful search of the literature uncovered references to two
modern eléctromechanical methods, a wide variety of opfical schemes and two
english language references to electrostatic methods. No comprehensive
comparison’of the different methods has been published. A review of the
disdrometer transducer methods is included here to sho& why the glectrostaﬁic

method was chosen for further investigation.

3.3.1 Optical Methods

| Optical methods rely on either: scanning, arrays of sensors, laser
scintillation correlation, beam extinction or scattering. Optical methods,
- with fhe exception ofvthe laser correlation method, have the advantage that
fhe drop.size is measured directly, without relying on simultaneous knowledge
. or assumptions about the dfop velocity or direétion of tfavel. However, the
scanning and array methods may requiré correction for drop geometry and
orientation (i.e. canting angle). An additional advantage'bf the oﬁtical
methods, with'the excéption of the laser methcd, is thgt wind will not
degrade the operation of the transducer. All optical methods suffer some
.operating problems due to the large variations in ambient light level. The
- scanning, array and laser mefhods aiso have.high elecfronic hardware

overheads associated with signal processing.
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3.3.1.1 Optical Scanning Methods

Optical scanning methods would utilize either'television—type cameras.
or flying-spot scanners. Conventional television cameras were considered ﬁotv
suitable because scanning rates were not adequaté to record a drop falling at
its terminal velocity. Even if an imaging tube could be scanned fast enough’
(even in one dimension), the hardware requirements for ultra-high épeed,
real-time digitization and image processing would be prohibitive for‘this
experiment. Flying—spot scanner type equipment could ﬁrobably be.constructed
with adequate scan rates but thé practical problems associated ﬁith high
levels of ambient light seem to ﬁreélude their use. No examples of disdro-

meters using either of these approaches were found in the literature.

3.3.1.2 Optical Array Methods

Methods using arrays of photodetectors are the most ﬁromising of the
feésible opticallmethods. Thé basic operation depends on the &rop partially
occluding the light from a source which would normally have fallen unob-
structed on.the elements of a photodetector array.‘ The difficulty with this
ﬁethod is fabricating the array of detectors. To have the required résolu—
~ tion, the effective spacing‘bétween array elements wquld need to be less than
the minimum measurable drop diameter (i.e. prefefrably léss.thén 250 |
microns). This precludes the possibility of.an array fabricated from &is—
crete photodetectdfs unless a lens or fibre optic system was also incor-—
porated; A preliminary investigation showed the lens sysfem woﬁld be quite

large and probably require special fabrication. The disadvantages of the
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fibre optic system are the difficulty of construction for large arrays and
large individual fibre beamwidths.

Excellent monolithic photodétector arrays with good resolution are
available. ‘The major problem is that the linear size of the arrays is
limited.. This will mean that the collecting area using a single array will
usually be too small to obtain a statistically valid sample of the raindrop
distribution [3.26]. vThe arrays cannot be linearly éoncatenated to form a
largef array because of the 1ntegrafed circuit packages used. Conceivably,
several arrays could be staggered to form a larger array, but this would only

be acceptable if thebdrops fell vertically. It is however, probably still
feasible to uSe.avlarge number of arrays in reasonably close proximity and
combine their measufed ralndrop histograms toAimprove the reliability of the
statistical sample. - |

A small integrated optical array has been used by Cunningham [3.27] to
make méasurements on .a variety of hydrometeoré. The problem of the s@all
sample size>was alleviated in this case by orienting the array vertically,
and affixing it to the exterior of a jet aircraft, thus considerably 1ncreaé—
ing the number of drops éampled per unit time,

Knollenberg [3.28] has constructed an optical array for hydrometeor
size measureﬁent using optical fibers and discrete photodetectors. In this
method, one end of each optical fiber is placed in a linear array and the
other end is connected to a photomultiplier tube. There are-obvious ﬁroblems
associated with the fabrication of large arrays using this method, even if

‘smaller photodetectors could be employed. This type of array was used for
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sampling from aircraft where the small linear array extent is not a dis-—

advantage.

3.3.1.3 Laser Scintillation Correlation Method

Raindrop size measuring apparatus employing an expanded laéer Source
and vertically separated sensors has recently Been developed by Wang et al
[3.29] [3.30]. This technique has the unique property of measuring the
average raindrop size distribution over a path of up to 200 meters in_length.
A medium power.cw laser is optically expanded to a 20 cm beam diameter and
oriented horizontally along thekpath. The receiver‘consists of two horizon-
tal linear photodetectors separated vertically by a few centimetres. The
- scintillation in the outputs of the two éensors, due to fhe passage of drops
through the beam, are correlated in an analog circuit. The correlator outpdt
for different correlation delays 1s then proportional to the number of drops
which travelled the vertical distance between the sensors in the correlation
delay‘Fime. |

Unfortunately this technique relies on the assumption of a time-
-invariant monotonic relationship between drop—size and vertical velocity.  As
a result, changes in drop vertical velocity due either to vertical wind
velocities or turbulence will produce a distorted raindrop size histogram.
The error iﬁ calculated drop size due to a change in drop.vertical veldcity
can be determined from the known drop size terminal velocity relationships
[3.31]. As an example a 1 m/s updraft would produce an approximate error in

diameter of 23% for a 3 mm drop and 40% for a 5 mu drop.
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Vertical wind velocities will also produce vertically correlated
optical scintillation which will result in a correlator noise output. The
other disadvantage of this method is the high cost of the laser source and

expander.

3.3.1.4 Optical Scattering and Extinction Methods

One of the first real-time raindrop measurement systems was a photo-
electric raindrop spectrometer constructed by Mason and Ramanadﬁam [3.32].
This disdrometer measured the light scattered by a drop as it féll near.an
intense source. The scattered light at an angle of 20 degrees off-axis.was
collected in a telescope-type lens system and directed to a photomultiplier
tube. The drops were then electronically sorted into_eight size categories.
Dingle'and Shulte [3.33] constructéd a disdrometer similar to the dne des—
cribed by Mason and Ramanadham. In this'referénce.the theory for an optimum
scattering type instrument is presented. The instrument was calibrated with
drops. from 0.72 mm to 3.13 mm in diameter. The resuiting calibration curve
shows that the output pulse height is proportional to the drop diameter -
équared. |

Very recently, Klaus [3.34] has reported a similar photoelectric dis-
drometer. In this case the degree of extinctién of a beam is used to deFer—
mine the drop size. This system uses solid-state diode sources and aetectors
and a microproceésor to sort the drops into eight categories.

A serious limitation of both these analog optical systéms is the
change in thé small-signal sensitivity of.the photodetectors with changes in

ambient light level., This is particularly troublesome during periods of rain
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when the.ambient light level cag be quite variable [3.31]. This type of
system could conceivably Ee improved by using narrow bandwidth optical fil-
ters and higher intensity light sources. Dingle and Shulte [3.33] have aiso
i designed a "light shield” which improved the operation of. their scattered

light disdrometer to some extent.

- 3.3.2 Electromechanical Methods

The disdrometers most commonly used in propagation stﬁdiesLare.the
electfémechanical types which convert the impact from a drop as it falls on
the sensor to an electronic signal., The mechanical to electric energy con—
versién is accomplished using eifher a moving éoil in a static magnetic |

field, piezoelectic transducers or a conventional audio microphone.

3.3.2.1 Moving Coil in Magnetic Field Method

The disdrometer. using a moving coil in a magnetic field was described
- by Joss and Waldvogel [3.35], Georgii and Jung [3.36],»and Rowland [3.37];
It has been used‘in studies by Waldvogel [3.38], Joss, Ihams and Waldvogel
[3.39], Brewer and Kreuels [3.40] and Keizer, Snieder, and Haan [3.41].

The construction of the coil—magnet transducer is very similar to a
conventional acoustic loudspeaker. A collecting surface, usually 50 cm?2, is
lconnected to the moying’coil. The collecting surface is designed to have a
low mass for maximum éignal output. .The coil is situatéd}in the.air gap of'a
permanent magnet. The momentum of the drop causes a displacement of the coil

thus producing an electric signal at the coil terminals.
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In some models,.a second coil-magnet assembly is also included. In
this case, the coil is energized with an amplified, filtered form of the
signal from the first coil. This produces negative fsedback which can then

be used to modify the sensor response time.

3.3.2.2 7Piezoelectric Method

The piezoelectric disdrometer was probably first.deséribed by Flach
[3.42]. It was subsequently adapted and expanded upon‘by Rowland. [3.37].
The Fiach type plezoelectric disdrometer uses a solid acrylic clyinder with a
beveled top._.The cylinder and a piezoelectric transducer aré then bonded to
a brass block. The impact of the drop on the top of the cylinder causes an
acdﬁstic wave to travel through the cylinder to the transducer. Rowiand
instead cast fhe transducer in a éolid Elock of epoxy and thus eliminated thé
.braés block. The piezoelectric disdrometer has beén used by Goldhirsh

[3.22], [3.43] and Rowland, Bennett and Miller [3.44].

3.3.2.3 Other electromechanical Disdrometers

Other electromechanical disdrometers have been constructed using con-
ventional audio microphones. Kinnell [3.45] used a dynamic microphone, Katz.
- [3.46] a condenser mictophone and Cunningham [3.47]‘a carbon microphone.
 Thése instruments couple the displacement of a larger membr;ne to the micro-
phone using air or a fluid. None of these instruments were satisfactory but

they did lead to the design of the other electromechanical transducers des-

cribed previously.
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3.3.2.4 Factors Affecting the Accuracy of Electromechanical Methods

Rowland [3.37] has compared the two basic types of electromechanical
‘disdrometef transducers. The coil-magnet transducer gave am output peak
voltage proportional to p3+7 and the piezoelectric proportional to
D3'5; The fange of measurable drép sizes is ultimately limited on the
upper end by amplifier saturation and on the lower end by various noise
sources. This 1arge value of diameter exponent will mean the smallest -
measurable drop.size will be larger for electromechanical transduggrs than
for transducers with a. pulse proportional to a lower power of the drop
diameter (éssuming similar noise leﬁels).

The major disadvantage of electromechanical transducers is their
sensitivity to drop vertical velocity. Rowland also investigated the res-
ponse of these sensors to drops falling below terminal velocity. He found
the response of the transducers was reasonabiy well predicted by thé quan—
tity: mv2/D>where  n = drop mass, v = velocity and D = drop diameter. This,
is to a fifst approximation, the average force applied to the sensor during
thelperiod of drop colliéion [3.37]. Rowland used this function to produce a
correction factor'for-drops falling at vertical speeds other than their still
air terminal velocity. However, to be able to use this correction, actual
drop vertical velocity must be_knéwn. This requires simultaneous knowledge
of the vertical wind speed and the drop direction of travel with respect to
the.sensor. |

Kinnell [3.48] hasiexamined the effects of drop shape, drop velocity
and impact iocation on the Joss~Waldvogel disdrometer. This investigation

found a discontinuity in the response of the transducer associated with drop



155

.velocity. No definite conclusions regarding the cause or effect of this
discontinuity were giﬁen. Variations in the position of the drop impact on
the target'weré observed to cause a change in traﬁsducer output which waé
- described as “"quite large". The drop shape was also found to introduce a
significant uncertéinty in transducer reponse. Kinnell concludes that
“variations in factors such as rain drop velocity and raindrop shape genera-
ted by air movements might produce unacceptable errors in the measurement of
raindrop size by the disdrometer under some rainfall conditions”.:.

A further disadvantage of the coil—magnet transducers is their:
susgeptability to‘wind-produced acoustic noise. This problem is accentuated
by the requirement of a low mass, large area collecting surface. Wind
shielding is only partially effective in reducing this problem_aﬁd can itself

introduce errors when drops are not falling almost vertically.

3.3.3 Electrostaﬁic Methods

Electrostatic methods work by first arranging for a drop to artifi- '
cially accumulate a charge which is related to the droﬁ size and then
measuring this charge as the drop impacts on a conductor at ground potential.
The only detailed english language reference to electrostatic measurement of.
rain~drop sizes which coﬁld be located was a paﬁer bvaammers [3.49]. An
eérlier paper by Keiley and Millen {3.50] described a similar electrostatic
technique to measuré cloud-drop sizes. A Lammers—type disdrometer was built
and used by Sander [1.84]; {3.51]. A unit developed by Sander was also used

by Humpleman and Watson [1.85].
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The instrument described by Lammers basically consisted of two fine
» horizontal wire grids separated horizontally by a small distance. .The top
- grid was connected to a 300 V positiﬁe dc supply. ‘A high impedanée amplifier‘
‘was connectéd between the bottom grid ahd ground. The grids were constructe&
from paraliel s;rénds of 0.05 mm tungsten wire spéced 0.75 mm apart. Tﬁis‘
instrument had a 25 cm? collecting area.

Lammers found that this instrument produced a pulse amplitude propor-—
tional to D2'32 and yielded high signal-to—noise ratios even for drops
as small as 1 mm diameter. Experiments with this transducer did show that
the drops had time to completely discharge as they passed through the lower
grid. This is important to ensure that the pulse amplitude is not dependenﬁ
on how many grid wires the drop contacts. High-speed photographic observa-
tions of drops as they passéd through the grids showed some drop breakup, but
this did not causé "much variation” in the outpﬁt signéi.

The explanation given by Lammers as to how the transducer fqnctioned
was ba§ically that the dfop acquired a charge by conduction as it'paséedb
through the upper grid and deposited this charge in the loﬁer grid, resulting A
in a pulse from the amplifier. |

The electrostatic instrument described by Keiley and Miller [3.50] was -
designed for measurements of;cloud-drop size distributions. Drops sampied by
this instrument wére’directed through a small conducting orifice by a high
velocity air stream. They then impacted on avsolid conducting target which
was connected to an amplifier. A-potential difference of 400 V was main-

tained between the orifice and target plate. The 200 micron diameter’
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sampling orifice of this instrument was not a disadvantage because it wés
used on the exterior of an aircraft.

The voltage pulse produced by this instrument was approximately
proportional to the drop diameter squared. In this instrument :he_sampied
drop does not conﬁact the conducting orifice. Keiley and Miller believed
that the pulse was due to a hemispherical induced charge acquifed by the drop
as it crosséd the air gap. The actual pulse was believed to result from the
cancellation of the charge on one side of the drop as it struck the target.
This instrument was sensitive enough to measure drop sizes down to 4

microns.

3.3.4 Comparison of Méthodé
An e#act quantitative comparison between drop size measurement methods

is not possible because éomparable data are not available for different

methods. A summary of the major advantages and diéadvantages>are given

belows:

- Optica1>scanhing methods are either too slow or prohibitively.expensive and
suffer from ambient light problems.

~ Optical array methods have the advantage of direct size measurement but
have inadequate saﬁpling sizes and require correction for drop orientation
and canting angle. |

— Laser correlation has the advantage‘of>measuring the path average
distribution but suffers from the disadvantage that drop velocity is

actually being observed. This method is also very expensive.
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- Linear optical methods (i.e. scattering and extinction) are simple and
inexpensive but have sensitivity and ambient light level problems.
- The two electromechanical methéds are very well documented and are easy to
' impléﬁent but have thevdisadvantage that the transducer pulse is
proportional to D3+3 to D3+7 and drop velocity sqqéred. This
results in a low sensitivity to small drops. These instrﬁments also have
errors due to drop shape, angle of incidence-and impact location.
~ The elecfrostatic method is simple and relatively easy to coné;ruct bqt is
| not'Well,documented.' It produces a pulse approximately proport;onal to
drop diameter squared and seems to offer excellent sensitivity to small
drqps. No data was available on the errors due to drop velocity, shape,
angle of incidence or impact location. Inﬁuitiyely, these sources of error
should be less serious than fof the electromechanical methods.

These considerations led td‘the selection of the electrostatic method
for further iﬁvestigation in this experiment, The potential for improved‘
vsénsitivity was particularly attractive because of the short wavelength béing
studied and the fecent speculations in the literature that higher than pre-
dicted attenuations in the higher millimetre range (i.e. above 40 GHz) were
‘pgrtly due to under-estimating the number of small dréps;as discussed in
Section 3.2. It was also hoped that the‘electrostatic method would be less
prone to the types of errofs whiéh degrade the acéuracy df‘the electro-

mechanical transducers.
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3.4 Disdrometer Transducer

Thé glectrostatic disdrometer transducers constructed fer fhis experi-
ment ére based oﬁAthe instrument described by Lammers [3.49]. The first
) disdrometep built was.very similar to the one reported in [3.49]. This
-instrumént and its assocciated electronics are described in {3.52], [3.53].
Experienée accruing from the cdnstruction and operation of this first instru-
ment>resu1ted in seferal imprdvements to the basic design. These improve-— - |
ments wére incorporated in a second generation transduéer;

" The first traﬁsducer built had a 25 cm? sampling area‘and é;ids formed
from double layers of horizontal wires with 0.45 mm horizontal spacing. This
doubie layer grid éystem was also used by Lémmers and results from the wmethod’
»Iused'to form the grids. Because_of the small épacing between the wires, the
most feasible way to construct the grids is by winding the wire on a frame
similar to the one shown in Fig. 3.6, produéing a double layer structuré.

The grld spacxng was reduced from the 0.75 mm used by Lammers to 0.45 mm to
improve the minimum measurable drop size. The diameter of the iﬂdlvidual
grid wires was redﬁced from the 0.05 mm used by Lammers to 0.038 mm to. reduce
drop breakup; Nichrome wire was usedvbecause it was readily available and
corrosion resistant.

ihe basic operating limitations of this transducer were found to
result from movement of the grid wires and the double grid structure. Move-
ment or Oécillation of the grid wires resulted in a time varying change in
the capacitance of the grids which in turn produced an output from the
transducer preamplifier. Significant motion 6f the gridvﬁifes resulted from:

the passage of the ‘drop through the grids, high wind velocities and building
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_ Fig. 3.6. Disdrometer transducer grid.
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~ vibration. Paésage of the drop through the grids resulted in é'decaying
sinusoidal output from the transducer after the main pulse. This did not
seem to seriously_éffecf the ﬁain pulse accurcy but did significantly ih—

- crease the. total period of the pulse due to a single drop and hence the
-minimunm period beﬁween dfops for ;ccurate results. Grid motion due to wind
was not usually as detfimental as grid motion due to building vibration. The
building vibration_was_apparently caused by the movement of large numbers of
students between classes and a large ventilation fan motor on the“roof.
These undesired signals éould not be reduced by filtering because‘£hey were |
relatively broadband‘and occupied frequencies similar to the major spectral
components of the desired bulse.

The double grid structure was a disadvantage because it resulted in
greater drop breakup and increased water retention. It was observed thét
after a period of operation in actﬁal rain there were small droplets of water
attached to the grid wires. The amount of water was considerably larger on
‘the lower grids layers. This was believed to be due to the increasing drop
breakup and splatter resultiﬁg from.the drop passage through each successive
grid layer. Retained water on the upper grid results in reduced disdrometer
accuracy because a part of the drop captured by the upper grid will not dis-
cHarge on the lower grid,resulting in a ;educed output for that drop. In
addition, if this water is dislodged by a subsequent drop, the indication for
that drop wili be larger. Water retained on the lower.grid is not thought to
be det;rimental° |

Aﬁother problem‘with the'first disdrometervwas leakage currents

between the upper and lower grids. After long periods of operation,the
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baseline or dc output level of the transducer preamplifier often drifted.

162

When the transducer was cleaned in alcohol and dried, this problem disappear-

ed. This seemed to indicate.that a high resistance leakage path had’ been
~established along the surface of the grid frame, and was probably due to
-contaminants entefing the traﬁsducer with the rain and a buildup of
moisture.

The‘design of the second disdrometer transducer alleviated the
problems discussed previously, increésed the sampling size and fupther re—
duced the grid éonductor spacing. The sampling area of the transducer was
increasgd to 50 cm? in‘order to reduce the period of time réquired for a
statistically valid &rop distribution sample. (A 50 cm? sampling area is
also used on almostrall electromechanical disdroﬁeters.)

The major improvemeﬁt incorporated in the second disdrometer was an
improved gfid structure. These grids used a single layer of more élosely
sfaced wire with far greater wire tension. Grid wire spacing was further
‘reduced to 0.234 mm to facilitate'the measurement of smaller drops. This
grid spacing is believed to be very close to the minimum practical épacing

for grids of this area. A.single grid layer was used to reduce breakup,

splatter and water retention. The maximum possible wire tension was used to

minimize the grid movement and to increase the natural oscillating frequency

of the grid vibrations. Maximum wire tension is also necessary for best wire

spacing uniformity.

The wire chosen for the grid was 0.038 mm tungsten. This choice

involved a tradeoff between the smallest possible'diameter—to reduce breakup-

and the highest possible tensile strength-to allow maximum wire tension.
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-Tuﬁgsten was chosen over other metals because it is corrosion resistant, has
very high tensile strength and was avallable in the diameter range reﬁuired.

Fig. 3.6 shows the grid frame and the method of winding the wire.
Polycarbonate was chosen for the frame because it is insulating, extremely
strong and eaéily machinable. Frame rigidity was found to be extremely
iﬁporfant because the combhined forces of the approximately fouf hundred wires

= each éf‘which is under a tension close to the breaking point of the wire -
tends to deform the grid near the center. This deformation would. then result
1ﬁ a reduction in the wire tension énd spacing uniformity in the middle of

v the grid. A copper bar is bonded into a slot on each side of the frame to
provide an electrical contact between the wires and a connection to the grid.
Slots for each wire were machined into the polycarbinate and copper bar using
the thread cutting facilities on é lathef After the threads were cuf, a 9.4‘
cm # 9.4 cm érea was milled through the frame. The grid area is larger thén
tﬁe sampling aperture to ensure‘that drops entering the aperture at an angle
pasé through both grids. The distances from the grid wires td the grid
mouﬁting holes were increased to reduce tﬁe probability of surface leakage
between grids. In addition, nylon, rather thaﬁ metal, supports were used
between grids,

The mostvdiffiéult process in the grid fabrication Qas actually wind- .
ing the wire onto the frames. Initial attempts to Wind_the Qire onto the
frames by hand were not satisfactory because of the extreme difficulty of
maintaining uniform wire tension. If the winding were to be done by hand it
was estimated that each grid would probably‘require two men for approximateiy

one day. The method finally devised to wind the grids used a lathe to slowly
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rotate the frame and an -automatic wire tensioning mechanism. This reduces
the time for fabricating one grid to less than one man-day.

After the grid was wound, the wires were bonded with epoxy to the
frame along the entire outside edge.‘ Then aﬁother piece of polycarbonate
sheet, cut to the same dimensions as the frame, was bonded to.the top of the
frame to further secure.the>wires. One séf of the two 1éyers of wires were
then cut away to leave a single layer of wires on fhe frame. This elaﬁofate
method of seéuriﬁg the wires was found to be necessary to prevent- the high
wire teﬁéion froﬁ causiﬁg bond failure after the wires were cut.

The two grid assemblies and supporting structure are mounted in the
alumingm housing shown in Fig. 3.7 and Fig. 3.8. Thé grids are located near
the tbp opening to ensure that drops passing through the aperture pass
through both grids and that water doés not splash back up to the grids from
;he drain grating on the boftom of the housing. bTo prevent water accumula—
~tion on the housing top, the top slopés towards the sides of the unit.
Splashing into the aper#ure is reduced by a lip around the opening and an
expanded metal grid slightly.abOQe the housing top.‘ (The effectiveness of
these splash reduction methods has not been experimentally verified.) A
removable lid is.provided to protect the grid sides from dust and hail when -
the disdrometer is not in use. Connectlions to the grids are via type-N jacks
mounted on the side of the housing. Fig. 3.9 shows the complete disdrometer

transducer.
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All measurements in centimetres

rig. 3.7. Disdrometer transducer dimensions.



Disdrometer transducer with cover removed.
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Fig. 3.9. Complete disdrometer transducer.
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3.5 Disdrometer Electronics

The interconnection of the disdrometer transducer, preamplifier, peak
detector and microprocessor is shown in Fig. 3.10. A 300 V primary battery,
Eveready 493 or Mallory M722 supplies the dc voltage to the epper grid.
Batteries are used for the grid and preamplifier supplies because power
supplies_are neither as convenient nor as safe for operating this type of
device in wet conditions. Power supplies in the vicinity of the transducer
also tend to induce 60 Hz noise onto the lower transducer grid.‘ The 0.005 uf
capacitor connected from the upper grid to ground was foﬁnd to reduce the
susceptablllty of the transducer to 60 Hz electrostatlc 1nterference..

The transducer preamplifier, shown in Fig.‘3 .11, converts the flow of
_charge from the lower grid fo ground into a buffeped voltage pulse. This
charge produces a poltage across the amplifier input resistance shown es'Rin
in Fig. 3.10. Rin is essentially equél to Rl'in Fig. 3.11. A discrete JFET
is used as the first stage in the preamplifief because this device results in
better low frequency noise perfermance than can be obtained with ﬁonolithic
operational amplifiers. Metal film resistors are used in the firstIStages of
the preamplifier to feduce thermal noise contributions. - Capacitor Cl 15
provided}for'testing the preamplifier using a signal generator. .In normel
ope ation this capacitor is shorted. When driven by a 31gnal generator, the
voltage gain of the preampllfler is adjustable from approximately 0.5 to 15.
At a gain setting of 2.4 the amplifier has a 3 dB frequency response from 0.1
Hz to 1.8 MHz. The preamplifier is.mounted in a gesketed die cast box and

mounted directly on the transducer housing using a type N plug plug adapter.
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The peak detector, shown in Fig. 3.12, stores the peak value of the
preamplifier output pulse. This circuit was designed to have a fast res-—
pense, low overshoot and high dynamic range.- More rhan adequate holding time
is prov1ded for the-A/D conversion of the stored pulse. The microprocessorv
‘resets the peak detector after A/D conversion. The 12 bit A/D converter
conrerts the pulse amplitude to a digital quantity for input to the micro-
brocessor. Pulses are then sorted into up to sixteen size categories.f The
microprocessor outputs the number of drops in each category whichﬂwere de-
tected'during the sample intervals.

Two different schemes were used to record the microcomputer data out-
put. At firsr, the microcomputer was interfaced to the data acquisition
minicomputer. The'numﬁer of drops was transferred each second and recorded
on the magnetic tape along with all the other experimental data.i This ﬁethod
" worked well and Qés used to produce the date reported inv[3.53]. The dis-
‘.adrantage of this method was the high software and computing costs.associated>
with processing the large amounts of data recorded. Because only short
periods of disdrometer data ﬁere actually analyzed and because integration
times of up to one minute {(depending on rainrate) are required for a stgtis—
tically valid sample, a semimanual method was adopted to handle the disdro—.
merer data. The microcomputer is now interfaced directly to a hardcopy
printer, A hardware timer, which is manually synchronized to the data
acquisition system, is used to define sample and print periods. At Lhe end
of the sample period, the microcomputer prints out the number of drops in
each size category. Drop size data is then analyzed with the aid of a pro-

grammable calculator.
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3.6 Disdrometer System Test Results

The effects of various disdrometer circuit parameters were investi-
gated in an attempt to experimentally optimize the disdrometer system. Fig.
- 3.13 shows the peak pulse amplitudes for various drop sizes with different
grid voltagés.. With preamplifier voltage gains of only 1 to 2 the preampli-
fier saturated on the largest drops when using a 600 V battery. Because the
sensitivity of the transducer is limited by the time varying capacitance
: ﬁroducé& by grid movement, a larger grid voltage did not improve the trans;
ducer signal to néise ratio. For these reasons no advantage could be real-
ized by using hore than one 300 V battery to power the upper grid.

The selection of the preamplifier input resistance, Rin, involves
a tradeoff bétween the pulse amplitude and pulse period. Fig. 3.14 shows
that larger values.of Ry, are desirable because they produce large pulse

amplitudes. However, larger values of R, also result in longer pulse

in
. periods as shown in Fig. 3.15. The pulse period is defined here as the time
from the start of the pulse to when the preamplifier output sattles to the
noise level. The pulse period is linearly related to the value 6f Rin' This
" is mainly due to the time constant of the transducer capacitance—amplifier
input resistange product. 1In a rainfall of 50 mm/hr the avérage interval
v-between drop arrivals in a 50 cm? area is approximately 35 msec. As a result

the value of Rin was chosen to be 100 M@, which provides an acceptable pulse

amplitude and a pulse period of approximately 16 msec,
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3.7 Disdrometer Calibration

The.disdrometer was calibrated by measuring the peak pulée amplitude
of drops of knowa size and velocity. Large drops were formed by dripping
water through nozzles of various cross sections. Small drops were formed
with a specially constructed apparatus, shown in Fig. 3.16, which directed a
variable air flow around a vibrating hypodermic needie. By using different
combinations of needle diameter, air flows,vvibration frequency and vibration
amplitude, drops as small as 0.5 mm could be formed.v The drop sizes were
determined by weighing a number of drops collected in a very small container.
Drop‘velocities were controlled by varying the distance each drop fell.

The calibration results for drops at terminal’veiocity are shown in
Fig. 3.17. This same data is shown in Fig. 3.18 but here the square root of
the pulse amplitude is plotted against drop size, resulting in an almosf
linear curve. A least squares expcnential curve fit to this data results in

the relationship:-

: 2.62

\ = 0.027 D" (3.1)

PEAK
where 'V is in volts and D is in mm. From the results gathered from sevefal
similar calibrations, it has been found that the exact relationship between
the peak pulse amplitude and drop size depends on the preamplifier bandwidth

and time constant.

The effects of drop velocity on the peak pulse amplitude for various
size drops is shown in Fig. 3.19. This graph shows that the peak response

was linearly related to the drop velocity.



178

VARIABLE
FREQUENCY
AMPLIFIER GENERATOR

d N

8 .a
SPEAKER

WATER
YALVE WATER

RESERVOIR

STYROFOAM HOLDER
TO CONNECT

SPEAKER CONE

AND SYRINGE

&——— SYRINGE

i ( AIR

L Eﬂ—L | SUPPLY

. AIR
' : VALY
8 €

Fig. 3.16. Apparatus for creating small drops.



Pulse amplitude (Volts)

3.0 r
Preamp gain = 1.8
R, = 100 Mo
» Sin
2.5 b "~ Grid voltage = 309 V
2.0
1.5 1
1.0 F
.5 o
- 0 I i1 [ . 1 —
0 1 2 3 4 5 6

Drop diameter (mm)

Fig. 3.17. Disdrometer calibration for drops at terminal velocity,

179



Square root of pulse amplitude (Volts%)"

1.75 F
1.50 F
25 |
\].0 B
f75 B
B0 T
.25 |

0 - L 1 1 L A 3 1

0 EE 5 T c

‘Drop diameter (mm)

Fig. 3.18. Square root of pulse amplitude vs drop diameter.

180



Pulse amplitude (Volts)

3.0

25

2.0

1.5

1.0

5.6 mm

¢ 5.0 mm

3.6 mm

3.1 hm

2.6 mm

Drop-velocity,(m/éeé)

Fig. 3.19, Effect of drop velocity on pulse amplitude.

181



182

This electrostatic disdrometer system has an output pulse proporticnal

to D2'62 and linearly related to drop velocity. In comparison, the electro-

mechanical disdrometers produce pulses proportional to D3‘5 to D3'7 a

nd
) Qelocity squared.. Theée differences make the.electrostatic disdrometer
advantageous for mé#suring small drops and less susceptible to wind velocity
errors. An additional advantage over electromechanical devices is the fact
that the output pﬁlse is independent of impact 1ocation on the transducer.

The disédvantages of this disdroﬁeter arisé from the deleterious
effecés of residual water retention. After a period of operation in actual
raiﬁ, the upper grid often accumulates small water droplets. These are the
' resﬁlt of extrémely small drops which have inadequate velocities to escape
the hydrostétic attraction of the grid wirés and from larger drops striking
‘the edge of the transducer hdusing and splaéhing onto the grid.‘ When these
" water droplets are dislodged, there will be an erroneoﬁs fransducer output.
In this experiment, this problem was overcome by periodically blowing the
upper grid dry. This could easily be accémplished autom;tically with a
series of small air jets.insidevthe transducer housing. A second problem
with this transducer afises when the entire grid frame structure is saturated
with small water droplets. This only occurs after several hours of operation
‘but when a 1eakagé path is established between the grids, the entire system’
saturates and the disdrometer must be completely dried. If the disdrometer
was fitted‘with air jets, this problem would probably be overcome also.

The disdrdmeter system actually used in‘this experiment would measure

drops doﬁn'to 0.3 to 0.35 mm in diameter. Drops were sorted into the thir-

teen “standard" drop categories used in most experiments.
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3.8 Anemometer

Three coméonents of the wind velocity vector.were continually measured
on the roof of the Electrical Engineering building. The anemométer assembly
is mouﬁted'on top of a>8 m tower as shown in Fig. 3.20, to reduce readingv
inaccuracies due to turbulence near the bujilding. Wind direction is conver-
ted to an analog signal using a three—phase syncro circuit described in
[2.1]. Horizontal and 60° elevation wind velocity are measured ﬁsing pro—
pellers and dc generators manufactured by the R.M. Young Co. The model 8078
generators'used have a 2.40 V output at 1800 rmp. Model 21281 propellers
were selected because of their low tbfeshold and large low speed response.
.These four-blade propellers are made from expanded polystyrene beads, are 23
cm in diameter and have a.30.6 cm effective pitch.  Their threshold is
between 0.1 and 0.2 m/s and they are calibrated at 9.18 m/s horizontal for-
1800 rpm;. |

The horizontal and 60° elevation Vind‘speed are used to calculate the
vertical wind speed during data analysis. This method élleviateé the 10&
 speed problems which would arise dué t6 propeller threshold andvgenerétor
bearing friction if the propeller was ﬁounted verticélly.

If thé anemometer propeller angular response was ideal, the vertical
- wind velocity would be given by:
Veoo -.VHORIZ.COS'60°v

VvErT ~ sin 60° v | | . (3.2)

The measured angular response of the propellers from the manufacturers
specifications, is shown in Fig. 3.21. Using the data from this graph, the

actual vertical wind is calculated from:
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3.9 Temperature Measurenent

A commercial temperature probe, B & K Precision T?—28, was used to
monitor the ambient air temperature. This unit provides an output of 10 mV
per °C or °F. .Boiling;water and ice were used to calibrate the device before
use. The temperature transduéer output was connected fo one of tbg analog

channels on the data acquisition system for continuous recording.
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4, . THEORETICALLY PREDICTED PROPAGATION PARAMETERS

‘The purpose of this chapter is to use existing theoretical methods to
predict the propagation parameters for different rain conditions. Results of
these calculations will be used as inputs to the exper1mental model described

‘in the next chapter ‘and compared to the measured propagation data.ﬂ The

predictive procedures reqnire that the parameters of the rain medium’ lnclnd-A

ing rainrate; rain drop slie‘distribution;drainltemperatnre,-Canting;angle )
and drop shape; oe specified. 'From the drop ahape andvtenperature;ftne R
complex scattering amplitude for eachtdrOp size can pe calculated, For a

-specific drOp size distribution, the.scattering amplitudes:are tnen used‘to

calculate,the attenuation and phase shift at different rainrates_for waves

linearly polarized along the drop major and minor axes (or principal planes) o

From these intermedlate results and an assumed. canting angle, it is then

possible to calculate the vertical and horizontal copolar attenuation and

phase .shift, differential attenuation, differential phase shift and XPD s for

both polarizations.

It was necessary to calculate these propagation parameters because

crude approximations and interpolations would have been needed to compare the

dual-polarized results of this experimentbto publlshed propagation data. The
following is a brief survey of the previously published theoretical reaults.
Chu [4.1], in one of the earlier papers in this area, did include graphical
results appllcable in this frequency range. The problem is that practical
constraints mean that data can .only be presented for a few different rain

conditions. For example, this reference includes a graph showing



differential phase shift, but only at rainrétes of 5, 25 and 100 mm/h and for

one drop size distribution. Data are also presented for XPDH at the same

rainrate but only for a simultaneous 20 dB cobolar fade and one caunting

88

angle. Recently, Fvans [4.2] and Holt and Evans [4.3] have published results

showing XPD for both polarizations vs. CPA for 57, 94 and 137 GHz but,

unfortunately, data are only presented for a constant canting angle of 2° and

one drop distribution. In another recent paper, .Neves and Watson [4.4] have
. puﬁliéhed comprehensive calculated results including scattering amplitudes,
XPb.at different canting angles; différential attenpatioﬁ and"differential |
phase at 36.5 GHz. Oguchi [4.5]_hés aléo.pﬁblished.tableé of scattering
‘amplitudes, principal-plane‘complex propagation constants and XPD for dif-
ferent.canting angles at,34;8 GHz.

The development of this chapter wili follow_the natural sequence of
the predictive caléulations. Accordingl&, the meterological inputs to the
calculations will be discussed first; .Then, the scéttefing amplitude data
will be presented. These two sets of information will then be used to
. compute the propagatioﬁ parameters at the frequency of interest for é variety

of rain conditions.

4.1 Meterological Inputs

To predict the macroscopic propagation properties of a transmission
path, assumed to contain spatially uniform rain, it is necessary to sum the
effects of each individual drop along the path. This requires a knowledge of

the microscopic rain properties including the number of drops of each size
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per unit volume (drop size distribution) the drop shape, the drop orientation
(canting angie) and rain temperature. Lack of information about these micro-
scopic rain properties is the largest source of uncertainty in predicting
propagation pafameteré. Because it is so difficﬁlt ;o accurately measureA
some of these microscopic raiﬁ‘parameters in natural rain,if is of;en
necessary to resort to models or estimates. fhis usuélly means that.the‘
predictive calculations must be performed for a”range-of”assumed raiﬁ ébndi—
tions. The resulting fange of values can then Be compafed,to the meASured |
propagation conditions with the hope of beipg abie to match the observations

to a consistent set of rain parameters.

4.1.1 Rainrate

Rainrate is the ﬁost ;eadily measured rain paraﬁeter and therefbre is
convenieht to use as the prime indicator of the rainrmedium condition when
comparing'predictions and observations. Becausé rainrate is extremely vari-
able, ‘the predictive calculétions must be performed for a wide raﬁge of
values. The upper limit on the rainrate used in these calculations was .
determined by the highest expected rainrate in this location. Propagatioﬁ
parameters Qere calculated for the following rainrates: 1.25, 2.5, 3.75, 5.0,
6.25, 7.5,.10, 12.5; 15, 17.5, 20, 25, 30, 40 ana 50 mm/h. Since all of the
"propagation parémeters are smoothly varying functions of rainrafe, interpola-

tion can be used between these values if necessary.
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4.1.2 Dfop Size Distribution

Even though a variety of methods have been use& to sfudy raindrop size
distribufions, their wide variability in natural rain means.that a-seiection
of distrubtions mﬁst be used.in predictive calculations.' The “standard”
distributions which are widely used for propagation predictions are the: Joss’
et al. Thundefstorm, Widespreadvand Drizzle [4;6], Marshail and‘Pélmeri[4.7]
and Laws and Parsons [4.8]. A negative"exponéntial distribution is usually
used to charactefize all of these distributions excepf the Laws and Parsons
(where-a negative exponential dbes not accurately fit the tabdlated.data){

The basic form of these distributions is given by:

: -AD ) o : . v
N (D,R) = Npe . S o (4.1)

where:

and:
; N(D,R) _ié the number of drops per m3_in the size category between D-
0.5 mm and b + 0.5 mm at a given rainrate, R.
R is the rainrate in mm/h.
D is the equivolumetric drop size diameter in mm.

a,B are constants

No was originally considered a constant [4.6], [4.7], but Harden,
>Norbury and White [4.9] have pointed out that the original Joss et al distri-
butions did not satisfy the rainrate integral equation. In other words, if

the drops described by the distribution at a certain rainrate were considered
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to be falling at their terminal velocity in still air; the rainrate talcula~
ted from the sum of the drops of all sizes did not agree»with the taintate“
used in the distribution. Olsen.[4.10] éroposed that No be renormalized as a
functioﬁ of R so that the distributions did satisfy the rainrate integral
equation over a.certain range of rainrates. B |

‘Olsen indicated that the largest discrepan y with the rainrate equa-
tion was for_the Joss Thunderstorm distribution. Neves and Watson [4.4] and
: Shkarofsky [4.11].have retently used the'renormaiiiéd stSvThunderétorm ‘
distribution. Shkarofsky, however, does mnot use-the'renormalizedeersions
for thé other distributions, presumably because Olsen has indicated that the
'greatest rainrate discrepancy is for the Joss-Thundetstorm distribution. To :
- test whether it was necessaty to use the reﬂormalized distributions in this -
~work, sample calculations of 74 GHz copolar attenuation were performed‘u51ng
botﬁ normalized and unnormalized distributions. The test calculations showed
that the largest attenuation differences were for the thunderstofm distribu—
tion but that the two drizzle distribution attenuations wereialso-51gnif1;
gantly different. For this reason, it was decided to use the renormalized
disttibutions éxclusively for the following calculations. To avoid gonfgsion
with the unnormalized distributions, these distributions will be referred to
as the JoSs/Olsen Thunderstorm, etc.

The renormalized distributions and their range of greatest validity
.for the ne& values of No are given below [4.10]}:

1. Joss/Olsen Thunderstorm:
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N (0,0 = 1.31 10% 2% exp (-3.0 &0 C (4.D)

‘rainrate: 25-150 mm/hr

2. Marshali and Palmer or Joss/Olseanideépread:

N (D,B) = 6.62 10°R0" 0% exp(-4.1 DRO-2h) (4.3)
~ rainrate: 1-50 mm/hr'

3. Joss/Olsen Drizzle:

Np(D,R) = 3.38 10°% 0% exp(-5.708 0*2h) | (4.4

rainrate: ‘0;25—5 mm/hr

Thé Laws aﬁd.Parsoné distribution waé not used becausé it cannot be
accurately'deSCribed b& a négative exponential distribution. This means that
calculations can only be.performed at the relatively few fainratés where the
tabulated drop distributions are given [4.8].A The Marshall and Palmer
distribution clésely fits the Laws and Pafsons data except for the small drop
sizes-[4.11]. Calculated 74 GHz attenuation valués for thevLaﬁsrénd Parsons
distributions would be between the values for the Joss Thunderstorm and
Marshall and Palﬁer>distributions [4.L0]. |

The drop size'diameter cafegories used in theée calculations are
0.5 mm intervals centered on 0.5, 1, 1.5, ... 6.5 mm. These categories were
used by Laws and ?arsons and appear to have been adopted as a‘standard‘by fhe
majority of investigators since. Because these-intervals are separated by
only 0.5 mm, it is impogtant to remember that the number of drops per unit
volume in these categories is omne half the value of ND’ as conventionally

defined, which-is the number in a 1 mm width size category.
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Implicit in the relationship between the standard drop‘sizé distribu- -

tions and their corresponding rainrates, is the assumption of zero vertical
wind velocity. Nonzero vertical wind velocities can significantly alter the
_raindrop.size distribution above the ground;_ The effects of vertical wind

velocities on copolar attenuation are analyzed in Section 4;4.

4,1.,3 Drop Shape
. The most accurate description of the shape of falling water drops.

appears to be the one developed by Pruppacher and Pitter”[4.12]; A water

drop falling in air assumes a shape so that the internal and external'forceé -

"at the surface of the drop are in equilibrium. The aerodynaﬁic forces are
syﬁme;rical-aﬁout avverticai axis through the center of drop mass for a drop -
félling in still air.. As a resﬁlt,‘the_drop shapé is syﬁmgtricél;éround fhis
axié.' Pruppacher'and Pitter acéurétely determined the drop;s asymmefric
oblate spheroidal shape by!solving a pressure‘balance eqﬁation atbthe surface’
Qf_the.drop. OguChi [4.5] used the techniqueS'deScribedvby'Prﬁppééhef_and"
Pitter to.calcﬁlate the deformatidn (or eccentricities) for-the.Laws»#pd.
Parsons drop sizes. Oguchi concluded that the propagation parameters.calcu—
1ated at frequencies up to 34.8 GHz using Pruppacher-Pitter drop shapes did
"not differ too much” from those calculated earlier for oblate spheroids.
The scattering amplitudes used in the following calculations are for the
Pruppécher;Pitter drop eccentricities.

The largest uncertainties in the applicability of th¢ Pruppache;—
Pitter drop shape arise from the assﬁmption that the air surrounding the dfop

is not in a state .of turbulence and the fact that drop collisions are
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ignored. Warne; I4.13]'hasvca1culated that drops collide every féw seconds

in heavy raiﬁ; He also states that drop oscillétions can pefsist for several .
seconds. Warner concludes that “"raindrops are likely to take on avvariety'of
shapes and orientétions" and that “"they are unlikely to folloﬁ closel& a mean
orientation or canting angle”. Haworth and:McEwen [4.14] have recently used
a 20 GHz bistatic scatter 1ink to étudy the Doppler spectrﬁﬁ of the in- |
coherent forward séattered signal from rain, hoping tq'detect drdp -
vibrations. They conclude that "suggestive but not conclusive evidence for

the detection of drop vibrations has been presented;.}".

" 4.1.4 Canting Angle

As:a ralndrop falls, vertical wind gradients cause the orientation of
the’drops éxis of symmetry (or minﬁr axis) to shift from vertical; The angle
between the axis of symmetry and vertiéal'is called the canting éngle.
Brussaar& [4.15], explained that this wind gradient is caused byAfriction
with the ground and results in a decreaéing wind speed with decreasing height
in the region below 1 kﬁ_in height. ' The vertical wind gradient:is influenced
by the height above ground; wind speed and type. of terrain. Brussard's model
for canting angle also showed a theoretical felationship between drop size
and canting angle. Fig. 4.1, from [4.15] shows Brussaard's predictions for
canting angle as a functién of drop size and height above ground for a
horizontal wind speed of 15 m/s.

Maher, Murphy and Sexton [4.16] later developed a theoretical model to

explain the distribution of canting angles based on the effects.of wind
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gusting. Their model provided an.explanation of the simultaneous observation
of dfops &ith posifive and negative canting angles.

Very little data exist from the direct measurement of canting angles.
The‘most ﬁotable investigation of canting angle was cafried out by Sanders
[4.23] using a‘“raindrop'cameré"u’ In this study 463 photographs from fwo
s;orms were collected and the cantiné angles were measured.using a.

- protractor. .Results for the two étorms showed that'ahout 402 of thévdrops
had a canting angle in excess of 15° and about 25% had negative canting
angles in excess of_—15§°b'

These theoretical models and limited experimental observatiouns
indicate that drobs have a distribution of'canting anglec in natural rain.
The;th%gretical models to ﬁredict»canting angles_inclﬁdé many variables, some
‘df whicgbare almost as difficult to measure as the canting _angleritself° qu
these reaéons it is not, at present, possible to make meaningfully accurate
estimates of ganting angle distributions for use in propagation predictions.
As a result, most experimental investigators have simply used a ?ariety of
constant or "effective” canting angles in calculations for comparisons witﬁ

experimental data, even though theoretical models have now been developed
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which can use more complicated canting angle models. Watson [4.17] discusses'

this problem of relating measurements to canting angie statistics. As a
solution, Watson has defined an "equivalent mean canting angle as that‘value
of canting angle in a constant-canting-angle rainfall model required to give
an equivalent crosspolarization to that measured in the rainstorm.” This
définition will be used in.this experiment. TIn this study, propagation para-

meters were calculated for constant or equivalent mean canting angles of 1,



2, 3, 4, 6, 8, 10, 15, 20, 30 and 45° (which is equivaleht to the circula;
polarization'case for any canting angle.)
| Some qualititive iﬁproVement on the assumption of a constant canting
angle can be made by considering the results of Oguchi [4.5] and Kobayashi

[4.18]. These two papers show.gréphs df crosspolar isolation [XPI] (which,

- for practical purposes is equal to XPD [4.19], [4.18]) as a function of the
canting angle standard deviation. Both graphs use the principal plane
attenuations calculated.by Oguchi t4.5], but for some reason, which is not
readily apparent, the two‘sets of results differ by a small amount. -The
results show tﬁat XPI (or XPD) will improve for increasing standard devia-
tion. Oguchil states that "when the standard deviation éxceeds 30°, cross—

-polarization factors tend tb improve as compared with those_calculated fér
equioriented raindrops.” ' He also concludes that "the reSults;show.that the
canting angle of tﬁe equioriented model 1is replécedbby the effective canting
angle and the differential propagation constant is reduced by a multiplying
factor. An example of the calculations based on the measured cénting-angle"
distribution by Sauders [1971], shows that.the correction tobthe‘differential
propagation constant is_48%, and the cross-polarization facfor‘forbcircular
poiarization, caiculated at 34.8 GHz for a rainrate of 50 mﬁ/h and for é
propagation path of 1 km, improves abdut 7.5 dB.aS'compared with that for

- equloriented model.” Chu [4.1] also used a constant multiplying factor to

correct results calculated for a constant canting angle model. A récent
review by Olsen [4.20] iacludes a survey of methods used in predictive calcu-

lations to account for canting angle distributions. These results indicate

that the calculations for a constant canting angle will be a worst-case
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 condition compared to a distribution with the same mean but they could

probably be corrected if adequate canting angle information were available.

J

4,1.5 Rain Temperature

Kiﬁzer and Gunn [4.21] have published a comprehensive study which
showed that raindrops can be much cooler than .the surrounding air due td
evaporation. They conclude that the drop temperature is within a few tenths
of a degree Celcius of the temperature indicated by a ventillated wet bulb
thefmometer; regardless of drop size. It ﬁurns oﬁt; howéver,'éhat in the
.higﬁer millimetfiq range, the effect of drop temperature dées not significant-
1y effect the‘calculated attenuations. Olsen [4.10] has published results
A which indicate that the difference in attenuation for rain temperatufes '
between 0 and 20°C are negligible in the frequenéy range above approximately.
50 GHé.' He concludes that "it is only for frequencies beio% about 15 GHz
where temperature variations have a significant effect on the calculated
value of A [attenuation], and even then fhe effect is not large".

Rogers and Olsen [4.22] havé publiéhed.a grabh showing.the vériation
in 70 GHz attenuation for rain temperatures between -5°C and 40°C. »these
résults indicate that attenuation over the appfoximate range of 3°C to 23°C
is, fof all practical purposes, identical to the attenuation at the 20°C
reference temperature. For thils reason it appears to be possible to use any
reasonabie value for drop temperature in the frequency range used in this
experiment. The scattering péfameters used in the following calculations

are for a drop témperatutevof 20°C.
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It was shown in Section 3,l1.1 that the rainrate during natural rain is

not uniform horizontally. This will also mean that the drop distribution and

canting angle will vary along a long propagation path. To include the

effects of this horizontal meterological variability on long paths,'investi¥

gators have used synthetic storm models and distributions of rain parameﬁers
within individual rain cells when predicting propagation effects, e.g.
[1.85], [4.4], [4.24].

Fortunafely, in this experiment, the physical length of the radar path

is only 900 m. It is therefore reasonably accurate to assume, for calcula-

tion purposes, that the meteorological conditions along this path are uniform

and can be characterized by‘the path average rainrate calculated from the
five raingauges. When making comparisons to individual rain events, the
validity of this assumption can easily be checked by comparing the results

from the individual raingauges along the path.

4.2 Scattering Amplitudes
- The forward séatteriﬁg amplitudes presented in tbis section? were
caléulated using a field point-matching program &eveloped ﬁy Dissanayakevand
Watson [4.25] using the following conditions:

1. Frequency = 74 GHz.

2. Pruppacher-Pitter drop shape eccentricities,

2provided by Dr. P.A. Watson, Uuniversity of Bradford, U.K.
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3. Drop temperature = 20°C.

4. Refractive index = 3.6994 + j2.1824.

5. Anglé'of incidence =.90° (i.e. terrestrial path).
6. Laws and Parsons drop sizeé. |

The scattering complex amplitudes under these conditions for the drop

_principle planes are shown in Table 4.1.

Table 4.1 Forward Scattering Amplitudes at 74 GHz

Diameter .
(mm)
0.5 1.67648 1072 -35.81169 102 © 1.69305+1072 -3j5.84513.10"2
1.0 3.70110 101  =§3.43414 101 3.81541107) -33.46684.10"1
1.5 ' 1.03925 -j2.98682.10"1 1.07658 -i2.74903.1071
2.0 1.68310 . -13.79032.10"1 7 1.77801 -j3.14879 .10}
2.5 2.60981 ~§4.39117 «10™1 .2.80529 -j2.26872+10"1
3.0 3.56138 -j4.89027 15~ 1 3.88261 -j1.052234101
3.5 . 4.71177 ~j6.19467 «10~1 5.21626 +39.11839.1072
4.0 5.9625 ~-j7.0845 .10~ 1 6.6288 +33.5173.10"1
4.5 7.3685 -j8.49.10°1 8.240 +j6.571.10"1
5.0 8.932 ~j9.65-10" 1 9.953 +j1.013

. 5.5 '10.6 -j1.06 11.8 +j1.39
6.0 12.4 -j1.1 13.8 +j1.8
6.5 4.0 .- -j1.2 - 15.9 2.4

4.3 Calculated Propagation Parameters

'In this section, the scattering amplitudes will be used to c51Culate
the copolar attenuation and phase shift, differential étteﬁuation, differen~
tial phase shift, and XPD's for all of the meteorological conditions dis-
cussed in Section 4.1. The first.step in the procedure 1is to calculate the

principal plane attenuations and phase shifts. Principal plane complex
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attenuations (i.e. magnitude and phase) would be equal to the copolar

attenuations for vertical and horizontal linear polarizatlons if all drops

had zero canting angle. In this case, when all the drops are aligned and

the transmitted polarizations are in the drop principal planes, there will _

also be no signal depolarization..

transformed to be paréllel with the drop principal planes.

For nonzero canting angles, the transmitted polarization is linearly

through the anisotropic medium, the vectors are retransformed to yield the

received vertical and horizontal signals. This procedure results in the

elements of the medium transmission matrix (i.e. the propagation parameters

assuming ideal antennas). From these results the differential attenuation

and phase shift and the XPDs for both polarizations can be directly calcula-

_ted.

4.3.1

Principal Plane Attenuations and Phase Shifts

. The basic method for calculating the attenuation and phase shift for

linear polarization parallel to the drop major and minor axes is attributed

to Van de Hulst [4 26]. From [4.1], the equations are:

where:

2 .
X
$128s - ’
X2 - :
91,11 = -36 — ) Im{SI,II(O) }ND- AD .. (deg/km) (4.6)
47 Drog .
: sizés
~ S ___are from Table 4.1

1,11

After propagation
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- ND afe ffom.(4.2) ~:(4;4)-

- AD = 0.5 as discussed ianéction 4,1.2

- the sumﬁatipn is over the Laws and Parsohé dtop sizes (Sectibn
4.1.2) For a zero canting angle the subscripts I and II are applicable for -
vertical and horizontal polarizations, respectively; |

Hogg and Chu [4.27] note that the relationship between (4.5) and the
traditional Medhurst [4.28] method for calculating copolar a;tenuatioﬁ can be
shoﬁn by the followingvrelationship_between the extinction cross section, Q,

and the forward scattering function:

X : , B
Q == Re {s(0)} _ : (4.7)

n

Figs. 4.2 and 4.3 show the magnitudes and angles of.the principal -
piane attenuations vs rainrafe for the tﬁreé drop size distributions dis—
cussed in Section 4.1.2.

The values calculated from (4.5) were éompared to the results f;om v
Olsen's [4.9] A = aRB equation. Values fér a and B for 74 GHz were obtaine&
.by linear interpolation of Olsen's published values at 70 and 80_GH£. Com-— |

parisons were made for the rainrates in Sectioa 4.1.1 which were in the range

of the rainrates used in the regressions by Olsen for‘each of the drop size
distributibns in Section 4.1.2. The average value of AI and AII agreed witﬁ
Olsen'é resqlts to within 3.7%, 6%, and 4;32:(percenf of dB diffefence) for.
the Joss/Olsen Drizzle, M & P or Joss/Olsen Wideséread and Joss/Olsen
Thunderstorm distributions, respectively. The largest differences were all

" at the largest valid value of rainrate for each distribution, indicating that

some of the difference is likely due to increasing error in the regression



Magnitude of principal plane éttenuations (dB/¥m)

30 ¢

Drop size distributions:
1. Joss/Olsen Drizzle
2. Joss/Olsen Widespread or M & P
3. Joss/Olsen Thunderstorm
25 |
20 +
15 |
10 |-
SF
_:13};‘/
L [ 1 1 ! )
0 10 20 30 40 ~ 50

Rainrate (mm/ 1)
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performed by Olsen. The agreement between the two sets of calculations is

considered to be very good.

4.3.2 Propagation Parameters for Canted Raindrops

The propagation parameters for a réin medium éomposed of drgps with a
constant canting angle are calculated by transforming the transmitted polar-
ization Iinto the drop principal planes, applying the principél plane complex
attenuations and then retransforming the polarizations back into vertical and
horizontal components., |

The geometry for this calculation is shown in Fig. 4.4.

The traqsformation from vertical and horizontal polarization to the

principal plane directions (I and II) is given byf

E cos 9§ v - sin ¢ EV

\ (4.8)
EII sin 9 - cos ¢ EH
The reverse transformation, from the principal planes to vertical and

horizontal is:

E cos ¢ sin ¢ EI ' _
EH -sin ¢ cos ¢ EII

If the subscripts TX and RX are used to designate the transmitted and
received signals respectively and T1 and Tz are used to describe the complex

attenuations over the transmission path, then the effect of the rain medium

on waves linearly polarized in the I and II directions can be described by:



B

\ &

Fig. 4.4. Geometry for canted drop calculations.
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RX A - | R o | (4.10)
E 10 T E ’ ‘

I | ] I e S

. The off-diagonal elements of this matrix are zero because no depolarization
occurs for signals linearly polarized in the principal planes. ‘Similarly,
the path transmission matrix for vertical and horizontal polarizations can be

" written:

R o = N (B 5

Using (4.8)—(4.10)_to»describe'equation (4.11)

E cos ¢ sin ¢ T1 0} |cos ¢ -sin ¢ EV

R} - | T a2
E -sin ¢ cos ¢ |O T2 sin ¢ cos ¢ EH .
RX : TX

Solving for Tij yvields:

Z 2 2 . ,
,?11 = T1 cos” ¢ + T2 sin_¢ (4.13)
T‘ %vT. sin2¢ + T cosz¢‘ ' | (4.148)
22 1 2 . :
_ _ _ sin2¢
Ty = Ty = (T,-T)) == | (4.15)

These equations for Tij are equivalent to those given by Neves and
Watson [4.4] except that they formally use the ensemble average along the

path of the canting angle., The differences are the substitution of

cosz<l¢’>; sinX ] ¢|> and <sin2¢ for the corresponding térms present in
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(4.13)*(4;15). Tﬁe formal use of the ensemble average is rigorously cofréct
but is not used here to simplify notation and Becausé only constant canting
- angles are actually used in the following calculations.

From (4.15) it can be seen that the depolarizing contribution of drops
wifh positive ond:negatioé canﬁing.anglés tend/to caocel. Thisiis the basic o
mechanism which explaino the results of Oguchi [4.Sj and Kobayashi [4.18]
which show XPI improvements for large canting angle standard deviations (ref.
Section 4.1.4). It is also imoortant to note thaﬁ if the sign of mean
canting angle chéhges, the angles of_T12 will change by 180°.

It should be pointed out that even though depolarization contributions
from positive and negative canting angles cancel, tﬁe depolarized signals
resulting from the two way propagation of a radar path will not caocel.' This.
" can be readily shown by resolving tho signal transmitted into the.anisotropic
rain mediqm»into components parallél to the drop axes, which lie in the
principal planes of the medium. The.two way propagation of the paﬁh, in the
+Z and -Z directions, will yield results identicai to (4.13)—(4.15) for fhe
same total path length, assuming a homogeneous rain medium along the path.

| Using (4.13)—(4.15), the following, directly measurable, propagation

parameters can be defined:

Differential attenuation = 20 log(|T2|—|T1|) (4.16)
Differential phase = arg(Tz)—arg(Tl) : - (4.17)
; ' 12 : :

XPDV = 20 log C - | | (4.18)

11
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T

12
Ty,

XPD, = 20 log (4.19)

It is impéf;ant.to note that the copolér actenuations.(Tli and Tzé)
are linearly related to the propagation path length, assuming uniform rain.
It is, therefore, also possible to express differential attenuation and -
differential phase on a per kilometer basis. However, because Ty, is a
vectPr, rather than scalar, difference, it is not possible to precisely
express le, and therefore XPDs, on a per unit length basis. (It should be
méntioned that there is an approximation for XPD which useé a "small argument
approximation” that results in an expression for XPD that_is 1inearlybrelated
to path length [4.20].) For this reason, the following resulﬁs'for Tiz and
 XPDs are given.for the 1.8 km path length used in this experiment.

The following graphs show a representative sampling of thé_propagation
parameters>calcul§ted at 74 GHz for the meteorological conditioﬁs described
in Section 4.1. Differential attenuaﬁion, differentiél phaée, magnitude . of

le, angle of le, and XPD,, vs rainrate are shown in Figs. 4.5, 4.6, 4.7, 4.8

H
gnd 4.9 respectively. XPDH vs CPAH is shbwn in Fig. 4.10.

. It is very interesting to note that the XPD vs rainrate relation,
shown in Fig. 4.9 is almost totally independent of drop size distribution.
This océurs because the higher CPA for the distribﬁtions with smaller drops

is almost perfectly compensated by a lower value of T;, as shown in Figs. 4.2

and 4.7..
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4,4 FEffects of Vertical Wind on Copolar Attenuation

Vertical components of wind velocity can significantly affect attenua-
tion by changing the dfop size distribution ahove the ground [4.28]. The
distribution is altered becauée the vertical wind equally affects the dif-
ferent fall velocities of drops of differenf sizes, 1In fhis section, the
effects of a constant vertical wind velocity component on CPA wili be estima—
-ted in terms of the change in the.attenuation/measured—rainrafe relation,

All other propagation parameters will, of course, also be similarly affected
by a éhange in the drop size distribution.

There are at least two known causes for vertical wind velocities.
Semplak and Turrin [4.29] state that "ﬁhe classical picture for vertical wind
movement at the interface of the cold front is updrafts associated with the
retreaping warm systemvaﬁd downdrafté in the advancing cold front”. The
second cause of vertical wind is changes in topography. Froﬁ Caton {4.30],
e 1ee—§ave>vertical velocities of order 1 m sec™l may occur over a sub;
stantial azimuth sector to at least 20 km downstream of even smali hills 100
m high., The wavelength of such waves is typically 5-16 km..."”

In still air, drops fall at a terminal velocity at which the forces of

gravity and aerodynamic drag are in equilibrium. Terminal velocities for the

standard drop sizes are given in Table 4.2 from [4.31]:

216
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Table 4.2 Drop Terminal Velocities in Still Air

Drop Diameter (mm) -~ - -Terminal Velocities (m/s)
0.5 2.06
1.0 4,03
1.5 5.40
2.0 6.49
2.5 7.41
3.0 8.06
3.5 8.53
4.0 8.83
4.5 - 9.00
5.0 . 9,09
5.5 9.13
6.0 9.14
6.5 9.14

For cases where there is a constant vertical wind velocity, the steady-state

vertical fall velocity is given by:

vm% = Vgﬁﬁ - VWEEE (4.20)
Where.positive vertical wind velocitieé are defined to be upward.

To estimate the effects of a yertical wind velocity, it will be
assumed that the vertical wind only occurs af heighfs below the rain ceil and
that the vertical wind has a constant velocity to heights well above the
micrpwave path. These are reasonable assumptions when the vertical wind is
created by topographical.chéhges but are of course not strictly valid for
vertical winds associaﬁed wiéh weather fronts. For this vertical wind model,
the drop size distribution leaving the raincell is the same as would Be |
measured on the ground in the absence of vertical wind. It will also be

assumed that the: depth of the vertical wind region is sufficient for the
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drops to reach fheir stéady state §elocities. Under these assumptions, the
actual rainrate measured at the‘ground will not be alte:ed but the drop size
distribution in the verticél winduregion will be changed.

It should be mentioned that some other investigators [3.4], [4.32]
appear to héve épproached thisvproblem from.the opposite point of view and
assumed that the effect of vertical wind 1s to change the rainrate measufed
on the groun&. This approach is not believed to be as realistic as the one
described here bécause of the equal change in the vertical velocities for.
drops of different sizes.v

Because the drop sizé distribution is inverselyAproportional to the

drop velocity, the value of N

D for each drop size in the presence of vertical

wind is now given by:

IR

v (D)

U

This calculation may only be valid for vertical wind velocities up to the

N (D) = N (D) (4.21)

D

smallest still air drop velocity considered (i.e. 2.06 m/s). At higher up-
&afd wind velocities, the drop motion would also be upwafd and then this
simpie model would predict a constantly increasing number of drops near the
top of the vertiéal wind region.

Horizontal CPAs for distributions calculated from (4.21) at several
wind velocities gre_shown in Fig. 4.11, For this analysis, it has been
assumed that the drop size distribution above the Qertical wind region is
described by the Joss/Olsgn Widespread or Marshall and Palmer distribution.-

. Even though the vertical wind model used here is probably a simplification of
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the actual conditions during natural rain, the results in Fig. 4.11 are

considered to be sufficiently accurate for vertical velocities below 2 m/s
for comparison to experimental results. These results illustrate the import-

ance of measuring vertical wind velocities in propagation experiments.

4,5 Backscatter Calculation

Because a radar path 1s used in this experiment, a component of the
received signal will result from backward scattering from the rain volume
common to both antenna beams. The rain backscattered copolar signal, refer-
red to as rain clutter, is a limiting factor in radar systems ané’accordinglf
haé been studied theoretically and exﬁerimentally byrseveral investigators.

A calculation of the rain béckscat:er for this path will be made to estimate
the relative level of this undesired signal compared to the signal returned
from the>ref1ector at the end of the path.

The type of radar configuration used in this experiment is refefred to
as a bistatic radar because the'transmitting and receiving antennas are not

collocated. Rain backscatter for a bistatic radar can be calculéted from

[4.33]):

PR = P

~oR, ~ oR, |
ZAR;\TZBVo(e)e 1 2 O (4.22)

T
LG R1 R2

P are the received and transmitted powers,
R 'T :

AR’ AT are the antennas' effective areas

where: P

RI’ R2 are the ranges to the rain volume common to the antenna beams

B is the scattering cross section per unit volume
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V 1s the scattering volume
o( 8) gives the angular properties of the scattering process
and e_OR‘is the atmospheric attenuation
In this experiment, the ranges and_antenna effective areas are equal. The
scattering direction in thié case 1s negligibly different from directly back-
ward, so o 8) can be ignored if the backscatter cross section is used for g.

Therefdre, ignoring attenuation, this equation can be rewritten for this

experiment as:

P 2
}3:_%7“_ S (4.23)
T 47XR . .

The volume common to the 3 dB beamwidths of the.two aniennas is diffi-
cult to calculate exactly bacause of the complicated geometry of the volume
and because small errors in the assumed pointing angles will result in 1arge'

changes in this volume. An additional complication arises in this experiment
because of the proximity of the building on which the reflector is mounted.

On toﬁ of this building, a penthouse sﬁields the rain volume behind and above
the reflector from both antenna beams. The rain volume behind and below the
reflector is shielded by the top floor of the building; .Therefore, only the
common rain volume in front of the reflector can backscatter a signal. The
first point common to bo;h antenna 3 dB beamwidths is approximately 660 ﬁ

from the antennas. (If the building were not there, the farfher common point -
would be about lBOO‘m from the antennas). The antenna 3 dB beamwidths are

about 6.8 m in diameter at the reflector. This results in a common volume in
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front of the reflector or approximétely 3000 m3. (Without the building this
would have beeﬁ abproximately 11000 m3).‘ | | | o

Calculated backscatter cross sectiéns for frequencies between 20 and
100 GHz have recently been publishedAby Crane [4.34]. .These calculgted
results appear to agree well with the experimeﬁtal results published by
Currie, Dyer gnd Hayes [4.35] and Dyer and qurie [4.36]. Crane's calculated
backscatter cross sections per unit volume at 73 GHz are appoximatély 1.0 -
10~3 m~1 and 1.1V»>10“3 m~! for the Laws ana Parsons and Marshall and Palmer
drop size distributions, resﬁectively, at a’rainréte of 50 ﬁm/hr.'

‘ Using these results fhe.linearly polarized, copolar backscatter éan be
:calculaﬁed_using (4.23). The results- for this caiculation, which ignores
‘attenﬁation, predicts a recéived,'rain backscattered signal approximately
92 dB below tﬁe transmitted signal at the antenna ports for a rainrate of
50 mm/h.

Attenuation was ignored in this caiCuiation to alloﬁ a simplified
V comparison to be made between the received rain backscatter and réflectot
signals. Because of the geometry of the antenna beams' common volume, the
major portion of the rain backscatter will originate within a short distance
of the reflector. As a.result the rain backscatter and reflector signal will
experience very similar attenuations. This allows a direct comparison to be
made between the calculated rain backséatter and the transmission loss'cal—
culation iﬁ Section 2.7. The calculated transmission loss including the
reflector was approximatély 39 dB, or 53 dB higher than the rain backscat-

tered signal at a rainrate of 50 mm/h.
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Another way to compare the signals from the rain and reflector is to
compare the two scattering cross sections. For the rain volume, the scatter-
ing cross section is about 3 m2 at 50 mm/h. The scattering cross section for

a square flat plate with an edge dimension of "a" can be calculated from
{2.50]:

4na4
o:

A2

(4.24)

Equation (4.24) gives a scatﬁering cross section for the reflector of
7.5-105 m2, or about 54 dB larger than the 50 mm/h rain éross section.

It is not possible to accurately esfimate the maghitude'of the
depolarized backscatter at this frequency because very little is known 5bout_
':this phenomena. Shimabukuro [4.33] states that “"The scattered wave is nearly
completely polarized over the entire range of scattering angles. There is a
slight depolariz;tion at éngles away ffom the forward and backséatter direc—
tions, with the maximum depolarization occuringlnear ® = 90°.” The only
referénces which could be located containing quantitivé informatiéﬁ on
depolarized backscatter weré by Tsang and Kong [4.37], Oguchi [4.38] and
Shupyatsky [4.39]. The first two of these references discuss aspects of the
theéry and do gqt_contain any results which are.direétly applicable to ﬁhis
problem. However, the results in Tsang and.Kong [4.37] do indicate that‘the
depolarization cross section is much smaller than the copolaf_cross section
for general random media. Results in [4.39] indicéte that, in general, the
depolariéed backscéttered signal is at least 3Q dB below the cbpolar back-

scattered signal.
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The resulté.in this sectlion show conclusively that copolaf backscattér
from rain is nét a source of error for the radar path used in this experi-
ment. While the situation for depolarized backscatter is far less certain,
| the available evidence indicates that this effect is much smaller than the
copolar backscatter and therefore will not be a source of uncertéinty in the

experimental data.
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5. DUAL-POLARIZED EXPERIMENTAL MODEL

_ This chapter describes a general theory gnd aﬁ experimental model
developed to analyze the performéhce of a practical dual-polarized atomo-
spheric propagation link iﬁcluding a crosspolar cancellation network. The
major functions §f this experimental model are to predict fhe dual-polarized
linkAXPD performance and to separate, as far as possible,vthe depolarized
signals resulting ffom the finite antenﬁa/OMT isolations and the atmospheric
propagation path. This type of analysis is.especially importént wﬁen
coyparing measu;ed_and predicted XPDs in this frequency range because:the
:level of the rain depolarized signal is usually lower than the signal due‘to
the uncancelled clear weather éystem isolation. |

The basic idea of ahalyzing>the XPD performance of a dual-polarized
link by vector addition of all of the depolarized signals is not new and some
references to previous work in this area are included in the next section.
However, the model presented hefe has been extended to include a crosspolaf_
cancellation network ana the important effects of mismatches on the OMT »
ports. This model also incorporates a number of simplifications, approxima-
tions and a more aescriptive notation which makes it easier to apply in a
practical situatién. Since they are not important in this expefiment,‘the
effects of antenna alignmént errors and Faraday rotétioh are not included in
this model.

A signal fiow diagram for the dual-polarized experimental system to be
describad by this model is shown in Fig. 5.1. A ﬁumber of simplificatioﬁs,

approximaticns and assumptions which were used to arrive at this system
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diagram are discussed in Section 5.2. The symbols and notation in Fig. 5.1
are defined in Section 5.3. The equations describing the signals throughout
the experimental system are discussed in Section 5.4. The rest of this

chapter is devoted to the results and practical implications of the experi-

mental model.

5.1 Previous Work

Several investigations have previously discussed éome aspects of tﬁe
préblem of separating the antenna and path depolarized signals. Shkarofsky
[5.11 and Shkarofsky and Moody [5.2] have included the effects of hydro-
.meteors, antenna isolations, antenna miéalignment'and Faraday rotation in the
%XPD analysis of satellite links. Nowland and Olsen [5.3] have'developgd a
simplified analysié of XPD_including‘thersame effects as discussed in the two
previous references. Dintelmann [2.39] has investigated some aspects 6f the
performance of dual-polarized links including crosspolar cancellation net-
works. Evans and Thoﬁpson [2.35] and Delogne and Sobieski [5.4] have pre;
sentéd-graphs showing the error bounds on XPD measurements for éonventional,

uncancelled dual-polarized experimental systems.

5.2 Simplifications, Approximations and Assumptions

"In order to reduce_the complexity of the algebraic manipulations, only
a single, fixed, transmitted polarization is included in tﬁe model. To
facilitate the reading of the following équations, the two polarizations will
be referred tq'as the copdlar and crosspolar, rather than vertical or hori-

zontal as is.usually the case. These simplifications can be made without
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loss of generality up to the point where the actual meteorological parameters

are substituted into the equations.

To make the following analysis feasible, it is necessary to make some

assumptions . and approximations. Most of these simplifications cause small

losses, phase shifts and reflections to be ignored. Where it is felt to be

necessary, a short explanation is included with the reasons why these

approximations are justifiable.

Assumptions and approximations:

1. - the magnitude of the reflected signals throughout the cancellation

network can be ignored. This is reasonable'because the coupler ports
are éonnected to eithér the well matched antenna ports or>the isolatofs
precéding the mixers.

tﬁe effects of signals due to the finite directivity of ;ﬁe directional

couplers are not significant. Even for relatively low directivities,

this assumption is valid either because of the first assumption or

because the undesired coupled signal is very much_smaller than the
desired signal. | |

all signalsbare totally coherent. Only very small variations from
ideal coheréncy occur due either to atmbspheric turbulence or to
multiple scattering.

the planes A-A and B-B of Fig. 5.1 are the 3-port directiénal couplerv
reference planes and the signal coupled out of fhe main line is 10 dB

lower in amplitude at planes A-A and B-B. ' It is also assumed that no.
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significant phase variation with,frequency occurs as a result of the
coupling at these reference planeé.

5. - the phase shift introduced by the phase shifter has negligible varia-
tion with frequency over the bandwidth considered.

6. - the total length of the waveguide circuit between the directioﬁal
coupler -10 dB ports can be considered as a section 6f uniform
waveguide including the attenuator loss and phase shifter angle.

7. = the XPD of the'éntennas are independent of the atmospheric conditions
i.e. near field antenna effects can be ignored.

8. - the clear weather attenuation and XPD of fhe propagation path are
assumed to be éero and infinite, respectively.

9. - the waveguide losses before the directional couplers and the through-
.line losses of the couplers can be modelled as a reduction in receiving

~system sensitivity and otherwise’ignored.

10. — the amplitude of the crosspo}ar signal depolarized to the copolar

polarization can be ignored.

5.3 Notation and Units
The notafion used in the following section was designed to reduce the
number of times the symbolbdefinitions would havevto Be consulted.v This“is
acComplished in part by including the following descriptive subscribts;
Subscript definitions:
-cp ~copolar signal, i.e. signal of the same iinear
polarization (vertical or horizontal) as was

originally transmitted.
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XP' v | —-crosspolar signal, i.e. 1in¢ar pdlérization
orthogonal to CP.

CN ; —-cancellation signal, referring to the signal in
the attenuator —.phase‘shifter line of the .
cancellation circuit.

cw '~clear weather, value of a signal or quantity under
clear weather conditions. |

TX,RX —Transmitting and Receiving. When referriﬁg to
Asignals, designates signalé propagating on the
path at the "output™ of the transmitting antenna
and at the "input” to the receiving antenna |
feépectively. When referring to antenna para-

" meters TX and RX refer to the individual
antennas. |

PATH —value of attenuation, phase shift or XPD resulting
from the signal prdpagation over the péth. |

FE ' ~~front-end refers to signal at the input to ﬁﬁe

| receiving system. ‘These quantities.are those
recorded by the data acquisition'system.'

The units used in the following analysis are, whenever possible, those
usually associated with the individual quantities. For example: attendations»
are in dB, angles are in degrees and signal levels are in dB relative ﬁo the
clear weather level of the received copolar‘signal. These familiar units and
conventions are used when discussing data and anaiysis results and provide

the most natural association with the actual measurement system. However, in
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the actual equations, where complex voltages are used, signal representation
in dB is not convenient. To solve this problem, a superscript V is used,

when necessary, on the attenuations and XPD s to designate a voltage ratio.

For example, in the case of XPD:

XPD indicates the value in dB and XPDV is the same value as a voltage

ratio. i.é.

1/2

[ o -xep
xpp’ & |10 10 = |10 20

je

A'similar situafion arises when angles are written in the form e , and in
this.case the'angle is assumed to be in radians.

The symbol E is used to designate signals which are complex voltages,
i.e. signals having a magnitude and angle. |

Symbol definitions:

~refers to the clear-weather complex voltage of the

E

ceaiy | |
copolar received signal at the input to the
refgrence plane D-D of Fig. 5.1. ECPCWD is the 0
dB reference throughout the following analysis,

ECP —the general received copolar signal at D-D, i.e.

D .
- during anomolous propagation conditions.
ECP - -refers to the normalized signal generated by the

millimetre source. This signal is normalized to
include the clear weather transmission loss, i.e.

antenna gains and dispersive path loss.
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—-refers to the copolar signal at the "output” of

the transmitting antenna, i.e. at the path
“"input”.

-refers to the copolar signal at the "input” to the

receiving antenna after propagating the path.

~the copolar signal at the output of reference

junctions A-A, i.e. the copolar signal at the

- front—-end input.

~refers to the clear weather crosspolar_received

signal at the input of the reference junction B-B.

‘-refers to the same crosspolar signal under

anamolous atmospheric conditions.

~refers to the crosspolar signal at the "output” of

the transmitting antenna. This signal is due only

to XPDTX.

-refers to the crosspolar signal at the receiving

antenna input.

-the signal at the output of reference junction

B-B, i.e. the total signal into the crosspolar
channel of the front—end. This will be the
measured signal level of the crosspolar. channel.

-refers to the copolar signal at the reference
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‘plane A-A whichbis coupled through the sampling
coﬁpler - 10 dB output, i.e. the cancellation
signél before attenuation or phase shifting bﬁt
after the — 10 dEB coupling.

ECN ~refer to the cancellation signal at the input to

the coupled port at reference junction B-B. This"
is the attenuated and phased shifted version of

ECN and includes the effect of both directional
A

couplers.

refers to the crosspolar discrimination of the

XPDpy ,XPDpy

v XPDV transmitting and receiving antennaé (including the

XPDTX’ RX

orthomode transducer) in dB and as a voltage
ratio. These are for the transmitted polarization
considered.

OXPDTX,GXPDRX ~refers to thg angle of the phase shift added to

the crosspolarizedvsignal after it is depolariééd
by the antennas. The angle is reiative to the
copolar signal and includes any path length
differences through the antenna for the two:

polarizations.

A@XPD -refers to the difference between OXPDTX and OXPDRX

i.e. AQ, ... = 0O
XPD XPDTX XPDRX

AL -refers to the path length difference which causes
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A%pp-

-refers to the magnitude ratio of the path
depolarized signal at the receiving antenna with
respect ﬁo the copolar‘signal at the transmitting
antenna. This is equal to the magﬁitude of Tiz in
the previous chapter.

-refers to the phase difference between the path
depolarized signal at the recéiving antenna and
the copdlar signal at the transmitting antenna.

This is equal to the angle of le.

—-total system XPD including the effects of the
antennas and path for clear weather and in general
respectively. |

-excess path loss in (dB) and scalar voltage ratio,
respectiﬁely for the copolar polarization, i.e.
due to anamolous propagation 6n1y;

—electrical path length in degrees for the copolar
polarization.

;similarly for the crosspolar polarization.

—total»attenuation in dB and-as a voltage.ratio,
respectively, of the circuit connected bétween the

- 10 ¢éB coupler ports, including the attenuator

| phase shifter loss and wavegulde loss.
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QPS | —anglg of the phase.shift introduced by'the phase
shifter in degrees., o

0, - -total phése shift between reference ﬁlanes A-A and
B~B through the cancellation circuit excluding
9PS. _

QT ‘ —-total phase shift between reference planes A-A and
B-B through the cancellation circuit. o

OD—A’OD—B - =the phase shift resulting from the waveguide

connection between reference planes DD-AA and DD-

BB respectively.

5.4 System Descriptive Equations

A signal flow diagram for the experimental system includiqg most of
-the previous symbols was shown in Fig. 5.1. The following equations fesult
directly from the pre?ious definitions and Fig. 5.1.

Tﬁe signal levels at the input to the front—end in terms of the

signals at the receiving antenna orthomode transducer ports is given by:

1 0] [E
A,
CPop cp,

v T :
B O.l-AAe E
_XPF{‘I_ Xp

E

- JL B

This matrix completely describes the effects of the crosspolar cancellation
network under the assumptions in Section 5.2.
The signal vectors at the receiving antenna ports can be expressed in

terms of the transmitted signal by:
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T - . j0 —
v 1%p
ECP 1 | _ 0 ACPe 0
D
j0 ) .
XPD jo jo
v RX CPXP v I%p
EXPD XPDpg® 1 Tcpxp® Ayp®
- o p
1 0l 1E .
CP
" (5.2)
JeXPDTX
e e

.These three matrices describe the effects of the receiving antenna, path and
transmitting antenna.

One more matrix is fequired to include the phase shifts of the
waveguide connections between.the reference planes D-D, A-A and B-B. This
phase shift will be important when analyzing the behaviour of the crosspolaf
cancéllation network. (There is aléb a léss associated with these cbnnec—
tions but it is negligible.) The receiving system in this'expériment does
not fespond to ﬁhe phases of the signals entering the front-end. For this
- reason, only the magnitudes of the copolar vector after plane A-A and the
crosspolar vector éfter plane B-B are relevant. Accordingly, the'phése
shifts after plane A—A in the copolar line and plase B-B in the crosspolar
line will be ignored. Thus, the following watrix includes all of theAiﬁpor—

tant phase shifts necessary to describe the signals after the receive antenna

OMT:
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- — - . — - ]
E eJQD—A 0 E
CPA ‘ CPD -
= s ' . ) (503)
: 3%zl |k
EXP 10 e -XPD
| B - B i B

In summary, these equations and the model in Fig. 5.1 describe the -
complex vector-sigﬁals entering the receiver front-end in terms of the
normalized transmitted signal. The general solutibn for the received signals
is given‘by the.product of the five matrices in equatioﬁs (5.1), (5.2) and
(5.3).

It should be noted that these expressions do not contain any terms not
: necessarf for the practical "engineering” description of the experimental
“system. In the following éections, every effort will be made to éonsider
only tﬁe equations necessary to analyze the.system behaviour which is the

topic of that sectioﬁ, Further assumptions and intermediate results will be

used whenever possible to prevent unnecessary mathematical complexity.

5.5 Analysis Without the Crosspolar Cancellation Network

Without the crosspolar cancellation network, the signals at the input

. In this case, the experimental system

of the receiver will be E ~and EXP

C
PD D

is described.entirely by (5.2). Solving (5.2) for the received signals

‘yields:

= F Al e UF : : (5.4)
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j0

E = E [AV 10 XPDY e PR
Xp cp %cp® Rx®
D S
. jo .
jo -~ "XPD 3Opp - ,
\' CPXP ' X .V XP
+ Topyp® + XPDy e Aype ] (5.5)

5.5.1 Contribution of Antenna XPD's to Clear Weather Crosspolar Signal Level

Both the transmitting and receiving antennas contribute to the cross-
polar signal entering the receiver front-end. Reciproci;y arguments show
that the magnitude of the XPD coupling should be the same for transmitting or
receiving using a particular antenna. The two antenﬁas and orthomode trans-—
ducers are identically constructed but minute mechanical differences,
especially in the relative angular orientation of the‘side arm port and
polarizing septum wili cause differences in the individual antennas XPD
values, as seen in Section 2.5. In addition, small variations in the angular
alignment of the antenna assemblies and orthomode transducers will signifi-
bcantly affect the individual XPD's as discussed in Section 2.5.3.

It would be exceedingly difficult to quantify the complex XPDs of ﬁﬁe
antennas used in this experiment even using the ﬁost advanced millimetre wave
measurement systems. The major difficulty would be isolating the effects of

. the antenna XPD angles (i.e. OXPDRX and OXPDTX) from that of the free-space

measurement set-up. Even measurements of the magnitude of the antenna XPD

contain a significant uncertainty in this frequency range for antennas with

XPDs as high as those used in this experiment.
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For tﬁese réasons, the following analysis must use a range of values
for the complex antenna XPDs. Reasonable estimates of the XPD magnitude
range can be made based on the manufacturer%lspecifications, measurements
made on the orthomode transducers cénnected back-to-back and measurements
made on the complete antennas installed in the measurement system.

It is reasonable to assume that the differences between the angles of
the two éomplex antenna XPD's can be ény value bétween 0 and 360°. This is
because path length differences of the order of a few millimetres can intro-
duce relaﬁive phase shifts of up to 360°. 1In addition, these length depeﬁ-
dent phase shifts will be a function of the operating frequency ﬁhich is
adjustable. |

The following analysis, based on the results of the préceding section,
will demonstrate how the interaction of the complex antenna XPD's can result
in a wide range of values for the recei&ed crosépolar signal levels. 1In
clear weather conditions, it can be assumed that TCPXP is iﬁfinite, ACP and

are zero and that OCP=O "and can,btherefore, all be ignored in this

AX XP

p

section of the analysis. Under these assumptions (5.5) can be rewritten:

j je
v GXPDRX v XPDTX] N

E = E = E XPD e + XPD, e (5.6)

XPD XPFE CPS. RX . TX

Equation (5.6) shows that during clear weather, in the system without a
crosspolar cancellation network, the crosspolar signal entering the front-end
has only two components, one resulting from each antenna.

To quantitively investigate the implications of (5.6) it will be

assumed that:
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1. XPDTX = 37 dB
2. XPDRX = 33, 35, 37, 39, 41 dB
3. -0 { AOXPD < 360

‘Fig. 5.2 illustrates how fhe clear weather crosspolar signal level at
the front-end input depends on the magnitudes and angles of the individual
antenna XPDs. This graph shows that the réceivéd clear‘weather'crosspolar
'signal level can vary between 6 dB higher than the individual antenna XPD's
to infinity, depending on the relative XPD magnitudes and angles. The
largest range of crosspolar signal levels occurs for the case Qhen the
magnitudes of the individual XPDs are equal.

| The angle AQXPD=QXPDTX*QXPDRX will result from the different path

lengths travefsed by the two crosspolar signal components. Most of this
differential path'length will originate in the OMTs and will depend on the
precise location of the depolarizing elemeﬁts in the OMTs. (It is possible
that depolarization occurs at more than one location within the OMT and that
the iﬁdividual OMT total XPDs result from the addition of more than one
depolarized signal.) In this frequency range, the waveguide wavelengths are
of the order of 5 mm. For these reasons it is not possible to make an ac-—

curate estimate of AOX from mechanical measuremeunts of the OMTs. However,

PD
even though it is reasonable to assume that this angular difference is.any-
where between 0 and 360°, it can be safely assumed that the path length dif-

ference is less than a few wavelengths. This is because the physiéal dimen-

sions of the OMTs could not result in path length differences greater than a

few nillimetres.
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Fig. 5.2. Contribution of antenna XPDs to clear weather crosspolar sigmal at the front-end Irput.
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Because AQXPD results from a path length difference, this angle will
be a function of the operating frequency. If the physical path length
v.difference creating AOXPD is denoted Azo the change 1in AOXPD aF two different

frequencies will be given by:

(GXPDTX - .OXPDRX.) f'l — (GXPDTX B GXPDRX) £,
- (B(ED) - BED )DL, ()
From (5.7) it is seen that the x-axis in Fig. 5.2 could be replaced by a
frequency scale if Ale wéé known. Alternately, if the variation in the
crosspolar signal level with frequency was measured, it would be possible to'
'_calculate the effective A% o o

Fig. 2.35 is an exaﬁple of this type of measurement. _Both curves in
this graph show a frequency response similar to that predicted by'Fig; 5.2,
However, a simple analysis will show that these responses cannot be satis—-
factorily explained from the results in this section. This is because these
variationé could only result from longer path lengths than those which could
~arise within the OMT s. To demonstrate this conclusion, it will be assumed
that the path length different reéults from both OMTs is less than or gqﬁal
to 2 cm. Using a 2 cm differential path length and assuming the path iength’
difference occufs in rectangular waveguide propagatiné the TE, 4 node, (5.7)
predicts a 360° changevin AGXPD for a frequency change from 62.8 to 75 GHz.

This frequency change is much larger than that shown in Fig. 2.35 and there-
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fore the observed effect must be due to another cause. In the next section
it will be shown thatvfhe variation in crosspolar level in Fig. 2.35 probably
" arises from a mismatch withih the back-to-back OMT circuit.

The klystron used in this e#periment can be tuned over a ffequency.
range from approximafely 73.0 to 74.5 Ghz. Over this frequency range
(assuming TE |, mode), the change in AOgp, is approximately 15°. Fig. 5.2
shows that this will result in a change of only a few dB in the crosspolar
signal level. Accordingly, in the following sections, the effect of changes
in AQXPD dqe to frequency vafiatioﬁ over thevklystroh tuning range (i.e. in

Figs. 2.35, 2.36 and 2.38), will be ignored.

5 5.2 Effect of Reflected Slgnals on the Clear Weather
Crosspolar Signal Level

.The experimental results presented in Section 2.5 showed that the
frequency variation of the crosspolar signal level at the front-end ihput was
very dependent on the impedance eonﬁected to the orthomode transducer rec-—
tangular ports. No references to this phenomenon could be found in the
literature and the antenna manufacturers did not have any explanatien for
these observations. It is believed that this impedence sensitive behaviour
“of the dual-polarized system can be explained using the model depicted in

Fig. 5.1 with some additional clarification of the orthomode transducer

operation;



244

5.5.2.1 Basic OMT Operation

_Attempts to find OMT references with a mathematical description of
their operation or mention of this mismatch sensitive behaviour have been
unsuccessful. The OMT feferences which were 1ocate& [5.5], [5.61, [5.7]
contained only empirical discussions of OMT operation.

Fig. 5.3 shows the construction of the OMTs used in this experiment.
This figure shows the basic OMT components and principals of operation
[5.6]. |

Some aspects of the orthomode fransducer operatidn willbbekquickly'
reviewed here to explain the expansion of the model required for this section
of analysié. For simplicity; only the transmitting antenna OMT effects will
be considered in this section. However, becausé ﬁhe OMTs operate reciprocal-
1y, the entire discussion in this section applies equally well to the receiv-—
ing OMT or to the combined pair of OMTs. If the transmitting signal is
applied to the through arm port on the transmit OMT, almost all of this sig-
nal will leave the OMT via the antenna port unaffected by the septum and
polarized in the copolar direction. Because the cross arm (or side arm) port
is beyond cutoff for this polarization, virtually none of thié copolar signal
is coupled to the cross arm port. Small mechanical imperfectiéns, principal— :
ly in the alignment of the conducting septum, will create a small depolarized
signal propaga;iﬁg in the circular waveguide within fhe OMT. This signal is
generally considered to leave the OMT via the aqtenna port. However, thé
cross arm port, which is located after the septum in the direction of propa-
gation, should also couple this.depolarized waveguide mode. Measure@enté

made on the OMTs used in this experiment showed that'this, indeed, did occur



‘Cross arm or

Path of E - side arm port

Circular port
B - or antenna port
Cross arm or
gide arm

- -

~ Resonant iris

“- Septum reflects E,
Through and transmits E1
Through

arm port
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and that the crosspoiar signal amplitude at the side arm and antenpa ports
were approximately equal. (Exact comparison could not be made because these
measurements could only be performed with the OMTs back—to-back and‘the
signals due to each OMT cannot be separated in thié configuratioﬁ.) If the
transmitted signal is applied to the cross arm port, a similar situation
occurs;' In this case,'approximately half of the crosspolar signal generated
at the rectangular—circular waveguide junction propagates unimpeded past the
septum into the through arm port. | |

This effect can be included in the model of Fig. 5.1 in two ways,
dependiné on the directional properties attributed to the summing junctions
in the OMT model. The directional properties of these summing junctions were
not previously considered because they are unimpéftant if the experimental

system is perfectly matched. If thé summing junctions in the OMT models are

assumed to be directional, the depolarized signal of amplitude XPDVe GXPD

only couples to the anteama port. In'this-caée, the OMT model requirés an
additional coupling element and directional summing junction whiéh will
_account for the signal leaving the cross arm. This model configuration witﬁ
the two coupling coefficients, XPDTxl and XPDTX?; ié shown in Fig.VS.A(a).
If the summing junction is considered to be bidirectional,,the OMT can be
modelled as shown in Fig. 5.4(b). Model (a) is more general and can include
different couplings in each direction. Model (b) is simpler and more closely
describes the actual OMT operatién. For these reasons, model (b) will be
used and it will be assuméd that the OMT summing junctions in Fig. 5.1 are
bidirectional, It should also be notedbthat the XPDs (power)Ain model (a)

should be double that in model (b). However, to simplify the equations and
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to conform to the usual definition of XPD, it will be assumed that the signal
travelling in each direction from the bidirectional junction has amplitude

\'
_XPDTX°

5.5.2.2 Calculated Results and Comparisons to Experimental Data

If the crosspolar rectangular port is mismatched; another crosspélar‘
signal component will be propagated in the direction of the receiver. The
signal flow diagram for the mismatched transmit OMT model is shown in Fig.
5.5.. A compiex feflection coefficient FL, completely describes the mismatch

connected to the feétangular crosspolar OMT port. EXPR is the réflectéd
signal at the OMT-load junc#ion travelling iﬁ thé direction of the receiving
antenna; Plane C~C located at the bidirectional juhctionvwill.be used as a
local réferénce.

The reflected signal will propagate throdgh plaﬁe C~C with negligible
coupling in the “"direction” of fhe copolar OMT ports (i.e. the reflected

* signal behaves like a transmitted signal injected into the side arm port).

Now, the crosspolar signal at the output of the transmit antenna, designated

EkP , contains two components described by:
X .
v J OXPDTX ~i288,
E! = XPD e + E e
XPo, | IX XP,
v J OXPDTX =328,
= XPD. e (1 + 1pe ) , (5.8)

The angle of the second signal component with respect to the first at

plane C-C is:
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o A ArglT ] - 28%; (5.9)

where-lR is the length of the waveguide connection between the OMT juﬁction

and the load represented by FL. In practice, ZR is much longer than several

wavelengths and accordingly, Arg[PL] variations with frequency can be ignored
for practical purposes.

The effects of thé mismatch will be illustrated by calculating a new,
effective complex XPDTX which includes the reflected signal generated at the:

crosspolar rectangular OMT port. Previously, i.e. without ény mismatch:

]

) XP

xppy, e X o_TX - , (5.10)
TX E :
cp
S -
Now, the effective transmit antenna XPD designated XPD,'rX is described by:
all 1
v! JC&PDTX EXPTX
XPDTx e Rl (5.11)

CPS

Solutions to (5.8),(5.9) and (5.11) are presented graphically in Fig.
5.6. The effective XPDTX magnitude is given in dB and the change in the

angle of the XPD is plotted as:

X

A .
8€ = @ - » . (5.12)
OXPDTX GXPDTX @XPDTX o o
Fig. 5.6 illustrates how the magnitude of the mismatch and distance
from the OMT junction to the mismatch can change the effective OMT complex

XPD. This graph shows that as the magnitude of the reflection coefficient on

the unused rectangular port increases, the peak-to-peak variation of the
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total OMT XPD also increases. The case where the return losé is 0 dB
represents the situation which occurred when Fhe transmit OMT was connected
to the polarization switch without isolators as discussed in Seqfion 2.2.4.3.
For a 0 dB return loss, Fig. 5.6 shows that the OMT XPD éan be degraded by up
to 6 dB. |

“ However, early tests on the complete experimental system showed that
the;sevére mismatch on the transmit OMT caused by.the polarizaticn switch
could degrade the system XPD by more than 6 dB (Section 2.2.4.3). This can
be explained by solving (5.6) after substituting the new.value of the tran—
smit OMTvgiven by (5.8) and (5.11). The solutions of these equations assum—
ing equal antenna XPDs of 37 dB and a mismatch return loss of 10 dB.
»(VSWR = 1.92) are shown in Fig. 5.7. Another set of solutions for thg

assumﬁtidns_that the antenna XFDs are 37 dB and eXPD -~ Opp = 150° are
: : X RX

shown in Fig. 5.8. ‘These graphs show that mismatches can change the system
XfD By considerably iarger values depending on_the exact values of the,.
cémplex crosspolar signal vectors. It isvinteresting to note that iﬁ Fig.
5.8, the largest peak-to-peak vafiation in the crosspolar signal level
occurs, in this case; when the return loss is 5 dB because the reflecfed
signél is approximately the séme magniiude as the sum of the antenna depolar-
ized signals. The largest degrédation still occurs for a 0 dB return loss.

|  In the case of a mismatch on the receive OMT copolér rectangular port,
 the effect on the system XPD is, of coursé, very similar to the results in
Figs. 5.7 and 5.8 but the mechanism is.slightly differént than that shown in

_ Fig. 5.5. A mismatch on this copolar port will result in a reflected copolar
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signal travelling toward the transmitter. As this signal passes through the
receive OMT it will be depolarized and will result in appfoximately equal
51gna1s leaving via the "circular” and rectangular crosspolar ports. The

: 31gna1 leaving via the antenna feedhorn can be safely 1gnored waever, the
signal leaving the crosspolar rectangular port will add to the other cross-
.polar'signal components entering the front—-end. For the same reflection
coefficient andeMT XPD, this signal vector will have the same magnitude
entering the front-end as the signal caused by a mismafch on ﬁhe transmit OMT
crossﬁolar rectangular port.

It is extremely &ifficult to quantitively compare the results of this
section to a practical sitﬁatiqn because all mismatches throughout the system
wili.additively create effects similar to those'sﬁown in Figs. 5.7 and 5.8.
Values could be chosen for this quel Which'would generate results acceptably
close to the experimental data shown in Figs. 2.35, 2.36 and 2.38. However,
this would not be vefy meaningful because the model contains enough:para—
meters to generate numerous solution sets which.would fit the experimental
~data. If measuriﬁg apparatus were available.to more completely characterize

-the individual components, accurate medel parameters could be deterﬁined.

Nevertheless, some meaningful conclusions regarding the operation of
the experimental system can be made with the aid of fhe reeﬁlts of this sec—
tion. Fig. 2.35 presents the experimental reeults for the back-to-back OMT
connection with terminations whicﬁ were thought to be well matched. But this-
graph, especiaily the lower cﬁrve, showe a frequency response similar to
those in Figs. 5.7 and 5.8. This response is believed to be due to ehe fact

that the Hughes 44894H thermistor mount used in the crosspolar level
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mgasuremenﬁ (connected to the OMT through arm in this.case) has a specified
VSWR of only 2:1 (return loss = 9.5 dB). Fig. 5.7 shows very similar varia-—
tions in crosspolar level for AQ,,, in the range 120°-150° with a 10 dB
return loss and appears to explain the lower curve‘of Fig..2.35. The smaller
crosspoiar variations in the’upper curve copld résult either from the addi-
tion of two vectors or a reduction in the reflection caused by the thermistor
mount due to some conjugate mismatch inherent in the receive OMi Cross arm.

Fig. 2.36, where the transmit OMT cross arm was,delibérately mismatch-
ed gives a response of the form shown in Fig.'5.8 for a retufn loss around 5
dB. The freqﬁency-response of Fig. 2.36 shows that the reflected sighal
‘angle (@R) varies over approximately 180° over the ffequency range 73.18—
73.45 GHz, (a similar 180° frequency range occurs in Fig. 2.35). Over this
frequency range, the change in the TElO mode B is 7.0. ﬁsing (5.9), this
gives %, the distance from the combining reference plane to the mismatch as
approximatély 22 cm. This distance is reasonable for the circuit'gopology
actually used to make the measurements. An exéct cofrelation cannot be ﬁade
due to the uncertainty of the location of the co@bining referehce piane with-
in the back-to—back OMI circuit.

Fig. 2.38 shows the variation of crosspolar signél levél with
frequency for the back-to-back OMTs connected to the_front—end. The'@ixers
in the front—end have a specified input VSWR ofv2:l_typical (this will depend
on the backshort tuning). With no iéolation between the receive OMI and the
front—end, large variations in the crosspolar level are observed. The va:ia—'
tion with frequgncy’in this case 1s more répid than'invthe previous éases. f

This is due to the longer electrical path lengths between the OMT and the
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'mismatcﬁesiand may also partially be due to the addition of more than one
reflected signal vector. With reasonable degfees of isoiation between the
OMT and the front-end, the crosspolar signal level shows very little

ﬁariationvﬁitﬁ ffequency., This §érifies that the cauée of the crosspolar
éignal variation with frequency is explained by the-aﬁalysis-presented in

A

these sections.

5.5.2.3 System XPD Improvement Using Mismatches

) This -impedance sensitive behaviour of the OMTé can actually be used
“beneficially to increase the "uncancelleﬁ" system clear weather is&lation at
one frequenéy. Several methods were explored to change the QMT port mis- |
‘matcﬁes in aﬁtempts to improve ﬁhe'sysfem isolation.v It was found that even

with thé isolators installed between the mikers and OMTs, the ﬁixer backshort .
tuning and LO drive level would affect the system isolation. The moét con-
venigﬂtrmethod<ofvadjusting the uncancelled system isolation was found to be
a éombination of operating frequency and copolar mixer LO adjustment. For
certain combinations pf antenna alignment and operating frequency, it was
ﬁossible to improve.the.uncancelled system XPD from around 35 dB to 45 dB by
_ slightiy ?educing the copolar mixer LO drive level. The required LO reduc-
tion only resulted in a few tenths of a dB reduction in copolar sensitivity.
vThis_method wa$ successfﬁlly_used during_data_acquisitipn for the resﬁlts )
showing appro#imately 45 dB isolation on the "uncancelled"” pplarization.

- This‘techniqde has limited practicalAépplication, howevef; because of the
diffigulty of determining the advantageous combinations of antenna alignment,

backshort tuning, LO level and operating frequency.
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'5.6 Crosspolar Cancellation Network Operation in Clear Weather

The theory presented in this section will be used to analyze the
operatipn of tﬁe crosspolar cancellation network, examine the effects of
amplitude and ﬁhase efrors, and determine the cancellafioh frequency response
- all under clear weather conditions. The previous sections introduéed:two
pairs of crosspolar signai vectors, one palr due to the "matched” OMTs and a
second palr resulting from mismatches on the OMT ports. These four signals
are each actually the vector sum of more than one signal resuiting from the
same basic mechanism. The complex sum of these coherent signals propagates
toward khe front—end alohg the crosspolar signal path up to plane D-D in Fig,
‘5.1. Without the crosspolar cancellation nétﬁork, thié vector sum would be
the clear wea;her received érosspolar signal. The magnitude of this signal
under different conditions is shown in Figs. 5;7 and 5.8. In summary, it was
shown that thé crosspolar signa1 vector entefing plane D-D, and thereaffer
junction B-B along the crosspolar signal line, can have any magnitude shown
on Figs. 5.7 and 5.8 and any angle between 0 and 360°.

If the crosspolar cancellation'nétwork is adjusted so that the second
signal entering thé combining junction at plane B-B has exactly the éamé
magnitude but opposite phase és the previously described signal, then the net
signal leaving junction B-B, in ﬁﬁe direc;ion of the front-end, will be zero.,
Thus, perfect crosspolar signal cancellation can be achieved at one fréquency
under any clear weather conditions assuﬁing the crosspolar cancellation
network attenuatioq and phase can be adjusted with sufficient accuracy. In

pﬁktice, however, it can be difficult te maintain the necessary cancellation
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signal phase and amplitude accuracy because of frequency shifts and ambient

temperéture variations.

5.6.1 vSensitivity to Amplitude and Phase Errors

The first step in analyzing the operating charécteristics of the
crosspolar cancellation network is to quantify the sensitivity of the réceiv—
ed crosspolar signal to phase and amplitude erroré. Fig. 5.9 shows the
changé in fhe crosspolar signal level at the front-end input for an error in
: the adjustment of the crosspolar cancellation circuit attenuation. Curves.
are givén fof uncorrected system isolations of 30, 35, 40 and 45 dB. This
graph shows that the éensitivity of the crosspolar signal level to amplitude
errors increases.for lower levels of uncorrected system isolation. Fig. 5.10
is a Qorresponding ﬁlot fof bhase erroré. It shdﬁs a simiiarvincreaée in
errbr}sensitivity.at 1owef uncorrected system isolatilons. .The receiving
system a?érage noise level corresponds to a croSqular signal level of
approximately 65~70 dR below the copolar signal level, (ref. Section 2.8).
From Figs. 5.9 and 5.10,itbcan be seen that to achieve a sufficient level of
éancellation to ensure that fhe crosspolar signal level is below the noise
level the adjustment errors must be maintained below *0.3 dB and il.é degrees

" for an uncorrected system isolation of 35 dB. . - ‘ o

5.6.2 - Cancelled System Frequency Response

To be able to analyze the frequency response cf the cancelled systems,

the mathematical expression for the crosspolar signal entering the front-end
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muét be derived;_iThe matrix (5.1) describes Fhe signals entering the front-
énd iﬁ térms of the signals at the reference planes A-A and B-B. Equation
(5.3) reiates‘the gignals at plane D-D to the received signals at the direc-
tional coupler junctions (planes A-A and B—B). The signal set at the’
recelving antenna OMT ports (plane D-D) is described in general by (5 2)
with the modifications introduced in Section 5.5.2 to include the effeqts of
mismatches on the OMT ports. Because clear weather operation 1s again being
considered, the>simplifying assumptions made for (5.6) are still applicable.
Thus, the clear weather signals at the front-end input are, in this'case,

described by: -

- -— - : —— - . fe —
- I%-a il

ECP 1 0] e 0 ECP

FE o D -

- . | (5.13)
, 3 je T

Egp 0.1A)e o e P e,
| FE] L A = 4 Lo

where the possible range of values for the signals at plane D-D has been
analyzed for clear weather conditons in Section 5.5.
Solving (5.13) for the crosspolar signal at the front-end input
yvields:
jleptey_,) j : : : v
B, () = Eg, (0.DAe LT - (5.14)

P
XPpg Pp XPy £

1f the crosspolar cancellation network is adjusted for total cancellation at

a freduency fo, (5.14) becomes:

J(O+ jo._
By (£) = 0= Eg, (0. 1)AV ), E. e DBl (5.15)
Peg .0 % - £
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The solutions to (5.15) are:

| . 4V | S .
|EXPD| - IECPDl 0-1 4y S - (5.18)

and

(ArglEg, | + 6, + @ ,) - (Arg(E,, } + @, ) = 180° (5.17)
D o

D £
o

which describe the conditioﬁs necessary for complete cancellation, i.e. the
cancellation siénal must have equal amplitude and opposité phase.,

The freﬁuency sensitive behaviour of the canceiled system will be
analyzed by golving (5.14), (5.16) and (5.17) after making the following
"simplfications: '

e for practical purposes, tﬁe attenuator loss can be assumed to Dbe coanstant
over thé frequency range under consideration.
- the cléar weather, copolar, receivedbsignal level wili aiso'be assumed here
to be éonstant over this freqﬁency raﬁge.‘
~ because the path length-differences which give rise to the différence

between Arg[ECP ] and ArgfE ] are small compared to other path length
D .

| XPD |
differences, it will be assumed that the change in these angles are negli-
gible over the frequency range of interest. (Similar arguments were
applied in Secticns 5.5.1 and 5.5.2). ‘These augleé can bé completely

v ignored in the f;equency response calculation by considering their fixed
valueé as a minute change in the length of the waveguide connections.

between A~-D and B-D.

~ from the symbol definitions, the total phase shift in the cancellation
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circuit (QT) is the sum of the phase shifter phase shift (O ) and the
phase shift through the waveguide connection between the planes A-A and B-D
<op. | |

- it will also be aSSumed that the phase shift through the phase shifter is
independent of frequency. (This is not strictly true but the phase shift
change with frequency will be negligible compared to the change in the

phase Og)’

‘Now, using the symbol ECN which represents the cancellation signal at
B

plane B-B (and includes the effect of both couplers):

‘IECNBl = |EXPD(fo)| = |ECPD|(O.1)AA _ (5.18)

which according to the previous assumption, is constant with frequency. This

allows (5.14) to be rewritten as:

jo jto, + 0. ,) jo_
By, (= |5g |e PS & b DAy R, (B)]e D-B (5.19)
FE B D
jo
"To consolidate the e terms, this may be rewritten:
=36,_ i0 jo.. ito e, ) —-jo.
Eyp (£)e "-3 = |EXP (£)le IECN le PS4 D-AT, T DB
FE D "B
(5.20)

Because the phase of the crosépolar signal entering the front—end is ﬁot

important, this equation may be rewritten:

S je.. j(o,+ o _, - 05 o)
_ PS 2 °p~-A  D-B
iEXPFE|(f)| = }ECNB| + IEXPD(f)[e (5.21)

where G OD—A and OD g are, of course, also functions of frequency. Thus,



265

the magni ude of the crosspolar signal in the cancelled system can be cal-
culated at any frequency by the complex addition of a scalar constant ‘and a

vector dependent on frequency.' The angle between these two vectors is given
by:
R | ) o

] IF(f) = ePS + Oz(f) + CbA(f) GDB(f) (5.22)

Therefore the constant angle GPS is equal to:
= ° _ - 3 . .
QPS 180 Ol(fo) QD_A(fo) +,9D-B(fo) (5.24)
The three angles e and can all be Pxpressed in radians, b
-A -B Y

equations of the form:

0,(£) = 0,(£) + [8(f) - B(£ )] (5.25)
whefe:l is the appropfiate lengtﬁ, i.e. %, lD—A or 2D—B and‘s = i“. There—
. g
fore, (5.22) can be rewritten:
Oppp(E) = Opg + Oy(;) + [B(D) = (£
+ oo L (E) + [B(D) = BED L,
- gy G(£ ) - [B(D) - B(E DI85 . (5.26)
Substituting (5.24) into (5;26):
Opre(H = " F [8(£) - B(E ) ]2, | S (52D
where:
g, 2 n+ - | (5.28)
“o -a ~ *p-n . .

and now (5.21) can be written:
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j[B(fo)-s(f)]zO

|E | 30, |E (f)le - - (5.29)

(0] = CN

FE
Equation (5. 29) gives the magnitude of the crosspolar signal at “the front—end
input at any frequency in terms of measurable quantities.’ The results from
thesevequatlons can now be compated to actual measurements made with the
"crosspolar network connected to the front-end.

Flg. 5.11 shows the results of avfrequency response measurement made
on the bench with the OMTs connected back-to~back and theﬂcrosspolardcancel—
lation network connected to the front-end. Thelexperimental set~-up was
ldenticial to Fig. 2.37 without the isolator and vsrlable attenuation‘but
with the crossﬁolar cancellstioh network connected as shown in Fig. 2.39.
The first measurement was made with the cancellation network attenuator at
maximum attenuation to determine the uncancelled system XPD. This value
varied between 32 and 37 dB over the measdrement frequency range,‘ This
magnitude and rate of XPD Variation indicates thet the entire system was
fairly well matched in this conflguration (i.e. compared to Fig. 2 38). The
crosspolar cancellation network was then adjusted for a null at 73, 125 GHz .
“and the second set ef measurements were made.

The calculated values of XPD were.ebtained usicg (5.29) with:

I XP (f)l are the values of XPD for the uncancelled system.

I | = 36 dB which is the value of uncancelled XPD at 73.125 GHz.

- = - = . = C +
20 | 2+ ZD—A QD—B 77 cm which resulted from L 9l cm * 1 cm .

(the length of the waveguide connection between the two directional
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coupler junction§ through the cancellation network) and RD—B - ZD—A‘= 14 cm.
+1 cm (the diffe?ence in the length of the waveguide connection between
the OMT ports and the directional coupler "input” ports);

and | |

- B calculated for WR-15 waveguide.

Thebagreeﬁent between the measured and calculated cancelléd systen
frequency responses.is considered to be very good. .Both curves show dif—
ferences between the maximum and minimum XPD valﬁes which result from changes
in the uncancelled system XPD magnitude. Differences between the two éurves
presumably result from: smail changes in angles not due to waveguide lengths,
small mismaﬁcﬁes and émall frequeﬁcy dépendent amplitude changes in the OMTs,
couplers, attenuators and front-end.

The fypical peak-to-peak variation in tﬁe_free runﬁing klystron
frequency in a one hour‘period is approiimafély 3.5 MHz. This is the cal-
culated average of the difference between the maximum and minimum freqﬁency
values recorded by the data acquisition system over several,-tyﬁical one hour
~ periods. Many records éhow much smaller variations but some also show larger
variations, probably due to different cﬁanges in ambient tgmperature; The
specified temperature coefficient of the klystron is -1.0 MHz/°C typical.

This variation invthe klystron frequency could cause the cancelled
system clear weather XPD to drift to approkimately 55-60 dB, from a Qalue
below thé noise level, over a typicgl one hour period. This effect can be
compounded by the fact that it is possible to have cumulative klystron
frequency drifts over longer periods due to‘é consistent change in the

ambient temperature. Operational experience with the cancellation network



also uncovered vhanges in the cancelled XPD level which could not be accoun-
ted for by frequency drift. For this reason the effecto of temperature

variation on the cancellation network were also investigated.

5.6.3 Cancelled System Temperature Drift

It is also possible to use the previously derived theoretical results
to estimate the change ih the cancelled system XPD due to teﬁperature varia-
tion. Equatioas (5.27) to (5.29) show how the lengths of the waveguide
conneetions associated with the cancellation network ean affect the cancelled
system XPD.,. The net critical lehgth, Ze; was measured to be 93 cm for the
network topology used in the vicinity of the receiving antenna_and front ead.
Coin silver waveguide is used for these interconnections. The linear co-
efficieat of thermal expansion for silver is 19.1;10_6/°C over the tempera-
.ture range 0-100°C. This will»result in a net change in ze of approximately
0.018 mm/°C. At 73 GHz this will translate to a change in the cancellation
circuit angle of approximately 1.3 degrees/°C. From Fig. 5.10, it can be
seen that a change in the ambient temperature of a few °C can result in
eignificant changes in the crosspolar signal level. It is also likely that
other components in the crosspolat cancellation network or associated milli-
metre-wave circuitry have significant temberature-coefficients‘which could
also affect the cancelled system XPD. Unfdrtunately, no specifications'for.v

temperature effects are available for these devices.
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5.6.4 Phase Compensation of the Crosspolar Cancellation Network

The previous theory indicates that the frequency and temperature
dependence of the cancelled‘system XPD can be improved by selecting the
lengths of the im;ortant waveguide connectioné in the vicinityvof the cross-
polar cancellation network. From (5.28) and (5.29) if ze = 0, then the.XPD
frequency variation is only due to the variatiom in the'uncancellea system.
XPD énd the frequency variation of the circuit components. In addition, if
2. = 0 the temperature dependent XPD variation will result only from the

0

temperature effects on the millimetre-wave éomponents, i.e. the attenuator,

phase shifter, etc. and not the change in the waveguide lengthé.

o = 0 by selecting the length of the

It is a simple matter to set £
Waveguide connection QD—B (i.e. the connection between the receiving antenna

OMT crosspolar pott and the cancellation network summing coupler) to be equal

and £ (i.e. the connections between the OMT

to the sum of the lengths Sp-p

copolér port and sampling coupler and‘total length between the coupler
junctions, respectively), as shown in Fig. 2.39.

To test the efficacy of this phase compensation scheme: a 93 cm length
of WR-15 waveguide was added to the length, £D¥B° This léngth was calcul-
ated, after measuring the relevant waveguide lengths in thevcircuit, to give
le = 0., Fig. 5.12 shows the measured XPD for the‘uncancelled, cancellgd“but
not phase corrected and cancelled and phase corrected systems. The improve-
ment was less than what.was hoped for but the phase compensation seﬁtion did
result in an approximate increase of lOOZ in the useful bandwidth. The

reason that the phase compensated response is not flat -is that even though

the major source of the frequency sensitive response was the length 20, other
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Fig. 5.12, Effect of phase compensation on uncancelled system XPD
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circuit components alsb produce variations with frequency. Also shown in
Fig. 5.12 is tﬁe predicted XPD level (i.e. 48 dB) for a cancellation ﬁetwork
imbalance of approximately 1 dB or 7 Deg. (ref. Figs.‘ 559 and 5.10). This
effeét can eésily exblain the phase compensated response. For example, the
uncancelled system XPD does show a 1 dB variation within the frequency range
where the compénsated response degrédes té approximately 48 dB.

While the bandwidth improvement of approximately 100% is very bene-—
ficial, the ovefall improvementAin the étability of the cancellation aﬁpeafs
to be much greater. This extra improvement is thought to be due to the
temperature compensation effect discussed in Section 5;6.3. Before the.phase
-compensation section was added, it was occasionaily_necessary to readjust the
cancellation network every hOur or so to maintain the system XPD below 55 dB.
With phase compensation, tﬁe XPD level has often remained in the 60 dB range

. for many hours and does nét usually require adjﬁstment after the warm up

period.

5.7 Model Predicted System XPD Performance

In this section, the previously described éxperimental model will be
used to predict the system XPD response during rain. It will be shown that
for a given set of meteorological conditioms, a range of system XPD values
could possible be observed. This applicétion of the model allows a méfe
accurate cbmparison to be made between the theoretically predicted and
measured XPD during rain.

This type of mathematical procedure is very important when measuring

XPD in the shorter“millimetre range because path XPD values are usually more
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than the uncancelled system clear weather isolation. As a result, the
observed system XPD during rain can be very different than that predictédbféf
ideal antennas because of the addition of the path and antenna/OMT:depolar—
ized signals. _The observed system XPD can vary over a range of values for a
fixed path depolarization depending on the relative phases of the depolarized
signals. Even though the theoretical methcds can predict the relative phase
of the path depolarization, this uncertainty cannot be resolved bécause the
angleé of the antenna depolarized signals are not kqoﬁn.

The use of the model is also essential to predict the change in the
measured system XPD due to path differential attenuation and phase shift. I;
will be shown that for different measurement system configﬁrations, the dif-
:ferential attenuation and phase shift also cause é change iﬁ the system XPD
because of their relative effect on.the transmit antenna depolarized signal.
This effect would cause an apparent change in XPD even for the case of equi-
oriented drops.with zero canting angle. For this reasoﬁ, it is important to
take into consideration this effect when comparing XPD predictions and
measurements.“

The basic procedure to be followed in this section is to use the model
to calculate the possible system XPD vaiues for a range of the unknown ae—
polarization angles. The model inputs are a set of predicted pafh propaga-—
tion parameters and estimated values for the antenna XPDs. - Values for the
magnitudes of the antenna depolarized signals will be estimated from previous
meaéurements and'the observed clear weather system XPD. In some cases, it is
also.possible to éstimate the differénce between the antenna XPD angles from

the clear weather system isolation and the antenna XPDs in Fig. 2.33. Path
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propagation parameters-a;e calculaﬁed for a set of assumed meteorological
conditions usiﬂg the.techhiqueé described in Chapter 4.‘ Thééé‘dété.afe then
used as the inﬁut for a model implementation program written for an HP-41-CV
programmable calculator. The program outputs the signal levels throughqﬁt
the measureﬁent system and XPD vélues for cancelled‘or uncancelled systems.
Thié basic method ﬁas also used in the next chapter when experimental data
are coﬁpéred to théoretical predictions.

In thé foilowing sections, example predictions will be used to demon-~
strate the use of the model and to show the interrelation between the path
propagatién parameters and the experimental systeﬁ. The effects of path
attenuations and'phaée shifts on the measured XPD will be illustrated. An
example showing the range of XPD values possible for céncelled and uncancel-
léd systems will also be‘discussed.' A complete, rigorous investigation of
the relationship between the path propagétion parameters andAthe measured
system XPD, as predicted by the model under all propagation conditions, would
be extreﬁely tedious. Insfead, the results in the next chapter aiso include
discussions of the exéerimeﬁtal model in conjunction withvactual.exﬁerimentalv_

data.

5.7.1 Effects of Polarization Insensitive Attenuation or Phase Shifts

:Samplé modei calculations:éhow that a polarizétion insensitive fath-
attenuation or phase éhift will have no effect on the cancelled oriuncancel—
led system XPD, as would be expected iﬁtuitively. Even though a'polarization
insensitive attenuation or phase shift could only occur for thg unrealistic

case of spherical rain drops, it is necessary to verify that the polarization
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insensitive portions of the path propagation do not affect the measured XPD.
When performing these calculations it is important to remember that these

attenuations and phase shifts must also be included in TCPXP'

5.7.2 FEffects of Differential Attenuation and Phase Shift

Path differential attenuation and phase shift cause a change in the
system XPD because of their effect on the transmit anteuna depolarized
'signal. The s&stem XPD can increase or decrease depending on whether verti-
cal or horizontal polarization is transmitted. Fig. 5.13 shows the model °
predicted effects of differential attenuation for several system configura-
tions with no path depolarizaton. Because the model uses copolar and cross-
polar polarizations, diffefential attenuation is.positive and negative‘for
vertical and horizontal transmitted polarizations, respectiveiy. The 1arge§t
variation due to differentiai attenuation occurs for the cancelled system.
. This would appear at first glance, to be a disadvantage of the cancéllation
system, but Fig. 5.14 shows that for the case where there is a péth depolar—-
Mized signal, the cancelled system gives a much more accurate respénse. (The
superiority of the cancelled system will also be demonstrated in further
model predictions.)

Fig. 5.14 éhows that for both the cancelled and uncancelled systems,
the X?D variation due to differential‘attenuation is lower for higher trané—.'
mit antenﬁa XEDS° .For tﬁis reason, tﬁe‘antenna/OMT asseﬁbly with the élight—

ly better isolation was used for the transmit antenna in this experiment.
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These graphs show that for accurate comparisohs between predicted and
measured XPD, it is necessary to include the effects of differential attenua-
tion on the.syétem XPD. Path differential phése will produce similar
results. To illﬁétrate, and to compare the effects of différential attenua-—
tion and phase, a realistic set of path propagation parameters will be used.
For this example, the following meteorological counditions will be assumed:
rainrate = 10 mm/h, Joss/Olsen Widespread drop size distributioﬁ, canting
angle = 2°,Apath length = 1.8 km., horizontal transmitted polarizatibn and
antenna XPDs = 40 dB.L 0°. For this set of conditions, the péth XPD is pre-
dicted to be 54.3 dB. Table 5;1 shows the system XPD response for cancelled
" and uncancelled systems with no differential attenuation or phase shift,
differential attenuation oﬁly included, differential phase only included and
both included. These results show tha;, for this case, the effect of differ-

ential phase is less than the effect of differential attenuation for both

cancelled and uncancelled systems.

5.7.3 Effects of Antenna XPD Angle

The largest uncertainty in XPD measurement is due to the unknown rela-.
tive angles between the antenna/OMT and path depolarized signals. -The model
shows that a rain depolarized signal can cause the measured uncancelled |
.system XPD to incfease or decrease depending on this relative éngle. This
effect has been demonstrated theoretically by Evans and Thompson [2.35] and
Delogne and Sobieski [5.4]. Experimental observations of system XPD improve-

ment during rain, presumably due to this effect, have been observed and
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System IgnoringA iIncluding Including Including
XPD differential differential|differential both
(Measured) |attenuation attenuation |phase shift differential ..
and phase only only attenuation
shift and phase
shift
Uncancelled 34.8 34.5 34.8 34.5 dB
Cancelled . '54.3 56.5 54.6 57.2 dB
Meteorological conditions: Path length = 1.8 km Copolar atten =
R = 10 mm/h ' T, = Horiz. 11.28dB / -106.1°
= 20 _ {Ff. =4
¢ = 2 XPDTX XPDRX Diff. atten 43 dB
= 40 dB / 0° Diff. phase=1.25 Deg

Joss/Olsen Widespread

drop size distribution

Table 5.1 Effects of Differential Attenuation and Phase Shift on

Clear weather uncancel-

led isolation =

34 dB

Cancelled and Uncancelled Systems.

Path XPD = 54.3 dB
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commented on by De Lange, Dietrich and Hogg [1.74] and seem to appear but»
were not discussed in Shimba énd Morita [1.81]. " |

For an experimental system with constant antenna XPD angles, it is
bossible to observe system XPb increases or decreases because the angle ofb_
TCPXP (i.e. le) can change depending on the canting angle. Equation (4.15)
shows that‘the angle of the depolarizing element in the transmission matrix
- will change by 180° for opposite canting angle signs. In actual rain, the

angle of T shown in Fig. 4.8, depends on rainrate and dropsize distribu-

cpxp? _
tion and is quite variable, As a result, wheﬁ analyzing this effect, it is
necessary to consider all relative angles between the path and antenna/OMT
depolarized signals.

To deﬁonstrafe this éffect for the cancelled and uncaﬁcelled»systems
used in fhis experiment, the system XPD response for the meteorological
conditions used in the previous section will be predicted again. In this
case, the antenna XPD angles will be varied to illustrate the range of
possible ﬁeasured XPD values. The maximum and minimum XPD valuesiwere
détermined by incrementing the antenna XPD angles by n degrees for the same
set of path probagation parameters. |

Table 5.2 shows the range of XPD values for different sets of antenna
XPD angles. Again, it is important to note that.the same range of values
could occur if the antenna XPDs were held coﬁstant and the path depolariza-—
tion anglé variéd. Thése.results again show the reduced uncertainty when-
~using the crosspolar cancellafion netwqu. The uncertainty when using the

cancellation network is due to differential attenuatlon and phase shift. For

the uncancelled system, a very large range of system XPD values 1is possible.
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“Antenna Uncancelled Uncancelled Cancelled
; XPD System System XPD System XPD
- Angles Clear Weather range range
(DEG) XPD (dB) (dB)
(ds)
1. 1XPDRX = 24,5+ n 34 33-34.6 52,1-57.2
ZXPDTX = 23.2 + n
2. | /XPDpy = 24.5 34-NOISE 34.6-52.2 52.1-57.2
LEVEL
/XPDre = 23.2 + n
3. ZXPDRX = 24,5+ n 34-NOISE 34.6-56.9 56.8
" LEVEL
/XPDpy = 23.2 |
4o | /XPDp. = 204.5 34-NOISE 33-56.9 52.1-57.2
LEVEL
‘_/_XPDTX = 23.2 +n
5. 1XPDRX = 24,5+ n 34-NOISE 33-52.2 52.2
o LEVEL
/XPDpy = 203.2
6. 1XPDRX = 150 + n 45.7 42,5-48.9 52.1-57.2
/XPDy = n
Antenna XPD magnitudes = 40 dB
Meteorological conditions given in Table 5.1
Path XPD = 54.3 dB
Table 5.2 Range of Possible System XPDs for Different Antenna XPD Angles.
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Case 1 in Table 5.2 is for the situation where the antenna depoiarized
signals are iﬁ phase at plane D-D. This is 1likely to be very close to the
‘actual situation when clear weather isolatioﬁs are observed to be about 34
dB. Case 6 repreéents fhe situation where a clear wéather XPD improvement
has been obtained by altering the relative antenna XPD angles., .This is
thought to be similar to the sitﬁations &hen received OMT misﬁatches were

used to improve the clear weather system XPD.

5.7{4 Effects of Antenna XPD Magnitudes

Table 5.3 shows the range of XPD values éor the situation in case 1 of
-Table 5.2 but with different antenna XPD magnitudes. 'These results sﬁow‘that
‘the uncertainty in the cancelled system XPD decreases as the transmit aﬁtenna
XPD iﬁcreases. The receiving anténna XPD has no effect because the cancella-
tion network can compensafe for the receiving antenna without degradation due
to differential attenuation and phase.

For the uncancelled system, the system XPD is closer to‘thé path XPD
for higher antenna isolations. The range of possible XPD values inéreases
éor higher isolations in this case becauseithe relative magnitude of fhe path
depolarized signal has increased. This trend wouid of éourse reverse if the
path XPD was smaller than the clear weather systeﬁ XPD,

These results show that in cancelled systems, if the available énten~
nas have different isolations the higher isolation antenna should bé used for
.transmitting. In this experiment the transmit antenna XPDs are a few dB

higher than those for the receive antenna.
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Antenna XPD Uncancelled Uncancelled ‘ Cancelled

magnitudes Clear weather System System
(dB) System XPD XpD XPD

(dB) - (dB) _(dB)

XPD, = 40 dB 34 33-34.6 52.1-57.2

XPDRX = 40 dB

XPDRx = 40 dB 35 33.9-35.6 52.5-56.5

XPDTx = 42 dB

XPDp, = 42 dB 36 34.8-36.8 | 52.5-56.5

XPDTX = 42 dB

Table 5.3 Range of Possible System XPDs for Different

Antenna XPD Magnitudes.



284

Practical applications of the experimental model developed in this

chapter will be included in the next chapter in conjunction with the actual

experimental observations.
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6. EXPERIMENTAL RESULTS

6.1 Preliminary.Discussidn

During the period this\experimental syétem was being developed,
several hundred hours of data were recorded. Only single poiarization CPA
and rainrate, however, were observed during the early phases of this project.
Dual-polarized, uncancelled XPD measurements were made later. Finally, when
the crosspolar cancellation network was added and the final version of the
disdrometer system operational, many hours of complete data were recorded.

For the majority of this time, however, rainrates were below 5 mm/h
(as prediéted by Fig. 3.4). At low rainraﬁes, it is more difficult to make
accurate XPD measurements (due to smali changes from the clear weather value)
and rainrate measurements (becauée.of raingauge averaging). In addition,
reasonably high rainrates were often accompanied by low wind velocities which
resulted in path XPD.values too high to be accurately measured.

Ihe number of data files which could be completely analyzea and in-—-
cluded in this report was limited by the finite mbnetary resources available
and the great deal of time required to thoroughly analyze each hour of data.
Most of the files were subjected to a preliminary analysis. The majority of
these showed very similar results, with high path XPDs and CPAs in agreement
with the "standard” pfedictious, especially during periods with low wiﬁd
velocities. For this reason, the files which were chosen to be presented in
this report contain either comparatively low path XPDs and/br CPAs beyond the

range of the "standard” predictions.
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Fight different data periods»will be analyzed in Sections 6.2-6.9.
Each section includes the results from a portion'of a oﬁe hour data file.
These daté files are described ﬁy an eight digit code, e.g. 81.11.30.18
which, in this case, designates fhe file recorded November 30, 1981. The
last pair of digits are the hour of the day during the first data sample.
Most plot headers contain: this file number, the date, the file sfarting time
in hours and minutes, and the data averaging period.

Before analyzing the first data fiie, a short discussion of some

experimental characteristics common to all files may be useful.

6.1.1 Disdrometer Data

ALl of the drop size.data included in this report were recorded using:
~ the standard (i.e. Laws and Parsons) drop diameter categories
~ a minimum measurable drop diameter of approximately 0.30-0.35 mm diameter
and
— a one minute averaging interval.

The drop data are presented as the number densit&, i.e. number of
drops per cubic meter in a 1 mm drop diaﬁeter interval, to.conform to the
standard definition of’Nb.. These values of ND are plo;ted against drop
diameter along with the similar.standard drop distributions for similar rain-
rates. On these curves, and throughout this chapter, the following abﬁrevia_
tions are ﬁsed for -the standard distributions:

JOD for Jqss/Olsen Drizzle

JOW for Joss/Olsen Widespread, which is the same as the Marshall and

Palmer,
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_and JOT for Joss/Olsen Thunderstorm.

Propagation dafa intervals are segmented during analysis into hundred—'
th hour périods; Because drop data are recorded for one minute periods, the
number of drop‘distributioﬁ samples displayed on each éraph will vary deﬁend—
ing on wheré in the hour the decimal‘divisions occurfed; Some one-—to-three
minute gaps also océur'in the drop data>because the transducer grid.waé
periodically cleared of small droplets clinging to the wires by blowing air‘
over the grids.

The accuracy of.the disdrometer data was periodically checked By
comparison to the tainrate énd water accumulation indicéted by tipping—bucket
gauge number 1, which was located about 10 m from the disdrometer. Threé
comparisons are shown in Figs. 6.1.1 to 6.1.3. Typically, the disdrdmtef
indicated rain accumulatiéns were 5 to 8% higher than that indicated by the
raingauge. .This was at least partially due to a simplification iﬁ the water
accumulation calculation, which assumed é uniform distribution of drop sizes
in each category. |

The number of drops in the smallest category was usually lower thaﬁ
expected from the standard distributions. To a small extent;.this was due to
the minimum measurable drop size of approgimately 0.30—0.35.mm in diameter.
The major portion pf this discrepancy is believed; however, to be dﬁe to Fhe
lower gauge catch efficiency for the smaller droés.. Fig. 3.3 shows the
reduction in precipitation gauge cafch efficiency for different horizontal
 wind speeds. This reduction is due to wind flowsicarrying the drops up and
over the gauge apertufe, which.is obviously a more pronouncéd-problem for

smaller drops.
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Total accumulation:

- Raingauge = 24.98 mm/h min,
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Fig. 6.1.1. Disdrometer-raingauge #1 comparison, Nov. 14, 1981,
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. Total accumulation:
Raingauge = 39.7 mm/h min.

Disdrometer = 43.3 mm/h min.
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Total accumulation:
Raingauge = 36,0 mm/h min.
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Fig. 6.1.3. Disdrometer-raingauge #1 comparison, Nov. 30,1981.
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6.1.2 Receiving System Noise Levels
. For the gaiﬂs used for most data periods, the.réceiving system average |
hbise levels were approximately -78 dB énd -76 dB on the vertical and hori-~
zontal channels, respectively. At very low rainratés, these noise levels may
have intfoduced inaccuracies in the cancelled XPDVdata as discussgd in
Section 6.2.2. They also set the minimum measurable path XPD. This level
was, on occasion,»exceeded during high rainrates with low canting angles, as

discussed in Sections 6.4.2 and 6.9.2.

. 6.1.3 Differential Attenuation Calculations

The differential attenuation results presented in this chapter were
calculated from the sequential samples of CPA for each polarization. For the
data presented hefe, thevpolarization switching period was 15 s. During
analysis, the data from one second before and two seconds after the‘polar—
ization change were discarded.to allow time for the receiving system to
settle. This resulted in 12 s.of accurate data for each polarization during
every 30 s of real time. Differential attenuation results were calculated by
averaging two éalculated differential attenution samples. Each sample was
'the calculated difference between 6 samples of one.polarization, the next 12
samples of the other polarization and the next 6 samples of the first polari-—
zation.‘ This calculation was performed starting.with both polarizations, and
the average value was plotted. This method eliminates calculated differen-
tial attenuation errors due to linear time variations in CPA and greétly

reduces inaccuracy due to quadratic CPA changes. However, it is possible
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that some inaccuracy still occurred when the CPA was changing rapidly or,

increasing and decreasing, in a 30 second period.

6.2 Experimehtal Results for 81.11.30.10.

This data file is the first of a series which were recorded on Nov.
30, 1981. As this day progressed, a wide variety of meteorological and
propagation conditions were observed. Because these data contain examples of
most types of anomalous propagation observed during the course of this
experiment and because ﬁhe entire ekperimental system was operating satis-
facforily and without interruption, éeveral data files.recorded on this'date
will be thoroughly analyzed in the folloWing éections.

The first file of this series Wasvrecorded November 30, 1981 from
10:59 to 11:46. Rainrates for the individual raingauges and the path average
are shown in Fig. 6.2.}. Rainrates were reasonably uniform over the rain-
gauge network and changed relatively slowly. The path average rainrate
during this period of widespread rain varied betweeﬁ 2 and 4 mm/h;

During this period, the wind direction was constantly from thé east
and therefore blowing directly perpendicular fo the path. The horizontal
wind velocity, shown in Fig. 6.2.2(a) on é 10 s average and in Fig. 6.2.2(b)
over a 30 s average, varied between 2 and 8.2 m/s. Vertical wind velocities
during this period were generally positive, (i.e. upward) as shown in Figs..
6.2.3(5) and (b) for 30 s and 60 s averages, respectively. The vertical wind
velocity often changed rapidly and had 30 s average values over 1.0 m/s.

Signal levels for horizontal transmitted polarization are shown in -~

Figs. 6.2.4(a) and (b) (10 s and 30 s averages). Fig. 6.2.5 is a time series
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plot of the 2 s aberage signal levels for vertical transmitted polarization.

6.2.1 Attenuation Data for 81.11.30.10, 10:59-11:41

This data file contains several excellent éxamples of the effects of
vertical wind on copolar attenuation. Included are periods of attenuatibn as
low as tﬁat predicted for the JOT distribution and considerably higher than
predicted for the JOD distribution. These occurred even tﬁoﬁgh almost all of
- the measured drop distribuations generaliy conformed to the JOW distribution.
Significant variation did 6ccur, however, in the relative number of drops in
the smallést categories, as indicated by the ratio: ND(O.S)/ND(l.O)'shownvin
Fig. 6.2.3(a). The vertical wind effecté can be clearly isolated in this
' file because the rainrate was reasonably uniform along the pafh, slowly
varying and relatively constant over this entire period. A summary.of'the
attenuation results for this file are given in Table 6.2.1. A legend for the
numbered comments for this and all of the similar surmaries immediately

follows Table 6.2.1.



Period Measured Measured Vertical Data 1is in Comments
Attenuation Drop Wind Approximate
Compared to Distribution - During Agreement with
Standard Rain Predictions for:
Predictions
_ Ti' Varied from JOW Jow, 1 Decreased from Rainrate 2 constant. 3,
: T to greater than . +1.2 m/s to +0.2 m/s| Attenuation correlated
0.20~0.23 [JOD v . then started to with vertical wind
h Fig. 6.2.6 Fig. 6.2.7 increase. _ decrease.,
‘ Fig. 6.2.3(a),(b) Figs. 6.2.3(a),
6.2.4(a), 6.2.6.
T, Between JOD Jow, 1 Variable, rapidly JOW and vert, Ref, Section
and JOW increased, decreased| wind 0 to +1.0 m/s 6.2.1.2
0.23-0.26 {Fig. 6.2.8 Fig. 6.2.9 and increased.
h ’ avg = 0.6 m/s Fig. 6.2.8
Fig. 6.2.3(a),(b)
T3 Varied from JOD Between JOW Decreased from Rainrate = constant 3,
_ to JOT _ and JOT, more | +0.85 to -0.15 m/s attenuation variable
0.27-0.29 |Fig. 6.2,.10 large drops Fig. 6.2.3(a) due to vertical wind.
©  h that Tl & T2 ' Figs. 6.2.3(a),
Fig. 6.2.11 6.2.4(a), 6,2.10
T, Between JOW Jow, 1 Relatively constant | JOT and JOW Anomolously
: and JOT _ =0.5 m/s avg. with zero vert. low attenua-
0.31-0.34 |Fig. 6.2.12 Fig. 6.2.13 Fig. 6.2.3(a) wind. tion. Ref.
h o Fig. 6.2.12 Section 6.2.14
T, Close to JOD JOW, 1 & 5 Increased from JOW and vert. 4, 5.
Fig. 6.2.14 Fig. 6.2.15 +0.5 to +1.15 m/s, wind =+1.0 m/s
0.72-0.74 =0.70 m/s avg. Fig. 6.2.14
h Fig. 6.2.3(a) '

e o s continued
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Period Measured Measured Vertical Data is in Comments
Attenuation Drop Wind Approximate
Compared to Distribution During Agreement with
Standard Rain Predictions for:
Predictions
: Té Varied from JOW Basically JOW,| Decreased, increased| Ralnrate = constant 3 and 4
o to much higher 1, but few and decreased Range of attenuation - : :
0.74~0.78 |than JOD more large between +0.6 due to vertical wind.
" h Fig. 6.2.16 drops. and +1.15 m/s Figs. 6.2.3(2a),
Fig. 6.2.17 Fig. 6.2.3(a) 6.2.4(a), 6.2.16
T, Between JOW Jow, 1 Relatively -constant | JOW and vert.
- land JOD Fig, 6.2.19 20,5 n/s avg. wind = +0.5 m/s.
0.78-0.84 |Fig. 6.2.18 Fig. 6.2.3(a) Fig. 6.2.18
h .
Tq JOT, lower JOW, 1 & 5 Increased from JOT and zero vert. 8
than T, Fig. 6.2.21 +0.1 to 1.6 m/s wind. Ref, Section
0.87-0.89 |Fig. 6.2.20 Fig. 6.2.3(a) See comments 6.2.1.8
h Fig. 6.2.20 :
Ty Retween JOW Jow, 1 Decreased from JOW and vert, wind = 3
and JOD, higher Fig. 6.,2.23 1.0 m/s to 0 and 0.5 m/s
0.89-0.92 |that T.. then increased. Fig. 6.2.22
h Fig. 6.2.22 Fig. 6.2.3(a)

Table 6.2.1 Summary of Attenuation Déta for 81.11.30.10, 10:59-11:41

£0¢
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Legend fof Summary Tables.

- Number of drops in the smallest category was actually larger than

"indicated by disdrometer because of horizontal wind ﬁelocity. This is

discussed inISéction 6.1.1.

Actual or."éffective" vertical wind velocity appears to be approximately
double measured vertical wind velocity. This is discussed in Section
6.4.1.1.

Attenuation was unusually high because small drops were "stored” above
the path by a Qertical wind flow before this period aund then, duriﬁg this
period, "releaéed" by a reduced or décreasing vertical ﬁind velocity.
This is discussed in Section 6.2.1.1.

Attenuation was relatively high because vertical wind was incfeasing or
was near a peak and this was increasing the number of small drops per m3
in the propagation path, as discussed in Section 6.2.1.5.

Number of drops in smallest or two smallest categories measured by the
disdrometer were low because vertical wind was 1increasing during thié

period, transiently reducing the number of small drops falling into the

disdrometer,

Measured attenuation was relatively low for measured path rainrate

because of an unusually large number of large drops which considerably



305

increase measured railnrate but did not affect attenuation as
significantly at this frequency.

During this iﬁterval the dfop size distribution changed répidly.. Because
this distribution was‘measured at one end of the path, fhé attenuation
and drop éize data have been time shifted by up to one minute to obtain a
more reaiistic correlation between the path average éttenuation and the
measufed drop size distfibution. This delaf is discussea in Section
6.2.1.3.

Attenuation and number of drops in the smallest categories were both
temporarily low due to an unusuaily rapid increése in vefticél wind
Veloéity. This vertical wind transient temporarily reduced the-nuﬁbef‘of
drops falling to the 1e§e1 of the propagation path, as discussed in
Section 6.2.1.8.

Some inaécuracy may occur when ¢omparing XPD values during low rainrates

to theoretical predictions because:
- the clear weather cancelled system XPD is just over 60 'dB and this

=]

~value agrees with the thedretical predictions for ¢ = 3° at a rainrate

of 2.5 mm/hr.

- at low crosspolar signal levels (i.e. close to:—70 dB) the proximity
of the receiver noise floor can introduce errors (expecially for short

averaging periods).
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6.2.1.1 Attenuation During T,, 0.20-0.23 H.

1"
During the interval T,, Fig. 6.2.6 shows that the CPA was quite

variable and at times was considerably higher than predictions for the Jop
distribution even though the measﬁred drop éizes were in agreement with the
JOW distribution, as shown in Fig. 6.2.7. This_is thought to be due to the
vertical wind velocity, which decreased rapidly from +1.1 mn/s to +0.2.m/s,
and then began to Increase again at the end of this period. Figsf 6.2.3(3)
and 6.2.4(a)‘show that the attenuation was high during the decreasing
vertical wind and then decreased when the vertical wind began'to‘increase.
1t is.believed that the high aftenuation was due to a largg.numﬁer of small
‘dropsv(which attained a redﬁced velocity above the péth during.ad immediately
previous period»of upward vertical wind) being “"released” as the vertical
wind decreased. When the vertical wind increaéed.near the end of this
v‘periéd, the attenuation was reduced as the drops were again temporarily

"suspended” above the propagation path.

6.2.1.2 Attenuation During Ty 0.23-0.26 h.

In the interval Ty, the attenuation, Fig. 6.2.8, was less variable
than during T,, even though the variations in the 30 s average vertical wind

velocity, Fig. 6.2.3(a), were greater. This is thought to be because the
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vertiqal wina velocity during T, increased, decreased and théﬁ increased
again without sufficient time for a significant change in the drop_size
distributioﬁ'at the height of the antenna beams. . The 60 s averagé vertical
wind velocity, fig. 6.2.3(b), shows more cleérly the general decrease during

Ti and a slightly smaller and more gradual variation during T,.

6;2.1.3 Attenuation During T,, 0.27-0.29 h.

During T3 the attenuation, Fig. 6.2.10, again varied over a wide
fénge, in this case, between predictiéns for the JOT, to‘slightly higﬁer than
the JOD, distributions. The vertical wind velocity during this period rapid-
1y decreased from +0.85 to -0.15 m/s after a period‘of ﬁpwérd'flow, Fig.
6.2.3(a), in a manner very éimilar to Tl; The slightly lower absolute values
of attenuation during T3 compared to T1 were due to a larger proportion of
large drops during T,, as shown in Fig. 6.2.11. Fig. 6.2.3(3) also sths'the
ratio:- ND(O.S)/ND(i.O). This curve shows the increaée in ﬁhe number of
smaller drops approximateiy one minu;e after the Qerticalvﬁind deérease and
attenuation increase, for both periods T1 and T3. The reason for this delay
is not entirely clear, but is believed to be due to the fact that the disdro-
weter is at one end, which is also the lowest point, of the path. The
disdrometer is 30 m lower than the reflector, Fig. 2.31, If an average

vertical Wind'velocity of 1 m/s is assumed, this height difference could
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accounﬁ for an everage 30 s delay in the arrival time of the increased number
of drops in the smallest category, at the reflector, compared to the disdro-
meter. This delay would also be considerably 1arger for the smaller drops in
this category which would alsp have‘undergone the greatest degree of
"storage” due to the previous upward air flow. It is also possible that
there is a general movement, during these periods, of rain medium change from
the reflector end of the path towards the end of the path where the disdro-—-
meter is located. This would probably be related to a southerly component of
rain cell movement but this is difficult to verify for these periods because

the rainrate along the path is quite uniform.

6.2.1.4 Attenuation During T4’ 0.31-0.34 h.

Attenuation during period T,, Fig. 6.2.12, was anomeloesly low.
Vertical wind during this period was relatively consﬁant at +0.5 m/s, Figs.
6.2.3(a) and (b), which should have resulted in a slightly increased attenua-—
tion. The drop sizes measured by the disdrometer durlng this period were
close to the JOW distribution. The only possible explanation for this low
attenuation is the relatively smaller number of small drops shown in Fig.
6.2.3(a) immediately after this interval. If the theory about a delay in the 
disdrometer data for these periods, presented in the previoue section, wee
cofrect, then this change in drop distribution might adequetely explaie these -

attenuation results,
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6.2.1.5 Attenuation During TS,-O.72—0.74"h.

During interval Tg, Fig. 6.2.14 shows that the attenuation was similar
to that predicted for the JOD distribution but the measured drop sizes, Fig.
| 6.2.15, generally corresponded to the JOW distribution. The unusually small
number of drops_indthe smallest catégory is believed to be due to the
vertical wind, which was increasing from +055 to +1.15 m/s duriﬁg this
period. it is thought that the increasing vertical wind temporarily reduced
the number of small drops falling to the height of the disdrometer. This
reduction in the number of small drops is clearlj shown in Fig. 6.2.3(a).
The attenuatlon durlng Ty agrees with that predicted for the JOW dlstribution
-and a vertical wind veloc1ty of +1 .0 m/s; Thus, it appears that the upward
vertical wind during this period temporarily increased the number of drops in
the path while simultaneously reducing the number of drops falling to the

height of the disdrometer. Some suggestions as to the cause of this pheno-

mena include:

- a simple, vertical wind induced transient in the number of small drops

at the location of the disdrometer
- fhe different heights along the path |
- a complex, vertically-circular, turbulent aifflow along the path due
~ to the buildings below the path, or
~ the vertical Qind velocity near the building on which the disdfometer

is mounted further reducing the small drop catch efficiency of the

disdrometer as discussed in Section 6.1.1.
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6.2.1.6 Attenuation During T6, 0.74-0.78 h.

Interval T, is another clear exampie of attenuation much higher than
that ﬁredicted for the JOD distribution, Fig. 6.2.16. The highes; attenua-
tions oécurred’a£v0.75 h, Fig.'6.2.4(a), at the samé time as the vertical
wind decreased in Fig. 6.2.3(a). ‘Again, Fig. 6.2.3(a) shows an i@creasebin
the number of small drops one minute later. This attenuation peak is
believed to be relatively large because the vertical wind wés steadily
_ increasing for the 2.5 minutes before 0.75 h, resulting in a large accumula-

tion of small drops.

"6.2.1.7 Attenuation During T7, 0.78-0.84 h.

. During T,, the attenuation, Fig. 6.2.18; was genera11§ higher than
that predicted for the JOW distribution.‘ This is believed to be due to tﬁe
‘relatively constant +0.5 m/s vertical wind and possibly some small drops.b |
which were held suspended by.the previously higher vertical wind velocity.
These res@lts agree, on the average, with predictious for the measured |

distribution and vertical wind velocity.

6.2.1.8 Attenuation During Tg, 0.87-0.89 h.

Attenuation during Tg, Fig. 6.2.20, agreed with the standard predic-
tions for the JOT distributoin. This very léw attenuation was due to an .
extremely fast increase in the vertical wind velocity from +0.1 to +1.6 mw/s,
Fig. 6.2.3(a). 1In this case, the disdrometer indicated the decrease in the
ND(O;S)/ND(l.O) ratio within appro%imately 30 s. This period is:in contrast

to T

53 which had higher attenuation during a periodvof increasing
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vertical wind velocity. In this case, it is.thought that the significantly
larger and faster vertical wind increase was sufficient to temporarily reduce
the number of small drops at the height of the propagation path. It is.
probable that the transient decrease in the number of small drdps'was actual-
1y lower-than that indicated by the disdrometer because of averaging over the

one minute sample period.

6.2.1.9 Attenuation During T9, 0.89-0.93 h.

During Tg, Fig. 6.2.22 shows that the attenuation was higher than that

‘predicted for the JOW distribution. The attenuation is not as large és that
dbserved during T;, even though the vertical'wind‘decrease at thé beginning
of this period is larger thén during T.. This is thought to_be because the
period of upward flow preceeding the decrease was much shortervin this_case,

and therefore fewer drops were "stored” above the path by the upward flow.

6.2.2 XPD and Differential and Attenuation Data for 81.11.30.10

The cancelled system XPD, for horizontal transmitted polarization, is
shown in Fig. 6.2.24 for a 30 s averaging period. During thié period, the
crosspolar cancellation network provided a cléar weather system XPD of
slightly over 60 dB (an exact value cannot be determined because it réined
constantly during this period). The uncancelled XPD, for vertical transmit-
‘ted polariéation, is shown in Figs. 6.2.25(a) and (b) for 2 s and 30 s

averages respectively. For this polarization, the clear weather system XPD

was approximately 33 dB.
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BOth_the cancelled and uncancelled XPDs show the greatgst>change from
clear weather values near the end.of this'file, during the pefiods of largesf
horizontal wind velocity. During this file, as during most observations
ffom this exﬁeriment, the uncancelled XPD increases and decreases from the.
clear weather value. As an example, at 0.29 h during a raiﬁrate maxima, both
XPDs decreased. However, in contrast, the uncancelled XPD generally in-
creased prior to 0.89 h and then decreased at 0.90 h. The céncelled system
XPD continually decreased during these periods. 'iﬁis uncancelled systém XPD
behaviour is believed to be due to changes in the angle df TCPXP (i.e.Ale).
These changes in angle result in the path depolarized signal adding with the '
antenna depolarized signal to either increase or decrease the total system
VXPD. Thé cancelled XPD is felatively immune to these changes in angle. it
is believed that the path XPD did, in faét, sharply decrease at 0.90 h as
observed on the cancelled channel. This change waé not clearly ob#erved as a
change from the clear weather value on the uncancelled channel becauée;it is
believed'thaf the horiéontal wind transient responsible for this ﬁath XPD
mininum also changed the path XPD angle. This change in angle caused the
uncancelled XPD to chénge from increasing to decreasing resulting in a net
value close to the clear weather XPD. This type.of behaviour makes it-very
difficult to compare the uncancelled XPD to model pfedictions during variable
wind conditions. Better examples of the phase effects on the uncancelled XPD
are included in other sectiouns.

Some caution must be applied when comparing the cancelled XPD during
low rainrates to the model prediétions because these values are close to the

clear weather system XPD. For example, at a rainrate of 2.5 mm/hr, the clear
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weather XPD (which would also be observed‘for a zaro canting angle) corres—
ponds tb an effective mean canting angle of approximately 3°. As a result,
the absolute value of the calculated canting angle is likeiy smaller than the
value‘obtaiﬁed.by a direct comparison to the data during low rainrates.

The differentialbattenuation during this file is shown in Fig. 6.2.25.
This plot shows that the differential attenuation was often negative (for
periods up to 2 minutes) in contradiction to the basic theory and drop shape
assumptions. Similar negative differemntial attenuations were observed during
most rainstorms over the course of thils experiment., While some caution is
necessary in interpreting the differenfial attenuation data from this experi-
ment because of the data sampling as discussed in Secfion 6.1.3, it is
believed that these negative differential attenuations did, in fact, occur.
‘Similar negative aifferential attenuations were observed in [1.74].

A summary of the XPD and differential attenuation data analyzed during

this file is shown in Table 6.2.2. The legend for the comments follows Table

6.2.1.

6.2.2;1 XPD and Differential Attenuation During TIO’ 0.62-0.72 h.

The cancelled system XPD during T,q Was reasonably well correlated

with the rainrate and horizontal wind during this period, i.e. the lower XPDs

occurred during the higher rainrates and horizontal wind velocities. During
this period, the average horizontal wind velocity was approximately 5.0 m/s,
Fig. 6.2.2(b). The cancelled system XPD agrees well with the model predic-~

tions for an equivalent mean canting angle of 4°, as shown in Fig. 6.2.27,
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' Period

¥PD Differential Wind XPD 1s in Approximate Comments
Attenuation Velocities Agreement with Model
' During Predictions for:
"Rain
Tio . 56 .0-60.8 dB Peaks at-0.9dB Horiz. wind max. XPD follows ¢=4° XPD well
XPD generally at 0.66 h = 7.3 m/s. ' predictions , 9. correlated
0.62~0.72 |decreased as during horiz. Fig. 6.2.2(a) Fig. 6.2.27 with rainrate
h rainrate in- wind increase, Horiz. wind = 5.0 and horiz,
creased and Small and posi-| m/s avg. wind varia-
horiz. wind tive during Fig. 6.2.2(b) tions.
increased., latter part of
Figs. 6.2.2(b), period.
o 6.2.24, Max. pos. value
and 6.2.27. occurred during
| horiz. wind
local max.
Fig. 6.2.2(a)
and 6.2.26.
Ty 56.0-59.3 dB Peaks at +1.2dB|{ Horiz. wind For most of period XPD and diff.
XPD min. at at a 0.75 h, generally increased| ¢=4°, during peak att. peaks
0.72-0.78 ]0.75 h. Fig., 6.2.26 from 4~7 m/s | $25-6°, 9. during vert.
h Fig. 6.2,24 : Fig. 6.2.2(a) Fig. 6.2.28 and horiz.
Uncancelled 25,0 m/s avg. wind peaks.
XPD also min., Fig. 6.2.2(b).
at 0.75 h, Moderate horiz.,

Fig. 6.2.25(a)

- wind peak (6.2 m/s)
_and large vert.

wind peak (1.2 m/s)
at 0.75 h.-

Figs. 6.2.2(a)

and 6.2.3(a)

. continued
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Period XPD Differential Wind XPD is in Approximate . Comments
Attenuation Velocities Agreement with Model
During . Predictions for:
Rain
T, 57.9-59.7 dB Varied between Horiz. wind rel. ¢ = 5°
cancelled XPD -0.5 to +0.4 dB| const. = 5.8 m/s Fig. 6.2.29
0.78-0.85 |rel. const. Fig. 6.2.26 avg.
h Fig. 6.2.24 and Fig. 6.2.2(b)
6.2.29
Uncancelled XPD
has fast de-
crease at 0.81 h
Fig. 6.2.25(a)
Ty g 54.9-60.5 dB Rel. const. Horiz. wind peaks ¢ = 10° during horiz, Cancelled XPD
XPD min. at = -0.3 dB at 8.2 m/s at 0.9 h{ wind max. at 0.9 h correlated
0.88-0.93 {0.9 h Fig. 6.2.26 Fig. 6.2.2(a) During rest of period well with
h Figs. 6.2.24 z 5,0 m/s avg. b = 6°, horiz. wind.
and 6.2,30 Fig. 6.2.2(b) Fig. 6.2.30
Uncancelled XPD large vert. wind
also has local peak just before
min. at 0.9 h 0.9 h.
Fig. 6.2.25(b)
Ty, 57-58.1 dB Varied -0.8 to .| = 4.3 m/s avg. b= 6° 9 Cancelled XPD
Fig. 6.2.31 +0.3 dB. Both Fig. 6,2.2(b) Fig. 6.2.31 correlated
0.93-0.99 |Uncancelled XPD extreme values B _ : | with horiz.,
h has increased occur during

from average

value
Fig. 6.2.25(b)

local horiz.
wind peaks.
Fig., 6.2.26

wind.

Table 6.2.2 Summary

of XPD and Differential Attenuation Data for 81.11.30.10, 10:30-10:46.
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.The differential éttenuation, Fig. 6.2.26, reached a negative value of
-0.9 dB at 0.66 h during a period of rapidly increasing horizonfal wind
velocity, Fig. 6.2.2(a). During the latter ﬁart of this period, tﬁe diffef—
ential attenuation was positive with a range.of values close to the theoreti-

cal predictions.

6.2.2.2 XPD and.Differential Attenuation During~T11, 0.72-0.78 h.

The cancelled system XPD during this period also generally agreed with
predictions for an effective qanting angle of 4°., At 0.75 h, however, both .
XPDs rapidly deéreased, Figs. 6.2.24 and 6f2.25(a). During this decrease,
the horizontal wind reached a maximum of 6.2 m/s, Fig. 6.2.2(a), and the
vertical wind.péakéd at +1.2 w/s, Fig. 6.2.3(&). This minimunm valﬁe of
cancelled XPD confirmed to predictions for a 5 to 6°.caﬁ£ing angle, Fig.
6.2.2.

The plotted differential attenuation reached a peak value of +l.2.dB
at 0.75 h, but this unusually large value must be considered suspect because

of the rapid, vertical wind induced, change in the CPA.

6.2.2.3 XPD and Differential Attenuation for T ,,-0.78-0.85 h.

During T;,, the cancelled system XPD was relatively constant and..
agreed with predictions for an equivalent mean éanting angle of 5°, fig.
" 6H.2.29, This slightly larger‘canting angle is apparently aésociated with the
increased horizontal wind velociﬁy, which averaged about 5.8 m/s during this
period. It should, however, be reiterated that the absolute value of these
calculgted canting angles may be too large due to the proximity of these . data

to the cancelled, clear-weather XPD.
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The uncancelled XPD, Fig. 6.2.25(a5 rapidly decreased at 0.91 h, in a
manner similar to the decrease at 0.75 h. The reasons for fhis decrease are
not clear, but it did occur at the same time as a fast, but relatively small,
decrease in the horizontal windvvelocity.

The differential attenuation during this period increased from
approximateiy -0.5 dB to +0.4 dB. VWegative vaiues occurred just after and

during a period of increasing horizontal wind and during a period of compara-

tively high horizontal wind velocity.

6.2.2.4 XPD and Differential Attenuation During T13, 0.88-0.93 h.

" At 0.90 h the cancelled XPD decreased to the lowest value observed
~during this data file. Thié decrease coincided with the maximum horizontal

wind during this file, 8.2 m/s, Fig. 6.2.2(a). If also occurred immediately
after the 1argest vertical wind velocity, which was +1.6 m/s; Fig. 6.3.3(a).
During this wiﬁd peak, the cancelled XPD agreed with pfedictions for a
canting angle of approximately 10°. The explanatipn for thé cancelled XPD
beha&iour during this wind maxima were given in Section 6.2.3.

| The differential attenuation during T13 was relatively constant and

averaged approximately -0.3 dB.

6.2.2.5 XPD and Differential Attenuation During T14, 0.93-0.99 h.

During interval Tiy» both XPDs showed relatively large changes from
their clear weather values, Figs. 6.2.24 and 6.2.25{(b). The cancelled systen
XPD data agreed with predictions for a canting angle of approximately 6°,

Fig. 6.2.31,and correlated reasonably well with the horizontal wind velocity.
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Differential attenuation during T,, varied from ~0.8 to +0.3 4B, even
though the_rainrates and CPAs were only changing very slowly. The most nega-
tive and two most positive maximum values all occurred~ddring local maximums =

in the horizontal wind velocity.

6.3 Experimental Results for 81.11.30.18
| This data file was included because it was the best example observed

during this experiment of the variability of propagation phenomena which can
occur during rapidly changing wind conditions.  Rainrates for this file are
shown in Fig. 6.3.1. The individual fainrates were relatively constant on a
long term basis, but were moderately variable over short periods. Some of
this short term rainrate vafiability is believed to bé due to varying wind
velocities which éould affect drop velocities and raingauge capture,efficien*
cies (Fig. 3.3). |

The 10 s average wind direction during this period was constantly from
the east; as shown in Fig. 6.3.2. Time series plots of horizontal wind
velocity for.2 s, 10 s, and 99 s averages are shown in Figs. 6.3.3(a), (b)
énd {c). The 10 s average hofizontal wiﬁd velocity varied between 2 and 15
m/s during this file and was unusually variable, Vertical wind velocities
for this period with 10 s and 30 s avérages are shown in Fig. 6.3.4(a) and
(b). The vertical wind velocity was (subjectiQely) even more variable‘and
ranged from -N.9 to +2,5»m/s_with a 10 s average.

Three saméles of the drop size distrvibution from this file are shown

in Figs. 6.3.5~6.3.8. These are included mainly to show the unusual peak in
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the distribution at diameters between 3.5 and 4.5 mm. Similar distribution

peaks were observed in [3.39], [6.1], [6.2], [6.3] and [6.4].

The four 10 s average signal levels for this file are shown in Figs.

6.3.9 and 6.3.10.

6.3.1 Attenuation Data for 81.11.30.18, 18:46-19:46

vThe large and extremely variable horizontal and vertical wind veloci-
ties during this filevresulted in a large range of attenuation values over
relatively short periods. Attempts to analyze the attenuatidn data récorded-
iﬁvthis file in a manner similar to that used on other files was unsuccessful
'because fhe wind variations were too.rapid tq permit clear correlations
between attenuation-énd meteorological observations. Thfee examples of this
variability are shown in Figs. 6.3.11 to 6.3.13. During all of these
periods, the attenuation varied over a range greater fhan that between the

predictions for the JOT and JOD distributions.

6.3.2 XPD and Differential Attenuation Data for 81.11.30.18.

The XPDs for horizontal and vertical transmitted polarizationé for
10 s and 99 s averages are shown in Figs. 6.3.14 and 6.3.15, (a) and (b)
respectively.‘.The 10 s average XPDs both exhibif large short term varia-
tions, again preventing any accurate correlations with meteorological obser-
vations. Referring to the 99 s éverages, however, there does appear to be a
similar long term variation in both the cancelled and uncancelled XPDs.
These variations appear to be loosely correlated with the 99 s avg. ﬁori—

zontal wind velocity.
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The differential attenuation data in Fig. 6.3.16 displéys a wide range
of values; both positive and negative. Whilé these data must be intérpreted
with the usual caution? the generai similafity of this plot to Fig. 6.3.15(a)
(which, of course, also includes the effects of differential»attenu;tion'bn
the trénsmitted copolar'and.transmit antenna depolarized signals) means tﬁat
much of the variation in Fig. 6.3.16‘is, in fact, what would be observed

without polarization sampling.

6.4 . Experimental Results for 81.11.30.19.

This data file was recorded during a period éf widespread, relatively
uniform rain_of medium intensity and moderately high wind velocities. During
the latter part of this file, there was an interesting change in the drop
>bsize distribution which apparently affected the XPD as ﬁell as.tﬁe CPA.
Rainrates fof this file are shown in Fig. 6.4.1. The path average rainrate
during this period varied from 3 to 13 mm/h.

The wind direcfion dﬁring this file was égain consténtly from the
east, i.e. perpendicular to the path. Horizoﬁtai wind velocities for 10 s
énd 30 s averages are shown in Figs. 6.4.2(a) and (b). Over this period the
10 s average horizontal wind varied from 4.2 fo ;O m/s. Vertical wind
velocities are shown in Figs. 6.4.3(a) to (¢) for 10 s, 30 s and 60 s aver—
ages. The 30 s horizontal wind velocity varied between -0.2 to +1.3 m/s.v

Time series plots for the four signal levels with 10 s averages are

shown in Figs. 6.4.4 and 6.4.5.
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6.4.1 Attenuation Data for 81.11.30.19, 20:20-20:34

This data file includes examples of high attenuations due to vertical
wind and changes_in the drop size distribution.‘ Included are examples of
vertical wind induced attenuation consistentl& higher fhan standard predic-—
tions for the JOD distribution and an examplevof consistently decreasing
aftenuation with increasing rainrate due to a vertical wind transient.

During the latter part of this.file, the;e‘was a general trend to simul-
taneously increésing numbers.of very small and medium-large drops. Over this
period, the distribution changed from close to the.JOW to having more medium
and large drops than the JOT distribution. A summary of the attenuation

results for this file are given in Table 6.4.1.

6.4.1.1 Attenuation During T, 0.24-0.28 h

During interval'Tl, the CPA, Fig. 6;4.6, was higher than‘that predic—-
ted for the JOD distribution. The measured drop sizes were similar to the
JOW distribution with a few more 1arge drops, Fig. 6.4.7. Attenuation was
higher than that predicted using standard techniques and the measured distri;‘
bution because of the uéward vertical wind. The 30 s average wind, Fig.
6.4.3(b) was slowly increasing during T, and had an avérage value of approxi-
mafely +0.6 m/s, Fig. 6.4.3(c). The measured data is in agreement with the
predictions using the vertical wind modification discussed in Section 4;4
with a vertical wind velocity of slightly greater than +1.0 m/s.

This vertical wind velocity is approximately doublé that measufed by
the anemometer., 1In most of the files with similar, relatively counstant,

vertical wind velocities it was found that best agreement was obtained for an



Fig. 6.4.14

gories, 1, 4.
Fig. 6.4.15

Fig- 6.4 03(3)

due to increasing vert.
wind

Figs. 6.4.3(a), 6.4.4,
Fig. 6.4.14

Period Measured Measured Vertical Data is 1in Comments
Attenuation Drop  Wind ~ Approximate B
Compared to Distribution - During - Agreement with
Standard ' Rain Predictions for:
Predictions
T, Higher than JOD Basically JOW | =+0.6 m/s avg. JOW and vert. wind 2
|Fig. 6.4.6 but few more Fig. 6.4.3(b), (e) = +1 m/s
. 0.24-0.28 ' large drops, 1 Fig. 6.4.6
h Fig. 6.4.7 - :
T, Higher than JOD Agrees with Decreasing +0.6 to Slightly higher than 3
and slightly Jow, 1 -0.2 m/s JOW and vert. wind
0.28~0.33 [higher than T, Fewer large Fig. 6.4.3(b), (c) = 41 m/s
. h Fig., 6.4.8 drops than T1 ~Fig. 6.4.8
’ Fig. 6.4.9
T, Close to JOD, Basically JOW | =z +0.7 m/s avg. JOW and vert. wind 2
lower than T but few more Fig. 6.4.3(b) = +1 m/s
0.33-0.43 |Fig. 6.4.10 large drops ' Fig. 6.4.10
h : Fig. 6.4.11
T, Consistently Agrees with Generally decreasing| Consistently higher 3
higher than JOD JOW, 1, more from +1.3 to than JOW and vert wind
0.47-0.53 [Fig. 6.4.12 small drops -0.1 m/s = +1 m/s
h than during T,| Fig. 6.4.3(b) Fig. 6.4.12
Fig. 6.4.13
T5 Higher than JOD Basically JOW | Increasing from -0.1l| Between JOW and zero 8 as period
decreasing to JOW| but fewer to +1.25 m/s vert. wind and vert. progresses
0.53-0.55 |as rainrate drops in two Fig. 6.4.3(b) or wind = +1 m/s lower
h increased. smallest cate-| —0.4 to +2.2 m/s. attenuations at 0.55 h
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Comments

Period Measured Measured Vertical Data is in
Attenuation Drop Wind Approximate
Compared to Distribution During Agreément with
Standard Rain Predictions for:
Predictions
T, Slightly higher Basically JOW | = +0.7 m/s avg. JOW and vert. wind 6,
than JOW ‘but more large| Fig. 6.4.3(b) = 0.5 m/s
0.555-0.59|Fig. 6.4.16 drops, 1 . -Fig. 6.4.16
h ' ' Fig. 6.4.17 :
T, Slightly higher Basically JOW | = 0.6 n/s avg. JOW and vert, wind 6,
than JOW, lower but more large| Fig. 6.4.3(b)" = +0.5 m/s.
0.59~-0.71 jthan T drops, 1. ' ' Fig. 6.4.18
h Fig. 6.4.16 Fig. 6.4.19
Ty Slightly lower Basically JOT = 0.5 m/s avg. ~JOT and vert. wind 2, 6
than JOW. but even more | Fig. 6.4.3(b) = +1 m/s
0.71-0.83 |Lower than T large drops Fig. 6.4.20
h Fig. 6.4.21

Fig. 6.4.20

Table 6.4.,1 Summary of Attenuation Data for 81,11.30.19, 20:00-20:34
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"effective" vertical wind velocity approximately double the measﬁred'Velo—
city. This obsefvatibn is probabiy due to two facfors. First, the anémo—‘
meter may have indicatea a lﬁwer verticgl wind velocity because of the
boundary effecfs caused by the bﬁilding below the anemonmeter, desﬁife tﬁé 8 m
tower on which the anemometer was mounted. Another cause is a simplification
used in the model presented in Section 4.4 which assumes an equal.velocity
for all drops in one size category. The actual drop distributions usually
contain many moré dfops in the smaller diameter range within each-category.
These greater numbers of smaller‘dropé wiil havé iéﬁer.teréinal vélogities |
than the vélocity of the mid-range diameter which was used . to esﬁimafe the
velocity for all drops iﬁ the category. Thesé smaller drops, which will ﬁavé
a significant affect on.CPA.at this frequency, will be correspondingly
affected to a greater.degree by the vertical wind velocity,.resulfing in a

lower predicted attenuation increase due to vertical wind.

6.4,1.2 Attenuation During T2, 0.28-0.33 h

In interval T,, Fig. 6.4.8 shows that the attenuation was slightly

higher than during Tl,”even though the average vertical wind velocity during
this ﬁeriod was lower, Fig. 6.4.3(c). This is believed to be due to the
decreasing vertical wind Qelocity during this péribd, Fig. 6.4.3(b). As
discﬁssed previously, this decreasing vertical wind after a pefiod of upward
flow has increased the relative number of small drops in the path during this
interval, Figs. 6.4.3(b) and 6.4.9. The increasing attenuation toward the
end of this ﬁeriod, Fig. 6.4.4, correlates well with the decreasihg'vertical

wind velocity and corresponding undelayed, increase in the N_(0.5)/N_(1.0)
X ’ D D
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ratio, Fig. 6.4.3(b).

6.4.1.2 Attenvation During T4, 0.33-0.43 h

Attenuation during T,, Fig. 6$.4.10, was lower than during T2 because
the vertical wind velocity was generally increasing during most of this
period, Fig. 6.4.3(b). The CPA was higher at the 10Qer rainrafes which
occurred near the end of this period because the vertical wind began to
decrease. This attenuation increase is difficult to resolve in Fig. 6.4.4
because the raiarate is also decreasing. On the average, these attenuation
data agree with the modified predictions for a vertical wind veiocity of

+1.0 m/s, which is similar to L

6.4.1.4 Attenuation During T4, 047-.053 h

During T,, the atteunuation was consistently higher than.the standard
predicfions for the JOD distributioné, Fié. 6.4.12. ‘Again,.this is due to
the Qertical wind which generally decreased from +1.3 to -0.1 m/s over this
period. Figs. 6.4.3(b) and 6.4.13 show the increasing number of small drops

during this interval with no delay.

6.4.1.5 Attenuation During TS’ 0.53-0.555 h

As period Tg progressed, the rainrate generally increased but the

attenuation consistently decreased, Figs. 6.4.4 and 6.4.14, This was -due to
the vertical wind velocity rapidly.increasing, on a 30 s average, from -0.1
to +1.25 m/s (Fig. 6.4.3(b)) or -0.4 to 2,2 m/s for a 10 s average (Fig.

- 6.4.3(a)). This vertical wind transient temporarily reduced the number of
: P y
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small drops falling to the level of the antenna beams. Fig. 6.4.3(b) shows
the change in the ND(O.S)/ND(l.O) ratio with little or no delay. Fig, 6.4.1%4
shows that the number densities; ND(O.S) and ND(l.O), also beth decreaseddue

to this wind transient,

6.4.1.5 Attenuation During Te, 0.555-0.59 h

During '1‘6 the attenuation/rainrate relation was slightly lower than

»previéus-periods in this file because the number of drops in the largest
categories had‘increased, Figs. 6.4.16 énd 6.4.17. Thege large drops
significantly increase measured rainrate but do not greatly affect attenua-
tion at this frequency. ~Fig. 6.4.3(b) and 6.4.17 show a vertical wind
;reated increase in the number of drops in the smallest category near the end
of this period, during the lowest rainrates. This does incfease the attenua-
tion around 0.57 h, Fig. 6.4.4, but it is difficult to see because the rain-
rate is‘decreasing relatively rapidly.

The large increase in thebND(O.S)/ND(lfO) ratio during thié period is
believed to be partly due to a general change in the drop diétribution during
the second half of this data file. The next two periods also had drop
~distributions with relatively large numbers of drops iﬁ the smallest cate-
gery. These distributions, however, also had increasingly larger numbers of

drops in the largest categories.
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6.4.1.7 Attenuation During T,, 0.59-0.71 h

During T,, the CPA was again generally lower than during the previous

period because the number of large drops further increased, Figs. 6.4.18 and

6.4.19.

6.4.1.8 Attenuation During T8’ 0.71-0.83 h

During Tgs the trend to larger drops countinued until the distribution

had even more medium and large size drops than the JOT distribution, Fig.
6.4.21. On the average, the measured attenuation was in agreement with the
modified predictibns for the JOT distribution and a vertical wind velocity of
'41.0 m/s, Fig. 6.4.20. The range of attenuation values is due to the‘vari-
ability of the vertical wind during this period, Fig. 6.4.3(b). The‘CPA and
drop distributions during the next period were very similar tb the ones

during this period and therefore were not included.

6.4.2 XPD and Differential Attenuation Data for 81.11.30.19

The cancelled system XPD, for horizontal transmitted polarization
during this file, is shown in TFigs. 6;4.22(a) and (b) for 10 s and 30 s
averages, respectively. Corresponding plots for uncancelled XPD and ver;ical'
transmitfed polarization are given 1n 6.4.23(a).and (b). Differential
attenuation is shown in Fig. 6.4.24.

" The XPD data during this file appears to indicate 1ow¢r values of XPD
for drop distributions with larger numbers of medium-large drops. Referring
to Fig. 6.4.4, the largest values of crosspolar signal level occur during the

latter portions of this file. . In Section 6.4.1, it was shown that the
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numbers of medium~large drops was increasing during the same periods. This
decrease iﬁ.XPD is not predicted by the basic theory for the JOT distribution
compared to the JOW distribution. However, this may not be a contradiction
because the‘drop distributions observed during these periods,’expecially‘Ta,
had significanfly more large drops than even the JOT distribution, and it may
be that, for the measured distribution the calculated XPD would be lower.

It should be pointed out that, for the period 0.50-0.56, during the
highest rainratés in this file, the cancelled sysfem XPD measuremenf:rangé
has been exceeded. Referring to Fig. 6.4.4 if can be seen that the crosé—
polar signal level has been reducedvto 72 dB, thch is within 4 to 6 dB of
.the nioise level. Accordingly, the'XPD data in f‘igs° 6.4,22(a)vand (b) over
thié period are not reliable. |

A summary of the XPD and differential attenuation data for this file

is given in Table 6.4.2.

6.4.2,1 XPD and Differential Attenuation During»TS, 0.71-0.83 h

The cancelled system XPD during Tg was correlated with the rainrate
and hofizontal wind. It is also interesting to note the correlation between
the crosspolar signal level, and rainrate, Fig. 6.4.4, aﬁd the horizontal
~wind, Fig. 6.4.2(a),(b), during the interval 0.74-0.83 h. The crosspolar
signal level increases as the rainrate ahd horizontal wind inc;ease from 0.73

to 0.77 h. At 0.77 h the rainrate begins to decrease but the crosspolar

signal level continues to increase, and remain high, until approximately



Figs. 6.4.2(a)
and  6.4.22(b)

associated with
increasing
horiz. wind.
Second period
of neg, diff.
atten. occurred
during horiz.
wind decrease.
Figs. 6.4.2(a)
and 6.4.24

Periocd XPD Differential Wind XPD is in Approximate Comments
Attenuation Velocities Agreement with Model
During Predictions for:
Rain
Ty 49.,4-57.2 dB Neg. peak =-0.7 Horiz. wind max. at| ¢22° at low rainrates Drop distri-
: _ |XPD variation m/s at 0.76 h 0.71 h = 10.0 m/s during lower horiz. bution
0.71-0.83 |correlated with during horiz. Horiz. wind in- wind. _ basically JOT,
h : rain and horiz. wind increase. creased from 4.3 $=3° at higher rainrate but even more
wind, Also decreases to 8.2 m/s from during higher horiz. large drops.
Figs. 6.4.2(a), at =0.71 and 0.73 h to 0.78 h wind. Crosspolar
6.4.22(b) 0.82 h during Fig. 6.4.2(a) Fig. 6.4.25. signal level
Uncancelled XPD increasing Horiz. wind 27.0m/s increases
also had lowest horiz. wind. avg. Fig. 6.4.2(b) . from 0.74 -
values during Fig. 6.4.2(a) ' ‘ 0.78 2s horiz
this period. and 6.4.24 wind in-
Fig. 6.4.23(b) creases.
Fig. 6.4.4
Ty 52.6-59.8 dB Varied between Horiz. wind £7.0 Varied between ¢22° to Drop distri-
Cancelled XPD +0.3 and -0.3dB| m/s avg. 3°. bution simi-
0.83-.091 jroughly correla- | First and last Fig. 6.4.2(b) Fig. 6.4.26 lar to Ts,but
h ted to horiz. periods of neg. rainrates
wind. diff. atten. lower.

Table 6.4.,2 XPD and Differential Attenuation Data for 81.11.30.19
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0.83 h apparently because the horizontal wind was increasing and was causing
a.éontinuing increase in the canting angle.

At the lower rainrates, during the lower wind velocities, the cancel-
led system XPD agréed with the model predictions for an approximate canting
angle 6f 2°. During most of the period, the cancelled XPD agreed with the
model predictions for an equivalent mean canting anglevof approximately 3°,
as shown in Fig. 6.4.25. The average horizontal wind velocity during Ty was
roughly 7.0 m/s.

The uncancelled XPD also had the lowest 30 s avg. values observed in
this file during 0.72-0.79 h, ?ig. 6.4.23(b). Comparison to predictions are
not feasible, however, because the uncancelled XPD is increasing and decreas-
ing during this period appafently due to path XPD phase variations. These
phasé variations are even more apparent through 0.50 h to 0.57 h during the
highest rainrates in this file.

The differential éttenuation during Tg displays a ~0.7 dB minima at
0.76 h during the highest rainrate in this period. 'This occurred during.aﬁ
interval of increasing horizontal wind velocity. The differential attenua-
tion also decreased to negative values at 0.71 and 0.82 h, again during

increasing horizontal wind velocities.

6.4.2.2 XPD and Differential Attenuation During T9, 0.83-0.99 h

During T,, the cancelled system XPD was roughly correlated to the

horizontal wind velocity. The data are also in reasonable agreement with the
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predictions for a canting angle of 2-3°. The horizontal wind velocity and-
drop distributions were similér to the previous peribd but the rainfate was
generally lower.

Differential attenuation during Tgq varied between +0;3 dB and -0.3 dB.
The first and last periods of negative differential attenuation were associa-
ted with periods of increasing horizontal wind velocity. However, the period

in between occurred during a measured decrease in horizontal wind velocity.

6.5 Experimental Results for 81.11.30.21

This file contains an example of the leading edge of a rainstorm and
includes periods of rapidly changing drop size distribution. Fig. 6.5.1
shows the rainrates durilng thié data file. The path average rainrate in-
creased from zero to 12 mm/h as the leading edge of the storm passed over the
raingaﬁge network.

fhe wind direction during this file was again directly from the east.
Fig, 6.5.2 shows the.lO s average horizontal wind velocity for this peribd.
The 30 s and 60 s vertical wind velocities are shown in Figs. 6.5.3(a) and
(b). Both wind velocities were relatively constant during the periods of
rain.

The 10 s average signal levels for this file are given in Figs. 6.5.4

and 6.5.5 for horizontal and vertical transmitted polarizations, respec-—

tively.
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6.5.1 Attenuation Data for 81.11.30.21, 22:16-22:45

This data file includes attenuation examples with rapidly changing
drop size distributions and relatively constant vertical wind velocities. At~
the 1eading edge of this stbrm, the measured attenuation was much lower than
that predicted for the JOT distribution. In the next period, thg-attenuation
:rapidly changed tobbe higher than that predicted for the JOW distribution.
These chénges were due to corresponding variations in the drop size distribu-

tions. Table 6.5.1 gives a summary'of the attenuation data for this file.

6.5.1.1 Attenution During‘Tl, 0.50-0.80-h

During T,, at the leading edge of this storm, Fig. 6.5.6 shows that
the CPA was even lower than that predicted for the JOT distribution. This
‘was due to the drop size distribution, shown in Fig. 6.5.7, which had an
unusually small number of small drops and a large number of large dfops;
NDistributions of this type at the leading edgés of some storms have been
discussed by [1.57], [1.59}, [1.85], [4.17] and [6.5]. The attenuation
predicted from the measured drop size distribution is also shown in Fig.
6.5.6. Measufed values of attenuation were sligﬁtly highervthan this predic-

tion because of the 0.6 m/s average upward wind velocity during this period.



Period -

Measured
Attenuation
Compared to

Standard
Predictions

Measured
Drop
Distribution

Vertical
Wind
During

Rain -

Data is in

Approximate
Agreement with
Predictions for:

Comments

Ty

Lower than JOT

Fewer small

§+O.6 m/s avg.

Measured drop distribu-

Leading edge

_ Fig. 6.5.6 and more Fig. 6.5.3(a), (b) tion and measured vert. | of storm.
0.50~0.80 : large drops : wind. '
h than JOT Fig. 6.5.6
Fig. 6.5.7
T2 Higher than JOW Agreed with 0.4 m/s avg. JOW and vert. wind 2
Fig. 6.5.8 Jow, 1 Fig. 6.5.3(a), (b) = +1 m/s
0.80-0.89 Fig. 6.5.9 : : Fig. 6.5.8
T _
T, Higher than JOT Agreed with =0.6 m/s avg. JOT and vert. wind 2
, Fig. 6.5.10 Jot, 1 Fig. 6.5.3(a), (b) = +1 m/s
0.89-0.99 Fig. 6.5.11 Fig. 6.5.10
h

. Table 6.5.1 Summary of Attenuation Data for 81.11.30.21, 22:16-22:46
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6.5.1.2 Attenuation During T2’ 0.80-0.89 h

During interval T, the CPA was higher than during T,, even théugh the
rainrate during T, was much lower. ' This was due‘to the change in fhe drop
size distribution, which is shown in Fig. 6$.5.9. .During this period, the
' distribution was quite close to the JOW (or Marshall and Palmer) distribution
for similar rainrates. The 1ower numbers of drops in the smallest category
are believed to be due to the moderateiy high horizontaliwind velécity during
this interval as discussed in Section 6.1.1. Figure 6.5.8 shows the attenua-
tion/rainrate scatterplot for this interval. The attenuation was higher thanl
that predicted for the measured distribﬁtion because of the vertical wind
velocity, Fig. 6.5.3(a), which varied between -0.05 to +b.8 m/s during this
period. Vertical wind effects for.this distribution will be considerably
larger than during the previous period because of‘theblarger number of small
drops. The best agreement with the measured attenuation is for the predicted
values with an~upward vertical wind of 1.0 m/s which is somewhat higher than
the average measured vertical wind velocity for the reasons discuésed in

Section 6.4.1.1.

6.5.1.3 Attenuation During T3, 0.839-0.99 h

During T,, the drop size distribution, Fig. 6.5.11, had changed to
agree with the‘JOT-distribution for a similar range of rainrates. The verti-
cal wind during this period, Fig. 6.5.2(a), varied between +0.25 to +1.1 m/s
upward and ﬁas an avgragé value of about 0.6 m/s. The measured attenuation,
shown in Fig. 6.5.10 agréed with predictions for the Joss/Olsen Thunderstorm

and a 1.0 w/s ceonstant upward wind velocity.
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6.5.2 XPD and Differential Attenuation Data for 81.11.30.21

Time series plots of system XPD for horizontal and vertical transmit-
ted polariiatioﬁ during this file are shown in Figs. 6.5.12 and 6.5.13. The
clear weathér:XPﬁ for horizontal transmitted polariéatioh is approximately 50
dB due to a long ferm.drift of the cfosspolar cancellation network. To com-
pensate for this during the compérisons to the theory, the model parameters
for the crosspolar cancellation network were adjusted to give the same clear
weather XPD. The clear weather XPD for the uncancelled channel is approxima-
tely 32.5 dB. Estimates for the model parameters in this case were obtained
from this clear weather isolation and the antenna XPD specifications in Fig.
'2.33, Assuming the antennas are aligned reasonably close to the crosspolar
minimums this clear weather isolation couid only result.from the éntennas_
édding approximately in phase. ' The antenna parameters used in the model
calculations were 40 dB<0°® and 37.3 dB<0° for the trénsmit and receive
antennas, respectively.

The differential attenuation for this period is shown in Fig. 6.5.14.
These resﬁlts are much closer to what would be expected from the'baéic theory
aﬁd assumed drop shapes than the data in the previous files.

A summary of XPD and differential attenuation data for the file is

shown in Table 6.5.2.

6.5.2.1 XPD and Differential Attenuation During T4,~0.65—0.80 h

During this period, the horizontal XPD, Fig. 6.5.15, generally agrees
with the model predictions for a canting augle of 2 to 3°. The vertical XPD,
Fig. 6:5:16, éppeared to conform to canting angles of 3-4°, This difference

could be due to diffetent relative angles between the bath and antenna XPDs
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Fig. 6.5.16

Differential Wind XPD is in Approximate Comments .
Attenuation Velocities Agreement with Model :
During-’ Predictions for:
Rain :
Ty, 50.7-48 4B Varied between Horiz, wind =z 7.0 “Cancelled” XPD Reasonable
. ..+ |clear weather XPD| -0.1 and m/s avg. during $22° - 3° ' agreement
- 0,65-0.80 |2 50 dB +0.2 dB, - lowest XPD data, Uncancelled XPD' between XPDs -
~h - |Fig. 6.5.15 Fig. 6.5.14 Fig. 6.5.2 $23° - 4° for both
' 32.5-31.9 dB Figs. 6.5.15 and Uncancélled
clear weather XPD 6.5.16 polarizations.,
= 32,5 dB XPDs agree

with slightly
higher canting
angles.

Ts

O '80-0 099
h

50-43.5 dB

clear weather XPD
%50 dB

Fig. 6.5.17
32,5-31.7 dB
clear weather XPD
= 32.5 dB
Uncancelled XPD
not correlated to
rainrate,

Fig. 6.5.18

Varied between
-0.2 and +0.5dB
generally
positive

Fig. 6.5.14

Horiz. wind
%.5 m/s avg.
during lowest’
XPD data.

Fig, 6.5.2

"Cancelled” XPD
¢EZ° - 4°
Uncancelled ¥PD
$=2° - 4°

Figs. 6.5.17
and 6.5.18

Reasonable
agreement
between XPDs
for both
polarizations.
Uncancelled
XPDs agree
with slightly
higher
canting
angles.,

Table 6.5.2 XPD and Differential>Attenuation'Data for 81.11.30.21
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but a definite conclusion is not possible because the‘t§tal cﬁange from the
”clééf ﬁeatﬁef Qai;e bﬁ tﬁe uncancelled éﬁahﬁel is too smali for‘écéurate
-comparisons. Duriﬁg the ﬁeriodsvof lower XPD, the average horlzontal wind.
velocity‘&as aﬁéro#imatély 7.0 n/s.

The differential attenuaﬁion during T, varied between -0.1 dB and
+0.2 dB.j For these small values and rainfates it is oniy possible to con-
clude that these data are within the range of values predicted from the basic

theory and experimental-system differential-attenuation measurement uncer-

tainty.

'6.5.2.2 XPD and Differential Attenﬁation~During-T5,-0.80-0.99-h

During Tg, the rainréﬁes_were much higher.than during T,, but the
average horizontal wind velocity was similar (26.5 m/s évefage). Both XPDs.
égree reasonably with.model predictions for éanting angles betwéen 2 and 4°,
with the uncancelled’XPDs again conforming to slightly larger capting angles,
Figs. 6.5.17 aﬁd'6.5.18. The uncéncelled.XPD was at times close fo the clear
weather value during high rainrates, apparently due to path XPD phase varia-
;ions, Figs. 6.5.13 and 6.5.18. This behaviour 6f the uncancelled XPD was
discussed in Section 6.2.2.

The differéntial attenuation during'T5 Wés ggnefaily positive,“Fig.'
6.§f14. A éinglé small ﬁegative peak ocgqfred.around 0;95_h during avrapid 
decrease in the hori;ontal Wind velocityf Thé largesﬁ Qaiues of the positive
diffefential attenvation during the highef rainrétes were‘in.reasoﬁablé

agreement with the. theoretical predictions.
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6.6 FExperimental Results for 81.11.30.22

This data'filé includes examples of distinct rain cell structure. The
rainrates for ﬁhis file are shown in Fig. 6.6.1. During this period the
rainrate.varied:bétween 0 and 10 mm/h. An interesting increase in the number
of drops in the_smallest category was observed during this file at the
trailing edge of the small, high inténsity‘raincells. This increase is
| clearly shown in ND(O.S)/ND(I.O) ratio, Fig. 6.6.4(a).

Unusual wind conditions were also observedlduring this file. The 10 s
average wind diréction, Fig. 6.6.2, was extremely variable during this period
. in sharp contrast to the previous files. Horizontal wind velocities, Fig.
-6.6.3,-were also relétively variaﬁle on a medium to long term scale. The
vertical wind velocities shown in Figs. 6.6.4(;)-and (b) were unusual in
 that dﬁring the first half bf the file the vértical wind is upward but during
the latter half of-the file it is generally downward. This vafiability in
wind direction aﬁd the.change_froﬁ upward to downward vertical wind direction
areAbelieved to be due to the passage of a cold front similar to the one
described by Semplak and Turrin [4.29], (see also Section 4.4). |

Time series, 10 s average, signal levels for this file are shown in

Figs. 6.6.5 and 6.6.6.

6.6.1 Attenuation Data for 81.11.30.22, 22:46-23:30

The attenuation data for this file includes examples of attenuation as
low as the standard predictions for the JOT distribution and higher than

the predictions for the JOD distribution. During this file, the drop size
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diétribution_ﬁas qgite variable and often changed rapidly. There was also a

large increasé‘1n>tﬁe nuﬁbér of small drops after ﬁhe passage of each indivi-
dual rain ceil.-’Egéellent examples of the effects of vertical wind on atten-
uation were obéerved at times durlng this file; A.summary of the attenuation

results for this file is shown in Table 6.6.1

6.6.1.1 Attenuaticn During T,, 0.00-0.13 h

During T,, the CPA, Fig. 6.6.7, varied between the standard predic—
tions for the JOW distribution to higher than the predictions for the JOD
distribution. This variation isvthoﬁght.to be partiélly due to the rapidly
changing ?ertical wind velocity, Fig. 6.6.4(a). The drop size distributions
for this period also varied bvér a relatively widé range. This ﬁay have been
partly due to the vertical wind but the variations in fhe medium to large
size drops indicates that the diétribution variation was wmainly caused by the
rapidly changing rain qonditions during this peripd. These variations in
drop distribution also contributed to the variability in the atteﬁﬁationﬁ

rainrate relationship.

6.6.1.2 Attenuation During T2’ 0.13-0.26 h

Attenuation during this period, Fig. 6.6.9, was moderately higher than
the standard_predicﬁions for the JOW distribution at the higher rainrates.
~ However, at the lower rainrates on the trailing edge of the rain peak, the
attenuation was considerably higher because of the large vertical wind peak

near 0.22 h and the increasing number of small drops after 0.25 h, Fig.
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Measured Measured Vertical Data is in Comments
Attenuation Drop Wind Approximate '
Compared to Distribution During . Agreement with
Standard Rain Predictions for:
Predictions : ,
T1‘ j' Varied between Basically JOW | Variable, vertical Between JOW and zero ' Range of -
: - . |JOW and higher slightly more | wind peaks of +0.7 vertical wind and JOW- attenuations
0.0-0.13 than JOD large drops, and +0.4 m/s during | and vert. wind : due to
h Fig. 6.6.7 variable, 1. rain peaks = +1.0 m/s variable
\ Fig. 6.6.8 Fig. 6.6.4(a) Fig. 6.6.7 vertical wind
and drop
distribution,
T2 Close to JOD at Jow, 1. 20.3 m/s avg. during|{ JOW and vert. wind 2 during high
higher rainrates. Large numbers | high rainrates. +0.5 to +1 m/s during rainrates, 3
0.13-0,26 |Higher atten. at of small drops| Strong peaks at 0.14| high rainrates. Higher or 4 during
h lower railnrates., at low rain- and 0.22 h during during low rainrates., low ralnrates
Fig. 6.6.9 rates. low rainrates.
Fig. 6.6.10 Fig. 6.6.4(a)
T, Higher and lower Jow, 1. Vertical wind peak Rainrate is constant, 4
than JOW., Rain- Relatively =+1,0m/s at 0.28 h attenuation correlates
0.26-C.31 [rate is constant large numbers | same time as attena—| with vertical wind peak.
h - Fig. 6.6.11 of small drops{ tion peak. Fig. 6.6.4(b), 6.6.5,
Fig. 6.6.12 Fig. 6.6.4(a) and 6.6.6.
: o 6.6.5 and 6.6.6
Tl+ Agrees with JOW Similar to JOW| Generally decreases Agrees with JOW except 3 during
except higher for| but quite up to 0.34 h. for R 2 2 to 3 mm/h on leading edge
0.31-0.37 |R 2 2 to 3 mm/h. variable, 1. after a period of leading edge of rain of rain peak,
h Fig. 6.6.13 More large upward flow. peak where atten. is i.e. up to
drops at high | =0.25 m/s avg. higher, 0.34 h.
rainrate. during rain peak. Figs. 6.6.5, 6.6.6
) Fig. 6.6.14 Fig. 6.6.4(a) and 6.6.13
- continued ~
) w



than T8
Fig. 6.6.20

Fig. 6.6.4(a)

Period Measured Measured Vertical Data is in Comments
, Attenuation Drop Wind Approximate
Compared to Distribution During Agreement with
Standard Rain Predictions for:
Predictions
,ng1:.‘ Higher and lower Jow, 1 - Vertical wind peak Rainrate is 2 const.:. 4 -
S..o W 1than JOW. _ Large number = +0.7 m/s at 0,39 Attenuation correlated | -
-Q§37f0.45 Rainrate is = of small drops| h. same time as with vertical wind peak.
h - constant. attenuation peak Figs. 6.6.4(b),
' Fig. 6.6.15 Figs. 6.6.4(a), 6.6.5 and 6.6.6
: 6.6.5, 6.6.6
Tg Generally higher Jow, 1 Decreasing from +0.9| Higher than JOW and | 3 before and
. than JOD to 0, up.-to 0.52 hrs| vert. wind = 1 m/s at during rain
0.45-0.54 |Fig. 6.6.17 2 time of rain peak | high rainrates. peak.
- h ' | Fig. 6.6.4(a)
T, Variable Similar to Generally decreasing| See comments 3,7
- (see comments) Jop, 1 after a period of Disdrometer
0.54-0.63 {Fig. 6.6.19 Many more upward wind measured
h small drops . rainrates

lower than
indicated by
raingauges.
Fig, 6.6.5
shows higher

. attenuation

0.62 due to
small drops

‘continued
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- . Period

Measured

negative again
Fig, 6.6.4(a)

= +1.0 m/s '

Measured Vertical Data is in Comments
Attenuation Drop Wind Approximate
Compared to Distribution During Agreement with
Standard Rain Predictions for:
Predictions :
TB - JOT _ Similar to Vertical wind JOT and zero vertical 7
S Fig. 6.6.21 JOT, 1. Many | negative wind S
- 0.63-0.66 : fewer small
o h drops than T
T Fig. 6.6,22
: T9 Between JOW and Similar to Vertical wind Varied between JOW and
JOT Jow, 1. increasing from zero vert, wind and
0.66-0.73 {Fig. 6.6.23 Fig. 6.6.24 = -0.75 m/s to JOW and vert. wind
h 20 and then

Table 6.6.1 Sﬁmmary‘of Attenuation Data for 81.11.30.22, 22:46~23:30

Ly%
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6.6.4(&). Dufing the higher rainrates the attenuation agrees with the
modified‘prediéfion for the JOW distribution and a vertical wind velocity

between +0.5 and +1.0 m/s.

6.6.1.3 Attenuation During<T3,-O.26—Oa31~h

During T3, the rainrate was constant but the attenuation, Fig, 6.6;11,
varied from much lower to much higher than the standard JOW predictions.b
This is due to the increasiﬁg vertical wind, which peaks at +1.0 m/s neaf
0f28 h at the same t;me,as the attenuation increasé in ¥ig. 6.6.5. The |
verticai wind effects afé pronounced because of the relatively large number

of small drops during this period, Figs.‘6.6;4(a)_and 6.6.12.

6.6.1.4 Attenuatibn-During~T4, 0.31-0.37 h

The CPA during T, generally agreed with predictions for the JOW
distribution excépt for the 2-3 mm/h rainrates during the leading edge of the
rain cell,'Figs;v6.6.5, and 6.6.13. These higher attenuations are the résult
of the decreasing vertical wind‘up to 0.34 h which occurred aftér a period of
upward flow. The drop size distribution was quiﬁe variable during this
period, Fig. 6.6.14, presumably due to the rapidly changing rain conditiqns

as this small cell passed over the disdrometer.

6.6.1.5 Attenuation During TS’ 0.37-0.45 h

Period T is an excellent example of a vertical wind induced change in

attenuation.. The rainrate during this period was almost constant but the .



1. FILE: 81.i1.30.22...... N
1" FILES T0 BE PROCESSED
o] 81.11.30  22.46
2.  SECOND AVERAGE
INTERVAL TIME ¢ 0.26  ©.3%
] .
9
o]
2
Za
\m
@0
8
b4
Qo
Sl
[s o4
-
Fril
-
&a
.
¥
(2]
s
Q| i
o . L JO0 VH=0
o0
i
Q
-]
4
b
. | |
o L} v L A 1 Li 1 Kl
9.0 1.0 2.0 2.0 10.0 15.0 12,0

. Fig. 6.6.11, CPA dur ing T

Y Y
3.0 4.0 - 5.0

. AVERAGE RRIN Rare(nn/nouar

3" =

€Sy



ND (number of drops per m3) '

1000

100

o
o

l.0

0.1

LER LR

T T T

7

i i 1 1 1 -

454,

2.0 3.0 4.0

Drop diameter (mm)

Fig. 6.6.12, Drop distributions for

T3.

5.0



1. FILE: 81.11.30.22......
. i FILES TO BE PROCESSED
< 81.11.30  22.46
2. SECOND AVERAGE
INTERVAL TIME + 0.31 = 0.37.
e ‘ o '
©
a
:_
£9
o
S
a
e
=5
e
=
i
—
aa
L -] .
£ JOW VW=0
a ” '
© * . .
¢ ]
Q ’ .
2] .
a :
~] H
i
“0.0 2.0 a0 6.0 0.0 10,0 12,0 9.0 8.0 18.0 2.0 22.0 24.0
) ° AVERAGE RATN RATE (itH/HOURY ' ' : :

"ig.. 6.6.13. (PA during T,,

GGY



© 1000

_ ND (number of drops per m3)

100

[
[«

-0.1

0

LR LB

B

AN S AR N B A |

L L LA

456

.0 2.0 3.0 4.0

Drop diameter (mm)

Fig. 6.6.14, Drop distributiorns for’

T,. -



457

atﬁenuation varied over a.wide range, Fig. 6.6.15. This variation in
atténuation, Fig. 6.6.5, is well correlated with the vertical wind peak
bet&een 0.35—0.42 h, Fig. 6.6.4(a). The attenuation variationrwith vertical
wind was ver& pronounced fbr this period because of the relatively large
nﬁmber éf small drops which wére observed at the trailing edge Qf this cell,

Fig. 6.6.16.

6.6.1.6 Attenuation During T6’ 0.45-0.54-h

The CPA duringvTG, Fig. 6.6.17 was generail& higher than the JOD
predictions. This is believed to be due to the decreasing vertiéal wind
velocity up to 0.52 h. The. drop distributions, Fig. 6.6.18, however, show a
smaller nﬁmber.of small drops at thé higher rainrates. This is believed to
be due to the previously'discuésed delay in the disdrometer data under
similar conditions (ref. Section 6.2.1.3). The wide range of drop sizes is
again thought to be associated with the rapidly changing rain conditions

during the passége of this cell.

6.6.1.7 Attenuation During T7, 0.54-0.63 h

During T,, at the trailing edge of this cell, the wind direction, Fig.
6.6.2, began td change and the.vertical wind was at times negative (i.e.
downward), The drop size distribution, Figs. 6.6.4(a) and 6.6.20 show an
unusually large number‘of small drops. These small drops could be due to:
the generally decreasing vertical wind velocity before and during this period
up to 0.59 h and some delayed disdrometer indication of small drops from the

preceeding period'and/or a general trend to smaller drops at the trailing
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edge of these rain cells, as in T2, T3 and Ts. The attenuation is not as
high as'would be expected for this large number of small drops because of the

génerally negati&e.wind velocity.

6.6.1.8 Attenuation During T8’ 0.63-0.68 h

During Tg, the vertical wind was negative and the drop size distribut-—

ion changed to conform to the JOT distribution but with even fewer small
drops, Fig. 6.6.22. Correspondingly, the CPA was very low and genérally

agreed with predictioﬁs for the JOT distribution.

© 6.6.1.9 Attenuation During Ty, 0.66-0.73 h

During Ty, the attenuation, Fig. 6.6.23 and drop distributions, Fig.

' 6.6.24 have quickly changed to be very similar to the first two periods in

this file. The drop size distribution is close to JOW and the attenuation
varied from the standard predictions for the JOW distribution to slightly

highef.

6.6.2 XPD and Differential Attenuaﬁion Data for 81.11.30.22

The XPD data for this file will not be analyzed in detail because the
results were generally similar to previous periods and because the crosspolar
cancellation network had drifted as discussed in Section 6.5.2. The time
series uncancelled XPD, Fig. 6.6.25, is included because it shows the XPD

reversals observed in other files and a short period of clear weather XPD for

comparison.
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biffefential attenuation, Fig. 6.6.26, is also similar to previous
files, (i;e, inclodes periods of negative differential attenuation) but in
this case a cloarooeather baseline is also shown. The maximum ﬁalues of
differentialiatténoation during this file are aporoximately double (in &B)

the values predicted by the theory for similar rainrates.

6.7 Experimental Results for 80.05.22.10

| .The data interval discussed in this section extends from 10.19 to
11.07 hours on May 22, 1980. Fig. 6.7.1 shows the rainrates recorded along:
the propagation path. Rainrates doring this file varied from O to_27 mm/h.,
This rainstorm was typical of what is commonly referred to as a thunderstorm,
i.e. had high peak rainrates and a distinct celluiar structure with small
| cell area. Figs. 6.7.2 to 6.7.4 show the wind directions, horizontal
velocity and vertical velocity, respectively. Figs. 6.7.2(a) and 6.7.2(b)
give the 2 seoond and 10 second average wind directions. Two averaging
periods for wind direction are included to more clearly illustrate the
unusual variability of the measured wind direction. Fig. 6.7.3 shows that
fhe horizontal wind velocity was.loo to moderate over thié.period. The
vertical wind velocity, shown in Fig. 6.7.4, wao roughly half of the horizon-
tal velocity, an unusually largé proportion. The vertical wind direction at
the anemometerulocation is totally downward. These variations in wind direc-
tion and large downward vertical wind are again believed to be due to the
passage of a cold front as oiscussed in Section 6.6.

Fig. 6.7.1 clearly shows the rainceils moving with some velocity

components along the raingauge network from south to north. This has
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océurred even tﬁough the measured wind direciton is méinly frbm_the_west.
However, the variébility of wind direction measured by the anemometer leaves
considerable déubt as to ifs applicability to measuring wind direction at the
height of the-fa;ncéli. The time taken for the raincellé to travél the
approximately 0.65 km across the raingauge network from raingauge 1 to 4 is
estimated as 1.0 to 1.5 minutes. This translates to a northerly cell
velocity component approximately 7-11 m/s (26-40 km/h).

Time series plots of the four sigﬁal levels with 10 s averages are
shown in Figs. 6.7.5 and 6.7.6 for horizontal and vértical transmitted

polarizations, respectively.

6.7.1 Attenuation Data for 80.05.22.10

This data file contains exampies of very low aftenuation at tbe
leading edge of a storm and attenuations lower than the standard predictions
for the JOT distribution as a result of downward vertical wind velocities. A
summary of the étténuation‘results for this file are given in Table 6.7.1.

The low attenuation aﬁ the leading edge of this storm can be clearly
éeen in Figs. 6.7.5 and 6.7.6 by comparing the fade depths and rainrates for
the periods T, and T,. During these intervals the attenuations were very
similar but thé rainrafé in interval T, was more than double that in T, .

It is also interesting to note that during T, there was a deeper fade
than in either T, or T3 but ao indicated increase in rainrate on any of the
raingauges. This attenuation increase at T, and a similar decrease at 0.38

h, again with no indicated increase in rainrate, are believed to be due to
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Period Measured Vertical ‘Data is in Comments
Attenuation Wind Approximate
Compared to During Agreement with
Standard Rain Predictions for:
Predictions
T, Much lower than |2-0.5 m/s avg. See comments Attenuation
JOT Fig. 6.7.4 unusually low
0.20-0.25 |[Fig, 6.7.7 due to large
h : number of
large drops
at leading
edge of storm
T, Lower than JOT 0.6 m/s JOT and vert. wind 2
Fig. 6.7.8 Fig. 6.7.4 =-1,0 m/s -
0.25-0.31 ' :
h
T, Generally higher |Almost zero. Between JOW and JOT
than JOT. Higher|{Fig. 6.7.4 and zero vertical wind
0.31-0.35 jthan T .
h Flg. 6.7.9
'1‘,+ Attenuation ‘Almost zero Higher than JOD at low
similar to T, Fig. 6.7.4 rainrates. '
0.42-0.47 |but rainrates ' Between JOW and JOT at
' much lower. higher rainrates.,

h

Fig. 6.7.10

3

« o o« continued
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Fig. 6.7.12

rainrates.

Period Measured Vertical Data is in Comments
Attenuation Wind Approximate
Compared to During ' Agreement with
Standard Rain Predictions for:
Predictions. -
5 Atten., = 2 dB/km |Variable, increased JOT during most of Attenuation:
at 0.56 h with no|{from = 0 to -0.5 m/s period. ‘ increase
0.48-0.61 {indicated in- during rainrate Fig. 6.7.11 assumed to
h crease in rain— |increase. ' be due to
rate. : Fig. 6.7.4 large number
During rest of of small
period, cleose to drops,
JOT. ‘ similar te
Figs. 6.7.5, 81.11.30.22.
6.7.6, and 6.7.11
T Generally agreed |Variable, peaks: Generally JOT and zero 2
with JOT but much}-0.5 m/s at 0.61 h vert., wind but JOT and
0.61-0.75 |lower at highest |and -0.7 m/s at 0.68 | vert. wind = -2 n/s
- h rainrates h during highest during high rainrates

Table 6.7.1 Summary of Attenuation Data for 80.05.22.10, 10:19-11:19
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the same effects as the similar attenuation increases'at 0;3 and 0.4 h in

81.11.30.22.

6.7.1.1 Attenuation During T,, 0.20-0.25 h

The path average rainrate vs. horizoutal attenuatién scatterplof for
the period Tl,.Fig. 6.7.7, shows much lower attenuation than predicted, even
for the JOT distribution. This unusual result is believed to be due to a
largé number of iarge drops at the leading edge of this storm and the déwn;
ward vertical wind velocity. The measured attenuation during T, ﬁas almost
idéntical to that measured during T1 in 81.11.30.21 at the leading edge of
that stor@. Because this storm wa§ recorded before the disdrometer was
complete, ﬁo drop data are évailable. However, the similarity to this othef '
example leaves little doubt as to the main cause of this unusually low
attenuation being ﬁhe dropvdistribution at the leading edge of this»storm.
Fig,’6.7.7 shows the relative effect of the measufed vertical wind, assuming
the JOT distribution. The actual vertical wind effects were prqbébly even

lower because of the large number of large drops.

6.7.1.2 Attenuation During~T2,~O.25—O.3l h

During T,, the CPA was lower than predicted for JOT, Fig. 6.7.8, -
presumably because of the negative vertical wind. The data are in agreement
with the modified predictions for a verticai wind velocity of 41.0 mn/s. This

is again approximately double the measured vertical wind for the reasons

discussed in Section 6.4.1.1.
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6.7.1.3 Attenuation During Ty, 0.31-0.35h

vDuring‘T3;uthe attenuation, Fig. 6.7.9, is generally higher than
during T, becasue the vertical wind has decreased to approximately zero. The
measured attenuatibn falls between the predictions for the JOW and JOT

distributions with zero vertical wind.

6.7.1.4 Attenuation During T,, 0.42-0,47 h

Fig. 6.7.10 shows that during T“,'the attenuation was similar to T,
even though the rainrates were much lower. This is due to the relatively

lafger number of small drops and zero vertical wind during this period.

6.7.1.5 Attenuation During TS;'0s48—0.61~h

Around 0.56 h during this file, there was an attenuation'increase to
almost 2 dB/km with no indicated.increase in rainrate, Figs. 6.7.5, 6.7.6 and '
6.7.11., This is assumed to be due to a large number of.small drops like |
those which occurred during similar rain conditions.in-file 81.11.30.22.
bDuring the rest of this period, the attenuation generally agreed with the
;tandard.predictions for the JOT distribution. The loﬁer attenuétion as the
rainrate increased may be partialiy due to the simultaneously decreasing

vertical wind velocity.

6.7.1.6 Attenuation During Ty, 0.61-0.75 h

Attenuation during period T., Fig. 6.7.12, shows a large number of

points well below that predicted for the JOT distribution, especially at the
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higher rainrates. These low attenuations were associated witﬁ the downﬁard
verfical wind peaks which are coincident with the peak rainrates at 0.61 and
0.68 hours. The attenuation at the higher rainrates is in approximate agree-
ment with the mo&ified predictions for the JOT distribution gnd a vertical
wind velocity of -2.0 m/s, again_conside:ably higher than meésured for the

reasons discussed in Section 6.4.1.1.

6.7.2 XPD and Differential Attenuation Results for 81.05.22.10

This data file contains an excelleunt example of uncancelled system
"XPDs incrgasing and decreasing from the clear weather value due to changes in.
‘the path XPD angle. A summary of the-XPb and differential attenuation data-
for this file is shown in Téblg 6.7.2. |

The time series system XPD plots for this storm are.éhown in Figs.
6.7.13 aﬁd 6.7.14; This file was recorded before the crosspolar cancellation
network was installed and accordingly, both channels are uncancelled. These
plots clearly show the system XPD decreasing as rainrate increaseé'during Tl
to Ts.and increasing as rainrate ingreases during Tee During T, to T3 the
wipd direction was from the west and feasonably éonstant but during Te the
wind direction was extrewmely variable and does not appear to have had any
preferred direction.- This extremely interesting XPD behaviour is believed fo
be due to a consistent change in tﬁe sign of the wean canting angle. 1In
Section 4.3.2, it wés shownvthat a change in the sign bf the effective mean
canting angle would change the angle of le by 180°. It was then demonstra-
ted in Chapter 5 that the experimental model predicted that a change in the

angle of Ty» would cause a change from increasing to decreasing (or vice
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correlated to
rainrate. XPDs

Generally posi-
tive. Maximum
value =0.8 dB

Wind constantly
from the west.
Horiz. wind

Over entire period
varied from ¢zl to 4°
See T, and T; below.

Results for
both poldri-

. zations con-

h decrease as rain-| Fig. 6.7.15 2 1.0 m/s avg. form similar-
' rate increases. Figs. 6.7.2 ly to model
Figs. 6.7.16 and 6.7.3 predictions.
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T, Generally lower See T, - T, Westerly . Conforms to model Higher
- XPD than T Horiz., wind = predictions for horizontal
0.25-0.31 |Fig. 6.7.18 1.2 m/s avg. $p=2-4"° wind velocity
h Fig. 6.7.2 ' than T,
and 6.7.3
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0.31-0.35 }|value than during Figs, 6.7.2 ¢=1-2°
h T,e and 6.7.3
Fig., 6.7.19
Te Both ¥XPDs in- Generally posi-| Wind direction Within predictions for Average
' creased with in- | tive. _ variable. ' canting angle of 2°, horizontal
0.61-0.75 |[creasing rain- Maximum value Horiz. wind wind velocity
h rate. 0.8 dB velocity varied lower than T,

Figs, 6.7.20
and 6.7.21

Fig, 6.7.15
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Figs. 6.7.2
and 6.7.3

Table 6.7.2 XPD and Differential Attenuation Data for 80.05.22.10
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versa) system XPD with increasing rainrate in an_uncéncelled éystem. Whether
the system XPD increased of decreased with rainrate was shown to be dependent
on the relative‘éngie between the path and anteﬁna depolarized signals. It
is believed théf thé change in canting angle between periods Tl—T3 and T6 is
due to the measured changes in wind direction. |

The interval Th includes some unekpected variations in system XPD
especially in fig. 6.7.1§ which shows the results for horizoﬁtal transmitted
polarizétion. These unusual XPD variations occur just‘prior to and during
the unusual fade at 0.56 h, which was discussed earlier. This XPD behaviour
starts at approximately the same tihe as the erratic wind directionvchangés
and occurred during a period of very low.indicated rainrate. No satisfactory
explanation has been found for‘this short period éf XPD behaviour,

Before énalyzing the individual scatterplots of XPD vs. rainrate, it
is necessary to discuss the model inpﬁts used for comparing the results of
this storm to the theory. To be able to compare the theoretically predicted
results from Chapter 4 to the experimental results, it is ﬁécessafy»to esti—
maté values of the effectiveAcomplex antenna XPDs for use in tﬁe experimental
ﬁodel. The magniﬁudes of the antenna XPDs, for a well matched system, are
reasonably accurafely known from the manufacturers data shown in Fig. 2.33.
When this storm was recorded, the antennas were aligned for best simultaneoué
horizontal and vertical isolations and the antenna ports were known fo be
well matched because tﬁe vafiations of systeﬁ XPD with frequency were low.
‘The clear weather system isolations were approximately‘33.6 and 35.8 dB for
horizontal and vertical transmitted polarizations, respectively. From thesé

clear weather syétem isolations and the individual antenna XPDs in Fig. 2.33,
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it is clea; that'tﬁe»antenna depolarized signals are adding with.an approxi-—
mately zero (of very»small) phase differehce. Assuming a zero phase

" difference (AQéPD ; 0) the antenna isolations for the horizontal transmitted
polarizations caseiwere estimated to be 38 and 41.7 dB for the recelve and
trénsmit antennas, respectively. For vertical traﬁsmitted polarization the
antenna XPD's were estimated to be 41.7 and 42,0 dB. These values are
consistent with ‘the data in Fig. 2.33 and gives the correct clear weather
isolations.

It is still not possible to estimate the relative phase betwéen the
path énd antenna depolarized.signals. This means tﬁat'for an assuﬁed canting
‘angle, thé systém XPD could incréase or decrease from tﬁe élear weather
value, As a result, all poésible values for fhis-angle were u#ed in the
model calculations and the-maximum and minimum values used for cbmparisoﬁ to
the experimenfal observations. Because all possible angles betwéen the péth
and»antenna crosspolar signals were used in the model calcul#tions, the
resultihg raﬁge of values will automatically include the possible;range for
positi?e and neéa;ive canting angles. In other words, in an uncancelled -
system, é changé'in the sign of the canting angle has the same effect asva
180° phase change in both aantenna XPD angles.

The model calculations used the results frém Chépter 4 for a 1.8 km
path length and the Joss/Olsen Thunderstorm distribution. The Joss/Olsen
Thunderstorm distributlon waé used to conform to the observed attenuation
results but the dé;a in Fig. 4.9 shows that: the drqp size distribution will‘
have a very small effect on the XPD/rajinrate relationship. System XPD valﬁes

were calculated'forvil°, #2° and #° effective mean canting angles.-
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6.7.2.1 XPD and Differential Attenuation-Buring T;-T,, 0.20-0:25 h B

'.figs. 6.7.16 and 6.6.17 are the system XPD vs. rainrate 3catterplots
for the combined periods T, to Tj. The XPD behaviour for both polarizations
is very similar, and shows a decreasing system XPD with increasing raiunrate.
Because the clear weéther isolations and path XPDs are different for the two’

)
)

polarizations, this data tends to verify that the model correctly pfedicts
uncancelled system XPD behaviour.

The differential attenuation, Fig: 6.7.15, was‘genera11y positive
during Tl-T3° The maximun differential attenuation was approximately 6.8 dB
‘which is in good agreement with the theoretical prediétions for this maximum

rainrate.

6.7.2.2 XPD During T2, 0.25-0.31-h and-T3,-0.3140.35-h

The different XPDs during these periods clearly show the effect of

horizontal wind on canting angle and.XPD. For both periods, the wind was
from the west, i.e. perpendicular to the path. During Tz'the avefage hori-
zontal wind velocity was approximately 1.2 m/s and the XPD data agreed with
fhe-model predictiqns for a‘2 to 4°.canting angle. At the beginning.of T3,
the hofizontal wind decreases almost to zero and the XPD then generally

agreed with canting angles between 1 and 2°.

6.7.2.3 XPD and Differential Attenuation Duriug T6,~0.61—0.75 h

Figs. 6.7.20 and 6.7.21 are XPD/rainrate scatterplots for the period

T

6° As discussed previously, the system XPD increased with rainrate in this
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interval due to a change in the Sign of the mean canting angle. The results
for this period again show similar agreement to the model predictions for
botﬁ polarizations. In this period, the effective mean éanting angle was
less than during T, because of the 16wer.average horizontal wind velocity.
The effective mean canting.angle magnitudes can be chpared for similar rain-
rates in these two different intervals because the change in tﬁe sign of the
canting angle will only add 180° to the angle of the path depolarized signal.
This will result in similar relationships for the same mean effective canting
angle between thé two limiting cases predicted by the model and the actﬁal
.experimental observations in each period. |

The differential attenuation during Tg was.similar to that during:T1~

. T3 and again shows reasonable agreement with the theoretical predictions.

6.8 Experimental Results for 81.06.18.15

This data file, covering the period June 18, 1981, 15?36—16:24 hours,
is included because it contains a period of good correlation betwéen XPD and
rainrate. The rainrates for this fiie ére shown in Fig. 6.8.1, During this
period, the rainrate was relatively uniform over the path and varied slowly
from less than 1 to approximately 9 mm/h. The wind direction, horizontal
velocity and vertical velocity are shown in Figs. 6.8.2 to 6.8.4.< During the
period of significant rainrate (0.35—6.80 hours), the wind direction wés from
ENE and changed very little., The horizontal windépeed during fhis period
ranged from approximately 3 to 6 m/s and was relatively constant. Tt is

interesting that, during the rain interval, the vertical windspeed was almost
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always close to zero and never exceeded i0.75 m/sec even though there was a
comparatively high hor%zontal wind yelocity.

| Time series signal level plots for horizontal transmitted
polarization, Qith 10 s and 30 s averages, are shown in Figs. 6.8.5(a) and
(b). Corresponding levels for vertical transmitted pqlarization, 10 s

average, are shown in Fig. 6.8.6.

6.8.1 Attenuation Data for 81.06.18.15

Fig. 6.8.7 is the horizontal attenuation vs. rainrafe scatterplot for
this enfire period. These reSultsbare almost all within the area defined ﬁy
the prediéted attenuétions fo; the standard drop sizé distriﬁutions. The
degree td which these observations conform to the stanaard predictions is.

mainly due to the lack of significaﬁt vertical wind velocities. -

6.8.2 XPD and Differential Attenuation Data for 81.06.18.15

Time series piot of system XPD and rainrate for horizontal transmitted
polarization is shown in Fig. 6.8.8(a) and (b) for 10 s and 30 s averagés.
fhese data were recorded using the crosspolar cancellation network described
in Chapters 2 and 5. The cancelled_syétem XPDh decreases from an average of
iapproximately 62 dB during the period of very light rain to 51 dB at a
rainrate of 9 mm/h;.

1t is difficult to establish an ac&uréte clear weather system XPD and
therefore minimum measurable path XPD for this record for several reasous.
Once complicating factor is the reasonably constant inaicated path average-

rainrate from 0.0 to 0.35 hours. At this indicated rainrate, there will have
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been cqnsiderable time averaging.df the actual rainrate. As a result, some
of the XPD variations iﬁ this plot may be due to small rainrate changes.
Another problem is that éven thoﬁgh the avérage,noise level for this cross-
polar channél is apbroximately 10 dB-lower; it does not seem to be possible
to achieve a stable, cancelled-crosspolar signal-level much below that shown
in Figs. 6.8.8(a) (10 sec. avg.) and 6.8.8(b) (30 sec; avg.). This is
definitely not due to insufficient adjustability on the cancellation attenua-
tor and phase shifter. .It is believed té be due to small short term phase

. and amplitude fluctuationé over the path. For this reason it is not poséible
to be confident in the highest measured XPD values.

Thé'scatterplot for this data, over the period 0.35-0.70 hours, with
~ the theoretically predicted path and model predicted system XPDs are shown in
Fig. 6.8.9. Calculated values are shown for the Joss/Olsen Widespread (or
" Marshall and Palmer) distributioné for £2° and *4° canting angles.’

The gréatly improved measurement accuracy rgsulting from the cross-
polar cancellation netwérk is clearly demonstrated by the calchlaged values
in Fig. 6.8.9. The values for‘an ideal experimental system; from Chapter 4,
varé included for comparison. ?or an ideal system, the measured XPDs would be
identical for positive or negative effecﬁive mean caqting angles. The
‘maximum and minimum cancelled system XPDs calculated from the experimental
model are reasonably symmetric around the ideal values. AIn addition, the
range of possible XPD values decreases for the larger canting angles and is
reasonably conétant for the rainrates in Fig. 6.8.9. This is.in contrast to

the uncancelled system which shows larger variations in possible system XPD



~HV (DB)
60.0

.0

6.0

ISCLATION HH

3.8

&

1

|

1. FILE: 81.06.18.15,.....

1 FILES TO BE FROUFSSEQD
B81.6.18 15.36G -

10, SECOND AVERAGE

JNTERVAL TIME ¢« 0.35 0.70

.o
-
.

" model predictions for actual
experimental system

predictions for ideal antennas

L 3 L T 1
. . .0
oo e AVERACE RAIN

Fig. 6.8.9. XPD, during T

.’
S.0 6.

1

RATE (MM/H

1.

0
QUR)

814



519

for lérger_éanting angles and réinrates (for this experimental system).

From Figs. 6.8.12 and it can be seén that the differential attenuation
for this even had only a small effect on the possible cancelled system XPD
values. The maximum differeﬁtial attenuation observed for this storm was.
apprqxiﬁately 0.4 dB. Fig. 5.13 shows this would ouly result in an imbalance
corresponding to a 66 dB system XPD. This effect is of course, alréady
included in the model calculations shown in Fig. 6.8.9.

The data shown in.Fig.b6.8.9 indicates that the effective mean cénting
aﬁgle during this period was close to 3°. This is one of the larger effec~
ti§e meanAcanting angles clearly observed during1manyvsimilar hours of :
recorded data over this path. The relatively largebcanting angle is believed
fo be due to the constant cfoss—path wind direcfion and reasonably steady, |
relatively high horizontai wind veloéify,

Figs.v6.8.10 and 6.8.11 show the system XPD values and rainrates for
vertical transmitted polarization. For this data a clear weather system XPD
of 47 dB was achieved using the reflection cancellation methods discussed in
Section 5.5.2.3. The observed change in the system XPD for this case was
very iow because of the relative angle between the path and anfenna deﬁolar—
ized signals. 1In addition, the model predictions show that a very large
range of system XPD values are possible even for a 2° canting angle. This is
because the antenna and path depolarized signals‘are similar for this degree
of cancellation. This data and several similar eveﬁts resulted in the con—
clusion that, for this experiment, this type of partial cancellation was not

advantageous.
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The differential attenuatibn for this period, Fig..6.8.12, is
generally positive. During the highest rainrates the maximum differential-
attenuation is approximately 0.4 dB which is in good agreement with the
theoretical predictions for this rainrate; A simiiar positive differential
attenuation élso occufs near a lower rain maxima around 0.75Vh. No reason’
for this relatively high differential attenuation could be determined. The
differential atténuation is.believed to be generally positive during this

file because the wind velocities were relatively constant.

6.9 Experimen*al 'Results for 81.11. 14 07
| This file had the highest path average rainrate - 37 mm/h ; observed

during the several years this experiment was operational.’ Individual
rainrates are shown in Fig. 6.9.1.

The wind data for this period are shown in Figs. 6.9.2 to 6;9.4.
During the first 30 min. of this record, the wind diréction was ggnerally
ESE. At approximately 0.5 hours, when the heavy rainfall began, the wind
direction changed to generally SSE. The horizontal wind vélocity during.the
heavy rain increased from about 3 to 5 m/s.during T, to 4 to 7 wm/s during T,
and to 6 to 8 m/s duriﬁg T3. . The 30 s average vertical wind velocit&, Fig.
6.9.4(b), shows a general decline as a percentage of the ﬁorizontal wind"
velocity in the latter portion of this record. This 1s believed to be at
least paftially due to the change in the wind direction, indicating that the
vertical wind in this case, was probably caused by some topographical
feature, as discussed in Section 4.4.

Signal levels for horizontal polarization transmittedvafe shown

in Fig. 6.9.5(a) and (b) for 10 s and 30 s avefages, respectively.
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Corresponding 10 s average levels for vertical polarization transmitted are

shown in Fig. 6.9.6.

6.9.1 Attenuation Data for 81.11.14.07

Fach of the intervals to be analyzed includes one of the three peaks.
in the measured rainrate. The peak path—-average rainrates in intervals T1
and T, are similar in magnitude but the individual rainrates show that the

raincell structure during these two periods was very different.  The peak
rainrates were much higher and the cell area much smaller in the T1 interval
at the beginning of the storﬁ. _From Figs. 6.9.5 and 6.9.6 it can be éeen
jthat the attenuations for the same rainfates were very much lower during T,
than during T ;. |

A sumﬁary'of the aftenuation results for this storm are given in Table

6.9.1.

6.9.1.1 - Attenuation During Ti,-0.56—0.65 h

During interval T,, the -attenuation at rainrates above 10 mm/h were
similar to, or slightly lower than, those predicted for the JOT distribution.
The vertical wind (Fig. 6.9.4(b)) went through an upward peak as the rainrate i
began to increase during T,. This may account for the relatively higher
attenuations at the lower rainratesf During the high rainrates in Tl’ the 30
second vertical wind was close to zero and therefore could not have signifi-
.cantly affected the attenuation. In this case, the lower attenuations were

probably due to a large number of large drops at the leading edge of this
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Period Measured Vertical Data is in Comments
Attenuation Wind Approximate
Compared to During Agreement with
Standard Rain Predictions for:
Predictions
Tl Agreed with JOT 2,5 m/s peak during| JOT with zero vert. Vertical wind
above 10 mm/h., increasing ralnrate| wind above 10 mm/hr. peak probably
0.56-0.65 |[Higher at low Approx. zero during| Fig. 6.9.7 accounts for
h rainrates. higher rainrates. higher atten.
Fig. 6.9.7 Fig. 6.9.4 at low rain-
: rates.
Generally low
at leading
edge of
storm.
T, Generally higher Generally upward Varied between JOW to Generally
than T,. (See also T,(a) higher than JOD higher than
0.65-0.77 |Fig. 6.9.8 and Tz(b) Fig. 6.9.8 T, because of
h Fig, 6.9.4 change in
‘ drop distri-
bution as
storm
progresses.
Tz(a) Slightly higher Increased from z0.2| Higher than JOW and 4
than JOD, largest to 1.0 m/s as rain—] vert. wind = 1 m/s at
0.68-0.70 jat higher rain- rate Increased. high rainrates.
h rates, Fig. 6.9.4 Fig. 6.9.9
Fig. 6.9.9

+« « « continued
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Period Measured Vertical Data is in Comments
Attenuation Wind " Approximate
Compared to During Agreement with
Standard Rain Predictions for:
Predictions
T?(b) Higher than Tz(a) Decreased from Refer to comments and 3
i Generally in- 1.0 to -0.2 w/s Section 6.9.1.2
0.70-0.72 |creasing atten. as ralnrate began
h jduring decreasing to decrease.
rainrate. Fig. 6.9.4
Fig. 6.9.10
T, Between JOW and Relatively constant| Slightly higher than JOT| 2 if actual
Jop at +0.4 m/s during | and vert. wind = 1 m/s drop distri-
0.77-0.84 |Fig. 6.9.11 highest ralnrates or close to JOW and zero| bution was
h ' See also T3(a) vert., wind at higher close to JOT
Fig. 6.9.4 - rainrates,
Fig. 6.9.11
T3(a) , Close to JOD Decreased from JOW and vert. wind 3
Fig. 6.9.12 +0.4 m/s to -0.2 = +1 m/s.
0.80-0.84 m/s as rainrate Fig. 6.9.12
h decreased.
Fig., 6.9.4

Table 6.9.1 Summary of Attenuation Data for 81.11.14.07

£es
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storm and may have been bartially due to the small cell area causing some

inaccuracy in the path rainrate measurement.

6.9.1.2 Attenuation During T?, 0.65-0.72 h

During T,, the CPA which is shown in Fig. 6.9.8, was generally much
higher than during T, and at times was even higﬁer than the standard predic-
tions for the JOD distribution. The generally higher attenuations are
thought to be due to a change in the drop distribution as this storm
progressed.

The exceptionally high attenuations during T, were due to vertical
‘wind effects. To illustratre this, two subperiods of T,, i.e. Tz(a) and
Tz(b), will be analyzed (Figs. 6.9.9 and 6.9.10). During T,(a) the vertical
wind increased from approximately +0.2 to +1.0 m/s as the rainrate increaséd,
explaining the unusually»high attenuations at higher railnrates in Fig. 6.9.9.
At the start of Tz(b), ﬁhe verti;al wind changed direction and decreased from
approximately 1.0 m/s to ~0.2 m/s as the rainrate started to decrease. This
decreasing vertical wind ;released“ the small drops stored above the path.by
the previous upward velocity resulting in very.high attenuations and the
.generally increasing_attenuation with decreasing.rainrate as shown in Fig.

6.9.10.
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6.9.1.3 Attenuation During T3, 0.77-0.84 h

- Attenuation during T4, Fig. 6.9.11, was slightly higher than expected

for this type of rainstorm. This is thought to bé due to the small but
relatively constant upward wind velocity observed during the periods of
relatively high rainrate (i.e; up to 0.81 h).

Most of the higher attenuations during this period occurred during
T,(a), 0.80-0.83 h, shown in Fig. 6.9.12. This higher attenuation was the
result of the vertical wind decreasing from approximately +0.4 m/s to 0.2

m/s after a period of constant upward flow.

6.9.2 XPD and Differential. Attenuation Data for 81.11.14.07

Figs. 6.9.13(a) and (b) are the 10 second and 30 second avérage time—
éeries cancelled-system XPDs f;r horizoﬁtal transmitted polarization. From
Fig. 6.9.5(b), it can be seen that during at least part of T2, the system XPD
measurement range was exceeded because the crosspolar signal level is at, or
close to, ;he nbise.floor. For this crosspolar signal éhannel? the noise
level was usually a few dB lower than tﬁe lowest levels in Fig. 6.9.5(b), _
éuggesting that some depolarized signal may have been received{ During parts‘
of ST the measurement range may also have been exceeded, so the XPD data for
this interval (Fig. 6.9.15) must be considered to be the XPD indicated or
possibly some higher value. In other words, the actual system XPD could be
higher but not lower than the 53 dB indicated during Tl’ During T3 the peak

crosspolar signal levels are at least 10 dB above the noise level and can

therefore be considered as reasonably accurate.
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At other times during this file, there are a few crosspolar signal
level peaks of the same amplitude as the one during the rain peak at around
0.80 hours duriﬁg T3. However, these occurred during periods when the
received copolar signai level was at least 12 dB higher. This means tﬁat the .
" proportion of the signal depolarized by the path was actually much lower
during these crosspolar signal level peaks because more signal was availablé
to be depolarized or equivalently because the depolarizea signal'suffered
less attenuation.v

The uncancelled XPD for vertical transmitted polarization is shown in
.Fig. 6.9;14 (10 s average). .In this file the path depolarized signal was
generally incceasing the total system XPD. fhe apparent decrease in XPD
during T, was again because'thg XPD measurement range had been exceeded for
part of this interval. Fig. 6.9;14 shows very little or no XfD variation
during T1 and a small XPD increase during T3, which is basically similar to'
the uncancelled XPD for these periods. |

The differential attenuation measured during this data filé is shown
in Fig. 6.9.15. During almost all of ;his period fhe’differential.attenua—
tion was positive, again presumably because the wind velocities were rela-
tively constant.

Table 6,9.2 is a éummary of the XPD and differential attenuatiqn data

for this data file.
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from clear
weather XPD than
during T

Fig. 6.9.19

XPD Differential Wind XPD is in Approximate Comments
Attenuation Velocities Agreement with Model
During Predictions for:
Rain
Ty XPDy: 53-62 dB. =z +0.4 dB at Horiz, wind XPDy agrees wvith predic-
» © IFig. 6.9.16 highest rain- 2 4.0 m/s avg. tions for ¢=2° at low
 0.56-0.65 |XPDy almost no . rates. Fig. 6.9.3 rainrates and ¢=1° at
h change from ‘ ) higher rainrates.
clear weather XPDV within range
XPD predicted for ¢z1°
Fig. 6.9.17 Figs. 6.9.16
‘and  6.9.17
T, XPDy: 42-57 dB - 0.4 dB at Horiz. wind XPDy agrees with predic~| Uncancelled
Fig, 6.9.18 highest rain- 7.0 m/s avg. tions for ¢ = 3-5° XPD change 1is
0.77-0.84 XPDy slightly rates. Fig. 6.9.3 XPD; within range of small because
h larger change slightly larger than 1° of relative

XPD angle.

Table 6.9.2 Summary of XPD and Differential Attenuation Data for 81.,11.14.07
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6.9.2.1 XPD and Differential Attenuation During Tl’ 0.56-0.65 h

Puring T,, the cancelled XPD agreed with model predictions for an
approximate 2° canting angle at low rainrates and approximately 1° at higher
rainrates. .The uncancelled XPD showsvlittle or no change frém the clear
weather value. This is probably due to the relative angle between the path
andbantenna XPDs for tﬁe uncancelled channel and/or the ﬁossiBility that the
cancelled chahnel results are inaccurate due to the low crosspolar signal
levels. The horizontal wind velocity averaged approximately 4.0 m/s dufing
this period.

The differential attenuation during T, was approximately +0.4 dﬁ
during the maximum rainrates in this period. This value is just slightly
1ow¢r than the theoreticallpredictions‘for this rainrate.

During T2’ the différential attenuation reached values of approxi-
mately 1.3 dB which is in reasonable agreement with predictions for the

maximum rainrates during Tz’

6.9.2.2 XPD and Differential Attenuation-DuringvT3;-0.77—O.84 h -

During this period, the average horizontal wind velocity was approxi-
mately 7.0 m/s, considerably higher.than during Tl; The cancelled XPD now
agrees with.model predictions for canting angles betﬁeen approximately 3° and
5°, The uncancelled XPD also shows a larger chaﬁge from the clear weather |
value but it is assumed that the relative XPD angles resulted in relatively
small changes preventing an accurate comparison to the théory.

During T, the differential attenuation was again approximately +0.4

dB at the higher rainrate, which was slightly lower than predicted.
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7. CONCLUSIONS

The objective of this fhesis was to'investigate'dual—polarized milli-
metre-wave atmospheric propagation during rain, including crosspolar dis-
crimination, differential attenuation and ccpolar attenuation. The fulfill-
ment of this objective was described in the previous chapters. The major
contributions resulting from this work are:

— what are believed to be the first dual-polarized propagation measurements
in this frequency range.

- experimental observations leading to the éonclusion that drops often did

not have a consistent shape and.canting angle.

- observations of copolar aftepuation much higher than expected from the
standard predictions and their explanation in terms of constant and
trénsient vertical wind conditions.

- the proposal of a simple extension to the standard prediction methods to

"include the effects of consﬁant vertical wind velocities. -

.f the development of a comprehensive experimental model to predict cancelled
system XPD response including the effects of OMT mismatéhes and the cross—
polar cancellation network.

- the phase compensation improvement fo the basig crosspolar cancellation
network. |

~ the improved electrostatic disdrometer, and

- a novel, high performance microstrip IF/LO diplexer.
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The millimetre-wave portion of this experiﬁental system basically
consisted of a switched polarization transmitter, two—channel receiving
system and;radar propagation path. A two-channel receiver front-end was
constrqcted which was very linear, had exceilent channel-to-channel iéolation
and was as sensitive aé economically possible. As partvof this front-end, aﬁ
IF/1.0 diplexer was developed which had low loss, very_good‘impedance matching
and was readily constructed in microstrip. This diplexer circuif topology
has not, to our knowledge, been described previously.’

The front—end.noise powe%.in the receiver prediétion'bandwidth (30 Hz)
.was éalculated to be -129 dBm, measured to be approximately =122 dBm on the
bench and —127 dBm when insﬁalled on the rocf. The entire receiving system
was accurate fér 73 GHz.ihput levels below -100 dBm. This resulted in a
copolar fade margin of 65 dB, and up to 70 dB for longer averaging periods,
over the 1.8 km total length radar.path.

A crosspolaf cancellation network included in the receiving system
resulted in much more accurate measurements of path depolarization. The
clear weather, uncancelled system XPD of this experimental_system was 33-

36 dB, which is considered to be very good for this frequency range. This
 was improved to over 60 dB, oﬁ one channel, by the addition of a crosspolar
cancellation network. The éaﬁcelled isolation obtained was aléo high com-

pared to other reported systems incorporating XPD improvement circuits.
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7.2 Meteorological Instrumentatiori

Meteorological instrumentation for this experiment included an im-
pro?ed electrostatic disdrometer, a raingauge.network with very high spatial
and temporalpresblution, and a three-vector anemometér. The electrostatié
disdrometer which was developed is considere& to be significantly better than
the previously described devices of this type. It also appears to be more

accurate than other basic disdrometer methods, when used in this type of

experiment.

7.3 Expérimental Model

A comprehensive experiméntal model was déveloped to predict the total
system XPD response under a wide variety of éondifions. This model included
| a crosspolar cancellation network and the important effects.of impedaﬁce
mismatches on OMTs. Using this experimental model, the following have been
analyzed, for what is believed to be the first time::the effects of OMT port
mismatches, the freqﬁency response and error sensitivity of crosspolar can-
cellation systems and the possible range of cancelled system XPD responses
&uring‘rain including éll propagatién and experimental effects. The results
of this mcdel also led to the development of a new phase compensation network
which impro&es the frequency énd temperature stabilit& of cancelled systeus.
Where:comparisons were possible, experimental results conformed well to the

experimental model predictions.
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7.4 'Experimental Results

7.4.1 3PD Results.

This experiment has provided what are believed to be the first, dual-
polarized propagation results in this frequency range. The.inclusion of the
crosspolar cancellétion network and the application of the éxperimehtal model
allowed far more accurate determinations of path XPD than would have been
otherwise possible . In general, thé cancelled system XPDs were correlated
with the horizéntal wind.velocity and rainrate as exbected from the basic
theoretical predictions (e.g. Sections 6.2.2.1, 6.2.2.2, 6.2.2.4, 6.4.2.1 and
6.7.2.2). One data file also suggests a greater reduction iﬁ.path XPD for
rain with large nﬁmberé of iérge drops (Section 6.4.2). Most of the accurate
XPD results; obsefved during relatively constént wind conditions, agreed with
the model predictions for a range of effective mean canting angles between 0
and 6°, depending on cross-path horizontal wind velocity. These values of
canting angle are in range predicted by Brussaard's model [4.15], Fig. 4.1,
but the variable height and unknown terrain roughness over ﬁhis péth make
comparisons.difficult. Good gxamples of uncancelled system XPD consisfen£ly“
incréasing and decreasing from the clear weather value, due to péth XPD angle

changes, were also observed during this experiment (e.g. Section 6.7.2).

7.4.2 Conclusions Regarding Drop Shape and Canting Angle

Differential attenuation observed during this experiment was usually
‘positive, but was also often negative, in contradiction with the basic
theoretical predictions and drop shape and orientation assumptions. One

example. of negative differential attenuation had been reported previously,
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[1.74]. »Duriﬁg this experiment, negative differential attenuations were
usually observed during periods 6f rapidly increasing, but occasionally
decreasing, horizontal wind velocity. The uncancelled XPD during these
periods of extremely variable wind conditions usually increased and decreased
erratically from the clear weather value. These results appear to indicate
that the rain drops often did not have a consistent shape and canting aqgle;
This had also been suspected by Warner [4.13] and Haworth and McEwan [4.14)
although they used different types of evidence to support their beliefs, asv
discussed in Section 4.1.3. | |

» This conclusion is reasonable if the effects of the extremely rapid
wind variations observed during this experiment on dropvshape and orientation .
are considered. The generaily.assumed drop shapes fesultrfrom‘the balance of
hydrostatic and aerodynamic forces on the drop falling'at its terminal
velocity in still air. Ho&ever, changes in horizbntal wind velocity, which
had magnitudes greater than the drop terminal velocities were often observed
over periods of only a few seconds. A drop experiencing a change in hori~-
zontal aerodynaﬁic fbrce equal to or greater thah, the vertical force must
ébviously change shape and/or orientation. During several data periods, it
is belieyed that the wind conditions were'so>variable that no consistent drop A

shape and canting angle existed.

7.4.3 Effects of Vertical Wind Velocities on CPA

This experiment has also demonstrated, for what is believed to be the
first time, several important effects of vertical wind on copolar attenua-

tion. Attenuations were frequently observed which were much higher and
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occasionally lower, than expected from the standard predictions. These
results are attributed to vertical wind conditions.

During periods of relatively constant upward_vertical.wind‘velocities,
attenuation was higher than expectéd because the drop terminal velocities had
been feduced; causing an increase in ND, especially for small drop sizes. A
modification to the standard predictions based on a simple meterological
model to include the effects of vertical wind has been proposed. The modi-
fied prediction results generally agree with the experiméntal observations
after the application of a corrective factor (z22) to the vertical wind velo-—
city. This correction is believed to be necessary to compensate‘for a re-
duced anemometer response, due to boundary effects and a terminal velocity
simplification in the meteofological model. Examples are shown in Sections
6.2.1.5, 6.4.1.1, 6.5.1.2, and 6.5.1.3.

Three significant, previously unreported, CPA results were observed
"during transient vertical wind conditions. During moderately'increasing
upward vertical wind velocities, aftenuation was considerably higﬁer than
éxpected from the standard predictions due to an increasing number of smaller
drops in the antenna beams (e;g. Sections 6.6.1.3 and 6.6.1.5). However,
during large and rapidly incrgasing upward vertical winds, the path CPA was
lower than expected because the number of smaller drops in the path was
reduced and presumably increased at some height above the path (e.g. Sections
6.2.,1.1, 6.2.1.8 and 6.4.1.5); The most important vertical wind induced CPA
changes occurred when the vertical wind velocity decreased rapidly after a

period of upward flow. This resulted in a large increase in the number of
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- small drops in the path as the drops "stored” above the path dﬁring the
period of ;pward flow are "released” by the decréasing vertical wind velo~
city. This‘condition frequently resulted in attenuations much higher than
were previously thought to be possible for the measured rainrates on the
ground (e.g. Sections 6.2.1.1, 6.2.1.3, 6.2.1.6, 6.4.1.2, and 6.4.1.4).

' These higher attenuations persisted for periods of up to a few minutes as the
stored drops fell through the antenna beams. For the prediction of reli-
ability on microwave links, where predicted outages are only a few minutes
per year, this effect'will be very important inbgeographic locations where

this type of wind condition can occur.

7.4.4 Future Work

It is believed that this expefimental investigation has added.to what
is known about atﬁospheric propagation of millimetre-waves during rain. To
be able to furthef understand some of the effects observed, and explanations
probosed, in this report, more complete meterological instrumentaﬁion would
be requiréd. It would be necessary toAdevelop: a direct method of measuring
drop shape and cantiﬁg angle in the path and wind vectors and drop size
distributions at points above the path. Theoretical models should also be
developed to more‘completely'explain the vertical wind effects_on CPA and

variable wind effects on drop shape and orientation.
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