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Abstract 

Video compression, which is a necessary process for video communication over 

low bit rate networks, removes spatial and temporal redundancies contained 

in video sequences. However, when transmitted over error prone networks, 

compressed video streams are very sensitive to bit errors and packet losses, 

which lead to inevitable spatial and temporal error propagation. 

This thesis presents efficient video encoding methods for transmission 

over error prone networks. The resulting video communication systems ex­

ploit the video input statistics, the channel condition information, and the 

encoder's knowledge of the video decoder's error handling capabilities to op­

timize the encoded bit stream for its transmission over error prone networks. 

We first propose a rate-distortion optimized synchronization marker placement 

algorithm which can effectively determine the frequency and location of syn­

chronization markers, subject to a known decoder concealment method. Next, 

we present a semi-fixed length coding method for the efficient entropy coding 

of motion vectors. With the use of unequal error protection techniques, the 

proposed method provides superior bit stream and spatial synchronization, 

compared to variable length coding methods. A new algorithm for temporal 
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error resilience employing optimal intra block updating is then presented. Us­

ing a new distortion measure that takes into account the effects of temporal 

error propagation, the proposed method chooses the amount of non-predictive 

coding necessary to achieve temporal synchronization. 

We combine the proposed methods and evaluate the performance of 

two resulting video communication systems in error prone environments, us­

ing packet loss and bit error models for the Internet and mobile networks, 

respectively. 
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Chapter 1 

Introduction 

1.1 Introduction 

In recent years, interest in multimedia has generated a lot of research in the 

area of video coding in academia and industry alike [1, 2, 3, 4, 5] and sev­

eral successful standards have emerged, e.g. ITU-T H.261, H.263, ISO/IEC 

M P E G - 1 , MPEG-2 and MPEG-4. These standards address a wide range of 

applications having different requirements in terms of bit rate, picture qual­

ity, complexity, error resilience and delay. While the demand for digital video 

communication applications such as video conferencing, video e-mailing and 

video telephony has increased considerably, transmission rates over the pub­

lic switched telephone networks (PSTN) and wireless networks are still very 

limited. This requires compression performance and channel error robustness 

levels that can only be achieved with efficient source compression and error 

resilience coding methods. 
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Video compression algorithms remove unnecessary redundancies, with­

out considering potential loss of information during transmission. However, 

some level of redundancy is necessary to recover lost information when trans­

mitting video over an error-prone network. Shannon's separation theorem 

states that video compression (source coding) and transmission optimizations 

(channel coding) can be performed independently, and the combination will 

be as efficient as anything designed by considering both problems together. 

However, this is valid only if infinite coding delays are assumed. Most video 

communication applications require relatively high reliability and small delays. 

Thus, joint source-channel coding is necessary to achieve high error resilience 

and low delay in video communication, simultaneously [6]. 

In an error prone environment, video optimized error resilience tech­

niques are necessary due to the nature of compressed video bit streams, which 

are very sensitive to bit errors and packet losses. Such errors may lead to 

the loss of synchronization at the receiver which can, in turn, lead to the loss 

of many video blocks and (possibly) frames. For example, all current video 

coding standards employ variable length codes (VLCs), as well as spatial pre­

diction, to achieve high compression efficiency. However, bit errors in VLCs 

can lead to the loss of synchronization, and spatial prediction techniques lead 

to spatial error propagation. Moreover, the predictive coding process of motion 

compensation will cause errors to propagate in the temporal direction. 

Many of the existing video error resilience techniques are adapted from 

data error recovery algorithms. Examples of such algorithms are Forward Er-
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ror Correction (FEC) and Automatic Repeat Request (ARQ). When using 

a feedback channel, very effective error recovery mechanisms can be imple­

mented [7]. However, feedback channels may introduce additional delay and 

complexity, and they are usually also affected by channel errors. Moreover, 

they may not be available in many scenarios such as video broadcasting or 

multi-point communication. 

Most of the media-based error resilience methods that have been pro­

posed in the literature are mainly designed to improve the bit error robustness 

of the entropy coding. Example methods include self-synchronized V L C s , re­

versible VLCs [8, 9], the error resilient entropy code (EREC) [10], and fixed 

length coding [11, 12]. These methods improve the decoder's synchronization 

with the video bit stream, but they do not guarantee spatial synchronization, 

i.e., a wrongly received codeword may lead to the reconstruction of video blocks 

at the wrong spatial location. Such spatial synchronization is possible with the 

use of synchronization markers carefully placed in the bit stream. Moreover, 

these techniques are not useful in a packet-based network such as the Internet. 

Multiple Description video coding methods have been proposed recently to 

improve spatial error resilience in a packet-based network [13, 14, 15]. Finally, 

containing the effects of errors due to temporal error propagation without 

decoder feedback is still an open and challenging problem. 

In this thesis, we present an error resilience video coding and transmis­

sion framework, to address the above problems, that exploits the video input 

statistics, the channel condition knowledge, and some information about the 
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video decoder error handling capabilities to optimize the encoded bit stream 

for its transmission over error prone networks. The proposed algorithms do 

not employ a feedback channel from the decoder to the encoder. Instead, the 

encoder employs network feedback, where the effects of delay are insignificant. 

The proposed methods are suitable for real-time video communications 

over packet lossy (e.g., Internet) and bit error prone networks (e.g., mobile 

networks). The combination of the proposed methods yield systems that can 

provide acceptable video quality at packet loss rates as high as 20% and at bit 

error rates (random and bursty) as high as 10 - 3 . 

1.2 Outline of the Thesis 

We first review low bit rate video coding algorithms and present the H.263 

video coding standard in Chapter 2. In Chapter 3, we review current er­

ror resilience video coding methods, including H.263 and MPEG-4 compliant 

methods. 

Synchronization markers allow for bit synchronization of the decoder 

with the bit stream, they reset the spatial location in the decoded frame, and 

they prevent propagation of spatial prediction errors. However, if used too 

frequently, synchronization markers will introduce an unnecessary increase in 

bit rate. We propose in Chapter 4 a rate-distortion (RD) optimized algorithm 

for the localization of synchronization markers. 

In order to provide additional bit stream and spatial synchronization, 

as well as data recovery, we present, in Chapter 5, a semi-fixed length coding 
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method for motion vectors. Motion vectors are a very important part of the 

bit stream at low bit rates, and the probability of correctly received motion 

vector information can be significantly increased using the proposed coding 

method. When semi-fixed length codes are used, we can employ unequal error 

protection (UEP) to apply more channel error protection to the critical part 

of the motion vector code, thus reducing delay and overhead. 

Temporal synchronization is obtained by coding video blocks in the 

intra mode, which stops the propagation of errors due to motion compensated 

predictive coding. However, intra coding can be expensive in terms of bit rate. 

In order to only intra code blocks that cannot be appropriately concealed at the 

decoder, we propose, in Chapter 6, an RD optimized intra updating method. 

Finally, we present experimental results of the proposed error resilience 

methods for the Internet and mobile networks, in Chapters 7 and 8, respec­

tively. In the Internet case, we present an efficient packetization method suit­

able for low delay video communications. We evaluate the performance of 

the packetization method and the RD optimized mode selection algorithm 

for different packet loss rates. In the mobile case, we introduce the trans­

port protocol and evaluate the performance of the RD optimized synchro­

nization marker placement, semi-fixed-length motion vector coding, and the 

RD optimized intra updating algorithm for random bit error conditions and 

a W C D M A network. We also evaluate the effects of mismatch between the 

parameters used by the video encoder and the actual channel conditions and 

decoder error handling capabilities. 
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Chapter 2 

Low Bit Rate Video 

Compression and the ITU-T 

H.263 Recommendation 

2.1 Introduction 

Video compression is necessary for transmission of digital video over today's 

bandlimited networks. For example, the transmission of a 24 bit per pixel raw 

video sequence sampled at 176x144 spatial resolution and 30 frames per second 

(fps) temporal resolution1 would require a bit rate of 18.25 Mbps! Compres­

sion of digital video without significant quality degradation is usually possible 

because video sequences contain a high degree of 1) spatial redundancy, due 

1 Thi s is the typical resolution used in videophone applications over the P S T N , which can 
nowadays support 33.6 kbps duplex communication. 
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to the correlation between neighbouring pixels, 2) spectral redundancy, due 

to correlation among the colour components, 3) temporal redundancy, due to 

correlation between video frames, and 4) psycho-visual redundancy, due to 

properties of the human visual system (HVS). 

Many algorithms have been proposed for the compression of still images. 

Recent techniques include vector quantization, fractal compression, subband 

coding, and wavelets. Object-oriented methods are also becoming popular. 

Vector quantization refers to quantization and coding of a block of pixels or 

transform coefficients at once, rather than element by element [16, 17]. Frac­

tal compression can be considered as an extension of vector quantization with 

a virtual codebook [18, 19]. In subband coding, the image is decomposed 

into several non-overlapping frequency bands [20, 21, 22]. The number of bits 

allocated for encoding each of the subbands depends on the fidelity require­

ments. Wavelet transform coding is closely related to subband coding in that 

it provides an alternative method for filter design [23]. Instead of explicitly ap­

plying filters to an image to create subbands, wavelet transforms expand the 

image onto a set of wavelet basis functions representing different frequency 

components. In object-oriented methods, the image is segmented into some 

primitives whose shape and texture are encoded [24]. 

Removal of temporal redundancies in video signals accounts for a signif­

icant percentage of the achieved compression. Therefore, advanced techniques 

for the coding of the residual signal usually provide little additional compres­

sion as compared to traditional techniques, and the additional complexity does 
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not justify this improvement. Moreover, extension of the advanced image com­

pression methods to 3-dimensional video signals still do not outperform the 

classical hybrid motion compensated and transform coding method. Conse­

quently, this method is employed in all current video coding standards (e.g. 

H.261, H.263, M P E G - 1 , MPEG-2 , MPEG-4) . 

In this chapter, we first describe the block-based hybrid motion com­

pensated and transform video coding method. Distortion measures employed 

in video coding are then reviewed. Next, rate-distortion optimizations for 

video coding are introduced. Finally, the H.263 video coding recommenda­

tion is briefly described. We present the H.263 optional modes that are not 

specifically designed for error resilience but may be useful in an error prone 

environment. Error resilience modes are discussed in the next chapter. 

2.2 Low Bit Rate Video Coding 

In the hybrid motion compensated and transform video coder, motion com­

pensated prediction first reduces temporal redundancies. Transform coding 

is then applied to the corresponding difference frame to reduce spatial redun­

dancies. For highly correlated sources, such as natural images, the compaction 

ability of the Discrete Cosine Transform (DCT) is very close to that of the op­

timal transform, the Karhunen-Loeve Transform (KLT). Moreover, the D C T , 

unlike the K L T , is data independent. This has made the D C T the most pop­

ular transform for image coding, and has thus become part of the J P E G [25] 

still image international standard. Moreover, although motion compensated 
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Figure 2.1: Block diagram of the video encoder. 

prediction difference frames are poorly correlated, the D C T is still the most 

popular transform for coding such frames. In fact, the D C T is employed in all 

current video coding standards. 

A block diagram of a typical motion compensated prediction and D C T 

video encoder is presented in Fig. 2.1 and the corresponding decoder is pre­

sented in Fig. 2.2. In the next sections, we describe the building blocks of 

this video coder. 
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M C M C 

Figure 2.2: Block diagram of the video decoder. 

2.2.1 Motion estimation and compensation 

Each video frame is divided into blocks of equal size. Motion compensated 

prediction assumes that a block of pixels within the current picture can be 

modeled as a translation of a block from a previous picture [26], as shown 

in Fig. 2.3. Each block is normally predicted from the previous frame. 

This implies an assumption that each pixel within the block undergoes the 

same amount of translational motion. This motion information is repre­

sented by two-dimensional displacement vectors or motion vectors. Due to 

the block-based picture representation, many motion estimation algorithms 

employ block-matching techniques, where the motion vector is obtained by 

minimizing a cost function measuring the mismatch between a candidate block 

and the current block. Although several cost measures have been introduced, 

the most widely used in motion estimation algorithms is the sum-of-absolute-

differences (SAD), presented in Section 2.3. Here, we have 

N N 

SAD = J2J2\ Bitj(k,l) - Bi-Utj-V(k,l) |, (2.1) 
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standards allow both horizontal and vertical components of the motion vectors 

to be of half pixel accuracy. The search window used in motion estimation is 

often limited by the range of representable motion vector values. A positive 

value of the horizontal or vertical component of the motion vector represents 

a block spatially to the right or below the block being predicted, respectively. 

Motion estimation is usually performed on block sizes of 16x16 or 8x8. 

2.2.2 Transform 

The purpose of the 8 x 8 D C T employed in all current video coding standards 

is to decorrelate the 8 x 8 blocks of original pixels or motion compensated 

difference pixels and compact their energy into as few coefficients as possible. 

Besides its relatively high decorrelation and energy compaction capabilities, 

the 8 x 8 D C T is simple, efficient, and amenable to software and hardware 

implementations [30]. The most common algorithm for implementing the 8 x 8 

D C T is that which consist of 8-point D C T transformation of the rows and the 

columns, respectively. The 8 x 8 D C T is defined by 

n ( \at ^ r o ,7r(2i + l)m^ 7r(2j + l > 
Cm,n = a(m)8(n) }^ }__ BhJ cos( — ) cos( — ), 0 < m, n < 7 

»'=i j=i 
where 

IT IT 
a(0) = 8(0) = * / - , and a(m) = 8(n) = \ - for l < m , r a < 7 . 

V 8 V 4 

Here, Bij denotes the (i-,j)th pixel of the 8 x 8 original block and Cm,n denotes 

the coefficients of the 8 x 8 D C T transformed block. The original 8 x 8 block 
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of pixels can be recovered using an 8 x 8 inverse D C T (IDCT) given by 

Bij = E E Cm,na(m)cos( 1 g ; )/?(n)cos( 1 0 < i,j < 7. 

Although exact reconstruction can be theoretically achieved, it is often not 

possible using finite-precision arithmetic. While forward D C T errors can be 

tolerated, inverse D C T errors must meet a minimum level of precision in order 

to avoid IDCT mismatch between the reconstructed frames at the encoder and 

decoder. 

2.2.3 Quantization 

The human viewer is more sensitive to reconstruction errors related to low 

spatial frequencies than those related to high frequencies [31]. Slow linear 

changes in intensity or colour (low frequency information) are important to 

the eye. Sharp, high frequency changes can often not be seen and may be dis­

carded. For every element position in the D C T output matrix, a corresponding 

quantization value is computed using the equation 

C V = 7 r ^ 0 < m , n < 7 , 

where CmyU is the (m,n)th D C T coefficient and Qm,n is the (rn,n)th integer 

quantization step size. The resulting real numbers are then rounded to their 

nearest integer values. The net effect is usually a reduced variance between 

quantized coefficients as compared to the variance between the original D C T 

coefficients, as well as a reduction of the number of non-zero coefficients in 

Cq . 
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For low bit rate video coding, quantization is usually performed using 

the same step size within a block (i.e, using a uniform quantization matrix). 

For example, in H.263, even quantization levels in the range from 2 to 62 

are allowed, except for the first coefficient (DC coefficient) of an intra block, 

which is uniformly quantized using a step size of 8. The quantizers consist 

of equally spaced reconstruction levels with a dead zone centered at zero. 

For higher bit rate, high quality applications (e.g. MPEG-2) , a quantization 

matrix exploiting the characteristics of the HVS can also be employed. After 

the quantization process, the reconstructed picture is stored so that it can be 

later used for prediction of the future picture. 

2.2.4 Entropy coding 

Entropy coding is usually performed by means of variable length codes (VLCs) 2 . 

VLCs can be generated using Huffman codes [32]. The V L C s are usually a 

subset of the complete Huffman tree, since some codewords are not employed 

in order to avoid the emulation of synchronization words by a combination of 

VLCs . Arithmetic coding [33, 34] may also be employed as means of entropy 

coding. 

Motion vectors are usually predicted by setting their components values 

to median values of those of neighbouring motion vectors already transmitted; 

the motion vectors of the blocks to the left, above and above right of the 

current block. The difference motion vectors are then V L C coded. 
2Some header information may be coded by means of fixed length codes (FLCs) . 
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Figure 2.4: Example of zig-zag scan pattern to re-order D C T coefficients from 
low to high frequencies. 

Prior to entropy coding, the quantized D C T coefficients are arranged 

into a one-dimensional array by scanning them in zig-zag order. This re­

arrangement places the DC coefficient first in the array and the remaining A C 

coefficients are ordered from low to high frequency. An example of the scan 

pattern for baseline H.263 is illustrated in Fig. 2.4. The re-arranged array 

is coded using a 3-dimensional run-length V L C table, representing the triple 

(LAST, R U N , L E V E L ) . The symbol R U N is defined as the distance between 

two non-zero coefficients in the array. The symbol L E V E L is the non-zero value 

immediately following a sequence of zeros. The symbol L A S T is equivalent to 

the End-of Block flag also employed in 2-dimensional run-length coding, where 

"LAST = 1" means that the current code corresponds to the last coefficient 

in the coded block. This coding method produces a compact representation of 

the 8 x 8 D C T coefficients, as a large number of the coefficients are normally 

quantized to zero and the re-ordering results (ideally) in the grouping of long 
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runs of consecutive zero values. Other information such as prediction types 

and quantizer indication is also entropy coded by means of VLCs . 

2.2.5 Coding control 

The two switches in Fig. 2.1 represent the intra/inter mode selection. Such a 

selection is made at the macroblock level 3 . The performance of the motion 

estimation process, usually measured in terms of the associated distortion val­

ues, can be used to select the coding mode. The coding mode where temporal 

prediction is used is called the inter mode. This mode is selected if the motion 

compensation process is effective, and only if the prediction error macroblock 

- the difference between original macroblock and the motion compensated pre­

dicted macroblock - need be encoded. If temporal prediction is not employed, 

the corresponding coding mode is called the intra mode. If a macroblock does 

not change significantly with respect to the reference picture, an encoder can 

also choose not to encode it, and the decoder will simply repeat the macroblock 

located at the subject macroblock's spatial location in the reference picture. 

This coding mode is referred to as skip. More sophisticated coding mode selec­

tion algorithms based on rate-distortion (RD) optimization methods can also 

be employed, as discussed in Section 2.4. 
3 A macroblock consists of four 8 pixels by 8 lines of luminance Y blocks and the spatially 

corresponding 8 pixels by 8 lines of colour difference blocks C& and Cr. 
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2.3 Distortion Measures 

In order to evaluate the performance of lossy video coding algorithms, and to 

optimize the rate-distortion tradeoffs, measures for distortion are necessary. 

The distortion measures should be both physically meaningful and analyti­

cally tractable. However, this is not always possible and, especially in video 

coding, one has to settle for a less meaningful but more tractable distortion 

measure. Research in the area of measurement scales for the assessment of 

the reproduced video quality is ongoing [35, 36, 31, 37]. For our purposes, 

we present in this section most commonly used distortion measures in video 

coding. 

Distortion measures are usually performed on pixel values, where orig­

inal pixel values and reconstructed pixel values are compared. The sum of 

absolute difference (SAD) is widely used in video coding and is defined as 

SAB = E E I Oij(k, l)-rhJ(k,l) |, (2.2) 
k=l1=1 

where Oij(k, I) represents the (fc, l)th pixel of a N x N block from the original 

picture at the spatial location and r t jj(£:,Z) represents the {k,l)th pixel 

of a N x N block from the reconstructed picture at the spatial location (i, j). 

Another popular cost measure is the sum-of-squared-errors (SSE), defined by 

SSE = J2J2\ohJ(kJ)-rti3(k,l))2. (2.3) 
k=l1=1 

The average peak signal-to-noise ratio (PSNR) is usually used as a distortion 

measure to evaluate the reproduction quality at the decoder, and is given by 

2552 

PSNR = 10 l o g — — , where (2.4) 
MSE y ' 
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MSE = ^SSE, (2.5) 

for 8 bits/pixel samples, where the M S E represents the mean-squared-error. 

The average PSNR of all encoded blocks and pictures is employed when com­

paring reproduction quality of a video sequence. Even though the M S E does 

not always correlate well with human perception, it is the most widely ac­

cepted distortion measure in image and video coding. Surprisingly, during the 

JPEG-2000 standardization process, image coders minimizing the M S E were 

reported to perform best in both perceptual and objective tests [38]. 

2,.4 Rate-Distortion Optimized Video Coding 

A key component in high-compression lossy video coding is the operational 

control of the encoder, through the motion estimation process, quantization 

step size selection, and the video coding mode selection. The process of se­

lection between different possible representations with varying rate-distortion 

efficiencies can be optimized using Lagrangian minimization techniques [39] 

based on rate-distortion theory [40], which are reviewed in this section. At the 

source coding level, rate-distortion theory sets limits on the achievable output 

distortion for a given coder output rate, or conversely, sets limits on achiev­

able output rate for a given output distortion. Shannon first described the 

rate-distortion function in [41], and a thorough discussion of rate-distortion 

theory is available in [40]. 

In video coding, the coding modes of operation are generally associ-
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ated with signal-dependent rate-distortion characteristics, and rate-distortion 

tradeoffs are inherent in the coding parameters selection process. The op­

timization task is to choose, for each image block, the most efficient coded 

representation in the rate-distortion sense. This task is complicated by the 

fact that the various coding options show varying efficiency at different bit 

rates and with different scene content. For example, inter coding is efficient 

in representing key changing content in image sequences. However, intra cod­

ing may be more efficient in a situation where the block-based translational 

motion model cannot accurately represent the image sequence changes. For 

low activity regions of the video sequence, simply using the skip mode may 

be preferred. By allowing multiple modes of operation, we expect improved 

rate-distortion performance if the mode selection method is applied judiciously 

to different spatio-temporal regions of a video sequence. 

The goal of the video communication system is to achieve the best 

fidelity (or the lowest distortion D) given the capacity of the transmission 

channel, subject to the coding rate constraint R(D). This optimization process 

can be solved using the Lagrangian multiplier method [39] where the distortion 

term is weighted against a rate term. The Lagrangian formulation of the 

minimization problem is such that we minimize 

J = D + \R, (2.6) 

for a particular Lagrangian parameter A. Each solution to Eq. (2.6) for a 

given value of the Lagrangian parameter A should correspond to a locally 

optimal solution for a given rate constraint. A given value of A represents a 
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specific point on the operational rate-distortion curve. It is possible to obtain 

an approximate relation between the quantizer step size Q 4 , which controls 

the output bit rate, and the optimal value of A. This is particularly useful 

when employing a rate control method to achieve a particular video encoder 

bit rate. In [42], a relationship between Q and A was obtained as 

where c is a constant that depends on the different coding parameters. This 

relationship is obtained by recording the quantizer step size Q that minimizes 

J for a given value of A. For example, in an H.263 video coder with all possible 

coding parameters and error free conditions considered in [42], c = 0.85. 

RD optimized video mode selection for error free transmission has been 

studied extensively [42, 43, 44, 45]. In this thesis, we propose an RD opti­

mization framework for error prone environments. The proposed framework 

will consider the network condition and the decoder error handling capabilities 

during the mode selection process. 

2.5 The ITU-T H.263 Video Coding Recom­

mendation 

The most popular video coding standard for video communication at low bit 

rates is H.263 [46]. This is due to its superior compression performance, flexible 

frame and bit stream structure allowing transmission over a wide range of 
4 For low bit rate video coding, a fixed quantizer step size in a block is usually employed. 
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circuit and packet switched networks, and excellent complexity/performance 

tradeoffs achievable through the use of different optional modes. Therefore, 

H.263 is employed for comparison purposes and as a basis for the proposed 

video communication framework. In this section, we first describe the video 

frame structure of H.263. Then, we discuss the optional modes of H.263 and 

H.263 Version 2 (also referred to as H.263+) that are not specifically designed 

for error resilience but may be useful in an error prone environment. Error 

resilience modes are presented in Chapter 3. A very detailed discussion of all 

coding modes of H.263 and H.263+ can be found in [47]. The coding modes 

not discussed in this thesis are also important, as they improve significantly 

the compression efficiency of H.263+. Finally, we present the rate control 

method developed for H.263 and employed in this thesis. 

2.5.1 Video frame structure 

H.263 supports five standardized picture formats: sub-QCIF, QCIF, CIF, 

4CIF and 16CIF. The luminance component, Y , is sampled at the original 

resolution while the two colour difference components, Cb and Cr, are down-

sampled by 2 in both the horizontal and vertical directions. The picture struc­

ture is shown in Fig. 2.5 for the QCIF resolution. Each picture in the input 

video sequence is divided into macroblocks, consisting of four Y blocks of 8 

pixels by 8 lines followed by one Cb block and one Cr block, each consisting of 

8 pixels by 8 lines. A Group of Blocks (GOB) is defined as an integer number 

of macroblock rows, a number that is dependent on picture resolution. For 
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Figure 2.5: H.263 picture structure at QCIF resolution. 
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example, a GOB consists of a single macroblock row at QCIF resolution. 

2.5.2 H.263 optional modes 

In addition to the general encoding and decoding algorithms described above, 

H.263 includes four negotiable advanced coding modes: Unrestricted Motion 

Vectors, Advanced Prediction, PB-frames and Syntax Based Arithmetic Cod­

ing. The first two modes are used to improve inter picture prediction. The 

PB-frames mode improves temporal resolution with little bit rate increase. 

When the Syntax Based Arithmetic Coding mode is enabled, arithmetic cod­

ing replaces the default V L C coding where applicable. 

The objective of H.263+ is to broaden the range of applications and 

to improve compression efficiency. H.263+ offers many improvements over 

H.263. It allows the use of a wide range of custom source formats, as opposed 

to H.263, wherein only five video source formats defining picture size, picture 

shape and clock frequency can be used. This added flexibility opens H.263+ to 

a broader range of video scenes and applications, such as wide format pictures, 

resizeable computer windows and higher refresh rates. Moreover, picture size, 

aspect ratio and clock frequency can be specified as part of the H.263+ bit 

stream. Another major improvement of H.263+ over H.263 is scalability, which 

can improve the delivery of video information in error-prone, packet-lossy, or 

heterogeneous environments by allowing multiple display rates, bit rates, and 

resolutions to be available at the decoder. Furthermore, picture segment5 

5 A picture segment is defined as a slice or any number of GOBs preceded by a G O B 
header. 
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dependencies may be limited, likely reducing error propagation. An additional 

12 optional modes are also introduced. These optional modes allow developers 

to tradeoff between compression performance and complexity. 

In remaining of this thesis, we refer to H.263 as the latest version of the 

Recommendation, i.e., H.263 Version 2 or H.263+ [46]. Next, we describe two 

compression efficiency modes useful in error prone environments, namely the 

Advanced Intra Coding mode and the Deblocking Filter mode. 

Advanced Intra Coding mode (Annex I) 

This mode improves compression performance when coding intra macroblocks. 

In this mode, intra-block prediction from neighbouring intra blocks, a modified 

inverse quantization of intra D C T coefficients and a separate V L C table for 

intra coded coefficients are employed. Block prediction is performed using 

data from the same luminance or chrominance components (Y, Cr or Cb). As 

illustrated in Fig. 2.6, one of three different prediction options can be signaled: 

DC only, vertical DC & A C , or horizontal DC & A C . In the DC only option, 

only the DC coefficient is predicted, usually from both the block above and the 

block to the left, unless one of these blocks is not in the same picture segment 

or is not an intra block. In the vertical DC & A C option, the DC and first 

row of A C coefficients are vertically predicted from those of the block above. 

Finally, in the horizontal DC & A C option, the DC and first column of A C 

coefficients are horizontally predicted from those of the block to the left. The 

option that yields the best prediction is applied to all blocks of the subject 

intra macroblock. 
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The difference coefficients, obtained by subtracting the predicted D C T 

coefficients from the original ones, are then quantized and scanned differently 

depending on the selected prediction option. Three scanning patterns are used: 

the basic zig-zag scan for DC only prediction, the alternate-vertical scan (as in 

MPEG-2) for horizontally predicted blocks or the alternate-horizontal scan for 

vertically predicted blocks. The main part of the standard employs the same 

V L C table for coding all quantized coefficients. However, this table is designed 

for inter macroblocks and is not very effective for coding intra macroblocks. 

In intra macroblocks, larger coefficients with smaller runs of zeros are more 

common. Thus, the Advanced Intra Coding mode employs a new V L C table 

for encoding the quantized coefficients, which is optimized to global statistics 

of intra macroblocks. 

The use of this mode substantially increase the compression perfor­

mance of intra coded macroblock. Prediction lowers the number of bits re­

quired to represent the quantized D C T coefficients, while quantization with­

out a dead zone improves the picture reproduction quality. We present some 

coding efficiency results in Fig. 2.7 for the first intra frames (i.e. where all 

the macroblocks are intra coded) of the video sequences NEWS and A K I Y O . 

Compression improvements of 15-25% are achieved when using the advanced 

intra coding mode. Based on our implementation, the associated encoding 

time increases by 5% on average, due to the prediction method selection pro­

cess. This mode requires slightly more memory to store the reconstructed 

D C T coefficients, needed for intra prediction. The increase in decoding time 
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Advanced Intra Coding (Annex I): First Intra Frame of News 
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Figure 2.7: Advanced Intra Coding rate-distortion performance for (a) N E W S 
and (b) A K I Y O . 
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is negligible, as only a few additions are required to predict an intra coded 

macroblock. 

Since intra coding is an efficient technique to stop temporal error propa­

gation while being expensive in term of bit rate, the use of the Advanced Intra 

Coding mode is an important tool in error resilience video coding. Moreover, 

spatial prediction of coefficients is not allowed across picture segment bound­

aries, avoiding potential spatial error propagation6. 

Deblocking F i l t e r mode (Annex J) 

This mode introduces a deblocking filter inside the coding loop. Unlike in 

post-filtering, predicted pictures are computed based on filtered versions of 

the previous ones. A filter is applied to the edge boundaries of the four lumi­

nance and two chrominance 8 x 8 blocks. The filter is applied to a window 

of four edge pixels in the horizontal direction and it is then similarly applied 

in the vertical direction. The weight of the filter's coefficients depend on the 

quantizer step size for a given macroblock, where stronger coefficients are used 

for a coarser quantizer. This mode also allows the use of four motion vectors 

' per macroblock, as specified in the Advanced Prediction mode of H.263, and 

also allows motion vectors to point outside picture boundaries, as in the Unre­

stricted Motion Vector mode. The above techniques, as well as filtering, result 

in better prediction and a reduction in blocking artifacts. The computation­

ally expensive overlapping motion compensation operation of the Advanced 

6 While spatial error propagation can be avoided across picture segments, coding efficiency 
will be reduced because predictive coding would not be employed. 
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Prediction mode is here not used in order to keep the additional complexity 

of this mode minimal. 

The Deblocking Filter mode improves subjective quality by removing 

blocking and mosquito artifacts common to block-based video coding at low 

bit rates. Many applications also make use of a post filter to reduce blocking 

and ringing artifacts. This post filter is usually present at the decoder and is 

outside the coding loop. Therefore, prediction is not based on the post filtered 

version of the picture. We present here subjective results for the deblocking 

filter and a post-filtering in Fig. 2.8. In our simulations, we used the post filter 

described in the TMN-8 model [48] for comparison with the deblocking filter. 

In the figure, results are shown for the sequence F O R E M A N decoded using the 

deblocking filter alone, TMN-8 post filter alone and both the deblocking and 

post filters at 24 kbps and 10 fps. The reconstructed picture for frame number 

75 is shown. The deblocking filter alone reduces blocking artifacts significantly, 

mainly due to the use of four motion vectors per macroblock. The filtering 

process provides smoothing, further improving subjective quality. The effects 

of the post filter are less noticeable, and adding the post filter may actually 

result in blurriness. Therefore, the use of the deblocking filter alone is usually 

sufficient. 

Like the Advanced Prediction mode of H.263, the Deblocking Filter 

mode involves using four motion vectors per macroblock. This requires ad­

ditional motion estimation, increasing the computational load and resulting 

in a 5-10% additional encoding time. However, if the Advanced Prediction 
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mode is employed, the additional computational requirements associated with 

the Deblocking Filter mode are quite small. The Advanced Prediction mode 

already involves using four motion vectors, and only some additional filtering 

operations are required. 

In an error prone environment, the deblocking filter improves the sub­

jective quality by filtering artifacts caused by both block coding and error 

concealment. Therefore, the use of this mode is advisable when channel errors 

are expected. 

2.5.3 Bit rate control 

Rate control methods are necessary for constant bit rate video communication 

applications. These methods usually vary the quantization step size at the 

macroblock level in order to achieve the bit rate budget. Moreover, frame 

level rate control methods may also be employed to adjust the encoded frame 

rate according to the available bit rate. 

The H.263 Test Model Version 8, TMN-8 [48], describes two rate control 

algorithms suitable for low delay videophone applications. Both methods use a 

buffer regulation scheme at the frame level in which a target bit rate is chosen 

and frames are skipped until the buffer reaches a limit below the number of bits 

required to transmit the next frame. Since encoding delays are directly related 

to buffer fullness, large variations in buffer content will produce undesirable 

variable delays. 

The most recent Test Model rate control method is based on a model 
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that chooses an "optimal" quantizer for every macroblock in a given picture. 

The details and theory underlying this technique can be found in [49], while 

a step-by-step implementation example is available in the H.263 Test Model 

TMN-8 [48]. We describe next this rate control method, which consists of a 

frame level rate control and a macroblock level rate control. 

Frame level rate control 

In this section, we describe the algorithm employed for the frame level rate 

control [48]. The following definitions are used in describing the algorithm: 

B' - Number of bits occupied by the previous encoded frame. 

R - Target bit rate in bits per second (e.g., 10000 bps, 24000 

fps, etc.). 

G - Frame rate of the original video sequence in frames per 

second (e.g. 30 fps). 

F - Target frame rate in frames per second (e.g., 7.5 fps, 10 

fps, etc.). G/F must be an integer. 

M - Threshold for frame skipping. By default, set M = R/F. 

(M/R is the maximum buffer delay.) 

A - Target buffer delay is AM sec. By default, set A = 0.1. 
The number of bits in the encoder buffer is W — ma,x(W + B' — R/F, 0). 

The skip parameter is set to . l , skip = 1. 
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While W > M 

{ 
W = ma,x(W - R/F, 0) 

skip + + 

} 
Skip encoding the next (skip x (G/F) — 1) frames of the original video 

sequence. The target number of bits per frame is B = (R/F) — S, where 

For fixed frame rate applications, skip is always equal to 1. The frame 

skip is constant and equal to (G/F) — 1. Also, when computing the target 

number of bits per frame, A should be set to 0.5. 

Macroblock level rate control 

First, the variances of all macroblocks in the motion compensated picture are 

calculated. Based on these variances, and the remaining bits available for en­

coding the current picture, model parameters are updated. These parameters 

are then used to find an "optimal" quantizer for each macroblock. One of the 

model parameters allows for the weighting of macroblocks based on percep­

tual importance. The test model describes a simple method to calculate this 

parameter where a macroblock with high spatial activity (higher variance) is 

assigned a finer quantizer. The remaining of this section describes step-by-step 

the TMN-8 macroblock level rate control method [48]. 

6=1 
F ' W > A x M 

W — A x M, otherwise 
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Step 1. Initialization It is assumed that the motion vector estimation 

has already been completed, al is defined as the variance of the luminance 

and chrominance values in the kth macroblock. If the kih macroblock is intra 

coded, set a\ = o~l/3. Let: 

i = 1 and j = 0 

Bi = B, the target number of bits for the frame. 

N\ = ./V, the number of macroblocks in a frame. 

K = Ki = Kprev, the initial value of the model parameters. 

C — C\ — Cprev 

Si = Y,k=l akak 

where 

2 i f e ( l -<**) + «*>' 4N < 0 - 5 , 0 0 , 
OLk = \ . (2.9) 

1, otherwise 

Step 2. Compute Optimized Quantizer for ith macroblock If L = 

Bi — 162N{C) < 0 (running out of bits), set the quantizer, Qi to the largest 

step-size possible. Otherwise, compute: 

Q, = X - ^ S , . (2.10) 

Step 3. Update Counters Let B[ be the number of bits used to encode 

the ith macroblock, compute: 

Bi+1 = Bi - Bl, Si+1 = Si - ata,, and Ni+1 = Ni - 1. (2.11) 

34 



Step 5. Update Model Parameters K and C The model parameters 

measured for the ith macroblock are: 

K = ^VaT> a n d ° = 16' • ( 2 - 1 2 ) 

where B'LC i is the number of bits spent for the luminance and chrominance of 

the macroblock. 

Next, measure the average of the i^'s and C"s computed so far in the 

frame, Ii (K > 0 and K < 7rlog 2 e) , set j = j + 1 and compute Kj = 

Kj-iij - I)/j + K/j. Compute Ct = Cl-1{i - l)/i + C/i. 

Finally, the updates are a weighted average of the initial estimates, Ki, 

C i , and their current average: 

K = Kj(i/N) + Ki(N - i)/N, (2.13) 

C = C(i/N) + d(N -i)/N. 

Step 6. If i = N, stop (all macroblocks are encoded), and set Kprev = K 

and Cprev = C. Otherwise, let i = i + 1, and go to Step 2. 

Comparison of rate control methods 

The alternate rate control method described in the Test Model, also known 

as TMN-5 rate control method, uses a simpler technique for adapting the 

quantizer. In this method, the quantizer is changed every macroblock row 

based on a simple relation between the number of bits remaining for the current 

picture and the quantizer step size. This method is simpler to implement than 
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the one previously described, but it also does not provide accurate quantizer 

selection making it less effective. 

Both Test Model (TMN) bit rate control algorithms were implemented. 

In general, for a given bit rate, the two methods usually achieve similar PSNR 

level. However, TMN-8 bit rate control method [48, 49] achieves the target 

bit rate more accurately. Moreover, it keeps a buffer content well below the 

maximum level thus reducing frame skipping as well as delay. If it is assumed 

that the decoder simply repeats the previous frame to replace a skipped frame, 

then the new bit rate control method performs better, in terms of PSNR, for 

a given bit rate. It has also been reported in [49] that the TMN-8 rate control 

method can outperform the TMN-5 method by as much as 1.2 dB when the 

same number of frames are coded. 

Fig. 2.9 illustrates buffer fullness per frame for the video sequences 

FOREMAN and MOTHER AND DAUGHTER at 48 kbps and 10 fps. Whenever 

buffer content reaches the model limit, frames are repeatedly skipped at the 

encoder until the buffer content is below the limit. In the case of TMN-5 rate 

control, many frames are skipped, reducing temporal resolution, which can be 

critical in applications such as sign language and/or lip reading. Furthermore, 

the buffer content varies substantially from frame to frame (i.e. exhibiting 

high variance), introducing variable delays at the decoder. Finally, as buffer 

underflow occurs quite frequently, the available bandwidth is often not fully 

utilized. On the other hand, TMN-8 rate control maintains a desirable, con­

stant buffer fullness, offering a low and, more importantly, near-constant delay. 
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Buffer Content vs Frame Number for Foreman at 48 kbps and 10 fps 
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Buffer Content vs Frame Number for Mother and Daugther at 48 kbps and 10 fps 
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Figure 2.9: Comparison of Test Model rate control methods based on encoder 
buffer regulation for (a) FOREMAN and (b) M O T H E R AND DAUGHTER at 48 
kbps and 10 fps 
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Furthermore, the available bandwidth is fully utilized by avoiding buffer un­

derflow. 

While TMN-8 rate control method is superior in terms of buffer fullness 

control performance, the number of computations increases, due mainly to 

variance calculations. In our implementation, this increases encoding time 

by approximately 5%. However, better computation-performance tradeoffs 

may be obtained by using, instead of variances, SAD values. Moreover, the 

calculation of variances may be incorporated in the motion estimation process 

further reducing computational complexity. In the remainder of this thesis, 

we always employ TMN-8 rate control method to achieve a target video bit 

rate. 
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Chapter 3 

Error Resilience Video Coding 

3.1 Introduction 

Up to now, we have discussed video coding algorithms when error free trans­

mission is assumed. Video transmission over error prone environments requires 

that the video coding process takes into account the possibility that the bit 

stream will be affected by channel errors. In this chapter, we first describe 

the error propagation process in the video coder. Next, we present a review of 

error resilience video coding methods that have been proposed in the litera­

ture. A brief introduction of video packetization for the transport of video bit 

streams over networks is then introduced. Finally, error concealment, which is 

a necessary process in a video communication system for error prone networks, 

is discussed. 
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scribed as follows. As illustrated in Fig. 2.1 and 2.2, the input video block xn 

at time n is first predicted from the motion compensated block in the previous 

frame, yn-i, resulting in an error block en. Assuming an error free channel, 

rn = sn, yn = yn (i.e. the reproduction block at the encoder is identical to the 

one at the decoder) and the only lossy stage is quantization. Thus the error 

between the encoded signal and the decoded signal is yn — xn = qn, where 

qn is the quantization error. However, if a bit error occurs during transmis­

sion, the received block at the decoder, rn, will be corrupted and concealed 

during the decoding process. In this case, yn = cn, where cn is the block 

used for concealment. Thus, the error for the next block predicted from the 

previously concealed one, assuming this next block is received correctly, will 

be yn - xn = qn + (y„_i - y n _i) = qn + (c„_i - yn-i), where (c„_i - yn-\) 

is the concealment error. Therefore, when computing the total error due to 

coding and transmission, we can consider quantization errors, and errors due 

to prediction from a concealed block, separately. 

Until the prediction process based on erroneous data is stopped, the 

reconstructed frames at the receiver will be unsynchronized with those at the 

encoder. Prediction errors will occur at the decoder, even if future information 

is received without errors, since the reconstructed frame used for prediction 

at the decoder is different than the corresponding frame used in the encoding 

process. When a feedback channel is available, the encoder can estimate the 

error propagation based on information about the status of received blocks at 

the decoder and take action to minimize error propagation. However, when a 
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feedback channel is not available, it is very difficult to assess the effects of error 

propagation of random, and often time-varying, errors. In such a situation, it 

is still possible to characterize such error propagation effects using statistical 

models, as proposed later in this thesis. 

In the remainder of this section, we discuss the effects of single bit errors 

and packet losses on spatio-temporal error propagation. 

3.2.1 Effects of bit errors 

In bit oriented networks, bit errors can be detected at the transport level or 

at the source decoding level, depending on the adopted protocol environment 

and system design method. If a video decoder decides to drop a video segment 

that contains bit errors, then the impact of errors is equivalent to the loss of 

the complete segment. If transport level error detection is not available or 

if the system decides to knowingly process incorrect data, bit errors will be 

present at the video decoder. Such errors can still be detected using syntactic 

or semantic violations of the video bit stream during the error handling process 

at the decoder, as discussed in Section 3.6. Since the decoder almost always 

loses synchronization with the bit stream and fails to locate the bit errors while 

decoding corrupted VLCs , data between two synchronization (sync) words is 

usually discarded, as illustrated in Fig. 3.2. Decoding of information that 

is corrupted by errors lead to annoying artifacts. Rather, error concealment 

is usually applied to the missing blocks corresponding to the missing bits 

between the two synchronization markers. It may be possible to estimate the 
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Figure 3.2: Error detection cannot locate a bit error when decoding VLCs: 
the data between two synchronization words is usually discarded. 

location of the bit error based on the first known syntactic or syntax violation 

in the bit stream.' A l l bits between the last sync marker and this estimated bit 

error location may be used for the reconstruction of blocks in question. This 

strategy has the advantage recovering more information, but the disadvantage 

of possibly decoding blocks with errors. It may also be possible to recover 

additional information using alternative entropy coding methods that allow 

the decoder to stay synchronized with the bit stream, as discussed in Section 

3.3.2. 

3.2.2 Effects of packet losses 

Packet losses occur in packet networks, such as A T M networks or the Inter­

net. Moreover, as discussed above, bit errors may be seen as packet losses at 

the video decoder, depending on how such errors are handled. Packet sizes, 

spatio-temporal location of packets within the video sequence and the extent 

of predictive coding will determine the impact of packet losses on error prop­

agation. Depending on the size of packets, a packet loss may affect only a 

small spatial location of a video frame, or it can lead to the loss of complete 
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coded video frame(s). If the packet loss occurs within a limited spatial loca­

tion within a video frame, error concealment may be applied to the missing 

video data. If complete frames are lost, the decoder can choose to repeat the 

last correctly received frame, or it can perform temporal frame interpolation 

to maintain an adequate frame rate. Nevertheless, when any type of errors 

occur in a predictive coding system, proper action is necessary at the encoder 

in order to limit the effects of spatio-temporal error propagation. 

3.3 Error Resilience Video Coding Techniques 

In this section, we describe current video error resilience techniques. We first 

discuss channel coding techniques adapted for video data. Spatial error re­

silience coding techniques are described next. Finally, temporal error resilience 

coding techniques are discussed. 

3.3.1 Channel-based error recovery techniques 

Forward error correction (FEC) techniques and Automatic repeat request 

(ARQ) techniques [50] are used extensively for channel error recovery in data 

communication [51]. We describe next their application in a video communi­

cation system. 

Forward Error Correction 

F E C techniques can be used effectively in a video communication system for 

the detection and correction of bit errors. In this open-loop method, the 

4 4 



recovery from errors is the responsibility of the decoder. The transmitter 

adds redundant parity bits which can be used, to a certain extent, to detect 

and (possibly) recover lost information. F E C methods add some amount of 

delay since the information is grouped into blocks of bits before adding parity 

information. Using F E C techniques, recovery from single bit errors is possible 

but protection from long bursts of errors would require the addition of an 

excessive amount of parity bits and, consequently, a substantial increase in 

bandwidth and delay. 

The performance of F E C algorithms supported in current video coding 

standards is often limited, due mainly to the strict computational complexity 

and delay constraints set on practical video communication systems. For ex­

ample, in H.263, the B C H (511,492) F E C code may be employed in a low bit 

error environment. This code adds 19 parity bits to a source block of 492 bits, 

and allows detection of 2-bit errors, and the correction of single bit errors. 

Introduced for ISDN, this F E C code is rarely employed in highly error prone 

environments such as mobile networks, due to its poor performance under such 

conditions. 

When applying F E C to blocks of fixed sizes, it can be very difficult to 

align the start of an F E C block with the start of a video frame or slice. Most 

likely, the start of a video frame/slice will lie somewhere in the middle of the 

F E C block, and the loss of one F E C block may lead to the loss of more than 

one video frame/slice. It is possible to align frames/slices with the start of 

F E C blocks using stuffing bits. However, this overhead may be significant and 
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it may not be justified in some low bit rate applications. 

In order to be more effective, F E C techniques can take into account 

the importance of the different parts of a video bit stream, thereby applying 

unequal error protection (UEP) [52]. The video bit stream is first partitioned 

into classes of different sensitivities. Important information such as frame 

size, temporal location of a frame, spatial location indication, coding mode, 

and quantization information has to be protected to ensure a minimum level 

of video reproduction quality. Errors in these header bits will not only affect 

the video reproduction quality, but can also cause the decoder to reset due to 

resource allocation problems. For example, if the encoder changes picture size 

from QCIF to CIF and this information is not correctly received, the decoder 

may have to reset to accommodate higher than expected number of blocks and 

display resolution. F E C coding can be applied in a cascade manner, where 

the same F E C code is first applied to all header information, and then re­

applied to the more important part of the same information. Since header 

information is usually a relatively small part of the bit stream, F E C overhead 

can be minimal. 

F E C techniques can also be employed in a packet-based network [53]. In 

this case, one or more packet(s) with parity information is (are) calculated for a 

group of packets. A missing packet can be reconstructed using the information 

of the correctly received packets and the parity packet. Interleaving schemes 

can be employed to achieve resilience against burst packet losses. The main 

drawbacks of packet-based F E C techniques are similar to those of bit-oriented 
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techniques: the need of similar data packet sizes, and the added complexity, 

bandwidth requirements and latency. F E C techniques are currently used with 

some success in packet-based Internet audio telephony, but are yet to prove 

effective for packet based video transmission. 

Automatic repeat request 

A R Q is effective against burst errors and packet losses. In this closed-loop 

error recovery method, a feedback channel is maintained from the receiver to 

the transmitter. This feedback channel conveys the status of received packets, 

providing the encoder with the possibility of either re-transmitting erroneously 

received packets or containing the effect of their losses. 

Different A R Q techniques have already been proposed for video com­

munication in [54, 55]. In a video communication system, lost or erroneously 

received video data frames are retransmitted using a feedback channel. An 

A R Q buffer is present at the transmitting side which contains the video data 

frames that have been transmitted but not yet acknowledged, as well as those 

frames not yet transmitted. The decoder sends an acknowledgment (ACK) or 

a negative acknowledgment (NACK) back to the transmitter to inform it of 

the status of the received data frames. The transmitter will determine if the 

lost data frames should be retransmitted, based on the delay requirements of 

the system. It is important to avoid losing complete video frames, as complete 

frame losses have a significant impact on video reproduction quality. This can 

be done, for example, with a layered coder, which ensures that the base layer 

is received through retransmission, and the enhancement layer is only trans-
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mitted when the A R Q buffer fullness is below a certain threshold based on 

the delay requirements and/or the network condition. Moreover, the enhance­

ment layer may never be retransmitted in order to minimize delays, when the 

network is congested; Other methods include the spatial division of the source 

pictures into several picture segments, which can then independently be up­

dated in case of a loss. Several of today's video coding standards do allow for 

such a segmentation of source pictures. 

While A R Q techniques are usually more effective than the F E C ones, 

they cannot be used in many video communication applications such as T V 

broadcasting and video-on-demand, which do not support a feedback channel. 

Even when a feedback channel is available, real-time constraints require that 

A R Q delays be kept within an application-specific limit. Therefore, A R Q 

techniques are generally not suited for real-time video communication over 

error prone networks. If a video communication system employs A R Q , the 

existing data protocols (e.g. TCP) are usually used. 

3.3.2 Spatial error resilience coding techniques 

An important aspect of error resilience video coding is to contain the effects 

of errors. As mentioned earlier, locating the exact position of bit errors in 

a compressed video bit stream is often not possible, and, depending on the 

extent of the predictive coding and the entropy coding methods employed, 

a large amount of possibly correct information must be discarded. In the 

next sections, we first describe techniques that contain the effects of such 
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errors to small spatial regions without an excessive overhead rate increase. 

These techniques include the placement of synchronization markers and data 

partitioning. 

It is also possible to recover information within a corrupted video seg­

ment using error resilience entropy coding methods. We describe briefly cur­

rent methods including reversible variable length coding, the error resilient 

entropy code and fixed length coding. 

Error resilience entropy coding methods are useful for bit error prone 

networks. However, they provide limited error resilience performance in a 

packet lossy environment. Multiple description (MD) coding techniques, which 

allow for the recovery of data in a packet lossy network, are discussed last. 

Synchronization markers 

Synchronization (sync) markers are codewords that are uniquely identifiable 

in the error-free bit stream. Therefore, a V L C , a combination of V L C s , or 

any other codeword combination in the bit stream cannot reproduce the sync 

word. Moreover, the sync word must also be detectable in the presence of 

bit errors. These restrictions put a limit on the minimum length of the sync 

word. In H.263, for example, a 17-bit sync word equal to 00000000000000001 

is employed. 

In order to contain the errors to a small spatial region, sync words may 

be inserted at various locations, either at a uniform spatial interval in the coded 

frame, or at a uniform bit interval in the bit stream. In H.263 or MPEG-4 , for 

example, sync words can be inserted at the beginning of every row of blocks 
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(uniform spatial interval), thus forming groups of blocks (GOBs). Using the 

slice structure, it is possible to insert sync markers before any coded block, 

regardless of the block's spatial position. It is then possible to insert a sync 

marker after a target number of bits for the slice has been reached (uniform 

bit interval)1. When sync words are inserted at a uniform bit interval, they 

will be closer (spatially) in high activity regions, since more bits are necessary 

to represent these parts of the picture. 

In order to contain the errors within a slice, data dependencies across 

slice boundaries within the video frame are usually forbidden by video coding 

standards. To remove such dependencies, the encoder modifies the coding 

strategy at the beginning of a new slice. For example, the motion vector of 

the first block of a new slice is not predicted. Moreover, to ensure spatial 

synchronization at the decoder, additional fields, for important information 

such as the block address and quantizer value, are inserted in the bit stream 

after the sync word. 

Some researchers have also proposed to modify sync words to provide 

additional error detection capabilities, instead of relying on the detection of 

invalid VLCs [56]. This is done by replacing some of sync word's bits by 

parity bits of blocks of data following the sync word. When searching for 

synchronization at the decoder, the parity bits for consecutive blocks of data 

are calculated and compared to the parity bits in the sync word. If an error 

is detected, the current parity bit along with the remaining bits of the sync 

*A coded macroblock should not be divided by a sync marker. Therefore, sync markers 
are inserted at the next macroblock after the target number of bits in the slice has been 
reached. 
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marker are compared to the corresponding known sync word bits. If no error 

is detected, the remaining parity bits should match the sync word bits and 

synchronization is hence obtained. When the receiver is in synchronization 

with the bitstream, the parity bits are used to verify the integrity of the data. 

If an error is detected, the decoder conceals the associated blocks and looks 

for the next sync word. 

Data partitioning 

The term data partitioning is used for two fundamentally different mechanisms. 

In the first case, more than one representation of the same source picture is 

coded in order to convey video data on independent virtual channels with 

different characteristics, or identical characteristics, but using different error 

control schemes for the different representations. One typical example for 

such techniques is layered coding. The main reason why this mechanism is 

not yet widely employed in real systems lies in the lack of appropriate network 

infrastructure, that offers different QoS's for virtual channels between the same 

physical endpoints. Future developments in networking, such as the recent 

Resource ReSerVation Protocol (RSVP) [57], may offer such options. 

In the second case, different types of video data within the same repre­

sentation of the source picture are separated. For example, data partitioning 

in MPEG-4 separates the two main components of a video bit stream: motion 

vectors and D C T coefficients. In this case, the different partitions do not re­

quire a different delivery guarantee. In this section, we will discuss the second 

approach to data partitioning. 
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Without the use of data partitioning, the motion vectors and D C T 

coefficient information in a DCT-based video coder are usually coded together 

for every block. This eliminates the overhead for addressing a block when 

both classes of information are skipped. When using data partitioning, the 

motion vector and D C T coefficient information within a slice are respectively 

grouped together and separated by a boundary marker. The boundary marker 

is a uniquely decodable codeword that signals the end of the motion vector 

information and the beginning of the D C T coefficient information. Doing so 

yields several advantages. First, errors can be localized to a certain type of 

data, and the unaffected information can be employed for video reconstruction 

at the decoder. For example, when an error occurs in the D C T data but the 

motion vector data is not affected, the motion vector information can still 

be used to assist in error concealment. Second, if undetected errors occur in 

the video packet, the received data can be considered invalid if the boundary 

marker is not detected. However, if the boundary marker is detected but the 

block address is incorrect after detecting the sync word at the start of the next 

slice, the decoder can assume that the motion vector information was correct 

and discard the D C T coefficients information. 

Data partitioning provides improved video quality under different error 

conditions/as reported in [58] for MPEG-4 and in [59] for H.263. 

Reversible variable length codes 

Reversible VLCs (RVLCs) [8] must satisfy the prefix condition for instan­

taneous forward decoding as well as the suffix condition for instantaneous 
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Figure 3.3: Reversible Variable Length Codes enable the recovery of data by 
allowing decoding in the forward and reverse directions. 

backward decoding. The prefix condition guarantees that each codeword does 

not coincide with the prefix of longer codewords while the suffix condition 

guarantees that each codeword does not coincide with the suffixes of longer 

codewords. V L C s usually satisfy only the prefix condition. RVLCs can there­

fore be uniquely decoded in both directions. When the decoder detects an 

error while decoding in the forward direction, it can look for the next sync 

marker and start decoding in the reverse direction until an error is encoun­

tered. Based on the position of the detected errors in the forward and reverse 

directions, the decoder is able to locate the error within a smaller region in the 

bit stream and recover additional symbols, as illustrated in Fig. 3.3. This does 

not necessarily guarantee that additional blocks will be recovered, as discussed 

below. 

One simple method to construct RVLCs is to add a fixed length prefix 

and suffix to a constant Hamming weight V L C code set. The decoder is able 

to decode in the forward and reverse directions by counting the number of 

Is in the code to detect the end of the code. More complete RVLCs can be 

generated by increasing the length of the prefix. RVLCs can also be designed 
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by modifying the Golomb-Rice code, usually providing better compression 

efficiency [9]. 

RVLCs can be constructed to be symmetric [8]. However, since they 

allow a more flexible bit assignment, asymmetrical RVLCs provide better com­

pression efficiency than symmetrical RVLCs, at the expense of the need to have 

two separate coding tables. To construct an asymmetrical R V L C , we start with 

an optimal non-reversible V L C , such as a Huffman code, which satisfies the 

prefix condition. The suffix of each codeword can be extended by adding bits, 

as illustrated in Fig. 3.4 and described below: 

1. A reverse binary tree is set up in such a way that the ends of the code­

words are placed on the root of the reverse tree from the shorter code­

words to the longer codewords (see Fig. 3.4(b) and (c)). 

2. When a suffix, which is also a prefix in the reverse tree, coincides with a 

shorter codeword, another codeword with the same bit length is assigned 

in the reverse tree instead. In Fig. 3.4(d), "D" is assigned in the reverse 

tree instead of "C" since the suffix of "C" coincides with " A " . 

3. When there is no other codeword with the same bit length whose suffix 

does not coincide with one of the shorter codewords, the minimum num­

ber of bits needed to satisfy the suffix condition are added to the end of 

the codeword. In Fig. 3.4(e), one bit "1" is added to the end of "C" . 

4. After bit length assignment is completed, new codewords are sorted by 

bit length, and codewords are re-assigned to the symbols according to 
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(c) reverse tree - 2 (d) reverse tree - 3 

(e) reverse tree - 4 (f) asymmetrical R V L C 

Figure 3.4: Conversion from a V L C set into an asymmetrical R V L C one. 
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their occurrence probabilities (Fig. 3.4(f)). 

Other methods of generating RVLCs have been proposed in [8] and [9]. In gen­

eral, the disadvantage of two-way decodable RVLCs is a reduction in compres­

sion efficiency. RVLCs can be designed to match the probability distribution 

of the coded video data, being motion vector information or run-length coded 

D C T coefficients, such that the compression efficiency is maximized. Also, to 

take full advantage of the RVLCs properties, codewords representing the same 

type of data should be grouped together. Thus, RVLCs are usually employed 

with data partitioning. 

The error resilient entropy coding ( E R E C ) method 

The E R E C method, originally proposed in [10], is used to convert VLCs to 

fixed length blocks of data. This allows the decoder to be synchronized with 

the bit stream at the start of each E R E C frame with minimal additional re­

dundancy. 

The E R E C frame structure is composed of N slots, each of length 

bits, for a total length of T = YA=\ si bits per E R E C frame. It is assumed that 

the values of S ; , T, and TV are known by the decoder. The slot lengths S{ can 

be predefined as a function of T. The number of E R E C slots N can usually 

be fixed in advance, and thus, only T needs to be transmitted to the decoder. 

The V L C blocks of data of length 6; are placed into an E R E C frame 

using a bit reorganization structure that relies on the ability to determine 

the end of each variable-length block. Fig. 3.5 shows an example of the 
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The parameter </>„ is a predefined offset sequence, and it is set to 1 

in the example illustrated in Fig. 3.5. A pseudo-random offset sequence <f>n 

was shown to provide better error resilience properties [10], because of its 

uncorrelated nature, i.e., <f)n+k — 4>n is independent of n . Thus, two V L C 

blocks k slots apart will not be searched in the same order. 

It was shown in [10] that the E R E C method provides a relatively large 

improvement in reproduction quality when applied to DCT-based still image 

and video coding as compared to using VLCs with GOB sync markers. In [60], 

a joint source-channel coder using H.263 video coding and the E R E C method 

was developed, yielding a significant improvement over the use of VLCs . It 

is important to note that the E R E C method requires that some information 

be transmitted on highly protected channels, and that it does not guarantee 

image/video frame spatial synchronization. Therefore, sync markers should 

still be employed. 

Fixed length codes 

Fixed length codes (FLCs), also known as block codes, are less sensitive to 

error propagation than VLCs . As opposed to the V L C case, where the input 

symbols are of fixed length and the output codewords are of variable length, 

the F L C process converts variable length input codewords to fixed length block 

codes. An algorithm to construct optimal FLCs, in terms of minimum output 

bit rate, was proposed by Tunstall [11]. FLCs for video compression was 

proposed by Llados-Bernaus in [61]. 

The lower bound on the average length of a F L C is the same as that of 
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a V L C , which is the entropy of the source U, H(U), for a discrete memoryless 

source. However, the lower bound of a F L C is limited by the probability of 

the less likely symbol, pmin. As a result, the coding efficiency decreases as the 

alphabet size increases. Modified Tunstall codes were first presented in [62], 

and later in [12], to address this particular drawback. 

The upper bound of the average length of a F L C is different from that 

of a V L C . In a V L C , the upper bound is H(U) + 1. In a F L C , the upper bound 

decreases as the length of the output codewords, N, increases. This puts a 

limit on the minimum output codeword length possible to achieve a certain 

level of compression efficiency. 

As for RVLCs, data partitioning should be used with FLCs to improve 

their coding efficiency, since different data types may use different fixed block 

sizes. Even though FLCs allow codeword synchronization, they do not guaran­

tee spatial synchronization, and sync codewords are therefore still necessary. 

For example, if a fixed length code word representing D C T information is 

corrupted by errors and the resulting codeword is still valid but represents a 

different spatial location in the video frame, i.e., a different D C T block, the 

following data will be reconstructed at the wrong location. Large areas of the 

frame will be displaced until synchronization is re-gained by detecting a sync 

codeword. However, F L C codeword assignment can be designed to minimize 

such errors, as proposed in [63]. 
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M u l t i p l e Descr ip t ion Cod ing 

Multiple description (MD) coding allows a video decoder to extract meaningful 

information from a subset of the bit stream. For example, an SNR scalable bit 

stream allows meaningful information to be retrieved when only the base layer 

is received. However, in order to make use of the enhancement layers, the base 

layer must be received correctly. This can only be assured if priority classes 

are supported by the network. M D coders also have the ability to produce 

descriptions that may be equally important (balanced descriptions) and are 

also mutually refinable, i.e., receiving two descriptions together and combining 

them is better than receiving the descriptions separately. 

Fig. 3.6 shows a block diagram of a typical M D coder. A n encoder 

produces two descriptions that are transmitted over two channels. The encoder 

has no knowledge of the status of the channels. The two-channel model is 

usually employed to represent two different network packets transmitted on 

the same network. At the receiving end, we have three decoders: a channel 

1 decoder, a channel 2 decoder, and a combined channel 1 and 2 decoder. If 

information from channel 1 or channel 2 only is received, the corresponding 

decoder is able to reconstruct a video sequence with distortion level D\ or 

respectively. If information from both channels is received correctly, then the 

central decoder is able to reconstruct a video sequence with distortion level D0. 

The achievable rates for given distortion levels Do, Di, and D2 were derived in 

[64] for a Gaussian source. 
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Figure 3.6: Multiple Description coder. 

M u l t i p l e Descr ip t ion Scalar Quantizers Different methods have been 

proposed for the design of M D coders. One method is to design multiple 

description scalar quantizers [13]. The input signal x is quantized to yield 

an integer index / = q(x), where q(-) represents the mapping of a uniform 

threshold quantizer with central bin index /. Information about / is mapped 

to a pair of indexes = a(l). The index i is transmitted on channel 1, 

while the index j is transmitted on channel 2. If information for channel 1 or 

2 only is received, the distortion level D\ or D2 will be incurred, respectively. If 

information from both channels is received, the index pair (z, j) is mapped back 

to the central index / through a(l) to reconstruct x with distortion level DQ. 

Fig. 3.7 presents an example of a M D quantizer mapping. If only one index 

is received, it is possible to estimate the index / by choosing the central index 

in the row/column of the received index i or j, respectively. Details of index 

assignments can be found in [13]. This technique has been applied to intra 

coding of blocks in a DCT-based image/video coding framework. Significant 

gains in video production quality were reported in a packet lossy environment 
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Figure 3.7: Example of a multiple description quantizer assignment for a 22 
level quantizer. 

[13]. 

M u l t i p l e Descr ip t ion Transforms Another method to obtain multiple 

descriptions is to use transforms that introduce a controlled level of correla­

tion between the two descriptions [14]. This is realized by forcing dependencies 

between pairs of transformed coefficients, allowing either coefficient to be esti­

mated from the other when one is lost. A transform based M D method codes 

a pair of input variables A and B by forming and coding a pair of transformed 

variables C and D, where 

c A 
= T 

D B 

Redundancy is added by controlling the correlation in the pair (C, D) of trans­

formed coefficients through T. The one-channel distortion is reduced because 

the correlation between C and D allows the information from the unreliable 

channel to be estimated from information received on the reliable channel. 
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A transform M D method can be applied to blocks of transform coef­

ficients in a DCT-based video coder as follows. Quantized D C T coefficients 

of the same frequency belonging to spatially neighbouring blocks are paired 

as input variables (A, B). Blocks are paired spatially far apart in order to 

minimize correlation between paired coefficients. A correlating transform T is 

designed for each group of paired frequencies, depending on their visual impor­

tance. These correlating transforms are applied to each quantized transform 

coefficient pair, then entropy coding is applied to the correlated variables. As 

they are the most important, DC coefficient, pairs would be coded with high 

redundancy (correlation). 

General ized M u l t i p l e Descr ip t ion C o d i n g The M D techniques described 

above assume that only two channels are available. When applied to packet 

network communications with possibly many packets per image, using more 

than two descriptions would increase performance. This problem of gener­

alized multiple description coding (GMDC) was addressed in [15], and later 

applied to images using correlating transforms in [65, 66]. 

3.3.3 Temporal error resilience coding techniques 

As seen earlier, error propagation due to motion compensation can be difficult 

to evaluate, and such errors can propagate over a large frame area and over 

many frames. This section describes current methods to contain the effects of 

errors caused by temporal prediction. 

Temporal error resilience can be achieved when it is possible to use an 
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earlier picture than the last transmitted one for temporal prediction. This 

reference picture is chosen to minimize error propagation. This can be done 

with or without a feedback channel, using reference picture selection or video 

redundancy coding, respectively. These two techniques are discussed next. 

Perhaps superior temporal error resilience can be achieved by 1) random intra 

coding of blocks, 2) intra coding of blocks based on feedback information. Such 

intra coding methods are described next. 

Reference picture selection 

Reference picture selection (RPS) dynamically replaces reference pictures in 

the encoder in response to an acknowledgment signal from the decoder sent 

through a feedback channel [67]. This method is also known in the literature 

as the N E W P R E D method. Two modes of operation are defined depending 

on the acknowledgment message. In the A C K mode of operation, the decoder 

sends a positive acknowledgment message to the encoder every time a picture 

is received correctly. The encoder replaces the reference picture according to 

the returned A C K . If an error occurs, no A C K is sent back and the reference 

picture remains the last known to be correct frame. In the N A C K mode 

of operation, the decoder send a negative acknowledgment message to the 

encoder only when a picture has not been received correctly and the encoder 

adjusts the reference picture accordingly. Once a N A C K message is sent by 

the decoder, the decoding process is stopped until the erroneous picture is 

received correctly. 

Both the A C K and N A C K methods have their advantages and disad-
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vantages. If the round trip delay is longer than the video frame interval, using 

the A C K method will lead to a loss in coding efficiency since the reference pic­

ture will be further than necessary. However, temporal error propagation will 

not occur, as a reference picture that is not available at the decoder will not 

be used for prediction at the encoder. In the N A C K method, an advantage is 

that feedback delay will not lead to a loss in coding efficiency. A disadvantage, 

however, it that the decoding process is stopped until the subject erroneous 

picture is received correctly. 

Both methods are also sensitive to errors in the feedback channel. In 

the A C K case, if an error in the feedback channel occurs, the reference picture 

is not replaced, leading to a decrease in coding efficiency, but no serious picture 

quality degradation at the decoder. In the N A C K case, if an error occur in the 

feedback channel, the encoder will not use the correct reference picture, until 

a N A C K is correctly received, leading to a significant picture degradation at 

the decoder. It has been confirmed that the N A C K method is effective for low 

error rates while the A C K method is effective for high error rates [67]. It was 

also shown that when errors in the forward and back channel are correlated, 

the A C K method outperforms the N A C K method. 

Since the number of stored reference pictures is limited and those refer­

ence pictures are usually kept in a sequential order, it might even be necessary 

for the encoder to react by sending a full I-picture, if it observes that no cor­

rectly received reference picture is available at the decoder. In the case of 

point-to-point connections with low transmission delay characteristics, feed-
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back channel mechanisms are a valuable addition to achieve temporal error 

resilience, especially if augmented by error concealment techniques. In appli­

cation scenarios that involve some ten, hundred, or even more endpoints and 

that are based upon multicast or broadcast communication mechanisms, as 

available in LANs, Intranets, and the Mbone of the Internet, feedback chan­

nels are obviously not practical. 

V ideo redundancy coding 

Video redundancy coding (VRC) improves temporal error resilience using mul­

tiple prediction options without the use of a feedback channel [68]. The prin­

ciple of V R C is to divide the sequence of pictures into two or more threads 

in such a way that all pictures are assigned to one of the threads in a round-

robin fashion. Each thread is coded independently. Obviously, the frame rate 

within one thread is much lower than the overall frame rate: half in case of two 

threads, a third in case of three threads and so on. This leads to a substan­

tial coding efficiency penalty because of the generally larger changes and the 

longer motion vectors, typically required to represent accurately the motion 

related changes between two P-pictures within a thread. In regular intervals, 

all threads converge into a so-called sync frame. From this sync frame, a new 

thread series is started. 

Fig. 3.8 illustrates V R C with two threads, five pictures per thread, and 

three threads, three pictures per thread. If one of these threads is damaged 

because of a packet loss2, the remaining threads stay intact and can be used 
2It is here assumed that every coded picture is transmitted as a packet. 
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to predict the next sync frame. It is possible to continue the decoding of 

the damaged thread, which leads to slight picture degradation, or to stop 

its decoding which leads to a drop in the frame rate. If the length of the 

threads is kept reasonably small, both degradation forms will persist only for 

a very short time, until the next sync frame is reached. Sync frames are 

always predicted out of one of the undamaged threads. This means that the 

number of transmitted I-pictures can be kept small, because there is no need 

for complete re-synchronization. Only if all threads are damaged between two 

sync frames, a correct sync frame prediction is no longer possible. In this 

situation, annoying artifacts will be present until the next I-picture is decoded 

correctly, as it would have been the case without employing V R C . The choice 

of the number of threads and the number of frames per thread depends on the 

expected network characteristics. Many Shorter threads with fewer frames 

per threads is preferable for high packet loss rates, at a lower coding efficiency 

when errors do not occur, since the distance between the coded frame and it's 

reference frame will increase as the number of threads increases. Experimental 

results [68] show that V R C with three threads and three pictures per thread 

provides good video quality for a picture loss rate of 20%. 

R a n d o m intra coding 

A simple technique to avoid error propagation in the temporal direction is 

to increase the frequency of intra coded frames. However, intra coded frames 

require a substantially larger number of bits than inter coded frames, resulting 

in high latency and macroblock error rate in a constant bit rate, error prone 

68 



environment. Instead of intra coding a complete video frame, it is often prefer­

able to intra code only some blocks within a frame. One simple technique is 

to intra code blocks in a random pattern. Random intra coding of blocks has 

been suggested in-[69, 70]. In [69], Haskell proposes that the portion of blocks 

to be intra updated in a coded frame be chosen based on the life expectancy 

of the errors. He states that this life expectancy depends on the intra block 

refresh rate but is fairly independent of the probability p that a block is in 

error. Another method was proposed in [71], where only blocks with high 

activity are intra coded. 

Intra coding based on feedback information 

Using feedback information, the coding strategy of video blocks is modified so 

as to minimize the reproduction quality degradation given the motion com­

pensation error propagation and the error concealment method employed [72]. 

Because the exact locations of the errors are known by the encoder, the cod­

ing strategy can be modified to prevent prediction from erroneously received 

blocks. Each time an error is detected during decoding, the video receiver 

reacts in the following manner. Damaged blocks are specified, based on the 

packetization structure. For example, all blocks between two sync words may 

be considered lost if any part of the bit stream between those sync words is 

corrupted by errors. Information about the lost blocks and their addresses is 

then sent back to the transmitter. Finally, the damaged blocks are concealed. 

After receiving the feedback information, the video encoder responds 

by adapting its coding strategy in one of the following two methods. Using 
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method A , the affected picture area in the encoder reference frame is evaluated, 

and a tree is built to track the temporal propagation of errors resulting from the 

damaged blocks. The error propagation tree is constructed by keeping a table 

entry for each block, which includes spatio-temporal addresses of blocks used 

for its prediction. More sophisticated encoder error tracking methods have 

been developed in [73]. More specifically, the affected blocks at the encoder 

are weighted the number of pixels used for motion compensation. Encoding 

is then resumed without using the affected picture area (e.g., by not using 

the corrupted blocks for prediction in the inter mode or by intra coding the 

affected blocks). Tradeoffs between coding efficiency and error resilience can 

be achieved by adapting the number of affected blocks to be updated based 

on their effect on temporal error propagation. Using method B , the decoder 

error concealment is also applied to the damaged blocks at the encoder. The 

encoder's decoding loop is then updated. 

Method A is less complex than method B, as only the propagation tree 

used to determine the affected picture area needs to be stored and updated at 

the encoder. However, method A also decreases coding efficiency. For a short 

round trip delay Method B is clearly more efficient. 

Typically, the QoS of the link conveying feedback information is about 

the same as of the forward channel. Thus, a low-delay feedback channel is 

subject to similar transmission errors as the forward channel. As feedback 

data can have a substantial size due to the large number of spatial positions 

that have to be reported, it is not unlikely that the feedback data is lost 
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Standard F E C Sync RVLCs Data Independent Reference HD 
words Partitioning Segment Picture 

Decoding Selection 
H.263 Yes Yes Yes No a Yes Yes No 6 

M P E G - 4 No Yes Yes Yes No No c Yes 

"Data partitioning will be included in Version 3 of H.263. 
fc Although H.263 does not support this mode, the transport protocol for H.263 

may support it, for example in RFC-2429. 
cReference picture selection will be included in Version 2 of M P E G - 4 . 

Table 3.1: Error resilience tools supported in H.263 and MPEG-4 . 

or corrupted, with unpredictable results for the reconstructed picture quality. 

F E C can be employed to enhance the quality of the feedback channel messages. 

3.4 Error Resilience Tools in Current Stan­

dards 

H.263 includes error resilience tools which are defined in the baseline syntax 

and in four of its normative Annexes [46, 74]. The visual part of the MPEG-4 

standard also provides support for error resilience [75, 76]. We here summarize 

the error resilience tools included in the above video coding standards and 

listed in Table 3.1. 

3.4.1 Forward error correction 

The F E C mode is the oldest of the error resilience oriented optional modes, 

and is available in H.261 and H.263. If this mode is enabled, the video bit 

stream is divided into F E C frames of 492 bits each. A (511,492) B C H forward 
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error correction checksum is calculated for all the bits of each frame, along 

with one bit that is necessary for the synchronization to the frame structure. 

This F E C mechanism was designed for ISDN, which is an isochronous, very 

low error rate network. 

3.4.2 Synchronization words 

For both packet lossy and bit error prone channels, the intelligent use of syn­

chronization markers is necessary to ensure fast re-synchronization during de­

coding. Even in the baseline mode of operation, synchronization markers can 

be inserted using the optional GOB headers. Unfortunately, the size of coded 

GOBs cannot be chosen according to a fixed packet size, or adapted freely to 

a bit-interval chosen according to the error rate. More freedom in placing syn­

chronization markers is allowed when slices are employed, which are optionally 

supported in H.263 and MPEG-4. As seen earlier, slices permit the insertion 

of synchronization markers after each coded macroblock, thus allowing for a 

more judicious placement of the synchronization markers within a coded pic­

ture. In addition to providing bit stream re-synchronization, sync word also 

allow for spatial re-synchronization within a coded video frame. 

3.4.3 Reversible variable length codes 

When Annex D of H.263 is used in Version 2 of the standard, the coding 

of motion vector information is performed using RVLCs. In MPEG-4 , when 

the data partitioning mode is employed, D C T coefficient information is coded 
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using RVLCs. RVLCs were discussed in Section 3.3.2. 

3.4.4 Data partitioning 

The forthcoming third version of H.263 will likely include data partitioning, 

already supported by MPEG-4. Data partitioning was presented in Section 

3.3.2. The syntax details of the partitioning, however, differ slightly in H.263 

and MPEG-4 . In H.263, the decoding of the motion vector data from both 

forward and reverse directions is possible, and in MPEG-4 , the decoding of 

D C T information from both directions is possible, as they are respectively 

coded using RVLCs. 

3.4.5 Independent Segment Decoding 

As already described, slices are self-contained in so far that all prediction 

mechanisms within a coded picture are interrupted. This, however, does not 

prevent error propagation due to motion compensation. Error propagation 

can be prevented using the Independent Segment Decoding (ISD) mode, sup­

ported in H.263, which enforces the treatment of segment boundaries as if 

they were picture boundaries. A segment is defined as a slice, a G O B , or a 

number of consecutive GOBs with empty GOB headers. This mode allows 

the independent decoding of picture parts, if and only if, the shape of the in­

dependently decodable segments remains identical between two I-pictures. In 

such a case, error propagation outside the segment boundaries (due to motion 

compensation) can be avoided. 
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3.4.6 Reference Picture Selection 

The Reference Picture Selection (RPS) mode, defined in Annex N of H.263, 

support reference picture selection and video redundancy coding. The meth­

ods, can be applied either to pictures or to individual rectangular (GOB or 

slice) picture segments. If feedback messages are employed, they can be either 

multiplexed into the H.263 data stream of the opposite direction (VideoMux 

back channel sub-mode), or conveyed out of band (separate logical channel 

sub-mode). The VideoMux back channel sub-mode is only applicable for 

bi-directional video communication, because the back channel messages are 

conveyed within the video data of the opposite direction. The separate logi­

cal channel sub-mode is often seen as a more friendly way of conveying back 

channel data, but makes a separate data channel necessary, which may incur 

significant additional overhead in some environments. 

3.4.7 Header Duplication 

Some of the header information present at the beginning of a coded video frame 

must be received at the decoder to allow for the decoding of the frame. This 

includes information such as spatial dimension of the frame, temporal location, 

and the coding mode (intra I inter) of the frame. If some of this information 

is not received by the decoder, the whole frame may have to be discarded. In 

order to increase the probability of receiving this information, Header Dupli­

cation (HD) allows the introduction of duplicate copies of important picture 

header information in the video packets. This technique reduces significantly 
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the number of discarded video frames in error prone environments. This mode 

is supported in the visual part of MPEG-4 using the Header Extension Code 

(HEC), and a similar tool is included in the RTP payload specification for 

H.263, defined in RFC2429 [77]. 

3.5 Transport of Video over Networks 

In packet lossy environments, the use of appropriate packetization techniques 

can improve error resilience substantially. Whenever it is possible, a video com­

munication system will attempt to start a packet with a synchronization point 

of the video bit stream, allowing the independent decoding of the packet. The 

size of a packet can be chosen subject to network constraints such as those 

dictated by the maximum transfer unit (MTU) size and packetization pay-

load/overhead tradeoff considerations (e.g., the Internet). As seen earlier, it 

is possible to perform the entropy decoding of a slice independently of other 

bit stream segments. Some video coding algorithms, such as H.263 with An­

nex R enabled, allow for complete independence of slices, so that spatial or 

temporal error propagation can be contained within a slice. The latter allows 

for relatively high error resilience at the cost of lower coding efficiency due to 

lack of spatial prediction across the slice boundaries [74]. However, the error 

resilience gained from using such a method often do not overweight the coding 

penalty. 

Video bit streams are usually not transmitted as is, and additional stan­

dards describe their transport for different networks. These standards provide 
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additional capabilities for multiplexing of control, audio and data information 

and allows for receiver synchronization and sequential decoding of the received 

media streams. They may also provide error recovery mechanisms. In Chapter 

7 and 8, we will describe the transport of H.263 bit streams over the Internet 

and mobile networks, respectively. 

3.6 Error Concealment 

Before errors can be concealed at the decoder, they must be detected. The de­

coder can receive information from the multiplexing layer regarding the status 

of a packet, or it can detect that a packet is missing from the block numbering 

in the video bit stream. The block address should be incremented by one for 

every received block. When a GOB/slice header is decoded, the block address 

included in the header is compared to the expected address, thereby enabling 

the detection of missing blocks. The decoder can choose to drop the complete 

packet if errors are indicated or detected. If a packet received with errors is 

passed to the video decoder, or if errors are not detected by the transport 

layer, bit errors can still be detected using syntactic or semantic violations of 

the video bit stream [76]. These include: 

1. motion vector outside of allowable range, 

2. invalid V L C table entry, 

3. D C T coefficient out of range, and 

4. number of D C T coefficients in a block exceeding 64. 
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Once an error is detected, the decoder searches for the next synchronization 

point. Error concealment is then performed. Error recovery via error resilient 

entropy coding techniques such as those described in Section 3.3.2 or semi-fixed 

length codes proposed in Chapter 5 may provide additional improvement in 

reproduction quality. 

There are two basic approaches for error concealment, namely spatial 

and temporal interpolation. In spatial interpolation, missing pixel values are 

reconstructed using neighbouring spatial information, whereas in temporal 

interpolation, the lost data is reconstructed from data in the previous frames. 

In our work, we employ both spatial and temporal interpolation techniques. 

Spatial interpolation is used to reconstruct the missing data in intra coded 

frames. For reconstructing the missing data in inter coded frames, we use a 

simple motion compensated error concealment technique. 

Many error concealment techniques have been proposed in the litera­

ture, and an excellent review is available in [78]. However, many of these tech­

niques require substantial additional complexity that can prevent real-time 

video decoding. The concealment method used in this work achieves reason­

able performance and requires very little additional computational complexity. 

Therefore, real-time video decoding can still be easily maintained. 

3.6.1 Spatial error concealment 

Spatial error concealment (SEC) is employed when there are no previous frame 

and temporal error concealment is not possible. Our method for spatial error 
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concealment (SEC) is based on the directional filtering method proposed in 

[79], [80]. First, edges in the available blocks surrounding the missing block 

are determined using a gradient measure. The edge for pixel x(i,j) in the 

surrounding blocks is computed by 3 

gx = — Xi-ij-i + 2 x , + i j — 2 X J _ I J + Xi+ij+i — Xi-ij+i, and(3.2) 

gy = Xi-ij+i — Xi-ij-i -f- 2xij+\ — 2xij-i + — X J + I J - I . 

The magnitude and angular direction of the gradient at pixel are 

G=y/g_+g*, and (3.3) 

9 = arctan ( — ) . 

The angular value of the gradient is rounded to one of the eight directions 

equally spaced between zero and 180°. There is a counter corresponding to 

each of the eight directions. If the direction of the edge at the pixel 

implies that it passes through the missing block, the counter corresponding to 

the direction of that edge is incremented by the amount of the gradient. This 

procedure is performed for all the pixels in the blocks to the left, down, down­

right, down-left, up, up-left, and up-right of the missing block (if applicable), 

and for each of them, eight values corresponding to eight directions are ob­

tained. As we assume errors will result in the concealment of a complete slice, 

what surrounding blocks that will be available will depend on the location 

of the previously received slice. The direction corresponding to the counter 

with maximum value is called the direction of the dominant edge. The pixel 
3This is essentially the Sobel mask. 
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values in the missing block are interpolated along this direction using pixels 

in the available neighbouring blocks and a series of one-dimensional interpo-

the neighbouring blocks that are on the line parallel to the direction of the 

dominant edge. That is, the estimated value of a missing pixel is given by 

where 77 represents the 9 neighbouring blocks, X{ is a pixel in the missing block, 

XJ is a pixel in one of the neighbouring blocks on a line with Xi which is parallel 

to the direction of the dominant edge, dij is the distance between the pixels 

Xi and Xj on the line, and w is a constant. 

3.6.2 Motion compensated temporal error concealment 

The Motion Compensated Temporal Error Concealment (MC-TEC) method 

used in this work is based on the T C O N model described in the H.263 Test 

Model TMN-10 [81], and it is summarized next. The motion vector of the 

missing block is set to the median value of the motion vectors of the blocks to 

the left, above and above right of the missing block. If no surrounding motion 

vectors are available, the motion vector is set to zero. Then, the block from 

the previous frame at the spatial location specified by this motion vector is 

copied to the location of the missing block in the current frame. 

lators. The interpolated value is a weighted average of the values of pixels in 

(3.4) 
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Chapter 4 

Optimal Spatial Synchronization 

4.1 Introduction 

A feature supported by the new generation of video coding standards is spatial 

error localization through the use of synchronization markers. Such markers 

limit the propagation of errors within frames, as discussed in Chapter 3. Bit 

errors can cause two types of synchronization errors. The decoder may lose 

bit synchronization while decoding the bit stream and/or lose spatial synchro­

nization while reconstructing the video frame. Synchronization markers allow 

for bit synchronization of the decoder with the bit stream, they reset the spa­

tial location in the decoded frame, and they prevent error propagation due to 

spatial prediction. However, if used too frequently, synchronization markers 

will introduce an unnecessary increase in bit rate. 

While the placement of synchronization markers according to a uniform 

pattern often performs quite well, a significant improvement in performance 
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can be obtained using more sophisticated algorithms. Moreover, it may be dif­

ficult to determine the optimal frequency of a uniform placement of synchro­

nization markers. In this chapter, we propose an effective method, for increas­

ing spatial error resilience of video transmission over bit error prone networks, 

that is based on a rate-distortion optimized synchronization marker placement 

algorithm. The channel condition and the error concealment method used by 

the decoder are used during the encoding process to optimize the placement of 

synchronization markers in the compressed bit stream. More specifically, we 

select the number and location of synchronization markers, such that, given 

the channel condition and the decoder error concealment, the distortion for a 

given rate is minimized. 

4.2 Probability of Slice Errors 

In this section, we determine the probability of a slice being in error based 

on the channel characteristics. Let's first assume that the video is packetized 

using slices, and that a synchronization marker can be placed at the start of 

the slice. Let's also assume that a bit error occurring within a slice will result 

in the whole slice being discarded. Using the size of the slice, L(s), and the 

channel average bit error rate (BER), P e , the slice error rate (SER) is first 

evaluated. The probability of error of a video block, p, is then set to the SER 

value. 

The insertion of a synchronization marker will reduce the length of 

the previous slice, thus reducing the SER and the probability of error of a 
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video block. The SER is then computed for two scenarios: 1) a slice header 

is inserted at the beginning of the current block, and 2) no slice header is 

inserted. In the first case, L(s) is the number of bits of the slice header plus 

the number of bits of the current block, and in the second case, L(s) is the 

number of bits since the location of the last slice header plus the number of 

bits of the current block. Given L(s) (case 1 or 2), one can obtain for a binary 

symmetric channel (BSC) 1 

SER = p = l - ( l - Pe)L{s). (4.1) 

Assuming that bits are uniformly distributed among blocks, the expected slice 

length (in units of blocks), E[Lbi0Cks{s)}, can be obtained as a function of the 

expected probability of error of a block, E\p], that is, 

log{V-E[p]) 1 
E[Lbiocks{s)\ = - — — - x . (4.2) 

log(l - Pe) Lbits(block) 

where Lbits(block) represents the average length in bits of a block, which is set 

by the bit rate constraint. 

However, bits are usually not uniformly distributed among blocks, since 

different coding modes will yield substantially different numbers of bits. Fig. 

4.1 presents the slice error rate versus the slice length, for different BERs. 

With a SER of above 20%, it is very difficult to obtain reasonable video 

reproduction quality. To estimate how many blocks can be placed in a slice, 

typical examples of the distribution of the size of inter and intra blocks are 

illustrated in Fig. 4.2 (a) and (b), respectively. The cumulative distribution 

1 The B S C case represents the worse slice error rate, for a given average B E R . 
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Figure 4.1: The slice error probability versus slice length for different BERs. 

functions (CDF) are obtained by coding the video sequence F O R E M A N at 48 

kbps. At BERs higher than 10~3, the slice size must be less than 223 bits in 

order to maintain a SER that is less than 20%. Under such a condition, a slice 

may contain a maximum of approximately 5 inter blocks, or approximately 2 

intra blocks. At higher BERs, a slice containing any number of intra blocks 

will most likely result in a SER that is higher than 20%. At such high error 

rates, we will see later that the proposed algorithm in fact chooses many 

skip blocks, because such blocks contain only one bit and will less likely be 

corrupted by errors. However, if the same bit stream is transmitted in an error 

free environment, the loss in video reproduction quality will be significant. 
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4.3 Computation of Distortion 

In an error prone environment, the distortion of the reproduced video at the 

decoder can be attributed to quantization during the encoding process and 

to transmission errors. Video decoders usually employ error concealment, and 

thus channel errors will lead to error concealment distortion. For a given video 

block, we denote Dq as the distortion caused by quantization, and Dc as the 

distortion caused by error concealment. If a video block is lost due to channel 

errors with probability p, it will be concealed at the decoder. This probability 

will depend on the coding mode selected and the number of video blocks in the 

slice, as discussed in the previous section. The placement of synchronization 

markers will improve the spatial error resilience, but it will not directly affect 

the temporal error propagation of errors. Therefore, we do not consider the 

error propagation process in the computation of the overall distortion. For a 

given video block, we estimate the decoder distortion, resulting from coding 

and error concealment, by 

Dsync(mode,p) = (1 - p)Dq(mode) + pDc. (4.3) 

The encoder can simulate the known decoder error concealment in order to 

evaluate Dc. This distortion is weighted by the probability that the block 

will be lost and concealed, p. If the block is received at the decoder with 

probability (1 — p), the resulting distortion caused by quantization will be Dq. 

Dsync is employed in the Lagrangian minimization to determine the location 

of synchronization markers, as described in the next section. 
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4.4 Placement of Synchronization Markers 

We next describe our rate-distortion optimized algorithm for the placement 

of synchronization markers. In addition to the coding rate, which depends on 

the selected coding mode, the size of the synchronization marker as well as 

the transport overhead rate are incorporated in the Lagrangian minimization. 

For a small increase in bit rate resulting from inserting a synchronization 

marker, a large improvement in video reproduction quality at the decoder can 

be achieved. The Lagrangian cost function for the slice header localization, 

Jsynci 
is given by 

Jsync = Dsync(mode,p) + \syncR(mode, sync), (4.4) 

where sync G {0,1}, with 0 meaning no synchronization marker is inserted 

and 1 meaning a synchronization marker is inserted. 

The mode decision process is not RD optimized, but chosen according 

to the thresholding based method described in the H.263 Test Model [81]. 

This method employs the sum of absolute difference (SAD) values obtained 

by coding a block using different modes, and chooses the mode that yields the 

lowest SAD value. Some coding modes may be favored by subtracting a fixed 

SAD threshold before mode selection. 

Independently for each coded block and the given video coding mode, 

Jsync is computed for the two scenarios: no synchronization marker is inserted 

(sync = 0) and a synchronization marker is inserted (sync = 1). These 

scenarios will result in different SER and bit rates. The SER is employed as 

the probability that the block will be lost and concealed, p, which is used in 
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the computation of the distortion, Dsync. The value of sync 6 {0,1} resulting 

in the lowest J s y n c for a given Xsync will be selected. Figure 4.3 presents a 

flowchart summarizing the proposed algorithm. 

The insertion of a synchronization marker increases the rate for a com­

plete slice and must be distributed among blocks within a slice in the mini­

mization of J s y n c , which is performed at the block level. When the insertion 

of a synchronization marker is considered, the synchronization rate is divided 

by the number of blocks since the last synchronization marker, including the 

current block. 

In order to obtain an optimal value of the Lagrangian parameter \Sync 

for different BERs, the average slice length that yields the minimum La­

grangian Jsync for a given value of \Sync, is obtained. Values of slice length (in 

units of coded blocks) versus Xsync
 a r e presented for the sequence F O R E M A N in 

Fig. 4.4 and for the sequence N E W S in Fig. 4.5, both coded at 48 kbps, QCIF 

resolution and 10 frames per second. It it interesting to note that, although 

the two sequences have substantially different video contents (the sequence 

F O R E M A N contains a lot of motion and camera movement while the sequence 

N E W S is a typical low motion head-and-shoulder videophone sequence), they 

lead to a very similar relation between A s y n c and the average slice length. At 

higher BERs, \sync has little impact on the average slice length. However, at 

lower BERs, the chosen value of A s j m c will affect significantly the size of the 

slice. Thus, a relationship between \sync and the B E R can be evaluated. As­

suming that bits are uniformly distributed among coded blocks in a slice, and 
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Figure 4.3: Flowchart of the proposed algorithm for the placement of synchro­
nization markers. 
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Figure 4.4: Average slice length (in units of coded blocks) versus the La­
grangian parameter X s y n c for different BERs for the sequence F O R E M A N . 
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Figure 4.5: Average slice length (in units of coded blocks) versus the La­
grangian parameter X s y n c for different BERs for the sequence N E W S . 
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Figure 4.6: Comparison of Eq. (4.5) to experimental data. 

that we wish to obtain an average block loss rate E[p] of less than 3%, Xsync 

can be approximated, via experiments using different video sequences and bit 

rates, by the following simple relationship as a function of Pe, 

Xsync = Bx max{-107Pe + 1200,1), (4.5) 

where max(x,y) represents the larger value of x and y, and 8 represents the 

portion of the blocks within a frame that are coded. We compare the estimate 

obtained from Eq. (4.5) to experimental data in Figure 4.6. The experimental 

data is obtained as follows: given the target block loss rate, E[p], the channel 

B E R , Pe, and the bit rate allocation, the average slice length is obtained from 

Eq. (4.2). Given the average slice length, the Lagrangian parameter, X s y n c , 

is obtained from experimental data presented in Figures 4.4 and 4.5, where 

the average value from the two figures is employed. As can be observed from 
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Figure 4.6, Eq. (4.5) approximates well the Lagrangian parameter for a target 

block loss rate of 3%. 

4.4.1 Complexity of the proposed method 

The proposed algorithm for the placement of synchronization markers requires 

additional encoder complexity. First, the decoder error concealment must 

be performed at the encoder for each block and the incurred concealment 

distortion must be computed. Then, the rate and overall distortion must be 

computed twice based on the SER: once with no synchronization marker 

inserted, and once with a synchronization marker inserted. For example, in 

our implementation, encoding time is increased by a factor of roughly 2:1 on 

a Sun Sparc workstation (when a fast motion estimation algorithm [28] is 

employed). Of course, no additional decoder complexity in incurred. 

4.5 Experimental Results: Analysis 

In order to illustrate the advantages of the RD optimized synchronization 

marker insertion algorithm, we compare its performance to that of inserting 

a synchronization marker at the start of every G O B , which we refer to as 

the anchor model. For the transmission of the encoded video bit streams, 

we employ the H.223 simulation model described in Section 8.2. We discard 

all video packets for which the checksum indicates the presence of errors. For 

each error condition tested, 50 simulations are performed to obtain statistically 

significant results, and the luminance PSNR (Y-PSNR) is averaged over all 
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coded frames and simulation runs. Video source material is coded at QCIF 

spatial resolution (176 x 144 pixels) and temporal resolution of 10 frames per 

second. We employ a channel bit rate of 64 kbps and assume that the video 

data requires 75% of the bandwidth [82]. Therefore, video sequences are coded 

at 48 kbps using the TMN-8 rate control method described in Section 2.5.3. 

The encoder employs the exact channel B E R for the value of Pe used in the 

computation of the slice error rate. The same error concealment used by the 

decoder is assumed at the encoder. Both the anchor bit streams and the bit 

streams generated by our proposed method are decoded using the same video 

decoder, which employs the error concealment method described in Section 

3.6. 

Results are presented in Fig. 4.7 for the sequence F O R E M A N and in Fig. 

4.8 for the sequence N E W S , both coded at 48 kbps and sent over the BSC. For 

a given B E R , the BSC model is actually the worst channel model, yielding the 

highest probability of error in a slice, as compared to a channel with correlated 

errors (burst errors), since the length of typical bursts in a mobile channel is 

much smaller than that of a slice. 

As much as 3 dB improvement in reproduction quality is achieved at 

a B E R of 10 - 3 . At the lower B E R , the reproduction quality obtained using 

the RD optimized synchronization placement algorithm is slightly lower than 

that obtained using the uniform GOB synchronization markers. By placing 

a lower limit on the maximum average block loss rate (much less than 5%), 

the proposed algorithm will perform better than the anchor model at such low 
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Figure 4.7: Performance of the RD synchronization marker insertion algorithm 
versus GOB synchronization for the sequence F O R E M A N . 

error rates. 

We next evaluate the effects of varying \ s y n c on the decoded PSNR 

for a wide range of B E R . Results of Y - P S N R versus \sync are presented in 

Fig. 4.9 for the sequence F O R E M A N and in Fig. 4.10 for the sequence N E W S , 

both coded at 48 kbps and sent over the BSC at different error rates. The 

optimal value of A S J / n c , i.e., the value yielding the highest PSNR, depends on 

the error rate of the network, as well as the video sequence coded. A higher 

value is usually more suitable for lower BERs. The resulting PSNR is very 

similar for values of Xsync below 100, and drops rapidly for Xsync > 100. 

Since a lower value for Xsync would result in more synchronization markers 

per coded frame, unnecessary overhead would be incurred if the same bit 

stream is transmitted in an error free environment, with little improvement 
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Figure 4.8: Performance of the RD synchronization marker insertion algorithm 
versus GOB synchronization for the sequence N E W S . 
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Figure 4.9: Performance of the RD synchronization marker insertion algorithm 
versus \ s y n c for the sequence F O R E M A N . 
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Lambda 

Figure 4.10: Performance of the RD synchronization marker insertion algo­
rithm versus A s y n c for the sequence N E W S . 

in an error prone environment. Therefore, a fixed value of \ s y n c = 100 will 

give a good compromise between error resilience of the coded bit stream for 

a wide range of bit error rates and sequences. Results for the RD-optimized 

placement of synchronization markers with Xsync — 100 compared to fixed 

GOB synchronization are presented in Fig. 4.11 for the sequence F O R E M A N 

and in Fig. 4.12 for the sequence N E W S using X s y n c = 100 and the same coding 

parameters as above. With this value of A S 2 / 7 l c , the proposed algorithm always 

outperforms the GOB synchronization structure. 

The proposed algorithm optimizes the frequency of synchronization 

markers, as seen above, and also optimizes the location of the markers, as 

shown next. We compare the results of the proposed placement of synchro­

nization markers to those of using spatial-uniform and bit-uniform placement 
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BER 1(T5 5 x 10~5 i o - 4 5 x IO" 4 i o - 3 

FOREMAN 10 16 20 28 32 
NEWS 6 10 12 18 21 

Table 4.1: Number of synchronization markers per frame using the proposed 
algorithm for the different B E R and sequences considered. 

B E R 10~5 5 x 10~5 i o - 4 5 x 10~4 IO" 3 

FOREMAN 480 300 240 171 150 
NEWS 800 480 400 266 228 

Table 4.2: Number of bits per slice for the bit-uniform placement of synchro­
nization markers for the different B E R and sequences considered. 

of markers. Table 4.1 presents the number of synchronization markers per 

frame resulting from using the proposed algorithm for the different B E R and 

sequences considered. The same number of slices is employed with a uniform 

spatial and uniform bit distribution in order to evaluate the performance of 

our synchronization marker localization algorithm. The number of bits per 

slice for the bit-uniform placement of synchronization markers is shown in Ta­

ble 4.2, assuming a uniform distribution of 4800 bits per frame (48 kbps and 

10 fps). 

Experimental results are presented in Fig. 4.13 for the sequence FORE­

MAN and in Fig. 4.14 for the sequence NEWS. The RD optimized algorithm 

employs a fixed value of \ s y n c , A s y n c = 100. A bit-uniform placement of syn­

chronization markers provide approximately the same or /worse performance 

as compared to a spatial-uniform placement. This contradicts recommenda-
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Figure 4.13: Performance of the RD synchronization marker insertion algo­
rithm versus spatial-uniform and bit-uniform placement of synchronization 
markers for the sequence F O R E M A N . 
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Figure 4.14: Performance of the RD synchronization marker insertion algo­
rithm versus spatial-uniform and bit-uniform placement of synchronization 
markers for the sequence N E W S . 
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tions presented in [76], where it was suggested that the bit-uniform placement 

should provide better error resilience that a spatial-uniform placement. This 

can be explained by the fact that a bit-uniform placement of synchronization 

may leave large portion of the coded image without synchronization, when this 

portion does not require many bits to be coded. However, such large picture 

areas may be difficult to conceal, leading to poor performance when transmit­

ted over a bit error prone network. For the same number of synchronization 

markers, the proposed algorithm always outperforms a uniform placement of 

synchronization markers. Moreover, the proposed method maintains a higher 

level of reproduction quality throughout most of the video sequence, as i l ­

lustrated in Figs. 4.15 and 4.16, where we compare the performance of the 

proposed method for the first 300 frames of the sequence F O R E M A N at a B E R 

of 10~4 to that of a bit-uniform and spatial-uniform placement of synchro­

nization markers, respectively. The same bit error pattern is employed in 

all cases. The bit-uniform placement of synchronization markers exhibits sig­

nificant degradation in reproduction quality for some frames (around frame 

number 110 in Fig. 4.15), leading to annoying artifacts in the reproduced 

video frames. The decoded frames (number 169) for the different methods 

are shown in Fig. 4.17. Even though the spatial-uniform placement of syn­

chronization markers results in the highest PSNR for this decoded frame, the 

subjective quality of the proposed method is obviously superior. In the RD 

optimized algorithm, some video blocks contain small concealment distortion, 

whereas in the spatial-uniform case, fewer blocks contain much worse error 
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Figure 4.15: Performance of the RD synchronization marker insertion algo­
rithm versus bit-uniform placement of synchronization markers for 300 frames 
of the sequence F O R E M A N . 
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Figure 4.16: Performance of the RD synchronization marker insertion algo­
rithm versus spatial-uniform placement of synchronization markers for 300 
frames of the sequence FOREMAN. 

100 



concealment artifacts. These blocks are much more noticeable when observing 

the decoded video sequence in real-time. 

4.6 Summary 

In this chapter, we presented a rate-distortion optimized algorithm for the in­

sertion of synchronization markers for a bit error prone network, that improves 

significantly video reproduction quality. The algorithm employs the network 

condition and knowledge of the decoder error concealment method, to deter­

mine the error probability of a slice and to estimate the expected distortion, 

respectively . We have shown that the proposed algorithm optimizes both the 

frequency and the location of synchronization markers in order to minimize 

the distortion caused by both coding and error concealment. 
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Chapter 5 

Semi-Fixed-Length Motion 

Vector Coding 

5.1 Introduction 

When using VLCs as means of entropy coding, it is impossible to determine 

the exact location of a bit error. In the previous chapter, we have assumed that 

video segments containing errors are discarded. However, it may be possible 

to recover information within a corrupted video segment using error resilience 

entropy coding methods. Some of these methods were discussed in Chapter 3. 

In this chapter, we propose a semi-fixed-length entropy coding method. Resid­

ual information from a motion compensated video coding algorithm is useless 

when motion vectors are not received correctly. Therefore, we only present a 

motion vector semi-fixed-length coding method. Unless motion vector infor­

mation is guaranteed to be received without errors, texture information for a 
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known to be incorrect video block is discarded. 

In H.263, motion vectors are encoded by applying variable length codes 

(VLCs) to difference motion vectors, obtained by subtracting two-dimensional 

median predicted vectors from the actual motion vectors. The horizontal and 

vertical motion vector components are coded independently, using the same 

V L C table. In the presence of channel errors, such a variable length coding 

technique can easily cause a loss of synchronization, leading to the loss of all 

macroblocks until the next synchronization point is reached. 

We propose an efficient motion vector coding method that addresses 

the above problem [83]. The proposed method targets low bit rate applica­

tions based on the H.263 video coding standard. The motion vectors are en­

coded using semi-fixed-length codes, yielding essentially the same levels of rate-

distortion performance and subjective quality achieved by H.263's Huffman-

based VLCs in a noiseless environment. The advantage of our method, how­

ever, is that the corresponding video coder generates bit streams which are 

more error resilient than those of typical H.263 compliant coders in a bit error 

prone environment. 

Figure 5.1 illustrates the basic idea of the semi-fixed-length coding 

method. When semi-fixed-length codes are used, unequal error protection 

(UEP) can be employed, with more protection applied to the critical part 

of the code (VLC part), thus reducing overhead as compared to equal error 

protection (EEP) applied to VLCs . If the V L C part of the code is received 

correctly at the decoder, bit stream synchronization can be maintained. The 
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components of the median prediction difference vector. Using this approach, 

an error in a motion vector will likely propagate until the next synchroniza­

tion marker is detected in the bit stream. However, by using semi-fixed-length 

motion vector encoding techniques [84] and protecting the important part of 

the motion vector bits, the probability of error propagation can be minimized, 

at the expense of only a small increase in total bit rate. 

Experimental results indicate that a large percentage of the motion 

vectors selected using a full search motion estimation method belong to either 

Region 0 or 1 in Fig. 5.2. By minimizing the lengths of the corresponding 

codes, most of the coding gain achieved by H.263's V L C s can still be obtained. 

In [84], a simple semi-fixed-length coding method was developed that improves 

channel error resilience significantly. However, such a method works only for 

integer-pel accuracy motion vectors. Moreover, motion vectors which do not 

belong to the probable region are assigned codes representing the nearest can­

didates which belong to the probable region. Our proposed method is designed 

for half-pel accuracy motion vectors, as they yield a significant performance 

improvement [85, 47], especially at the higher bit rates (e.g., as much as 2 

dB at 64 kbps). Furthermore, motion vectors belonging to the outer layers 

are also assigned codes, as their exclusion can often result in a considerable 

performance degradation. 

Based on the statistical behavior of the motion vector differences, the 

search area centered at the predicted motion vector is divided into five re­

gions. Fig. 5.2 depicts the difference motion vector regions and Table 5.1 
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Region Integer-pel code, Header is in () Half-pel code Probability 
0 (0) N/A 0.4387 
1 (1 00) XXX 0.3683 
2 (1 01) XX XXX 0.1295 
3 (1 10) XX x x x x XXX 0.0242 
4 (1 11) x x x x x x x x x x . XX 0.0473 
Table 5.1: Semi-fixed-length codes for the difference motion vectors.' 

Figure 5.3: Tree representation of the headers of the semi-fixed-length codes 
(with their respective probabilities). 

-1.5 -1 -0.5 0 0.5 1 1.5 
-2.5 0.0001 0.0001 0.0006 0.0036 0.0007 0 0002 0.0001 
-2 0.0002 0.0003 0.0006 0.0035 0.0011 0 0005 0.0003 
-1.5 0.0003 0.0003 0.0021 0.0138 0.0027 0 0010 0.0004 
-1 0.0008 0.0016 0.0044 0.0286 0.0054 0 0019 0.0005 
-0.5 0.0012 0.0021 0.0168 0.0760 0.0229 0 0026 0.0010 
0 0.0028 0.0061 0.0342 0.4213 0.0376 0 0071 0.0033 
0.5 0.0012 0.0026 0.0222 0.0639 0.0194 0 0024 0.0015 
1 0.0006 0.0020 0.0051 0.0292 0.0050 0 0019 0.0007 
1.5 0.0007 0.0011 0.0032 0.0176 0.0030 0 0004 0.0003 
2 0.0002 0.0006 0.0012 0.0080 0.0009 0 0003 0.0001 
2.5 0.0003 0.0005 0.0010 0.0058 0.0009 0 0003 0.0001 

Table 5.2: Statistics of the motion vector field around the predicted motion 
vector (horizontal x component and vertical y component). 
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with a fixed number of bits. This also allows the decoder to maintain synchro­

nization if the V L C part of the code is received without errors. The popular 

gray encoding method was employed to generate the specific codes for the 

fixed-length part of the code. That is, the codes within a region are assigned 

such that an error in a bit would result in the assignment of a neighbouring 

motion vector. This minimizes the error when a codeword is not correctly 

received. 

Region 0 corresponds to the (0,0) difference motion vector and is repre­

sented by one bit, as this vector is the most probable one. Region 1 represents 

the half-pel vectors around the (0,0) integer-pel difference vector. Region 2 

represents the (1,0), (0,1), (—1,0), (0, —1) integer-pel difference motion vec­

tors, and their corresponding half-pel vectors. The remaining difference vectors 

are represented by Regions 3 and 4, both extending to the (±16.5, ±16.5) rect­

angular boundaries. In Regions 1, 2 and 3, three additional bits are necessary 

to represent the half-pel vectors. However, only two bits are necessary to rep­

resent the half-pel vectors in Region 4, since the sign of the half-pel part is 

assumed to be the same as the sign of the full-pel part. 

We next illustrate the above encoding procedure via two examples. 

First, we encode a difference motion vector of (3,-2.5), which belongs to 

Region 4. The header V L C would then be coded as 111. The fixed-length 

part would be coded using the assigned 10-bit codeword for the full-pel part, 

(3, —2), followed by the 2-bit codeword for the half-pel part, (0, 0.5). The sign 

of the half-pel part does not need to be coded, as it can be determined directly 
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from the sign of the respective full-pel component. As a second example, we 

encode a difference motion vector of (6,-0.5), which belongs to Region 3. 

The header V L C would then be coded as 110. The fixed-length part would be 

coded using the assigned 6-bit codeword for the full-pel part, (6,0), followed 

by the 3-bit codeword for the half-pel part, (0,-0.5). In this case, only the 

sign of the half-pel vertical component of the motion vector can be determined 

from the full-pel motion vector. Therefore, 3 bits would be necessary for the 

half-pel code in order to determine the sign of the horizontal component. 

In terms of encoding efficiency, the performance of the proposed method 

is very close to that of the use of VLCs . Using a training set of 11 QCIF 

video sequences, our method yields an average difference motion vector code 

length of 4.64, as compared to an average of 4.21 for the V L C method. The 

advantage of our coding method, however, is that we are now able to protect a 

small portion of the motion vector code (header shown in Fig. 5.3), increasing 

significantly error resilience. 

The codeword assignment described above provides for the smallest av­

erage codeword length, based on the collected statistics, half-pel representation 

and choice of Regions. This assignment also provides for good compression 

performance in an error free environment. Other semi-fixed-length codes with 

similar performance could be employed, and better codeword assignment could 

be obtained for a specific bit error rate and/or type of video sequences. As an 

example, an alternative codeword assignment is presented in Table 5.3, where 

Regions 2 and 3 of Figure 5.2 are combined to form Region 2, and Region 4 
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Region Integer-pel code, Header is in () Half-pel code Probability 
0 (00) N / A 0.4387 
1 (01) X X X 0.3683 
2 (10) X X x x x x X X X 0.1537 
3 (11) x x x x x x x x x x X X 0.0473 

Table 5.3: Alternative semi-fixed-length codes for the difference motion vec­
tors. 

becomes Region 3. This particular alternative codeword assignment yields an 

average difference motion vector code length of 5.07, as compared to an aver­

age of 4.64 for the code presented above. However, the new codes will provide 

better performance if the probability of the (0,0) difference motion vector de­

creases significantly, as would be the case for more active video sequences. 

In order to achieve unequal error protection, data partitioning must be 

applied to the motion vector data. This is also performed in MPEG-4 video 

coding [76] when error resilience is desired. In our implementation, motion 

vector information is blocked following each GOB synchronization marker. 

The motion vector codes are separated into two fields by a synchronization 

marker. The header information is blocked first, followed by the remaining 

data, and ending with another synchronization marker. Of course, this method 

may impose some additional complexity and processing delay, since the motion 

vector bits are here treated as data blocks 1 . 

To illustrate the higher channel error resilience of the proposed method, 
1 The motion vector bits of a macroblock are usually mixed with other bits in the same 

bit stream. 
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a rate compatible punctured convolutional (RCPC) channel coder was used 

[51, 86] to protect the motion vector header. This type of convolutional coder 

provides an efficient means of realizing variable protection rates using a single 

encoder/decoder pair. We design the error protection system so that it offers 

different overall code rates. The system employs channel-state information to 

decide what rate should be used. The selected rate can be specified in the bit 

stream syntax. The R C P C coder used here is described in [86] and is based 

on a rate 1/4 mother convolutional code. 

5.3 Experimental Results 

We compare the performance of our semi-fixed-length coding method to the 

V L C method for the coding of motion vectors in noiseless and noisy environ­

ments. 

5.3.1 Performance of the semi-fixed-length codes in a 

noiseless environment 

We first compare the semi-fixed-length encoding method to H.263's V L C one in 

a noiseless channel environment (with no header protection), while employing 

full-search motion estimation in both cases. Frames 0 to 149 of the following 11 

QCIF sequences were encoded at 10 fps: CARPHONE, MlSS AMERICA, CON­

TAINER SHIP, COASTGUARD, CLAIRE, FOREMAN, GRANDMA, MOTHER-

DAUGHTER, SALESMAN, SUZIE and TREVOR . Exact bit rates are obtained 
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Sequence 8 kbps 10 kbps 12 kbps 14 kbps 16 kbps 24 kbps Average 

C A R P H O N E -0.1359 -0.1344 -0.0590 -0.1000 -0.0349 -0.0928 
MISS A M E R I C A -0.0345 -0.0158 -0.0279 -0.0327 -0.0216 +0.0112 -0.0202 
CONTAINER SHIP +0.0717 +0.0892 +0.0659 +0.0195 +0.0493 +0.0164 +0.0502 
C O A S T G U A R D -0.0330 -0.0420 -0.0375 
C L A I R E -0.0401 -0.0129 0.0084 +0.0703 -0.0867 +0.0261 -0.0058 
F O R E M A N +0.0075 +0.0161 +0.0041 -0.0240 +0.0009 
G R A N D M A -0.0079 +0.0460 +0.1218 +0.0118 -0.0157 +0.0377 +0.0323 
M O T H E R - D A U G H T E R -0.0165 -0.0726 -0.0137 -0.0250 -0.0309 -0.0066 -0.0275 
SALESMAN -0.0293 +0.0014 +0.0012 -0.0019 -0.0724 +0.0424 -0.0097 
SUSIE -0.0736 -0.1641 -0.0535 -0.1551 -0.1051 -0.0456 -0.0995 
T R E V O R -0.0114 +0.0148 -0.0606 -0.0915 -0.0007 -0.0297 

Average -0.0186 -0.0306 -0.0009 -0.0216 -0.0457 -0.0018 -0.0210 

Table 5.4: Improvement (+) or degradation (-) in PSNR (dB) for the proposed 
semi-fixed-length coding method over H.263's V L C method. 

using TMN-8 [48] rate control method described in Section 2.5.3. 

The results are shown in Table 5.4. The V L C method is only 0.02 

dB, on the average, better than ours. Notice that our resulting encoder even 

outperforms slightly the VLC-based one in PSNR when coding slow-motion 

video sequences. This is due to the fact that the proposed method uses less bits 

for small difference motion vectors, making available more bits for quantization 

and coding of the residual blocks. As the semi-fixed-length coding method 

was specifically designed for low bit rate applications at QCIF resolution, the 

performance may degrade at higher resolution and/or for more active video 

sequences. However, since the semi-fixed-length coding method allows the use 

of long motion vectors, the degradation should not be significant. 
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5.3.2 Performance of the semi-fixed-length codes in a 

noisy environment 

A unique advantage of the new encoder is that we now have the flexibility 

to protect the motion vector header using a few additional bits, yielding sig­

nificantly increased channel error resilience. Using a R C P C coder, protection 

levels can be adjusted according to different noise sensitivity levels of the pro­

posed semi-fixed-length codes, thus achieving UEP. U E P usually outperforms 

EEP, as the former applies more protection to more important bits. However, 

U E P cannot be easily applied to VLCs . 

To maintain zero-tolerance for bit errors in the header part of the code, 

very high protection rates are applied to this part. Since the size of this header 

is relatively small, high channel error protection is usually not costly in addi­

tional bits. Bit errors in the remaining part of the code will produce localized 

reconstruction errors, of course, assuming the header is received without error. 

Since the length of this part is fixed, loss in synchronization can be avoided. 

However, predictive coding of motion vector differences will continue to be 

affected by such errors until the next synchronization marker is reached. For 

comparison purposes, E E P is applied to H.263's VLCs . 

The Binary Symmetric Channel (BSC) is employed as the channel 

model in our first set of simulation experiments. A random number gener­

ator is used to produce a binary noise pattern with a bit error rate (BER) 

exactly equal to the target one. We have experimented with several levels 

of protection before designing a U E P system having a good overall source-
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BSC 
Error Pattern 

V L C Semi-Fixed-Length Code BSC 
Error Pattern 

V L C 
Header Fixed part 

R C P C Rate 8:11 8:16 8:10 
Source Coding 73% 50% 80% 

Channel Coding 27% 50% 20% 
(a) 

G S M 
Error Pattern 

V L C Semi-Fixed-Length Code G S M 
Error Pattern 

V L C 
Header Fixed part 

R C P C Rate 8:12 8:24 8:10 
Source Coding 67% 33% 80% 

Channel Coding 33% . 67% 20% 
( b) 

Table 5.5: Source coding and channel coding rates for (a) BSC and (b) G S M 
error patterns. 

channel coding performance over a wide range of BERs. In our simulations, 

the video sequences MlSS AMERICA (10 fps), AKIYO (10 fps) and CARPHONE 

(5 fps) are coded at an overall bit rate of 9.6 kbps. At this low bit rate, a 

large proportion of the bit stream is used for the coding of the motion vectors. 

For example, 30% of the CARPHONE bit stream contains motion vector data. 

The source-channel coding simulation for each B E R is repeated more than 100 

times, and the average PSNR value is recorded. Table 5.5(a) lists the source 

coding and channel coding rates for the semi-fixed-length motion vector codes 

and H.263's VLCs . From the 1/4 mother convolutional code employed for 

the R C P C , different puncturing matrices will result in different convolutional 

codes with different error correction capabilities [51]. The combination of error 

correction codes for the Header and Fixed parts of the semi-fixed-length codes 

that yields the best rate-distortion performance over a wide range of error 
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PSNR vs BER for Miss America at 9.6 kbps over a BSC 

» « Our Method 
o o VLC 

10 J 10"3 10"* 10"' 
BER (bps) 

Figure 5.4: PSNR performance comparison between our coder and the V L C -
based coder for a binary symmetric noisy channel model as a function of bit 
error rate (BER) for the video sequence M I S S A M E R I C A . 

conditions is selected via experimental results. For comparison purposes, the 

equivalent number of bits for E E P is employed for the H.263 V L C . 

The total bit rate of 9.6 kbps includes both the source coding and 

the channel coding bits in both the semi-fixed-length coding and the V L C 

cases. The simulation results are shown in Figs. 5.4, 5.5, and 5.6 for the 

video sequences M l S S A M E R I C A , A K I Y O , and C A R P H O N E , respectively. As 

expected, when no protection is applied, both the V L C and the semi-fixed-

length coding methods lead to significantly lower PSNR and subjective quality 

levels. Employing E E P for the VLC-based coder improves the performance 

at the lower BERs. However, the performance degrades significantly at the 

higher BERs. Clearly, U E P applied to the semi-fixed-length codes provides a 
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PSNR vs BER for Aktyo at 9.6 kbps over a BSC 
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Figure 5.5: PSNR performance comparison between our coder and the V L C -
based coder for a binary symmetric noisy channel model as a function of bit 
error rate (BER) for the video sequence A K I Y O . 

substantial performance advantage, by as much as 6 dB at a 5% B E R . 

In order to illustrate the benefits of our method in a wireless environ­

ment, a simulated G S M error pattern2 is employed as the channel, model in our 

second set of experiments. This pattern consists of 37.5 seconds of transparent 

G S M data using the G S M standard, which employs a 1/2 rate convolutional 

coder punctured down to a 5/6 rate, and simulated in the Tu50 (Typical Ur­

ban 50 km/h) channel mode. Also in this set of simulation experiments, the 

sequences M l S S A M E R I C A (10 fps), A K I Y O (10 fps) and C A R P H O N E (5 fps) 

are coded at an overall code rate of 9.6 kbps. The source-channel coding simu­

lations for each Carrier power to Interferer power ratio, or j , is repeated more 

2 The error pattern was provided by Telia Research A B , and it is currently used within 
the I T U - T international standardization community for testing purposes. 
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Figure 5.6: PSNR performance comparison between our coder and the V L C -
based coder for a binary symmetric noisy channel model as a function of bit 
error rate (BER) for the video sequence CARPHONE. 

than 100 times, and the average PSNR value is recorded. Table 5.5(b) lists the 

source coding and channel coding rates for the semi-fixed-length coding and 

V L C methods, both designed for burst channel errors. Our experiments have 

shown that more error protection is necessary for the header part of the semi­

fixed-length coder to alleviate the effects of burst errors. Simulation results 

are shown in Figs. 5.7, 5.8, and 5.9 for the video sequences Miss AMERICA, 

A K I Y O , and CARPHONE, respectively.. Again, U E P applied to the semi­

fixed-length codes provide substantially better overall PSNR performance as 

compared to E E P applied to V L C , by as much as 6 dB at a j ratio of 9 dBm. 

At high f (very low B E R ) , our method performs slightly worse than the V L C 

method. This can be explained by the fact that the V L C method performs 
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Figure 5.7: PSNR performance comparison between our coder and the V L C -
based coder for a G S M channel model as a function of carrier power to inter-
ferer power ratio ( j ) for the video sequence Miss AMERICA. 

Figure 5.8: PSNR performance comparison between our coder and the V L C -
based coder for a G S M channel model as a function of carrier power to inter-
ferer power ratio (y) for the video sequence A K I Y O . 
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PSNR vs C/l for Carphone at 9.6 kbps over a G S M channel 

17 

1 I 1 I 

O u r h 
G e VLC 

9 10 11 12 13 14 15 16 17 18 
C/l (dBm) 

Figure 5.9: PSNR performance comparison between our coder and the V L C -
based coder for a G S M channel model as a function of carrier power to inter-
ferer power ratio ( j ) for the video sequence CARPHONE. 

slightly better than ours in a noiseless environment (which is essentially the 

same environment at high y) . 

Subjective quality improvements are also significant. Loss of synchro­

nization due to channel errors usually localizes the decoding errors, often mak­

ing the decoded video sequence unusable. This is mainly due to the loss of 

a whole sequence of macroblocks. Of course, the sequence length depends 

greatly on the frequency of synchronization markers. Adding a few protection 

bits to the header in our coder can eliminate the potentially catastrophic be­

havior of a VLC-based coder, where a large number of whole macroblocks in a 

P-picture can be lost, that is, until the next synchronization marker is found. 
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5.4 Summary 

We have presented an efficient motion vector coding method that increases 

channel error resilience, with very little loss in PSNR performance and no 

loss in subjective quality in a noiseless environment. The proposed method 

produces a new motion vector code structure that is robust with respect to 

input video statistics by allowing half-pel motion vectors and relatively large 

search areas. In a noiseless environment, the proposed method yields essen­

tially the same levels in PSNR and subjective quality as compared to H.263's 

VLCs . However, the semi-fixed-length coding method can be used in conjunc­

tion with an unequal error protection coder, leading to higher channel error 

resilience. To illustrate this, the proposed method was tested using both a 

BSC model and a G S M fading channel model, providing substantially better 

overall PSNR performance. 
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Chapter 6 

Error Resilience: Optimal Intra 

Coding of Blocks 

6.1 Introduction 

The inter picture predictive coding employed in video compression algorithms 

lends itself to inevitable temporal error propagation. Coding complete video 

frames in the intra mode is an effective method to stop temporal error propa­

gation. Unfortunately, intra coded frames require many more bits than inter 

coded frames, yielding undesirable long delays when transmitting video over 

a fixed bit rate channel. Therefore, higher performance levels are expected by 

intra coding only some of the blocks within a frame. While intra coding of 

blocks is still very expensive in terms of bits, we will see that it is effective 

in terms of error recovery. In fact, very good tradeoffs between compression 

efficiency and error resilience can be achieved. 
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Randomly choosing to code blocks in all frames in the intra mode at 

a certain frequency may introduce unnecessary redundancy. However, this 

method provides a simple and efficient method to improve error resilience. In 

order to only intra code blocks that cannot be appropriately concealed at the 

decoder, we develop a rate-distortion (RD) optimized mode selection method 

that employs both the error concealment distortion and the quantization dis­

tortion in the minimization criterion [87]. When a video encoder is aware of 

the concealment technique used by the decoder, it can perform the same error 

concealment at the encoder and choose the coding mode (inter/intra) that 

yields the best RD tradeoffs. The concealment distortion for a video block is 

weighted by the probability that this block is lost during transmission. The 

performance of this method is directly affected by the effectiveness of the error 

concealment method used, but the described techniques are applicable to any 

error concealment method. In [88], Lee proposes a multiple description tech­

nique to protect blocks that are badly concealed. The performance pf the error 

concealment is measured in terms of incurred distortion, without taking into 

account the incurred rate for the added redundancy of the second description. 

Considering the rate in the cost function considerably improves performance. 

The rest of this chapter is divided as follows. First, we evaluate the 

effects of random intra updating on the performance of the video coding system 

in error prone environments. We follow with a description of the proposed intra 

updating method using RD optimized mode selection. Finally, experimental 

results are presented using different block loss rates1. 
1 Block loss rates can be evaluated from the packet loss rates, or they can be estimated 
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6.2 Random Intra Coding of Blocks 

In a typical low bit rate video sequence, errors in many blocks can efficiently 

be concealed. Therefore, randomly intra coding all blocks in a frame would 

not be efficient. We propose an intra coding pattern where only blocks that 

contain texture information (i. e. excluding blocks that are skipped or only 

motion compensated) are intra coded. Therefore, most of the active regions 

and/or regions of interest will then be intra updated. 

Randomly updating blocks using the intra coding mode to achieve error 

resilience has been proposed before (see Section 3.3.3). However, previous 

intra updating methods do not consider network conditions. In this thesis, we 

develop a relationship between the probability that a block is corrupted by 

errors, p, and the intra updating frequency, Ifreq, based on our experimental 

results. To obtain this relationship, we encode different video sequences with 

a fixed bit rate and vary the intra block refresh rate, and record the decoded 

PSNR over four different block loss rates p = 0%, 5%, 10% and 20%. In this 

thesis, decoder Y - P S N R results are presented as an example for the sequence 

P A R I S encoded at 64 kbps in Fig. 6.1. Using all ITU-T video test sequences 

and for a wide range of bit rates (32-512 kbps), it can be observed that the 

optimal intra updating frequency (i.e., the intra block updating frequency 

resulting in the highest PSNR for a given value of p) can be approximated by 

/ / r e , = - • (6-1) 
P 

For example, for a probability of block loss p of 20%, each candidate coded 

from bit error rates, as seen in Chapter 4. 

124 



block should be updated once in every 5 coded frames. 

We evaluate the performance of the proposed random intra refresh pat­

tern and frequency for a given probability of block error, p, with the error 

concealment method described in Section 3.6 at the decoder. Results are pre­

sented for the video sequences F O R E M A N , PARIS, and CONTAINER in Figs. 

6.2, 6.3 and 6.4, respectively, where C O N means that concealment is used 

at the decoder and I-MB means that random intra macroblock updating is 

used at the encoder. It can be observed that intra coding alone or error con­

cealment alone yields different performance levels, depending on the video 

sequence. Combining random intra coding and error concealment at the de­

coder improves significantly the video reproduction quality, by as much as 7 

dB at a probability of block error p of 20% for the considered video sequences. 
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6.3 RD Optimized Mode Selection in Error 

Prone Environments 

In this section, we present an R D optimized mode decision algorithm for er­

ror prone networks. We first describe different distortion measures that take 

into account the temporal error propagation process. We then present the 

Lagrangian minimizat ion method and determine a suitable value for the La­

grangian parameter. 
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Figure 6 . 4 : Performance of the random intra updating with/without error 
concealment for the video sequence CONTAINER. 
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6.3.1 Computation of distortion 

We need to evaluate the distortion caused by quantization and concealment 

errors in a video frame, taking into consideration error propagation due to 

inter picture prediction. Three different methods for estimating the decoder 

distortion are introduced. 

Since channel errors are random, it can be very difficult to evaluate the 

effects of error concealment on the video reproduction quality. Moreover, the 

human visual system is more sensitive to rapid spatial or temporal changes 

than to slowly varying changes. Error concealment can often produce quick 

variations, spatially at block boundaries where error concealment is applied, 

as well as temporally. Therefore, analytical measures of distortion such as 

SSE do not always accurately represent the subjective quality. However, this 

metric is tractable and easy to compute. Thus, it is employed to estimate the 

perceived distortion at the decoder. 

We refer to the video encoder and decoder block diagrams in Fig. 2.1 

and 2.2, respectively, and estimate the perceived distortion at the decoder. The 

input video block xn at time n2 is first predicted from the motion compensated 

block in the previous frame, y„_i, resulting in an error block en. Assuming an 

error free channel, rn = sn, yn = yn and the only lossy stage is quantization. 

Thus, the error between the encoded signal and the decoded signal is yn — 

xn = qn, where qn is the quantization error. However, if an error occurs 

during transmission, the received block rn will be corrupted and concealed 
2 W e abbreviate the pixel values (k, I) for a block at spatial location and at time n, 
ij(k,l), with 
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during the decoding process. Thus yn = c n , where cn represents the pixel 

values of the block used for concealment. In this case, the error for the next 

block predicted from the previously concealed one, assuming this next block 

is received correctly, will be yn - xn = qn + (yn-i ~ Vn-i) = <7n + (c n _i - yn-i), 

where (c n_! — yn-i) is the concealment error. Depending on the coding mode, 

inter/intra, and the probability that a video block is lost and concealed, p, we 

can estimate the pixel values of the received block. For the intra mode, we 

obtain 

yn \mode=intra = (1 — P)Vn + Pcn- (6-2) 

For the inter mode, temporal error propagation will occur as described above, 

and we can estimate the pixel values of the received block as 

^n \mode=skip,inter — (1 P)(^n "f" Vn—l) ~\~ P^n- (^-3) 

A concealed video frame containing the pixel values yn is stored at the encoder. 

The filtering operations such as half pel motion estimation and loop filters are 

applied to these concealed pixels in the same manner as the correct pixels. 

The video encoder still employs the correct pixel values yn as prediction for 

future frames. The use of yn at the encoder would result in high mismatch 

between the encoder and decoder prediction frames, and poor reproduction 

quality would result, especially if this same bit stream were transmitted over a 

channel with lower error rates than assumed by the encoder. We then estimate 

the decoder distortion at spatial location using the SSE as a distortion 

measure 

D1 = SSEl = jr (on^k, I) - yn,tJ(k, 0)2, (6.4) 
l,k=l 
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where on>ij(k, I) represents the original pixel values of the block, and N is the 

size of the block. As we will see later, this method offers poor performance 

at low bit rates, because the difference between the estimated pixel values, 

yn, and the error free reconstructed pixel values, yn, can be relatively small 

when quantization is coarse. This can be explained by the fact that at low 

bit rates, the concealed pixel values, cn, can be very close to the reconstructed 

pixel values, yn, and that weighted incorporation of cn does not accurately 

represent the actual subjective quality. 

Better performance may be possible by weighting the concealment dis­

tortion itself instead of averaging pixel values. This is possible because, when 

computing the total coding distortion, we can consider quantization errors, and 

errors due to prediction from a concealed block, separately. For a given video 

block, we denote Dq as the distortion caused by quantization, and D c o n c e a i as 

the distortion caused by error concealment. These distortions are, respectively, 

N 

Dq = SSEq = Y_ {°n,i3{k, I) - yn,ij(K 0)2> a n d (6-5) 

N 

Dconceai
 =
 SSEconcea\ = ^ ] (yn,ij(0 cn,2'j(&?0) • (6-6) 

k,l=l 

For the block under consideration, two distortions are computed: the coding 

distortion Dcociing and the concealment distortion DconCeai- Then, Dcoding is 

weighted by the probability (1 — p) that this block is received, and D c o n c e a i 

is weighted by the probability p that the same block is lost and concealed 

at the decoder. D c o n c e a i is the distortion incurred by concealing the block 

being considered using the concealment method assumed by the encoder and 

is constant for all coding modes considered. For each coded block, DconCeai is 
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stored and used for the computation of Dcoding in subsequent frames. Dcoding 

is the coding distortion and includes the incurred distortion from predicting 

from already concealed blocks. Dcoding depends on the coding mode considered. 

For the intra mode, the distortion Dcoding is the same as the error free coding 

distortion. For the skip and inter modes, Dcoding is the quantization distortion 

plus the concealment distortion of the block(s) from which it is predicted. More 

precisely, for the considered block in Frame n at position we obtain 

Dcoding(n,(i,j),mode) = Dq(n,(i,j),mode) + (6.7) 

p(n - 1, (i + Vi,j + Vj))D conceai (n + ViJ + Vj)). 

The distortion D c o n c e a i ( n — 1, (i + v^j + Vj)) represents the concealment distor­

tion of the block in the previous frame (re — 1), at the current spatial location 

displaced by the motion vector v — (v{,Vj). The value of p may be con­

stant, but it can also vary. For example, p may vary over time due to network 

feedback. It can also vary for different spatial locations if the size of the slice 

varies (measured in number of bits per slice) and is employed to determine 

the value of p (see Section 4.2). In this case, the value of p can be constant 

if the block size and/or the slice size remain constant, or it will vary if the 

block size and/or the slice size vary. Therefore, we denote p as a function of 

the frame number n and spatial location The motion vector v is set to 

(0,0) for the skip mode case, and it is set to the motion vector of the consid­

ered block for the inter mode case. For the intra mode, only the quantization 

distortion contributes to the coding distortion. The overall distortion, _D2, is 
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Frame ra — 1 ra — 2 n — 3 ra — 4 ra — 5 

Figure 6.5: Error propagation tree due to error concealment. 

then obtained: 

D2(n,(i,j),mode) = (l-p(n,(i,j))Dcoding(n,(i,j),mode)+ (6.8) 

P(n, (i J))Dconceal(n, 

The accuracy of this distortion measure can be improved by considering 

error propagation beyond the previously coded frame. Fig. 6.5 represents a 

tree of the probability that a coded block at time ra be predicted from a 

corrupted block in the previous frame considering that errors will propagate 

due to the predictive process of motion compensation. More precisely, for the 

considered block in Frame ra at position (x,y), we can obtain 

D3(n,(iJ),mode) = (l-p(n,(i,j))Dq(n,(x,y),mode) + (6.9) 
N 

J2p{n-k,(i + Vi,j x (6.10) 
Jk=l 
DConceal{n - k,(i + V{, j + Vj)) + (6.11) 
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P(«> ih j))Dconceal (n, 

where Dq represents the quantization distortion. The distortion Dconceai(n — 

k,(i + Vi,j + Vj)) represents the concealment distortion of the block in the 

previous frame (n — k time intervals before the current frame, at the current 

spatial location (i,i) displaced by the motion vector v = (vi,Vj). The motion 

vector v is set to (0,0) for the skip mode case, and is set to the motion vector 

of the considered block for the inter mode case. The maximum number of 

frames considered, N, is set to the number of coded frames since the last intra 

coded block at the current spatial location. 

In order to obtain p(n—l, (i+Vi,j+Vj)) and DconCeai{n-l, (i+Vi,j+Vj))3, 

we use the stored values of p{n — 1, and DConceai{n — 1, (hj)) computed 

for the previous frame. The DconCeai(n — 1) {h j)) value is the constant (with 

respect to the mode) concealment distortion values at (u,-, Vj) = (0, 0) in frame 

(n — 1). We assume a maximum motion vector range of (±16, ±16), and a 

block size of 16 x 16. We compute D C o n c e a / ( « — 1, (i + Vi,] + Vj)) by weighting 

the distortions of the surrounding blocks in the previous frame that overlap 

with the motion compensated block, as illustrated in Fig. 6.6. For each of 

the surrounding blocks numbered 1 to 9, a weight wn,n = 1,...,9, which is 

proportional to the overlap area, is computed. These weights are presented in 

Table 6.3.1. We then obtain 

p(n - 1, (i + Vi,j + Vj))D COnceal {n ~ 1, (i + ViJ + Vj)) = (6.12) 

3 The same procedure is employed to compute the recursive concealment distortion, 
TY 

conceal' 
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conceal 
1=1 

where represents the block / overlapping the considered block at position 

as shown in Fig. 6.6. The values'of w(l) are set to zero if the conditions 

in Table 6.3.1 are not met, i . e., if the block used for prediction does not 

overlap with the block represented by the weight w(l). 

6.3.2 Lagrangian minimization 

Using one of the distortion measures described in the previous section, we 

present the Lagrangian minimization procedure for error prone networks and 

obtain a suitable value for the Lagrangian multiplier. Three coding modes 

are considered: skip, inter, and intra. Independently for every block at the 

spatial location and in Frame n, we choose the mode that minimizes the 

Lagrangian given by 

Jmode(n, = Dmode(n, (i,j),mode) + XmodeR(n, (i,j),mode), (6.13) 

that is, we choose the coding mode that yields the best RD tradeoffs for the 

block. The distortion D m o a e is calculated as described above, and R is the 

incurred rate of coding the block. Using 

Xmode = C >< (f) (6-14) 

has been shown to provide good RD tradeoffs [42], where Q is the quantization 

step size of the block. The quantization parameter (QP) in H.263 is defined 

by QP = ®. In order to find the optimal value of c, we follow the same 
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Figure 6.7: The Lagrangian parameter Xmode versus the H.263 quantizer pa­
rameter QP for different probability of block loss rates p. 

procedure described in [42]. That is, for a fixed value of \ m o d e , the quantizer 

parameter value QP that minimizes Eq. 6.13 is recorded. This procedure 

is repeated over a range of Xmode such that all QP values are covered. For 

the modes considered, we obtain c(skip, inter, intra) = 0.45 in an error free 

environment. In order to obtain an appropriate value of lambdamocie for an 

error prone environment, we repeat this for a range of p. We employ D3 as 

the distortion measure Dmode- We obtain 

where AA(p, Q) depends on the probability of block error as well as the quan­

tizer step size. Experimental results for the video sequence F O R E M A N are 

presented in Fig. 6.7. Similar results are obtained with other video sequences. 

It can be observed that the dependencies between \ m o d e

 a n d p are negligible. 

(6.15) 
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Therefore, the effects of p on Xmode are not considered in the mode selection 

process, and AA(p, Q) of Eq. (6.15) is set to zero. 

Using this above minimization, good RD tradeoffs can be achieved sub­

ject to the probability of error and concealment constraints. The error conceal­

ment method will directly affect the mode decision. A better error concealment 

method than the one employed here will yield better RD performance given 

the same probability of error rate. Note that, by minimizing Eq. (6.13), blocks 

that are compensated from well-concealed ones in the previous frame will most 

probably not be coded in the intra mode. 

6.3.3 Complexity of the proposed method 

The proposed mode selection algorithm requires additional encoder complex­

ity. First, the decoder error concealment must be performed at the encoder for 

each block and the incurred concealment distortion must be computed. Then, 

for the each of the coding modes considered (skip, inter, and intra), the blocks 

must be predicted, transformed, and quantized. The corresponding distortion 

(considering concealment) and coding rate must then be computed for the La­

grangian minimization. For example, in our implementation, encoding time 

is increased by a factor of roughly 2.5:1 on a Sun Sparc workstation (when a 

fast motion estimation algorithm [28] is employed). Of course, no additional 

decoder complexity in incurred. 
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6.4 Performance of the Proposed Method 

In this section, we present results of the proposed RD optimized mode decision 

algorithm and evaluate the performance of the different distortion measures. 

We compare the results to those of the random intra updating method. GOB 

synchronization and decoder error concealment is employed in all cases. 

Results are presented in Fig. 6.8 for the video sequence F O R E M A N , and 

in Fig. 6.9 for the video sequence N E W S , for a block probability of error p of 

(a) 10% and (b) 20%. As expected, using block distortions (D 3 ) rather than 

pixel values (-Di) provides superior reproduction quality at the decoder. Over 

1.5 dB improvement is achieved over the random intra updating method in all 

considered cases. The performance improvement increases as the available bit 

rate increases. This is because the cost of intra coding reduces as the bit rate 

is increased, and better error resilience can be achieved. The performance of 

the use of distortion Di approaches that of the use of D3 at higher bit rates, 

but the use Dz always outperforms any other distortion measure. Therefore, 

we employ this distortion measure for RD optimized mode selection in the rest 

of this thesis. The use of distortion D2 provides reasonable performance at re­

duced complexity. In this case, only the last computed concealment distortion 

needs to be stored and the estimated pixel values yn need not be computed. 

This distortion measure may be more appropriate for low complexity imple­

mentations. 
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Figure 6.8: Performance of the proposed mode decision with different distor­
tion measures for the video sequence F O R E M A N and for a block loss rate of 
(a) 10% and (b) 20%. 
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Figure 6.9: Performance of the proposed mode decision with different distor­
tion measures for the video sequence N E W S and for a block loss rate of (a) 
10% and (b) 20%. 
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6.5 Summary 

In this chapter, we presented a rate-distortion optimized mode decision for 

error prone environments. The proposed method takes into account the prob­

ability that a block is lost during transmission and concealed at the decoder. 

It was shown that the proposed method performs substantially better than a 

random intra updating method, and that the performance highly depends on 

the adopted distortion measure. We presented three different distortion mea­

sures, and we have shown that a measure that weighs the block distortions, 

rather than concealed pixel values, provides better performance. 
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Chapter 7 

Performance of the Proposed 

Algorithms: Internet 

7.1 Introduction 

The Internet does not guarantee any QoS, which results in high packet loss 

rates, variable delays, etc. In this chapter, we present different video packeti-

zation methods suitable for real-time interactive video communication appli­

cations and evaluate their performance. The use of bit-oriented error resilience 

methods (e.g., semi-fixed-length coding, placement of synchronization mark­

ers) for packet-based network is not applicable. Therefore, we only incorpo­

rate the RD optimized intra updating method of Chapter 6 with the proposed 

packetization methods and present simulations results in the last part of this 

chapter [89]. 
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7.2 Transport of Video over the Internet 

Video communication over the Internet can be divided into two broad cate­

gories: interactive two-way communication and non-interactive store-forward 

communication. Interactive communication requires low end-to-end delay. 

Internet-based Videotelephony and Videoconferencing are good examples of 

such applications. Non-interactive communication applications can sustain 

reasonable end-to-end delay in the order of up to a few seconds, as long as 

continuous playout of the video stream is possible. Typical examples include 

Internet video streaming, and most forms of surveillance applications. In this 

section, we first introduce the transport of video for different Internet ap­

plications, and we then propose different packetization methods suitable for 

real-time applications. 

7.2.1 Non-interactive applications 

From a transport point-of-view, non-interactive video communication is a rel­

atively simple problem. In a point-to-point scenario, a possible protocol hier­

archy could consist of T C P / I P [90, 91] for the transport of video information 

and RTP [92] for providing timing information. Such a R T P / T C P / I P protocol 

combination would allow for an extremely low packet loss rate if the playout-

delay is long enough to give T C P time for almost all re-transmissions. In a 

multipoint or broadcasting scenario, either reliable multicast protocols or a 

simpler method similar to the one presented next for interactive applications 

could be employed in order to guarantee reasonable performance. 
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7.2.2 Interactive and real-time applications 

Interactive communication requires low end-to-end delay, and thus cannot 

rely on end-to-end re-transmission protocol algorithms. The introduced re­

transmission delay is, in case of an IP packet loss, at least three times that 

of the one-way transmission delay, since the packet loss has to be signaled 

(by the arrival of a packet with a higher than expected sequence number, or 

by timeout), the re-transmission has to be requested and the re-transmission 

itself has to take place. For many off-campus Internet connections involving 

more than a few routers, an end-to-end transmission delay of 100 ms or more 

can be assumed on the routing layer, leading to 300 ms or more on the appli­

cation layer after a single re-transmission. Adding an assumed typical video 

coding/decoding delay of 200 ms, the end-to-end delay from a user's point of 

view results in half a second. This is clearly too high for useful interactive 

two-way communication. 

Clearly, a transport protocol not based on re-transmission has to be 

employed. The majority of today's Internet-based video communication sys­

tems employ the user datagram protocol (UDP) [90]. As a datagram protocol, 

UDP's major functionality is the application addressing. It does not perform 

any improvement in the transmission quality of service, with the exception of 

an (optional) C R C check to ensure the integrity of the payload data. In a typ­

ical environment, U D P packets arrive at the receiver often with a substantial 

packet loss rate, due to the lack of re-transmission. Recent research has shown 

that loss rates of 20% or more are common for many public Internet connec-
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tions [93, 94, 95]. On top of UDP, the real-time transport protocol (RTP) is 

employed to provide some real-time application-layer information such as a 

playout time-stamp and data type. RTP consists of a payload and a control 

part called RTCP. The data part of RTP is a thin protocol providing support 

for applications with real-time properties such as continuous media (e.g., au­

dio and video), including timing reconstruction, loss detection, security and 

content identification. R T C P provides support for real-time conferencing of 

groups of any size within an intranet. RTP packets may carry in their payload 

either the media data directly, as it is done for most types of coded audio, or a 

payload specific additional header may be necessary. The payload header for 

H.263 video coding is defined in RFC2429 [77]. The video conferencing stan­

dard for an IP-based network is defined in the ITU-T Recommendation H.323 

[96]. In this standard, video is transported separately on its own logical chan­

nel using RTP on top of UDP and IP. In this thesis, such an I P / U D P / R T P 

protocol hierarchy is assumed for the transport of video over this Internet. 

Most of the key functionalities enabled by this payload header are used by the 

packetization methods proposed next. 

7.3 Video Packetization for the Internet 

A typical Internet "video packet" consists of header information for IP, UDP, 

RTP, the RTP payload header, and the payload data itself. The size of those 

headers is quite substantial. As a minimum, we need 20 bytes for IP, 8 bytes 

for UDP, 12 bytes for RTP, and a variable number of bytes for the RTP 
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payload header. Given a minimum amount of 40 bytes of header information 

for each video packet, there is a need to produce video packets as large as 

possible to minimize packetization overhead. However, two upper bounds on 

the video packet size have to be considered. First, transmitting more than 

one picture in a single packet is not recommended due to delay constraints. 

Second, the typical Maximum Transfer Unit (MTU) size of IP packets has to be 

considered. While all the mentioned Internet protocols do allow for packets of 

up to 64 Kbytes, the M T U size is usually assumed to be much smaller - around 

1500 bytes. The reason for this number lies in the history of packet networks, 

especially Ethernet-type local area networks. On an Ethernet, every IP packet 

exceeding 1500 bytes has to be split into at least two Ethernet packets, thus 

effectively doubling the IP packet loss rate for a given Ethernet packet loss 

rate. Although the Ethernet is no longer relevant for long-distance Internet 

connections, many router implementations still seem to use split/recombine 

algorithms for packet sizes larger than the M T U size [95]. 

Given a maximum video packet size of approximately 1450 bytes, or 

11600 bits per packet, one coded picture could easily fit into one packet for 

most current applications. For example, at 10 frames per second, the bit rate 

when using the full maximum payload size of a packet would be 116 kbps 

on a bit-oriented channel, which is more than enough for good quality QCIF 

or even CIF video sequences. At higher frame rates, the bit rate would be 

correspondingly higher, so that, at 30 fps, 348 kbps would be the upper limit 

using a single picture per packet and an MTU-size of 1450 bytes. 
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A l l the above numbers suggest a general rule for minimum overhead 

packetization that can be expressed in one picture per video packet. However, 

when applying this rule, a single packet loss means the loss of a whole coded 

picture. From an error resilience point of view it would be desirable to divide a 

coded picture into a large number of packets to keep the spatial area affected by 

a packet loss as small as possible. In the next section, we present two standard-

compliant packetization methods which yield optimal tradeoffs between error 

resilience and overhead reduction. 

7.3.1 Packetization of H.263 using RFC2429 

Even if bit errors do not occur in the Internet, synchronization markers are 

still necessary in case of packet losses in order to maintain spatial synchro­

nization at the decoder. As shown in Chapter 4, uniform spatial synchroniza­

tion outperforms uniform bit synchronization. In this section, we present two 

packetization methods using uniform spatial synchronization suitable for the 

Internet. 

Error concealment is most effective when information surrounding the 

missing video packet is still available. Therefore, we limit the maximum size of 

a video segment to one GOB. The most straightforward packetization method 

is to put each GOB into one video packet, leading to an overhead of 40 bytes 

per G O B . This overhead is significant but may be justified by the error re­

silience gained, and it can be lowered by using I P / U D P / R T P header compres­

sion on the critical, bandwidth limited link between the terminal and the first 
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router. 

We propose an alternative packetization method that lowers the packe­

tization overhead, but at the same time still provides high error resilience. We 

would like to packetize more than one GOB into a single packet, while keeping 

a maximum video packet size of one picture. A solution is a simple interleav­

ing method that consists of packing all even GOBs into one packet, and all 

odd GOBs into another one. This leads to two packets per picture and eases 

concealment of all macroblocks of a picture if only one of those two packets 

is lost. The constant packetization overhead (consisting of the I P / U D P / R T P 

headers, 40 bytes per packet in total) is 80 bytes per coded picture, at any 

spatial resolution. This is substantially lower than in the case of one GOB per 

packet, where the overhead is 320 bytes per picture at QCIF resolution. 

Note that the 2-byte minimum RFC2429 header has no impact on the 

overhead, because the use of this header allows for the deletion of the 16 bit 

Picture Start Code or GOB Start Code that precedes each picture/GOB in 

H.263. This codeword, used in bit-oriented environments for synchronization, 

is represented by a single bit in the RFC2429 header and is thus deleted from 

the video bit stream during the packetization. Other parameters of the GOB 

header that allow for spatial synchronization at the decoder remain present. 

When using the above packetization method three different situations 

can occur at the receiver, depending on the packet loss situation: 

• Both packets are received. In this case the de-packetizer will re-arrange 

the GOBs into their original order and feed them to the decoder. 
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• Only one packet is received. Immediately after detection (performed 

by RTP due to either a timeout or the detection of a wrong sequence 

number) the received video data is fed to the decoder. The decoder 

detects missing information using the GOB numbering information and 

applies error concealment. 

• Both packets are lost. No data is available for decoding. The video 

decoder can learn by out-of-band signaling about this condition, which 

can be easily detected by RTP mechanisms using the sequence numbers. 

The decoder can request a full intra frame, employ reference picture 

selection, or perform temporal interpolation. In our case, the decoder 

ignores the above information and relies on our intra block updating 

method for error recovery. 

7.4 Simulation Results 

In this section, we first evaluate the performance of the two packetization 

methods proposed above, namely the one GOB - one packet and the one 

picture - two packets methods, for different packet loss rates (PLRs). Second, 

we evaluate the performance of the intra updating algorithm presented in 

Chapter 6 in an Internet environment. 

We assume that packet losses occur randomly. There are contradictory 

reports on the burstyness of packet losses. However, even when packet losses 

are bursty, such bursts do not seem to have a long enough duration to lead to 
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Available Packetization Video Y - P S N R 
Bit Rate Bit Rate Bite Rate 
64 kbps 0.0 kbps 64.0 kbps 31.54 
64 kbps 6.4 kbps 57.6 kbps 31.07 (1) 
64 kbps 28.8 kbps 35.2 kbps 29.04 (2) 
128 kbps 0.0 kbps 128.0 kbps 34.68 
128 kbps 6.4 kbps 121.6 kbps 34.53 (1) 
128 kbps 28.8 kbps 99.2 kbps 32.56 (2) 

Table 7.1: Example of possible PSNR degradation due to packetization meth­
ods: (1) one picture - two packets and (2) one GOB - one packet, for the video 
sequence F O R E M A N . 

bursty errors in video traffic, since pictures arrive only every 1 /10th of a second 

when encoding at 10 frames per second. Therefore, it is reasonable to assume 

a random error pattern model. For each P L R considered, 25 simulations are 

performed and the average luminance PSNR (Y-PSNR) is computed. The 

video source material is coded at a QCIF spatial resolution and a temporal 

resolution of 10 frames per seconds. 

7.4.1 Performance of the packetization methods 

As seen above, Internet video packetization requires a significant bit rate over­

head, but it can be justified by the improvement in error resilience. Table 7.1 

presents the effective PSNR degradation due to the reduced bit rate available 

after packetization for the video sequence F O R E M A N . Figs. 7.1 and 7.2 show 

the PSNR of the different packetization methods versus P L R for a channel bit 

rate of 50 and 150 kbps for the sequences F O R E M A N and N E W S , respectively. 

A random intra updating of 20% is employed in all cases. Note that the bit 
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Figure 7.1: Relative performance of the two packetization methods for the 
sequence F O R E M A N at different bit rates and PLRs. 

rates include the packetization overhead. The one GOB - one packet method 

requires an overhead of 28.8 kbps at QCIF resolution and 10 fps, which limits 

the lower video bit rate reasonably achievable for this packetization method. 

Thus, for low bit rates (e.g. Modem connections), this method cannot be used. 

But even for higher bit rates, the one picture - two packets method performs 

consistently better than the one GOB - one packet method. Therefore, the one 

picture - two packets method is employed in the simulation results presented 

next. 
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Performance of Different Packetization Schemes for the Sequence News 
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Figure 7.2: Relative performance of the two packetization methods for the 
sequence N E W S at different bit rates and PLRs. 

7.4.2 Performance of the R D optimized intra updating 

algorithm 

In this section, we present results for our RD optimized intra updating al­

gorithm described in Chapter 6, where the same decoder error concealment 

method described in Section 3.6 is used at the encoder and decoder. The 

value p can be obtained from the receiver report mechanism of R T C P [92]. 

We compare the RD optimized intra updating mechanism versus the random 

updating that is proposed in Section 6.2 and adopted by the ITU-T [97] for In­

ternet Test Model simulations. A random refresh pattern of 20% is used in all 

simulations. Packet Loss Rates (PLR) of 5, 10 and 20% are considered, which 

are typical of the public Internet [93]. We present results in Figs. 7.3 and 7.4 
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Figure 7.3: Performance of the random and RD optimized intra updating 
methods, (with error concealment) for the video sequenceFOREMAN. 

for the video sequences FOREMAN and COASTGUARD, respectively, coded at 

a channel bit rate of 64 kbps. We also present results for different bit rates in 

Figs. 7.5 and 7.6 for the video sequences FOREMAN and NEWS, respectively. 

Here, we consider three bit rates: 20 kbps and 50 kbps to simulate modem and 

ISDN dialup connections to an ISP, and 150 kbps to simulate high-bandwidth 

connections to the Internet backbone, or for L A N connections. A l l bit rates in­

clude network and video packetization overhead. By splitting the video frames 

into GOBs, additional coding penalties are incurred from both the size of those 

headers themselves and from predictive coding limitations (e.g., motion vector 

prediction). This has to be taken into account when comparing the PSNR 

values to those obtained by a coder optimized for a lossless environment. 

At 20% P L R , as much as 2.4 dB gain is achieved by the proposed RD 
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Figure 7.4: Performance of the random and RD optimized intra updating 
methods, (with error concealment) for the video sequence C O A S T G U A R D . 

20 ^ 
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Figure 7.5: Performance of RD-optimized mode decision for the sequence 
F O R E M A N at different bit rates and PLRs. 
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Y-PSNR versus Packet Loss Rate for the sequence News 
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Figure 7.6: Performance of RD-optimized mode decision for the sequence 
N E W S at different bit rates and PLRs. 

updating mechanism for bit rates of 150 kbps. The gain achieved by the RD 

intra updating method is due to the consideration of the error concealment 

technique at the encoder and the incorporation of the error rates in the video 

coding mode selection. Fig. 7.7 shows the Y - P S N R of the first 50 decoded 

frames of the sequence F O R E M A N coded at 64 kbps, at a P L R of 20% for 

random intra updating and the RD method. Clearly, our method consistently 

outperforms the random intra updating one in terms of PSNR. The subjective 

quality is also significantly improved, as seen in Fig. 7.8, where the decoded 

frame number 40 of the sequence F O R E M A N is shown. 

In the random updating case, every coded block is updated once every 

five frames. Using our method, only blocks significantly affected by packet 

losses and/or where error concealment fails will be more often intra coded. 
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Figure 7.7: Performance of the random and RD optimized intra updating 
methods (with error concealment) at a P L R of 20% for the first 50 frames of 
FOREMAN. 

These corresponding regions are usually of interest in a typical videophone or 

video conferencing application. Low activity regions and static backgrounds 

are usually well concealed, and need not be coded accurately. This can be 

observed in Fig. 7.8, where the background in the random updating case is of 

slightly better quality, but the facial expression in the RD optimized updating 

case is much better reproduced. In particular, the blocks representing the 

mouth of the person in the video sequence are correctly received in the RD intra 

updating case. In the intra updating method, this region is not intra updated 

and badly concealed, resulting in an incorrect lip position. At a 20% packet loss 

rate, our method still provides reasonable video reproduction quality, whereas 

the usefulness in the other reproduced video sequence is questionable. 
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Figure 7.9: Performance of the random intra updating method for several 
assumed PLRs versus the actual P L R for the video sequence F O R E M A N . 

The proposed method is, of course, somewhat dependent on the end-to-

end P L R . If a specific P L R is assumed by the encoder, that is different from the 

actual P L R , the resulting video quality will be degraded. In order to evaluate 

the effects of P L R mismatch, we encoded the video sequence F O R E M A N at 

an assumed P L R of 0, 5, 10 and 20% and a fixed bit rate of 64 kbps and 

simulated the transmission of each resulting video bit stream over a network 

with different actual PLRs. Results are presented in Fig. 7.9 for the random 

intra updating method and in Fig. 7.10 for the RD intra updating method, 

where the case of an assumed P L R of 0% is equivalent to the error-free RD 

optimization case. In the random intra updating method, a mismatch clearly 

affects the resulting video reproduction quality. However, the performance of 

our method is not affected significantly by the P L R mismatch, when PLRs of 

158 



—e— Assumed PLR = 0% 
— » — Assumed PLR = 5% 
—e— Assumed PLR = 10% 
— • — Assumed PLR = 20% 

—e— Assumed PLR = 0% 
— » — Assumed PLR = 5% 
—e— Assumed PLR = 10% 
— • — Assumed PLR = 20% 

—e— Assumed PLR = 0% 
— » — Assumed PLR = 5% 
—e— Assumed PLR = 10% 
— • — Assumed PLR = 20% 

"0 2 4 6 8 10 12 14 16 18 20 
Actual PLR 

Figure 7.10: Performance of the proposed method for several assumed PLRs 
versus the actual P L R for the video sequence F O R E M A N . 

5%, 10% and 20% are assumed. However, in the error free transmission case 

(actual P L R of 0%), the PSNR loss resulting from our method ranges from 0.8 

to 2.0 dB. Finally, the corresponding degradation in video quality is visible as 

coding artifacts, which are often less disturbing than concealment artifacts. It 

appears that, by assuming a P L R of 5%, the proposed method performs quite 

well for the whole range of actual PLRs. 

7.5 Summary 

In this chapter, we presented results for a standard-compliant video communi­

cation system for an Internet environment consisting of a R T P / U D P / I P trans­

port protocol stack. The system consists of video encoder with RD optimized 
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intra coding, decoder with error concealment, and a packetization method. 

The system was designed to allow for uni-directional, real-time communica­

tion, as' it does not rely on any feedback mechanisms other than information 

about the packet loss rate. This information can be obtained from the net­

work through R T C P receiver reports or can be assumed a priori. Nevertheless, 

the performance of our method is not significantly affected when the assumed 

packet loss rate differs from the actual one. In this situation, the proposed 

method clearly outperforms the random intra updating method. The com­

bination of the proposed algorithms for Internet video communication yields 

good quality of the reconstructed video pictures even at high packet loss rates 

such as 20%. 
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Chapter 8 

Performance of the Proposed 

Algorithms: Mobile Networks 

8.1 Introduction 

Transport of video over mobile networks can be characterized by a very low bit 

rate channel, highly time-variant bit error prone conditions, and the need of a 

low delay and low overhead transport protocol. In this chapter, we combine the 

spatial synchronization, semi-fixed-length coding of the motion vectors, and 

RD optimized intra updating, and evaluate the performance of the resulting 

system over bit error prone mobile networks [98]. We also evaluate the effect 

of en coder/channel and encoder/decoder mismatch in the joint optimization, 

for the algorithms that rely on such information. More precisely, we evaluate 

the effects on the video reproduction quality when the error rates assumed 

by the video encoder are different than the actual channel error rates and 
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when the error concealment method assumed by the video encoder is different 

than the error concealment method employed by the video decoder. Next, 

we introduce the transport protocol employed for video communications over 

mobile networks. 

8.2 Video Transport over Mobile Networks 

In a mobile environment, a terminal using the H.324 ITU Recommendation [99] 

is usually employed. Within this terminal standard, the H.223 ITU Recom­

mendation [100] is used for multiplexing. Control, audio and video information 

is multiplexed into one bit stream for transmission over a mobile channel. A 

Cyclic Redundancy Code (CRC) is employed for error detection in audio and 

video pay loads. A media packet in H.223 is called an Adaptation Layer Pro­

tocol Data Unit (AL-PDU) . An A L - P D U consists of an optional control field, 

the media payload, and checksum information. Audio data usually employs 

H.223 AL-2 while video usually employs H.223 AL-3. AL-2 and AL-3 payloads 

are appended with a 8-bit and 16-bit C R C , respectively. The C R C is used at 

the receiving end to verify the integrity of the data. Depending on the error 

handling capabilities of the video decoder, erroneously received video payloads 

may be processed or discarded. For mobile applications, we consider one AL-3 

P D U as a video packet. 

An A L - P D U is conveyed as one or more Multiplex Service Data Units 

(MUX-SDUs). MUX-SDUs from different AL-PDUs are multiplexed according 

to a Multiplexing Table. MUX-SDUs may be segmentable. MUX-SDUs form 
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Figure 8.1: Example of the packetization of one complete non-segmentable 
M U X - S D U into one M U X - P D U . 

the information field of the M U X - P D U . Fig. 8.1 shows an example of the 

packetization of one complete non-segmentable M U X - S D U into one M U X -

P D U . As a minimum overhead for video only communications, H.223 requires 

2-bytes for the AL-3 C R C , a 3-byte header for the M U X - P D U (with H.223 

Annex B) and a 2 byte M U X sync flag, for a total of 7 bytes. Therefore, a small 

A L - P D U may be usually employed, leading to much smaller video packets as 

compared to the Internet case. With H.223 Annex B , the Maximum Payload 

Length (MPL) of MUX-SDUs is 254 bytes. A M U X - S D U may be packetized 

into one or more M U X - P D U s . However, if a M U X error occurs for a given 

M U X - P D U , all other segments of a segmented M U X - S D U will be lost due to 

either a false error detection in the A L - P D U or a loss of synchronization in the 

video decoder. Therefore, it is preferable not to split AL-PDUs to reduce the 
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video packet loss rate. It is preferable to employ the scan order Slice Structure 

(SS) of H.263 for mobile applications, which allows the use of video packets 

that are as small as one image block in size. As an upper bound, the size of 

the slices must conform to the M P L restriction. 

In [101], an H.223 Annex B AL-3 multiplexing simulator is provided. 

The simulator receives video packets, simulates audio traffic, applies errors to 

the multiplexed bit stream according to an error pattern stored in a file, and 

outputs the packets with errors along with the checksum results. The possible 

loss of synchronization at the H.223 multiplex layer is also simulated, which 

will result in additional packet losses. Burst errors will most likely not corrupt 

two consecutive video AL-PDUs , since audio AL-PDUs are inserted between 

them. This simulator is employed for all simulation results presented in this 

chapter. 

8.3 Joint Optimization of Spatial and Tempo­

ral Synchronization 

The placement of synchronization markers (Chapter 4) and the RD optimized 

intra coding (Chapter 6) can be optimized independently. However, the de­

cision to insert a synchronization marker at the current macroblock location 

will affect the mode decision of this same macroblock. For example, the prob­

ability that a macroblock is in error employed by the mode decision method 

will be affected by the location of the synchronization markers. Better per-
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formance can be achieved by jointly optimizing the synchronization marker 

location and mode decision [43]. This is done by minimizing the overall La­

grangian J = Jmode + Jsync f ° r a U different sync G {0,1} and coding mode 

G {skip, inter, intra} cases. 

8.4 Simulation Results 

For the transmission of the encoded video bit streams, we employ the H.223 

simulation model described in Section 8.2. We drop all video packets for which 

the checksum indicates the presence of errors, except when semi-fixed-length 

coding of motion vectors is employed. In this case, corrupted data is passed to 

the video decoder, and the recovered motion vectors are employed during error 

concealment. For each error condition tested, 25 simulations are performed to 

obtain statistically significant results, and the luminance PSNR (Y-PSNR) is 

averaged over all coded frames and simulation runs. Video source material is 

coded at QCIF spatial resolution (176 x 144 pixels) and temporal resolution 

of 10 frames per second. We employ a channel bit rate of 64 kbps and assume 

that the video data occupies 75% of the bandwidth [82]. Therefore, all video 

sequences are coded at 48 kbps using rate control. We use our proposed 

H.263 Test Model for a mobile environment [82] to generate anchors, which 

are used for comparison purposes. These conditions include a 20% random 

intra updating, and the insertion of a sync marker at the start of every G O B . 
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Figure 8.2: Performance of the RD optimized spatial and temporal synchro­
nization methods for the sequence F O R E M A N . 

8.4.1 Performance over a binary symmetric channel 

We first evaluate the performance of the proposed methods using the simple 

binary symmetric channel (BSC). For a given average bit error rate (BER), 

this channel model is actually the worst model, yielding the highest probabil­

ity of error in a slice, as compared to a channel with correlated errors (burst 

errors). Results for the RD optimized spatial and temporal synchronization 

methods are presented in Figs. 8.2 and 8.3 for the video sequences F O R E M A N 

and N E W S , respectively. BERs of 1(T 5 ,5 x l ( T 5 , 1 0 - 4 , 5 x 1(T 4, and 1(T 3 

are simulated and results of the RD optimized spatial and temporal synchro­

nization methods are compared to those of the anchor model. The encoder 

employs the exact channel B E R for the value of Pe used in the computation of 

the slice error rate (SER). The SER value is employed for the RD optimization 
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Figure 8.3: Performance of the RD optimized spatial and temporal synchro­
nization methods for the sequence NEWS. 

of the slice location as well as the RD optimization of the intra coding. The 

same error concealment used by the decoder is assumed at the encoder. Both 

the anchor bit streams and the bit streams generated by the proposed method 

are reconstructed using the same video decoder, with the error concealment 

method described in Section 3.6. The RD optimized spatial and temporal 

synchronization methods improve significantly the video reproduction quality, 

especially in poor network conditions. Over a 3.5 dB improvement in quality 

is achieved at a B E R of 1 0 - 3 for the two considered sequences. 

We also evaluate the additional performance improvement of using the 

semi-fixed-length motion vector coding and present results in Figs. 8.4 and 

8.5 for the video sequences FOREMAN and NEWS, respectively. The motion 

vector data is protected in the same manner as described in Chapter 5, and the 
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overall bit rate includes the protection overhead. However, in the V L C coding 

case, motion vector data is not decoded and error concealment is applied using 

the predicted motion vectors. Using the semi-fixed-length coding of motion 

vectors, an additional 0.5 dB and 1.2 dB improvement is achieved at a B E R 

of 1 0 - 3 for the video sequence FOREMAN and NEWS, respectively. For highly 

active sequences (e.g., FOREMAN), a slight degradation in PSNR occurs at 

low BERs. This is due to the fact that an error in motion data may lead to 

the decoding of a motion vector that is far less accurate than the prediction 

motion vector, and this error propagates through motion vector prediction 

until the next synchronization marker is reached. At the higher BERs, the 

decoded motion vector becomes more accurate than the predicted motion vec­

tor, since many video blocks used for prediction may be corrupted and many 

more synchronization markers are inserted, reducing error propagation. 

Next, we evaluate the effects of a mismatch in B E R between the as­

sumed value at the encoder, Pe, and the actual channel B E R , for the RD 

optimized spatial and temporal synchronization methods. To do so, we en­

code video sequences at different assumed Pe and transmit them over a BSC 

with different values of BERs. Results are presented in Fig. 8.6 for the video 

sequence F O R E M A N and in Fig. 8.7 for the video sequence NEWS. On the av­

erage, the best performance is achieved when Pe used at the encoder matches 

exactly the network condition, which confirms the accuracy of the proposed 

model. The impact of the mismatch is worse at higher error rates. At a B E R 

of 10 - 5 , the mismatch incurs a distortion penalty of at most 0.5 dB. How-
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Figure 8.4: Additional performance improvement using semi-fixed-length cod 
ing of the motion vectors for the sequence FOREMAN. 

Figure 8.5: Additional performance improvement using semi-fixed-length cod 
ing of the motion vectors for the sequence NEWS. 
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Figure 8.7: Performance of the proposed method with encoder/channel mis­
match for the video sequence NEWS. 
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ever, at a B E R of 1 0 - 3 , the mismatch can degrade performance by as much 

as 5 dB. Assuming a higher Pe is always better than assuming a lower Pe. 

In some cases, assuming a higher Pe than the actual network B E R yields a 

slight increase in performance, especially at lower network BERs. This hap­

pens because the Lagrangian parameters Xmode and A S 3 / n c were obtained using 

a large set of video sequences and bit rates, and may not be optimal for a 

specific video sequence and bit rate. To compensate for the above effects and 

the possible feedback delays of the network, it is preferable to always assume 

worse network conditions at the encoder. 

Finally, we evaluate the effects of a mismatch between the error con­

cealment method assumed by the encoder and the one used by the decoder for 

the RD optimized spatial and temporal synchronization methods. We eval­

uate two error concealment (EC) methods: E C l , where the missing block is 

simply repeated from the previous frame, and EC2, where the median motion 

vector is employed to copy the motion compensated block from the previous 

frame. We use the correct channel B E R for the value of Pe at the encoder. 

Results are presented for the sequence F O R E M A N in Fig. 8.8. The resulting 

PSNR variation due to the error concealment mismatch is consistent across the 

range of tested BERs, except at very low BERs, where the error concealment 

method used at the encoder or decoder has almost no effect on the reproduc­

tion quality. The worst case happens when EC2 is assumed at the encoder 

and E C l is employed at the decoder. However, the mismatch effects on the 

reproduction quality are relatively small, more specifically less than 1 dB. For 
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Figure 8.8: Performance of the for the RD optimized spatial and temporal 
synchronization methods with encoder/decoder error concealment mismatch 
for the video sequence F O R E M A N . 

higher BERs, it is actually better to assume a worse error concealment method 

at the encoder than the one used by the decoder. In such a case, the only loss 

occurs at a B E R of 1 0 - 3 and it is less than 0.5 dB. 

8.4.2 Performance over a W C D M A network 

It is a difficult task to model a mobile network if one wants to account for 

all coding and channel parameters such as channel coding, interleaving, mod­

ulation, path loss, Rayleigh fading, mobile motion, etc [102]. From a user's 

perspective, mobile networks can be (simplistically) characterized by burst bit 

errors. Instead of trying to accurately model such a channel, we employ bit 

error patterns that characterize a specific mobile network. 
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Parameter Value 
User bit rate 64 kbps 
Carrier frequency 1.9 Ghz 
Info bit rate 65600 bps 

(inch 16 bit C R C on 640 bit blocks) 
l O - 3 and 10~4 Target B E R 
(inch 16 bit C R C on 640 bit blocks) 
l O - 3 and 10~4 

Doppler frequency 5.3, 70, 211 Hz 
(corresponding to vehicular speed of 3, 40 and 120 km/h) 

Number of processed frames 18000 (3 min) 
Interleaving 10 ms 
Coding Convolutional, rate 1/3, 

constraint length 9, code length: 656 bits, 8 tail bits 
Channel type Vehicular A 
Diversity 2 antenna branches, 4 R A K E fingers in each branch 
Chip rate 4.096 Mcps 
Spreading P D C H 16 

Table 8.1: Parameters for the generation of W C D M A error patterns. 

W C D M A (with convolution codes) error patterns provided in [103] for 

a user bit rate of 64 kbps are used in this second part of our simulations. Other 

error patterns are available from the ITU-T Study Group 16 (a. k. a. Multime­

dia Terminals and Systems Expert Group), in particular W C D M A with Turbo 

coded at 384, 128, 64 and 32 kbps in [104]. Turbo codes are usually better in a 

video communication system, since the average length in bits of a burst error 

in the received signal is greater than in the case of convolutional codes, thus 

affecting a smaller portion of slices for a given average B E R . The W C D M A 

error patterns employed in our simulations are generated using the parameters 

described in Table 8.1 [103]. The channel itself is modeled as Raleigh fading 

according to the popular Jakes' model [105]. A summary of the characteristics 
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Error file Doppler Average bit Average burst 
frequency (Hz) error rate length (bits) 

wcdma-1 5.3 1.35 x l O - 3 16 
wcdma-2 70 1.26 x l O " 3 17 
wcdma-3 211 9.73 x 10" 4 15 
wcdma-4 5.3 8.17 x 10~5 11 
wcdma-5 70 1.21 x 10~4 13 
wcdma-6 211 9.37 x 10~5 11 

Table 8.2: Characteristics of the W C D M A error patterns. 

of these error patterns is provided in Table 8.2, where the average burst length 

is calculated under the assumption that at least 8 error free bits exist between 

two consecutive bursts. The different Doppler frequencies have little effect 

on the video reproduction quality, since the average length of the bursts is 

always much smaller than the length of a slice. Therefore, we only employ the 

error pattern for a vehicular speed of 120 km/h, corresponding to a Doppler 

frequency of 211 Hz (error patterns wcdma-3 and wcdma-6). We compare the 

results of our proposed method to those of the anchors in Table 8.3. Anchors 

are generated as in the BSC case, i . e., with 20% random intra coding and 

one sync marker per GOB. For all sequences considered, our method always 

outperforms the anchor model. Gains in Y - P S N R ranges from 0.09 dB to 

2.06 dB. Moreover, our coder improves substantially error free quality in most 

cases, allowing the same bit stream to be transmitted on an error free chan­

nel with a better quality than the anchors. This is particularly important in 

the case of mobile video communications where parameters can be optimized 

for a worse case scenario (BER in deep fades, for example), and still provide 
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Sequence Error 
Pattern 

Y - P S N R (dB) 
Anchors 
(error free) 

Y - P S N R (dB) 
Our Method 
(error free) 

A P S N R 

FOREMAN wcdma-3 
wcdma-6 

26.11 (28.07) 
27.63 (28.07) 

26.63 (27.39) 
28.19 (28.48) 

+0.53 (-0.68) 
+0.44 (+0:41) 

HALL wcdma-3 
wcdma-6 

28.94 (31.06) 
30.57 (31.06) 

30.01 (32.87) 
32.63 (33.86) 

+1.07 (+1.81) 
+2.06 (+2.80) 

CONTAINER wcdma-3 
wcdma-6 

29.27 (31.09) 
30.70 (31.09) 

29.36 (30.63) 
32.10 (33.38) 

+0.09 (-0.46) 
+ 1.40 (+2.29) 

NEWS wcdma-3 
wcdma-6 

25.62 (30.24) 
28.68 (30.24) 

25.99 (29.94) 
29.91 (32.95) 

+0.37 (-0.30) 
+1.23 (+2.71) 

SILENT wcdma-3 
wcdma-6 

28.38 (30.75) 
30.23 (30.75) 

28.89 (30.78) 
31.27 (31.58) 

+0.51 (+0.03) 
+1.04 (+0.83) 

Table 8.3: Average Y - P S N R for the different sequences over a W C D M A net­
work. 

excellent video reproduction quality during normal network conditions. 

We show a visual example in Fig. 8.9 where the decoded frame number 

101 of the video sequence FOREMAN is shown for the different methods. A 

video communication system without any error resilience mechanism is obvi­

ously not acceptable, as illustrated in Fig. 8.9 (b). The GOB synchronization 

combined with random intra updating and decoder error concealment provides 

an acceptable quality level for bit error prone environments (Fig. 8.9(c)). How­

ever, the proposed coder provides excellent reproduction quality, as illustrated 

in Fig. 8.9 (d). The visual quality is comparable to the error free quality, 

shown in 8.9 (a). 
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8.5 Summary 

In this chapter, we presented results for the combination of the proposed al­

gorithms in a video communication system for mobile networks, that consists 

of a video encoder with RD optimized placement of synchronization markers, 

semi-fixed-length coding of motion vectors, and RD optimized intra updating, 

with a corresponding decoder with error concealment. The only non-standard 

compliant method is the semi-fixed-length coding of motion vectors. The sys­

tem was designed to allow real-time interactive communication, as it does not 

rely on any feedback mechanisms other than information about the bit error 

rates. This information can be obtained from the network or can be assumed 

a priori. Nevertheless, the performance of our method is not significantly af­

fected when the assumed bit error rate differs from the actual one. Assuming 

a worse bit error rate can improve the performance with little degradation 

when the actual bit error rate is lower. We also evaluated the mismatch effect 

between the error concealment method employed by the encoder and the one 

employed by the decoder. In this situation, the effects of mismatch are mini­

mal, and assuming a worse error concealment method provides slightly better 

results. Finally, we presented results for the binary symmetric channel as well 

as a W C D M A network. The combination of the proposed algorithms is shown 

to yield good video reconstruction quality even at high bit error rates such as 

i f r 3 . 
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Chapter 9 

Conclusions 

9.1 Thesis Contributions 

This work presented error resilience video coding methods that substantially 

improve the delivery of video on packet lossy and bit error prone networks. 

The resulting video communication systems exploit the video input statistics, 

channel condition knowledge, and information about the video decoder error 

handling capabilities to optimize the encoded bit stream for its transmission 

over error prone networks. 

Low bit rate video coding was introduced and we briefly summarized 

the H.263 video coding Recommendation. This very successful standard pro­

vides high compression efficiency and includes numerous video coding tools 

that allow a high level of flexibility. This video coding framework was em­

ployed throughout this thesis. Error resilience video coding contributions in 

the literature were then reviewed. 
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We first proposed a method to improve spatial synchronization by op­

timizing the placement of synchronization markers. A new distortion measure 

that takes into account source coding and error concealment distortions was 

introduced. Based on the new distortion measure and the error rate of the net­

work, we proposed a rate-distortion optimized synchronization marker place­

ment algorithm which can effectively determine the frequency and location of 

synchronization markers. 

Next, we presented a semi-fixed length coding method for the efficient 

entropy coding of motion vectors. With the use of unequal error protection 

techniques, the proposed method provides additional bit stream and spatial 

synchronization. Results for different video sequences and error patterns were 

presented, showing the superior performance of semi-fixed length codes over 

VLCs . 

A new rate-distortion optimized video coding mode selection algorithm 

based on network conditions and decoder error concealment was then intro­

duced. Different distortion measures that account for error propagation in 

a motion compensated video coding algorithm were evaluated. An iterative 

method for the computation of distortion was presented. This method ac­

counts for temporal error propagation due to motion compensation and the 

filtering effects of different coding tools (e.g., half-pel motion compensation 

and deblocking filter). The proposed method provides temporal synchroniza­

tion by choosing the optimal frequency and location of intra coded blocks, 

given a decoder error concealment method. As demonstrated by experimen-
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tal results, the proposed method improves significantly the video reproduction 

quality when video blocks are lost due to channel errors. 

Finally, we presented experimental results of the proposed error re­

silience methods for two different scenarios: the Internet and mobile networks. 

In the Internet case, we developed an efficient packetization method suitable 

for low delay video communications. We evaluated the performance of the 

packetization method and the RD optimized mode selection algorithms for 

different packet loss rates. In the mobile case, we introduced the transport 

protocol and evaluated the performance of the RD optimized synchronization 

marker placement, semi-fixed-length coding of motion vectors, and optimal 

intra updating under random bit error conditions. We also presented results 

for a specific wide-band code division multiple access ( W C D M A ) simulated 

mobile network. The effects of mismatch between the parameters used by the 

video encoder and the actual channel conditions and decoder error handling 

capabilities are then evaluated. The proposed method can provide acceptable 

video quality when as much as 20% of the video data is lost. 

Most of the error resilience video coding methods presented in this thesis 

are also H.263 compliant, and they can have immediate applications. There­

fore, we believe that the work presented in this thesis can immediately benefit 

industry. 
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9.2 Future Research Directions 

Error resilient video coding is a relatively new research area, and many devel­

opments are expected in the coming years. We expect that more contributions 

will include a rate-distortion optimized framework such as the one presented in 

this thesis. However, more accurate theoretical models for error propagation 

in a complex motion compensated and transform video coding framework are 

needed, and they present a challenging research topic. 

On the transport side, advances in Internet real-time transport pro­

tocols, such as Resource Reservation Protocol (RSVP), Scalable Reservation 

Protocol (SRP), and Differentiated Services (DIFFSERV), will allow differ­

ent levels of Quality of Service (QoS) and other important services improving 

transport of real-time multimedia information. This will allow for the develop­

ment of scalable error resilience algorithm and other coding methods that take 

advantage of different classes of service. Scalable video coding and error re­

silience algorithms along with joint source-channel coding can be used in such 

environments to provide a substantial performance improvement. Moreover, 

with recent advances in wireless communications, multimedia communications 

over such networks will become possible, and wireless Internet access will surely 

become widespread. In addition to the challenge of multimedia communica­

tions over the Internet, error resilience algorithms have to cope with fading 

and burst errors present in wireless networks. Finally, we list specific research 

directions envisioned at present: 

1. Error resilience methods for transmission over networks with guaranteed 
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QoS channels: 

(a) Un-balanced multiple description coding. 

(b) Entropy coding techniques amenable to unequal error protection. 

2. Better statistical models for error propagation and decoder distortion, 

which include the filtering effects of sub-pel motion estimation, loop 

filters, etc. 

3. Transport-aware video packetization methods for video streaming appli­

cations. 

4. Joint rate control and joint error resilience between multimedia streams, 

including video, audio and data. 
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