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Abstract 

Interference analysis has always been a key issue for W L A N systems, because of the unregulated 

nature of the Industrial Scientific and Medical (ISM) bands that they operate in. However, an aspect 

of interference generally not considered is adjacent channel interference (ACI) from a neighboring 

W L A N operating on a standard defined non-overlapping channel. Because standard defined non-

overlapping channels are not truly non-overlapping but are based on limits set on the transmit signal 

spectrum, situations may arise where this interference will significantly degrade performance. With 

escalating deployment of WLANs in overlapping areas and the limited number of valid operating 

channels available, ACI may become a major hindrance to the optimal functioning of WLANs. 

In this work we present a detailed analysis of ACI that access points (APs) of O F D M WLANs 

deployed in overlaying coverage areas may experience when individual APs operate on IEEE 802.1 la 

defined non-overlapping channels. We investigate scenarios where ACI is most likely to occur. We 

also investigate the parameters that affect the severity of this interference and how system 

performance is degraded in the presence of ACI (in terms of physical layer parameters). We use these 

results to suggest minimum separation distances between APs that would render the effects of ACI 

negligible. Furthermore, several ACI mitigation techniques are described and their effectiveness for 

various scenarios is investigated. Results from our analysis may be used to improve network 

deployment strategies for large scale multi-AP WLANs and to develop routines that allow better co­

existence strategies for APs deployed in overlapping coverage areas. 
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Chapter 1 
Introduction 

Over the last decade, the telecommunications industry has experienced tremendous growth in the 

Wireless Local Area Network (WLAN) market. WLANs are being deployed in numerous places and 

the W L A N market has been listed among the most encouraging areas of high-tech growth in the years 

to come. The ever increasing demand for high rate data transmission through seamless connectivity 

has ensured a bright future for this field. 

There are several reasons for W L A N ' s popularity and its incredible growth rate. Foremost of these is 

user mobility; users can stay connected to the network anywhere within the coverage area and move 

about while maintaining high data transfer rates. WLANs are also a very cost effective option for 

users as they have low infrastructure costs and need no wiring or licenses to transmit. W L A N 

networks are also very scaleable because of the simplicity of their network design and can be set up to 

serve a few users or expanded to form networks that span much larger coverage areas. Moreover, 

additional users can be added with relative ease by merely installing a network card in a device that 

requires access to the network. The ease of setting up and their user friendliness has undoubtedly 

contributed to this exceptional growth rate. 

As their name suggests, WLANs are local area networks that provide access to the Internet at high 

data rates over wireless channels. Essentially, a W L A N is composed of a network management 

device, an Access Point (AP) and multiple users associated with this AP. A l l W L A N components 

operate on a single half-duplex channel. Only one component can use the channel at one time. An AP 

can either be a separate entity or a user that is designated to perform management functions. Most 

practical WLANs use the former layout. WLANs operate in the unregulated industrial scientific 

medical (ISM) bands of the radio spectrum. Hence, no licensing from regulatory bodies is required 

for operation. However, standardization committees have developed standards to facilitate future 

growth, minimize intersystem interference and ensure interoperability between products from 

1 



different vendors. Local radio regulatory bodies generally require the use of standard compliant 

WLANs. 

In North America, the IEEE standardization committee defined the 802.11 standard [1] that specifies 

the medium access control (MAC) layer and the physical layer (PHY) of WLANs. However, due to 

the rapidly changing nature of the telecommunications industry several amendments were later added, 

in particular, amendments "b, g, and a" that define new P H Y layers with higher bit rates. The very 

first PHY layers of WLANs were based on infra-red technology and required a direct line of sight 

between the AP and users. They provided maximum theoretical bit rates of 1 Mbps. To remove line 

of sight dependency, newer WLANs were designed to use radio waves. The first radio wave based 

WLANs used either direct sequence spread spectrum (DSSS) or frequency hopping spread spectrum 

(FHSS) technology and provided data rates of 1-2 Mbps. The base IEEE 802.11 standard [1] 

describes all the above PHY layers. Amendment "b" introduced modifications to DSSS WLANs that 

increased transmission rates up to 11 Mbps. A l l the above P H Y layers operate in the 2.4 GHz ISM 

band. 

IEEE 802.11a [1] was the first to use Orthogonal Frequency Division Multiplexing (OFDM). The 

many advantages O F D M offers for transmission in wireless environments [3] allowed these WLANs 

to drastically improve data rate to 54 Mbps. However, concerns of overcrowding the 2.4 GHz ISM 

band caused IEEE 802.1 la based WLANs to be designed for operation in the 5 GHz ISM band. Yet, 

even though these O F D M based WLANs provided much higher data rates, they were not widely 

accepted. This was largely due to incompatibility issues with predecessor systems, smaller coverage 

areas because of higher signal attenuation due to path loss at higher frequencies and the lack of 

congruity between the 5 GHz ISM bands in different countries[4] [5], Realizing the many potentials of 

OFDM, in 2003, the IEEE published the IEEE 802.1 lg amendment which essentially used the same 

system as IEEE802.1 la but operates in the 2.4 GHz ISM band. IEEE 802.1 lg compliant WLANs are 

capable of providing data rates of 54 Mbps and are compatible with previous systems. Because of the 

much higher rates they offer, it is likely that most WLANs in the future will be based on OFDM. 

O F D M based WLANs, whether defined by amendment " a " or "g " , operate on 20 MHz channels. The 

2.4 GHz ISM band has only three such non-overlapping channels. On the other hand, the 5 GHz ISM 
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band offers 12 non-overlapping channels cf. Figure 2.6. Because of the unregulated nature of ISM 

bands, interference has always been a key issue for WLANs. Although much work has been done on 

various aspects of interference, studies have generally focused on interference between other systems 

that use the same ISM bands, such as Ultra Wideband (UWB) systems [6], Bluetooth devices [7] [8], 

government radars [9], microwaves [10] and other WLANs operating on the same channel [7], [11], 

[12]. An aspect generally not considered, but of increasing importance as the number of W L A N 

systems increases, is the interference from nearby WLANs operating on standard defined non-

overlapping channels. This may happen because standard defined non-overlapping channels are not 

truly non-overlapping, but are based on limits set on the transmit signal spectrum (cf. Figure 2.7) and 

a maximum transmit power level per channel. The power spectra of WLANs are allowed to overlap 

into 'non-overlapping' channels because WLANs are not designed to work so close to each other that 

their coverage areas severely overlap. With sufficient distance between APs, pathloss should render 

this interference negligible. By permitting this overlap, lesser demands are placed on the design of the 

spectrum limiting techniques that the transmitter employs. 

The objective of this work is to perform an in-depth analysis of this interference in indoor 

environments. We refer to this interference as adjacent channel interference (ACI) from a co-located 

W L A N . Of particular concern is the case similar to the near-far case often experienced in code 

division multiple access (CDMA) systems; a situation where two nearby APs that considerably 

overlap in coverage areas are operating. APi of such a system is transmitting at full power to one of 

its users. At the same time, A P 2 is receiving from a distant user; one close to the boundary of its 

coverage area. The received signal from this far away user can be extremely weak because of signal 

attenuation. Spectral leakage from APi even when it conforms to the spectral requirements of the 

standard will cause interference into the receiver of A P 2 . We analyze various parameters that affect 

and are affected by this interference. We use the results of this analysis to suggest minimum 

separation between APs that would reduce this interference to negligible amounts. We also suggest 

and analyze the effectiveness of several mitigation techniques that can be used to minimize this 

interference if this minimum separation criterion cannot be met. 

This thesis is organized as follows. In Chapter 2, O F D M systems and the advantages they offer for 

high bit rate transmission in wireless environments are discussed. We also describe requirements for 
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an O F D M based W L A N to be IEEE 802.1 la compliant and the characteristics of an indoor channel 

environment. In Chapter 3 we describe receiver based performance enhancing alternatives for these 

systems and describe parameters generally used as W L A N performance measures. Chapter 4 

describes the simulation models used in this analysis. In Chapter 5, we formally defined ACI and 

discuss scenarios where it is most likely to occur. We also investigate parameters that affect the levels 

of interference into nearby WLANs and describe how the performances of nearby WLANs are 

degraded. We then present results of extensive simulations of these scenarios and present minimum 

separation distances for negligible ACI. Finally, in Chapter 6 we conclude by suggesting mitigation 

techniques that can be used to limit this interference and investigate their effectiveness. 

4 



Chapter 2 
O F D M Systems and the I E E E 

802.11a Standard 

2.1 OFDM Systems 
Transmission over wireless channels causes time domain spreading of data symbols [13]. Through 

reflections, refractions, and diffractions from objects in the receiver's surrounding, multiple versions 

of the transmitted signal arrive at the receiver. Each multipath component arrives at a different time 

delay (relative to the first signal arrival) and with random amplitude and phase distortions due to 

different paths that each multipath component takes between the transmitter and the receiver [14]. 

The time between the arrival of the first and last multipath component is referred to as the delay 

spread of the channel. The receiver sees a distorted version of the transmitted signal due to the 

superpositioning of individual multipath components. When the transmit symbol duration is longer 

than the delay spread of the channel, at a particular time, all arriving multipath components are 

indistinguishable [13]. The receiver sees only the vector sum of all multipath components arriving 

within this interval. The frequency response of such a channel is flat across all frequencies and can be 

represented using a single tap in the channel impulse response [13] . 

On the other hand, if the transmit symbol duration is less than the delay spread of the channel, 

multipath components of the next symbol start arriving well before all multipath components of the 

current symbol are received. In fact, arriving multipath components are not limited to consecutive 

symbols and may be of several transmitted symbols. Severe intersymbol interference (ISI) occurs and 

complex channel equalization techniques are needed to counter ISI at the receiver [15]. For receivers 

that have to deal with multiple symbol ISI, equalization is the dominating factor in receiver 
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complexity [3], In such channel conditions, multipath components are distinguishable and different 

frequencies are attenuated by different factors. The channel is frequency selective and multiple 

channel taps are necessary to represent the channel response [13]. 

High bit rate transmissions over conventional single carrier systems generally encounter frequency 

selective fading channel conditions because of their short transmit symbol durations. In multicarrier 

modulation (MCM) systems, instead of transmitting data serially over the entire channel, the channel 

is divided into several lower rate sub-channels over which data is transmitted in parallel [3]. By 

transmitting data at lower bit rates over these sub-channels, the transmit symbol duration of each 

subcarrier can be extended beyond the channel delay spread. With a sufficient number of sub­

channels, each sub-channel can be considered frequency flat. Parallel transmissions on all sub­

channel ensures bit rate parity with a single carrier system operating on a similar channel. For reliable 

communication over these parallel sub-channels, individual sub-channels need to be independent and 

non-interfering. The simplest way this can be achieved is by dividing the channel into frequency non-

overlapping channels. However, such a design is non-practical as it is spectrally inefficient [3]. Much 

greater spectral efficiency is possible if sub-channels are overlapped but made orthogonal to each 

other to prevent sub-channel interference. M C M systems with orthogonal overlapping frequency sub­

channels are called orthogonal frequency division multiplexing (OFDM) systems [16]. Initial O F D M 

systems were highly impractical as they required banks of sub-channel oscillators and coherent 

demodulators. In [16], Weinstein and Ebert showed how an O F D M system can be practically 

implemented in the baseband using the discrete Fourier transform (DFT). The Fourier transformation 

represents the incoming data symbol as a sum of orthonormal sine waves. Therefore, at the output of 

the IFFT all incoming data symbols are modulated on a set of orthogonal overlapping subcarriers. 

The minimal ISI that O F D M systems experience between successively transmitted symbols can be 

overcome by inserting a guard interval longer than the delay spread of the channel at the beginning of 

each symbol [3]. By doing so, all multipath components observed within a symbol duration will be of 

the same symbol. Theoretically, any signal including no signal at all can be used as the guard interval 

(GI). However, if O F D M symbols are cyclically prefixed using replicas from the end of the O F D M 

symbol, orthogonality between subcarriers can be ensured with simplistic receiver design. By 

removing ISI, the need for complex equalization at the receiver is avoided and a reduction in the 
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receiver complexity is achieved. The complexity of an O F D M receiver is largely dependent on its 

DFT block which is generally lower then that of an equalizer, especially when considering that the 

DFT can be efficiently implemented by using the Fast Fourier Transform (FFT) algorithm [3]. 

Because of the many advantages O F D M offers for high bit rate transmissions in frequency selective 

conditions, it is currently being used by several wireless data communication standards, including 

IEEE 802.11 amendments " a " [1] and "g" , HiperlAN/2 [17], the IEEE 802.16 [18]. It is also used in 

ultra wideband systems [19] and is a strong candidate for fourth generation cellular networks. O F D M 

technology is also used in high definition terrestrial audio [20] and video broadcast [21] systems and 

most forms of digital subcarrier line technology [22]. 

2.1.1 Analytical Model 
In deriving expressions for the signal transmitted by an O F D M transmitter, it is convenient to think of 

the O F D M transmitter as a bank of N subcarrier filters [23] (cf. Figure 2.1). Here N represents the 

number of sub-channels. The baseband impulse response of each subcarrier gn(t) in Figure 2.1 is 

given by 

y 2 n ( « - l ) | — 1 ~ ~ y '2n(n-l)| ^-1 ,„ , N 

*„=-» *„=-~ 

where n e [1 ... AO is the subcarrier index, k0 is the discrete sampling index, ^S(t-k0T) is an 
*„=-~ 

y2rc(«-of-M 
impulse train with impulses spaced by the subcarrier sampling time T, e represents 

modulation with frequency (n-\)INT. 
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Figure 2.1: Filter bank representation of an OFDM transmitter [24] 

Complex-valued modulated data symbols AfAn] taken from symbol set X are modulated onto 

subcarriers through multiplication with the filter response of the nth subcarrier. Each subcarrier is 

modulated with a single data symbol. 

1 xn(t)=T-j^\[n-l]gn(t-[LNj) (2.2) 

where p is the index of the O F D M symbol, N0 = (N+P), N is the number of subcarriers and P is the 

number of cyclic prefix symbols. The total duration of O F D M symbol ix, is then given by N0T. 

We assume that all subcarriers are modulated with data symbols from the same symbol set X. For a 

general O F D M system it is not necessary that all subcarriers be modulated with symbols from the 

same symbol set. In fact, system performance can greatly be enhanced if individual subcarriers are 

modulated with data constructed from a signal set that changes based on sub-channel channel 

conditions [25]. However, in IEEE 802.1 la systems all data subcarriers are modulated with data from 

the same symbol set and we make the same assumption. The resulting continuous time O F D M 

symbol can be expressed as 

x(t) = 
' N 

2>„M. *hj(t) = 
V N n=l n=-~ 

* hj (0 (2.3) 



where * represents convolution, and hj{t) is the pulse shaping transmit filter. In general raised cosine 

window is used for symbol shaping in O F D M W L A N systems, cf. Section 3.4.2 

Substituting (2.1) into (2.3), 

N j 
x(t) = Z-7= I " L ' ^ ' t i f - k . - u j v 0 r ) * hT (t) (2.4) 

Rearranging (2.4), s(t) can be written as 

x(t) = 
;2TI(/I-1)-2-

AT * / i r ( 0 (2.5) 

1 Af- l ;2m-
In (2.5), ,— ̂  A u [n — l]e N represents the discrete time signal after IFFT transformation and 

may be represented simply as a^[k0], the discrete time transmit samples. Furthermore, since the IFFT 

is circularly periodic, and all values of k0 outside the interval [0, AM] are identical to sample values 

obtained by modulo reduction by N, the cyclic prefix indices can be incorporated into (2.5) 

x(t) = X X 5(t-ko-nN0T) - = £ ^ [ 1 1 - 1 ] * 

n = - ~ , k =-~ I VN n=\ 

1 N + P j2n(n-\) 
*hT(t) (2.6) 

The transmitted O F D M signal can be expressed as 

x(t) I ]Lj(t-ko-lW0T)all[k0]\*hT«) 
(2.7) 

2 . 2 The Indoor W L A N Channel 
The random phase and amplitude distortion that a multipath component experiences also changes 

with time. The relative motion of the receiver, transmitter or objects in the surroundings will vary 

multipath components and also their amplitude and phase distortions. The time during which the 

multipath channel remains invariant is referred to as the coherence time of the channel. If the transmit 
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symbol duration is less than the coherence time of channel, the channel is said to be slowly fading or 

quasi-static. On the other hand if the duration of the transmit symbol duration is greater than the 

coherence time of the channel the channel is a fast fading channel. 

As specified in [26] and [27] the indoor wireless channel can be characterized as highly frequency 

selective, and slowly varying with time. Because of the presence of several objects in the path 

between the transmitter and the receiver, several multipath components arrive at the receiver. 

Moreover, the power delay profile or the average receiver power of multipath components can be 

characterized as exponentially decaying. In addition to this, due to the small antennas and many 

objects in the surrounding there is generally no line of sight (LOS) component present. The 

distribution of the amplitude can therefore be taken as Rayleigh faded [15]. The phase distortion is 

generally taken as uniformly distributed as multipath components may arrive from any angle. 

Because of low mobility of users and objects in the surroundings, time variations of the channel are 

small and the indoor wireless channel is usually characterized as slow faded or quasi-static. For 

O F D M systems, the extended subcarrier transmit symbol duration is assumed to be shorter then the 

coherence time of the channel and the channel characteristics are constant over the duration of an 

O F D M symbol. 

O F D M systems have the ability to turn frequency selective channel conditions into small frequency 

flat sub-channels. The receiver symbol on sub-channel n can then be expressed as: 

rn=ane-^xn+wn^Cnxn+wn (2.8) 

Where is the Rayleigh distributed channel attenuation, <Pn is a uniformly distributed phase 

distortion, and Cn is the complex channel frequency response on subcarrier n 

In our simulation model of the indoor W L A N channel, quasi-static fading is modeled using the 

exponentially decaying power delay profile (PDP) of Channel A given in [28]. Channel A has been 

designed to model typical office environments for FfiperLAN/2 systems through extensive 

measurements and analysis. Since Hiperlan/2 is the European equivalent of IEEE 802.11a systems 

and, as done in [29], we use it to model indoor channel conditions for our IEEE 802.11a based 

W L A N . Channel A is a simplified model of the Saleh-Valenzuela indoor model [27] as the number 
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of channel taps is fixed and the time separation between taps is equal. The root mean square (rms) 

delay spread is 50 ns. Table 2.1 below shows the PDP of Channel A . Each individual channel tap is 

an independent complex zero-mean Gaussian random process with variance defined by the PDP. 

In packet based transmission systems the channel is assumed to be time invariant for the duration of 

the entire packet and not only the symbol. 

Table 2.1: PDP of channel model A [28] obtained by interpolating to 50 ns intervals 

0 0 0 
1 50 -4.3 
2 100 -5.98 
3 150 -8.01 
4 200 -12.5 
5 250 -14.28 
6 300 -18.59 
7 350 -22.98 

2.3 The IEEE 802.11a Standard [1] 
The IEEE 802.11 standard [1] defines the medium access control (MAC) and physical (PHY) layers 

of wireless local area networks (WLANs). The M A C layer is primarily responsible for controlling 

access and permission to transmit on the shared channel. The P H Y layer specifies the mechanisms 

used to transmit and receive over the channel. Based on its functionality, the P H Y layer can be 

divided into three sublayers: (1) the physical layer convergence protocol (PLCP) sublayer, (2) the 

physical medium dependent (PMD) sublayer, and (3) the P H Y layer management entity (PLME). The 

PLCP sublayer is responsible for data related communications between the M A C and P H Y layers and 

is designed to minimize the M A C layer's dependence on the P M D sublayer. By doing so the same 

M A C layer can be used with different P M D P H Y sublayers. The P M D sublayer defines the actual 

mechanisms used to transmit and receive data between users. Finally, the P L M E manages all local 

P H Y layer functions with the help of the M A C layer management entity. In the following section, 

specifications for the O F D M P H Y layer as defined by the IEEE 802.11a standard are described. 

Moreover, only specifications relevant to the development of a baseband model and necessary for an 

analysis of interference between WLANs are defined. Complete P H Y layer specifications can be 

found in [1] and [2], 
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2.3.1 Coding, Interleaving and Modulation 

The IEEE 802.1 la standard [1] allows for variable transmission bit rates. These transmission rates are 

the result of different coding and modulation combinations that can be used on the data bits that needs 

to be transmitted. We refer to these different combinations of coding and modulation as possible 

modes of transmission. The 802.11a standard defines eight valid modes that can be used. Table 2.2 

below list these modes and other rate dependent parameters. Only one mode is used for all data bits in 

a packet, but it can change from one packet to the next. For all modes, normalized grey labeled signal 

constellations are considered. Normalizing factors for the modulation schemes are given in Table 2.2. 

Table 2.2: Rate dependent parameters 

i M o d e 
, B i t ^ 

R a t e 
( M b p s ) 1 

. M o d u l a t i o n - : 
T y p e 

M o d u l a t i o n 
^ N o r m a l i z i n g f, 

c o - e f f i c i e n t 
• 

1 C o d i n g 
' R a t e 

; < T 

t P u n c t u r e 
^ V e c t o r 

C o d e d B i t s i 
\ f. p e r t * 
s S u b c a r r i e r . } 
i Vtf * \ ^* 

( N B P S C ) 

C o d e d B i t s 
t p e r O F D M 

S y m b o l 

( N C B P S ) 

D a t a 
B i t s P e r 

O F D M 
S y m b o l 

1 6 BPSK 1 1/2 
i 

1 
1 48 24 

2 9 BPSK 1 3/4 
"l 

L l 

1 

0 

0' 

1 
1 48 36 

3 12 QPSK 1 / V 2 1/2 
"l" 

1_ 
2 96 48 

4 16 QPSK 1 / V 2 3/4 
"1 

1 

1 

0 

o n 

1 2 96 72 

5 24 16-QAM 1 / V 1 0 1/2 
V 

_1_ 
4 192 96 

6 32 16-QAM 1 / V 1 0 3/4 
1 

1 

1 

0 

0 

1_ 
4 192 144 

7 48 64-QAM 1/V42 2/3 
'1 

1 

r 

0_ 
6 288 192 

8 54 64-QAM 1/V42 3/4 
"1 

1 

1 

0 

0 

1 
6 288 216 

2.3.1.1 Forward Error Correction 

The forward error correction scheme specified in the standard is convolutional encoding. A fixed 

convolutional encoder is used and different coding rates are obtained through puncturing the output of 

the encoder. The specifications of the convolutional encoder are: constraint length K = 7, number of 

inputs k=l, number of outputs n = 2, and rate R = 1/2 with generator polynomials, gi = [1 0 1 1 0 1 

1] and g 2 = [1 1 1 1 0 0 1] or in octal form [133, 171]. Figure 2.2 below shows the convolutional 

encoder. Puncture vectors for coding rates of 2/3 and 3/4 are given in Table 2.2. The first row 

corresponds to the puncture vector of the first output branch of the encoder. 
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Input D a t a -

^ Output Data B 

Figure 2.2: IEEE 802.11a convolutional encoder with generator polynomials (133,171) [1] 

2.3.1.2 Interleaving/Deinterleaving 

The 802.11a standard prescribes bitwise interleaving of the encoded bits. A two step procedure for 

interleaving and deinterleaving is used. The first permutation is defined by 

N, CBPS 

16 
mod(k, 16) +floor 

V16y 

V * e [0: NCBPS - 1] (2.9) 

where mod is the modulo operation, i is the index after the first permutation, k is the index of the code 

sequence before any permutations and NCBPS is the number of coded bits per O F D M Symbol. Values 

for NCBPS are given in Table 2.2. 

The second permutation is defined by 

fO 
f 

j =rfloor fO + mod s, I ^CBPS floor 
( 16/ ^ 

V N CBPS J ) 

V ie [0: NCBPS- U (2.10) 

where j is the index after the second permutation, s = max (NBPSCI^, 1) and NBPSC is the number of 

coded bits per subcarrier. The values for NBPSC are also given in Table 2.2. 

The deinterleaving permutations are given by 
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V j = [0: NCBPS -1] (2.11) 

[0: NCBPS -1] (2.12) 

In all permutations, indices are defined for a block size equal to the number of coded bits per O F D M 

symbol. Therefore, interleaving/deinterleaving is only across one O F D M symbol. 

2.3.2 O F D M Frame Format 

The transmitted O F D M packet, referred to as a PLCP protocol data unit (PPDU) is composed of 

O F D M data symbols prefixed with header symbols defined by the PLCP sublayer. Header symbols 

are used in the transmission and demodulation of the attached O F D M data symbols at the receiver. 

The number of header symbols is fixed for each PPDU frame but the number of attached data OFDM 

symbols is variable. The format of a PPDU frame is shown in Figure 2.3. 

PLCP Header 
— - • ! 

I 

RATE 
4 bits 

Reserved 
1 bit ' 

LENGTH 
12 bits 

Parity 
•1 bit 

Tail 
6 bits 

SERVICE 1 p q T ) T J 
16 bits F M J U 

Tail 
6 bits 

Pad Bits 

Coded/OFDM Coded/OFDM 
(BPSK,R=l/2) I (RATE is indicated in SIGNAL) I 

• 

PLCP Preamble SIGNAL DATA 
12 Symbols One OFDM Symbol Variable Number of O F D M Symbols 

Figure 2.3: I E E E 802.11a P P D U frame format 

2.3.2.1 PLCP Header 

The PLCP header is composed of 12 preamble symbols, one O F D M SIGNAL symbol and service 

symbols that extend into the O F D M data field of the PPDU frame. Preamble symbols are composed 

of 10 short and 2 long training sequences. Training symbols are used for PPDU detection, active gain 

control (AGC), time/frequency synchronization, and channel estimation at the receiver. Each short 
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training sequence is 0.8 us long while each long training sequence is 3.2 us long. Collectively the 

training period of an O F D M frame is 16 u.s, or equivalently, the length of four data carrying O F D M 

symbols. The GI of OFDM training symbols is twice as long as the GI of the O F D M data symbols. 

However, the GI is added to every two training O F D M symbols. The O F D M SIGNAL symbol carries 

control information is needed for demodulating the attached data O F D M symbols at the receiver. A l l 

data in the PLCP Header is transmitted using Mode 1, BPSK modulation with rate Vi encoding; as this 

mode provides the highest protection against channel induced errors. 

Short Training O F D M Symbols 

Short training sequences are generated by modulating the following sequence onto the subcarriers, 

p.short_training_seq ={0 0 1+lj 0 0 0 -1-lj 0 0 0 1+lj 0 0 0 -1-lj 0 0 0 -1-lj 0 0 0 +l+lj 0 0 0 0 0 0 0 

-1-lj 0 0 0 -1-lj 0 0 0 1+lj 0 0 0 1+j 0 0 0 1+lj 0 0 0 1+lj 0 0 } . Subcarrier indices are described in 

the data O F D M symbols section. Only 12 subcarriers are used. To normalize the average power of the 

resulting O F D M symbol the sequence is multiplied by a factor of / ^ 2 - III.. The sequence above 

V 2(12) V6 

is used to generate training sequences for the duration of an FFT period, and will generate four short 

training sequences. Two such short training sequences are used to generate 8 short training symbols. 

The remaining two short training symbols are generated when the cyclic GI is prefixed to the two 

short training sequences. 

Long Training O F D M Symbols 

Two long training symbols are also transmitted with each O F D M frame. The sequence used to 

generate the long training sequence is, p.long_training_seq = [ 1 1 - 1 - 1 1 1 - 1 1 - 1 1 1 1 1 1 1 - 1 - 1 1 1 

- 1 1 - 1 1 1 1 1 0 1 - 1 - 1 1 1 - 1 1 - 1 1 - 1 -1 -1 - 1 -111 -1 - 1 1 - 1 1 - 1 1 1 1 1]. As in the case of data 

O F D M symbols, 52 subcarriers are modulated while a zero is modulated onto the DC subcarrier. The 

remaining subcarriers are zero padded as done for Data O F D M subcarriers. Two long training 

sequences are transmitted in each PPDU frame. A cyclic GI is prefixed to the two long training 

sequences. 
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O F D M S I G N A L Symbol 

The OFDM SIGNAL symbol, shown in Figure 2.4, has three fields: the rate, length, and the signal 

tail. The first four bits, 0-3, of the rate field specify the mode used to construct the data symbols. Bit 4 

is reserved for future use. Table 2.3 lists the bits sequences that represent each mode. The length field 

is a 12 bit unsigned integer that indicates how many bytes of data are being transmitted in the frame. 

Bit 17 is an even parity bit for the first 0-16 bits of the OFDM symbol field. Zeros are transmitted on 

all six bits of the tail field. 

RATE LENGTH SIGNAL TAIL 
(4 bits) (12 bits) i (6 bits) • 

Rl R2 R3 R4 R LSB MSB P "0" "0" "0""0""0" "0" 
0 | 1 | 2 3 4 5 | 6 |7 | 8 | 9 110 111 12 |13 |14 |15 |16 17 18 |19 |20 |21 122 | 23 

Transmit Order 

Figure 2.4: OFDM SIGNAL symbol frame format [1] 

Table 2.3: Bit sequences for the rate field of the OFDM SIGNAL symbol 

Mode 
Bit 

Rate 
(MB/s) 

Bit sequence 
(RlfR4)' ;v 

! •-•! . . • 

1 6 1101 
2 9 1111 
3 12 0101 
4 16 0111 
5 24 1001 
6 32 1011 
7 48 0001 
8 54 0011 

2.3.2.2 Data Field 

P L C P Header Service F i e l d 

The Service Field of the PLCP header extends into the data field of the PPDU frame. It is composed 

of 16 bits. Bits 0-6 are used to synchronize the scrambler at the receiver. The remaining bits are 

reserved for future use. All reserve bits are set to zero. 

16 



P S D U 

The PSDU field contains the data stream passed down from the MAC layer to be transmitted in the 

current packet. The PSDU data stream needs to be zero padded to ensure it is a multiple of NDPSc. At 

least six zeros need to be padded onto the PSDU data stream to accommodate the six zero tail bits of 

the data field. This data stream is modulated onto data OFDM symbols prior to fitting into the PPDU 

frame. After encoding, puncturing, interleaving, and symbol mapping, the modulated complex data 

symbols stream is reshaped into 48 data streams for parallel transmission. In a data OFDM symbol 

only 48 out of a total of 64 subcarriers are used to transmit data. Data symbols, dn are modulated onto 

subcarriers at positions [-26:-22 -20:8 -6:-l 1:6 8:20 22:26]. The positions, n, are referenced with 

respect to the central subcarrier, DC. Four pilots symbols Pn are inserted at positions [-21 -7 7 21]. A 

zero is transmitted on the DC subcarrier to prevent D/A and A/D conversion complexities. The 

remaining 11 subcarriers are zero padded to lower out of band spectrum and to allow for the 

implementation of practical filters. The format of a data OFDM symbol is shown in Figure 2.5. 

d 0 d 4 P -21 d 5 d 1 7 P - 7 d 18 d 2 3 D C d 24 d 2 9 P 7 d 3 0 d 42 P 21 d 43 d 47 

-26 -21 -7 0 7 
Figure 2.5: I E E E 802.11a O F D M data symbol format [1] 

21 26 

The resulting 64 modulated subcarriers are passed through the IFFT block to form a time domain 

OFDM data symbol. An IFFT of period 3.2 ps is specified in the standard with subcarriers spaced at 

0.3125 MHz. A cyclic guard interval (GI) of lA the length of an OFDM symbol is prefixed to the time 

domain OFDM data symbol to form the transmitted OFDM data symbol. The duration of the 

transmitted OFDM data symbol including the guard interval is 4us. This along with other time related 

parameters of the PPDU frame are listed in Table 2.4 below. These transmitted OFDM data symbols 

are then fitted into the PSDU subfield of the Data field of the PPDU frame. 
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Table 2.4: IEEE 802.11a time dependent parameters [1] 

Parameter Value 

N S D : Number of data siibcaniers 4S 

N S P : Number of pilot siibcaniers 4 

N S j i Number of siibcaniers, total 52 (N S D + N S P ) 

Aj=: Subcarrier frequency spacing 0.3125 MHz (=20 MHz/64) 

Tpf-p IFFT/FFT period 3.2 us (1/AF) 

^ P R E A M B L E ' PLCP preamble duration 16 us ( T S H O R T + T L 0 N G ) 

T S I G N ' A L : Duration of the SIGNAL BPSK-OFDM symbol 4.0 us (TGj + T F F T ) 

T G I : GI duration 0.8 us (Tppj/4) 

T Q P : Training symbol GI duration 1.6 us (TFFT/2) 

T S Y M : Symbol interval 4 lis (T G i + Tppj) 

T S H O R T : Short training sequence duration 8 us (10 x Tppr /4) 

T J _ 0 \ ' G : Long training sequence duration 8 us (T G j 2 + 2 x Tppj) 

T a i l Bi ts 

Six zero bits are inserted to return the convolutional encoder to the zero state. 

Zero P a d 

The complete data field is zero padded to make it a multiple of NCBSC. The number of zeros padded, 

NPAD is calculated using: 
NSM = Ceiling ((16 + 8LENGTH + 6)/NDBPS) (2.13) 

N DATA = ^ SYM NDBPS (2.14) 

NPAD = NDATA (16 + 8 x LENGTH + 6) (2.15) 

where LENGTH is the original length of the PSDU data stream, NSYM is the number of OFDM Data 

symbols in the PPDU frame and NQATA is the total number of bits in the data field. 
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2.3.3 IEEE 802.11a Spectral Requirements 

The bandwidth of the transmit O F D M signal is 16.6 MHz. A l l components of a W L A N transmit and 

receive on one 20 MHz channel. 

2.3.3.1 Valid Operating Channels 

The actual channelization of the 5 GHz ISM band into channels for WLANs is subject to radio 

spectrum regulatory bodies in the geographic specific domain. Although no licensing is required to 

transmit in these bands, mandatory regulations are defined by the standard to limit inter-system 

interference and permit the coexistence of neighboring WLANs. In the US, the Federal 

Communications Commission (FCC) is the governing body. The F C C defines 12 non-overlapping 20 

M H z channels in the 5 GHz ISM band. In the US the 5 GHz ISM band is formally referred to as the 5 

GHz Unlicensed National Information Infrastructure (U-NII) band, see Figure 2.6. The central 

frequencies, fc, of these channels are given in Table 2.5. Channels in the middle and upper U-NII 

bands are generally used for outdoor systems while channels in the lower U-NII band are reserved for 

indoor WLANs. 

Table 2.5: Valid operating channels in the 5GHz U-NII band [1] 

Regulatory domain Band (GHz) Operating channel 
numbers 

Channel center 
frequencies (MHz) 

United States U-NII lower band 
(5.15-5.25) 

36 
40 
44 
48 

5180 
5200 
5220 
5240 

United States U-NII middle band 
(5.25-5.35) 

52 
56 
60 
64 

5260 
5280 
5300 
5320 

United States U-NII tipper band 
(5.725-5.825) 

149 
153 
157 
161 

5745 
5765 
5785 
5805 
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L o w e r and M i d d l e U-NI I B a n d s : 8 Carr iers in 200 M H z / 20 M H z S p a c i n g 

3 0 M H z < 3 0 M H z 

5 1 5 0 5 1 8 0 5 2 0 0 5 2 2 0 5 2 4 0 5 2 6 0 5 2 8 0 5 3 0 0 5 3 2 0 5 3 5 0 
Lower Band Edge Upper Band Edge 

U p p e r U-NI I Bands.: 4 Carr iers in 100 M H z / 20 M H z S p a c i n g 

, 2 0 M H z 2 0 M H z , 
—> <" 

5 7 2 5 5 7 4 5 5 7 6 5 5 7 S 5 5 8 0 5 5 8 2 5 
Lower Band Edge Upper Band Edge 

Figure 2.6: Frequency channels in the 5 GHz UNII band in the US [1] 

2.3.3.2 Spectrum MASK and Maximum Transmit Power 

The standard defined limits on the transmit signals spectrum are in the form of a spectral mask, cf. 

Figure 2.7, over the power spectral density of the transmitted signal and a maximum transmit signal 

power limit for a channel. Spectrum mask limits are defined over a range of ± 30 MHz of the 

channel's central frequency, fc. The power spectral density must be 0 dBr (dB relative to the 

maximum spectral density of the signal) for frequencies within ± 9 M H z of fc, -20 dBr at ± 11 MHz 

of/ c, .28dBr at ± 20 MHz of / c and -40 dBr at ±30 MHz and higher frequencies from/ c . The maximum 

transmit power differs for different U-NII bands and are given in Table 2.6. 

i i I i 1 I i r 
-30 -20 -11 - 9 fc 9 11 20 30 

Frequency (MHz) 

Figure 2.7: Typical OFDM transmit signal spectrum and IEEE 802.11a spectrum mask [1] 
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2.3.3.3 Transmitter Spectral Flatness 

The average power of each subcarriers within the subcarrier positions [-16,-1] and [1, 16] should not 

deviate more than ±2 dB of the total average power of all subcarriers within these limits. For 

subcarriers within positions [-27,-17] and [17-27] the average power of individual subcarriers should 

not deviate more then +2/-4 dB from the average power of subcarriers between [-16,-1] and [1, 16]. 

Table 2.6: Transmit Power Levels for the North America in the 5 GHz ISM band [1] 

Frequency 
Band(GHz) 

' Maximum,Output Power with 
s'i up to.6 dBi Antenna Gain- ' 

' \ . 1 * \ ( m w ) . * ; 

5.15-5.25 40 

5.25-5.35 200 

5.725-5.825 800 

2.3.4 Receiver Specifications 

The actual implementation of the receiver is left to the developer. However, specifications are 

prescribed in terms of minimum sensitivities and tolerance limits. In the IEEE 802.11a standard [1], 

the 10 % packet error rate (PER) for a PSDU packet size of 1000 bytes is defined as the minimum 

operational requirement for a particular mode. If performance falls below this level, the system must 

switch to a lower mode that's PER conforms to this criterion. The minimum sensitivity of an O F D M 

receiver is defined in Table 2.7. A receiver must be able to detect signals with the indicated power 

levels for each mode. For decoding purposes a Viterbi decoder is recommended. Several other PHY 

layer specifications are also defined in [1], however, we are interested in requirements for baseband 

simulation only. 

Table 2.7: Minimum receiver sensitivity for data rates of IEEE 802.11a [1] 

<> Data 
-

Rate (Mbps) > (Receiver Minimum Sensitivity 
I'MH.'Vuyvs » i Y W W S U F * 

[dBm) 
* .9 (tiff* 

6 -82 
9 -81 
12 -79 
18 -77 
24 -74 
36 -70 
48 -66 
54 -65 
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Chapter 3 
General Theory 

3.1 Bit Interleaved Coded Modulation 
In the design of band-limited wireless communications systems, coding and modulation is used to 

improve performance; coding adds controlled redundancy to the transmitted signal, providing much 

needed error protection while using higher non-binary modulation schemes increases the maximum 

allowable transmission rate. However, coding increases bandwidth requirements if the information 

transmission rate is kept the same and the use of higher order modulation schemes lowers error 

resilience at a given Signal-to-Noise Ratio (SNR). Furthermore, an increase in coding or modulation 

increases receiver complexity. The interdependence of these parameters necessitates the joint 

optimization of coding and modulation schemes for band-limited wireless channels. Although any 

coding scheme can be used in conjunction with any modulation scheme, for the rest of this discussion 

we focus on convolutional coding and Binary/Quaternary phase shift keying (BPSK/QPSK) and 

16/64-Quadrature Amplitude Modulation (16/64 QAM) , as these are used in the IEEE 802.11a 

standard [1]. 

3.1.1 Background 

In [30], Ungerboeck introduced Trellis Coding Modulation (TCM) as an efficient means of 

transmitting coded data over band-limited A W G N channels. T C M schemes use higher order non-

binary modulation schemes with binary codes designed for maximizing the minimum Euclidean 

distance between consecutive symbols. Through symbol set expansion and set-partitioning labels, 

pairs of codewords are mapped to symbol points with maximum possible Euclidean distance between 

them, thereby, ensuring that the transmitted sequence has maximum Euclidean distance between 

consecutive symbols. In A W G N channels, where code performance is dominated by the minimum 
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Euclidean distance [30], T C M systems achieve significantly higher performance compared to 

uncoded higher order modulation systems. However, T C M schemes deployed in multipath 

environments are unable to replicate the same success. Transmission over multipath channels 

correlates consecutive symbols. For optimum decoding the Viterbi decoder expects independently 

distorted input symbols [15]. This channel induced correlation results in bursts of error at the 

decoder's output. 

Symbol based interleaving was proposed to break the correlation between consecutive symbols and 

restore independence at the Viterbi decoder's input. In [31], Divsalar analyzed the performance of 

coded systems in fading channels with symbol based interleaving/deinterleaving. He showed that 

unlike in A W G N channels, error events that dominate performance in fading channels depend more 

on the minimum Hamming distance, the Code Diversity, of the code than on the minimum Euclidean 

distance. These results were particularly true for high SNR Rayleigh fading channels, conditions 

typical of W L A N environments [32]. 

Symbol interleaved T C M systems suffer from two main problems. First, T C M codes optimized for 

both Hamming and Euclidean distances are extremely difficult to design and with increasing code 

length, receiver's complexity increases considerably. Second, the coding gain achievable by symbol 

interleaved T C M systems is limited to the number of distinct symbols between two codewords [33]. 

This implies that the diversity of the system can only be increased by designing the code to avoid 

parallel transitions or by increasing the constraint length of the code. In [33], Zehavi proposed Bit 

Interleaved Coded Modulation (BICM) as an alternative mechanism to increase the diversity order of 

coded modulation schemes in fading channels. By inserting a bit-wise interleaver between the coding 

and modulation blocks, he showed that the diversity order of the code can be increased to the 

minimum number of bits rather than the number of distinct channel symbols. Furthermore, by 

separating the coding from the modulation he was able to use codes optimized for Hamming 

distances. By doing so, he was able to achieve the full diversity order of the underlying code and at 

the same time, use readily available well established codes. 

Zehavi's analysis was limited to the case of an 8-PSK system in Rayleigh fading environments. In 

[34], Caire extended BICM analysis to other modulation and coding schemes. In particular, tools and 

23 



techniques for analyzing the BER performance for any combination of coding and modulation were 

defined. We use these to study the BER and packet error rate (PER) performance of B I C M as used in 

IEEE 802.1 la systems. 

3.1.2 Branch Metrics for the Viterbi Decoder of a B ICM O F D M System 

The following discussion is based on Caire's paper [34]. In deriving the bit metrics for the Viterbi 

decoder, the equations in [34] are modified for an O F D M system. A B I C M system can be formed by 

serially concatenating a binary encoder of code C, a bitwise interleaver K, and an N-dimensional 

memoryless modulator of cardinality , X = M = 2m which has a one-to-one mapping function, /j, 

between all possible code words and symbol points on the constellation. Figure 3.1, shows the basic 

blocks of a B ICM system. 

E N C 7T [>e(y 1 x) D E M 7T 1 D E C E N C 7T [>e(y 1 x) D E M 7T 1 D E C 

Figure 3.1: Block diagram of a BICM system [34]. n denotes a bit-wise interleaver 

Incoming binary information bits are passed through the encoder to form the coded sequence, c. This 

encoded sequence is interleaved n(c) and broken down into sequences of m bits. The modulators 

mapping function maps these m bit sequences to points on the symbol constellation, /u : { 0, 1 }m—* X. 

The resulting sequence of symbols, x is transmitted over the channel. There is a one-to-one 

correspondence between the transmitted bits and the interleaved bits, n: k—> (k\ i). Where k is the 

time ordering of the modulated bits, k' is the time ordering of the modulated symbol jc^-and i is the 

position of bit in the label of Xk\ Here, the label of refers to the bit sequence of the symbol 

transmitted at time fc. Caire [34] and Goff [35] show that Grey labeling provides the best results for 

non-iterative optimal decoding. For O F D M systems, coding and modulation is preformed in the 

frequency domain. It would be more appropriate to use subcarrier indices rather than time indices. 

The one-to-one mapping between the transmitted bits and the interleaved bits can then be expressed 

as K: fc—» (n, i), where, n is the subcarrier index. 
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We define l'(x) as the ith bit in the label of the modulated symbol x, X'b as the subset of X which have 

bit b e {0, 1} at their ith position and y.as the channel output resulting from the transmission of x. 

The conditional probability of y given l\x) = b e {0, 1} and the channel state information, 6 can is 

Pe(y I /'(*) = *) = £ Pe(y I x)P(x I / ' ( * ) ) (3.1) 

However, given l'(x), the conditional probability of x is 

/7fl(^|/'"W = fc) = | 
0 ifl'(x) = b 
1 (3.2) 

2(m-l) x ' 

where & denotes the complement of bit b. Since only half the symbols in X have b in the if/i position 

and any symbol in the subset that has b in their ith position is equally likely as we assume incoming 

bits are equally likely, P(b = Q) = P(b = \) = Vi. 

In addition to this, the conditional probability of y, given l'(x) is the same as if x was given 

Pe{y\i(x) = b) = pe{y\x) (3-3) 

Substituting (3.2) and (3.3) in (3.1) 

Peiy\l\x) = b) = -±^YjPe{y\x) (3.4) 
1 xeX'b 

At the O F D M receiver, for the nth subcarrier, the maximum likelihood demodulator computes the 

branch metrics 

X(yn,b) = \og YuPen(yn\x) / e { l , . . . , m } , be {0,1} (3.5) 
xsXi, 

where perfect channel state information is assumed. 

The maximum likelihood decoder then makes decisions based on 

c = m a x Y X(yn,ck) (3.6) 
k 

Where c is the estimated transmitted code sequence. 
25 



However, for practical systems the branch metrics in (3.5) may be too computationally intense to 

implement. Zehavi and Caire suggest sub-optimum metrics which can be used. These sub-optimum 

metrics are derived from the log sum approximation, log V z,, = max log(z, ) . 
J 

The branch metrics in (3.5) can then be replaced by these sub-optimal branch metrics 

i ( v „ , ^ = m a x l o g ( ^ ( y „ U ) ( 3 J ) 

3.1.2.1 LLR Metrics from the Received Signal 

In an O F D M system, the fade experienced by individual subcarriers is assumed to be frequency non­

selective and constant over the duration of a symbol. Mathematically, this can be represented as a 

random multiplicative process of constant amplitude. In W L A N environments normally there is no 

line of sight component and this multiplicative fading is taken as Rayleigh distributed. Therefore, the 

received signal on each subcarrier of an O F D M system, previously derived as (2.8), at time r̂ ' can be 

re-written as 

rn=Cnxn+wn (3.8) 

where w„ is complex A W G N with a variance of 1, and C„ is the complex channel frequency response 

seen by the transmitted symbol x„ on subcarrier n 

Assuming ideal interleaving and coherent detection, i.e., the receiver has perfect knowledge of the 

channel, the conditional probability p(r„\ x) can be expressed as [15] 

fx ~ a\ 
(3.9) 

KG2 

- k -Cx\ 

where o 2 is the variance of the complex A W G N process. 

Since we are only interested in maximizing this conditional probability and not evaluating it exactly, 

by taking the natural logarithm and removing extra terms, maximizing the above equation is 

equivalent to maximizing [15] 

Pjrn \x) = -\rn -Cnxf =-DJrn \x) (3-10) 
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where D0n(rn \ x) is defined as a distance metric and is the Euclidean distance between the received 

symbol, rn and symbol x in X. 

Therefore, maximizing the conditional probability is equivalent to minimizing the distance 

metrics, | x) . The suboptimal branch metrics given by (3.7) can then be expressed as, 

V (rn,b) = min log ( d ^ (r„ | *))= min log (jr„ - Cnx\2 ) (3.11) 
xeXb xeXb . 

The Viterbi decoder makes a decision in favor of 1 or 0, depending on whether X (rn,b = l)or 

X(rn,b = 0) is greater. Alternatively, and as implemented in our model, the log likelihood ratio 

(LLR) can be used. By using LLR ratios only one value needs to be stored in the trellis. 

LLR (rn,i) - A.'(rn ,b = 0) - A.'(rn,b = 1) (3-12) 

The Viterbi decoder decides the ith bit is a 0 if LLR (r„, i) > 0 and 1 if LLR (r„, i) < 0 

3.1.2.2 L L R Metrics from the Received Signal after Equalization 

For higher order constellations, such as 16/64-QAM, the computation of these LLR metrics can still 

be to computationally intense to implement practically, especially in WLAN receivers, where cost 

needs to be kept to a minimum. In [36], Tosato derives simplified LLR metrics using the inherent 

symmetry of Grey labeled higher order square constellations. Channel induced distortions modify the 

received symbols constellation and the inherent symmetry of the Grey labeled constellation cannot be 

used. However, if the received symbols are equalized prior to entering the decoder simplifications to 

these LLR metrics can be made. 

The received symbol on the nth subcarrier, after single step equalization can be expressed as 

y „ = * „ + ^ . (3-13) 
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Once again, assuming ideal interleaving and coherent detection, the conditional probability p(yn, x) 

can be expressed as [15]: 

Pe. (yn I *) : -exp ( \ a 
2 1 ( \ 

IK\) 

-\y« ~x\ 

Maximizing the above equation is equivalent to maximizing the expression, 

Pen{yn\x) = ~^r\yn-x\2 

2c< 

Normalizing equation (3.15) by 2a 2 yields 

p0n(yn \x) = -\cn\z\yn-xf =-\Cn\2DgJyn \ x) 

(3.14) 

(3.15) 

(3.16) 

The L L R in equation (3.12) for the equalized symbols can then be expressed as 

LL/?(>;n,0 = |C n | 2 |min log( |> ; „ -x \ 2 ) -mmlog( \y n -x \ 2 ) \ (3.17) 
[xeXQ xeX[ J 

If Grey labeling is used, subsets X'b and X'- of the equalized symbols can be separated by either 

vertical or horizontal boundaries for all values of i - {1, m). For example, boundaries for 16-

Q A M are shown in Figure 3.2 below 
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Figure 3.2: Symbol subset boundaries for a Grey labeled 16-QAM constellation 

Tosato showed that the two symbol points, one in each subsetX'b andX'-, that were closest in terms 

of Euclidean Distance from the received symbol lie in the same row if the boundaries are vertical and 

in the same column if the boundaries are horizontal. Therefore, if the two subsets X'b andX^, are 

separated by vertical boundaries, only the real parts contribute to the L L R . Since the imaginary parts 

of these two symbols are exactly the same, they can be ignored in the calculation of the L L R metrics. 

The opposite is true for symbol subsets separated by horizontal boundaries. 

Therefore, L L R equation can be rewritten as 

m 
LLR(yn,0HCJ2{ min^logj^-x\2)- jnintogfy, -f)} Vi 

LLR(yn,i) = \Cn\2\ min l og jy„ -x | 2 ) - min log(yn - x | 2 ) l V i e + m 

(3.18) 

w h e r e ) is the real part of the complex symbols of subset X'b and 3(Xj) is the imaginary part 

of the complex symbols of subset X'b. 

If we let, 
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Substituting (3.19) and (3.20) back into the L L R ratios yields 

LLR(yn,i) = \CH\1D,(yn,i) V /e \l,...,^} 
1 l ] (3.21) 

LLR(y„,i)=\CnfDQ(yn,i) V i 6 | y + / , . . . , m | 

Values of Df(yn,i) and DQ(yn,i) for both 16 and 64-QAM are presented in Table 3.1 and Table 

3.2, along with further simplified equivalent terms derived in [36]. In the appendix of [36], Tosato 

shows that the Viterbi decoder will decode the same bit sequence whether the sub-optimum or 

simplified L L R metrics are used. For BPSK/QPSK modulation the actual sub-optimum metrics are 

used. 

Table 3.1: Values for D,(yn,i) and DQ(yn,i) for 16-QAMModula t ion 1 [36] 

Modulat.cn Type : 16-QAM.,, , Simplified 

• 

'-y,[n] \y,[rH<2 

2i-y,[n]-l) y,[n]>2 

2(-y,[n\+\) y,[n]<-2 

yd"] 

- | y 7 [n] |+ 2 - \y,[n]\+ 2 

DQ(yn,3) • 

-yQ[n] yQ[n\<2 

2i-yQ[n]-l) yQ[n]>2 

2(-ye[n]+l) yQ[n]<-2 

yQ[n] 

DQ(ynA) - y e [n]+2 -\yQ[n]\ + 2 

1 In Table 3.1 and, Table 3.2, Y[[n] is the in-phase component of the received symbol on subcarrier n 

and Yo[ri\ is the quadrature component. 
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Table 3.2: Values for D, (yn, i) and DQ(yn,i) for 64-QAM modulation [36] 

, , Modulation Type : 64-QAM Sub-optimal Simplified 

y,[n] 

2(y,[n]-i) 

20>>]+l) 

|>;/[nj<2 

2<y / [n']<4 

4<y ; [n]<6 

y ;[n]>6 

-4<y / [n]<-2 

-6<y / [n]<-4 

y,[n]<-6 

y,W 

2(^+3) |y/[nJ<2 
4-\y,[n\ 2<\y,[n\<6 

2i-]y,[n\+5) \y,[n\>2 

- y / [ « ] - 4 + 2 

D,(yn,3) |y/[n]|-2 |y/[n]|<4 
•|y#[«]|+6 |y / [«] |>4 

- y,[n]-4 +2 

DQ(yn,4) 

yQ[n] 

2 ( y e M - l ) 

XyQ[n]-2) 

4 ( y e M - 3 ) 

2(ve[n]+l) 

3Cy f lM+2) 

4(ye[n]+3) 

W-2 

2<y e [n']<4 

4<y e [« ]<6 

y e[n]>6 

•4<yQ[n]<-2 

-6<yQ[n]<-4 

yQ[n]<-6 

y o in ] 

£>e(y„,5) 

2(-
4-1 

2(-

yQ[n\+3) 

yQ[n\+5) y Q [»j >2 

- y, [n]\+ 4 

Z)e(yn,6) 
| y e [«] | -2 

-|yfi["]| + 6 yQW 

<4 

> 4 
-|ye[n]-4| + 2 
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3.1.3 Probability of Error in IEEE 802.11a WLANs 

As stated in [33] and [34], at high SNRs and under ideal interleaving with perfect channel estimation, 

the coding gain, the increase in efficiency that a coded signal provides over an uncoded signal, of 

B ICM systems in Rayleigh fading conditions is equal to the code diversity of the code; it's free 

Hamming distance. Free Hamming distances of all coding rates used in IEEE 802.11a systems are 

shown in Table 3.3. Based on the discussion provided by Caire in [34], a tangent line drawn on a semi 

log plot of BER versus the SNR should approach a slope equal to the negative free Hamming distance 

of the coding employed. 

Table 3.3: Free distance values for coding rates used in IEEE 802.11a standard 

Code Rate: 
* x 

1/2 10 

2/3 6 

3/4 5 

However, in [32] and [37] it is shown that IEEE 802.1 la systems operating in indoor environments do 

not achieve full code diversity. In typical indoor W L A N channels due to low user mobility, the time 

variations of the channel are small within a packet. In fact, multipath fading in indoor W L A N 

channels is quasi-static; the transmit symbol duration is shorter then the coherence time of the 

channel. For packet switched systems, a quasi-static channel remains invariant over the duration of a 

packet but may change from one packet to the next. Because the channel remains constant for the 

duration of a packet there is high correlation between the channel responses of O F D M symbols within 

the packet and this compromises the performance of the viterbi decoder. In addition, 

interleaving/deinterleaving in IEEE 802.1 la systems is done across one O F D M symbol. The depth of 

the interleaver is finite and the assumption of ideal interleaving usually associated with probability of 

error analysis of B ICM systems [34] does not hold. Therefore, even in non quasi-static fading 

environments, an IEEE 802.11a system cannot achieve full diversity. In [32], Song et al also show 

that increasing code diversity will not improve the performance of the IEEE 802.11a systems due to 

the limited frequency selectivity of the channel. 
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Exact performance analysis of B I C M under quasi-static fading channels is complex and outside the 

scope of this thesis. However, simulation results for BERs for all modes defined in the standard under 

the assumption of perfect channel estimation are shown in Figure 3.3 and Figure 3.4. In Figure 3.3, 

the BER performance of all the modes operating in an independent identically faded (IID) channel are 

shown, while in Figure 3.4, the BER performance of all the modes in a quasi-static fading channel, 

Channel A in [13] (cf. Section 2.2), are shown. In the IID fading channel each subcarrier is faded with 

an independent identically distributed complex gaussian processes. From the BER plots in Figure 3.3, 

it can be seen that individual modes do not achieve performance gain equal to the code diversity even 

when in non-quasi static conditions, as proved by Song et al in [32]. Moreover, as the mode 

increases performance gains approach code diversity. As the mode value increases the number of bits 

per O F D M symbol also increases, cf. Table 2.2. Since bit interleaving is done across one O F D M 

symbol the depth of the interleaver increases with the mode. Therefore performances of higher modes 

are closer to the predicted results then for lower modes. From the BER plots of Figure 3.4, 

performance in typical W L A N channel conditions, system performance is much worse compared to 

an nD faded channel. Therefore, BER performance of IEEE 802.11a systems in typical indoor 

environments is also degraded by the limited time variations of the channel. The performance curves 

also show that modes with higher coding rates outperform other lower coded modes at high SNRs. 

This as explain before is due to the higher code diversity of these modes. 

Mode 1 
Mode 2 ~ 
Mode 3 — 
Mode 4 — 
Mode 5 
Mode 6 " 
Mode 7 =: 
Mode 8 Z 

O 5 1 0 1 5 2 0 2 5 3 0 
S N R (dB) 

Figure 3.3: BER performance of all modes in HD fading channel, perfect channel estimation assumed 
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0 5 10 15 20 25 30 35 
S N R (dB) 

Figure 3.4: BER performance of all modes in quasi-static fading channel, Channel A in [28], perfect 
channel estimation assumed 

3.2 Channel Estimation in OFDM Systems 
The assumption of perfect knowledge of the channel at the receiver in the previous section is not a 

practical one and is only useful for analysis purposes. In this section we present a practical channel 

estimation algorithm that can be used at the IEEE 802.1 la receiver. The IEEE 802.1 la O F D M frame 

has 12 training O F D M symbols and 4 pilot tones on each O F D M data symbol that can be used for 

estimation. Several algorithms for channel estimation that use any combination of these training and 

pilot symbols are possible; a good overview of these can be found in [38]. For simplicity and to avoid 

using interpolation, only the two long training symbols composed of pilot tones on all subcarriers are 

used. Estimation using known pilots on every subcarrier is known as block type pilot based 

estimation. 

At the receiver, channel estimation can be preformed in either the time domain, where the channel 

impulse response is calculated and converted into the channel frequency response or directly in the 
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frequency domain. Better performance is achieved through time domain estimation as a lesser number 

of variables need to be estimated [38]; in O F D M systems, the length of the cyclic prefix is always 

assumed to be longer then the delay spread of the channel and is a fraction of the length of an O F D M 

symbol. In our model we use the least square error (LSE) algorithm, described in [38], to estimate the 

channel impulse response. An extra FFT block is needed at the receiver to calculate the channel 

frequency response from the estimated impulse response. 

Using (2.8) at time fc the received pilot tone on subcarrier n after O F D M demodulation is 

yn=CnPn + wn V « = [1,2,...,JV] (3-22) 

where Cn is the channel frequency response on subcarrier n, pn is the pilot tone transmitted on 

subcarrier n, and wn is complex A W G N with a variance of (T2. Compared to (2.8), the time index is 

dropped for notational brevity. 

The channel impulse response at time fc can be expressed as 

c = [c 0 . . . .c L_J (3-23) 

where L is the length of the channel impulse response. 

If we define anLxN Fourier matrix, Fiitl whose coefficients are given by 

FlM=cJj^(l-l)(n-l)) (3-24) 

Then the channel impulse response and frequency response can be related throughCn = fnc . 

where/„ is the nth column of the Fi>n matrix. 

Using matrices notation and using (3.22), the received pilot symbols at time fc are 

y = D(P)C + w =D(P)Flnc + w (3.25) 

Wherey = [yi ... y^i,p = [PI-.-PN], C = [C/...Cyv], w = [wi...w^i, and D(P) is a diagonal matrix 

with pn on its diagonals and is the total number of subcarriers. 

The receiver estimates the L S E channel estimates [38] 
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c = {(FlnDH(P)D(P)F,H

n y\D(P)Fl

H

n )H)y (3.26) 

Since two O F D M training symbols are used, the calculated channel impulse responses are averaged 

prior to transforming into the frequency domain. 

C = f H C (3-27> 
n J n 

In general, error rate performances of packet based systems are expressed in terms of packet error 

rates (PER) in preference to BERs [32]. This is because such systems generally employ packet re­

transmission schemes; if a packet has not been correctly received the receiver will ask for a repeat 

transmission. Moreover, the minimum performance criteria specified in the standard is given in terms 

of PER, section 2.3.4. In [29], Doufexi provides PER plots of all modes of an IEEE 802.1 la system 

for different multipath channels including channel A of [28] and also for different PSDU packet sizes. 

We show the BER (Figure 3.5) and PER curves (Figure 3.6) of all modes of an IEEE 802.1 la system 

operating in a block fading multipath channel. In a block fading multipath environment the 

transmitted packet is faded by the same attenuation factor. 

S N R (dB) 

Figure 3.5: BER performance of all modes in a block fading channel, Time domain least square channel 
estimation used 
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5 10 15 20 25 
SNR (dB) 

Figure 3.6: PER performance of all modes in a block fading channel, time domain least square channel 
estimation used 

3.3 Link Adaptive Modulation and Coding 
The ability of IEEE 802.11a systems to select different modulation and coding rates permits the use 

of higher more spectrally efficient modulation schemes and lower coding if channel conditions are 

good and to switch to lower less sensitive to channel errors modes if channel conditions are bad. By 

dynamically switching between modes more packets can be transmitted with fewer errors compared 

to a fixed mode system. 

The link adaptation algorithm is responsible for sending information back to the transmitter to 

dynamically change certain transmission related parameters based on knowledge of the channel the 

receiver has estimated from previous transmissions. The IEEE 802.11a standard does not specify 

which link adaptive algorithm to use and the choice is left to the implementer. We present a simplistic 

link adaptation scheme that uses average receiver SNIR across all subcarriers to select one of the 

eight possible modes that can be used to transmit data. This mode value is sent back to the transmitter. 
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The objective of the link adaptation scheme is to limit PER to less than 10%, while trying to provide 

the user with the highest data rate possible. The system switches to a higher mode whenever the 

current SNIR value is greater than the 10% PER of the mode directly above. When the SNIR falls 

below the 10 % PER SNIR threshold of the current mode the system switches to the mode directly 

under it. The mode switchover thresholds, Normal thresholds, are assigned to exactly the 10% PER 

cutoff points to maximize throughput. These SNR thresholds are defined for a PSDU packet size of 

1000 Bytes for a W L A N operating in the block fading channel and are given in Table 3.4. Here, the 

thresholds are taken from Figure 3.6.We use the block fading channel in the interference analysis 

section to reduce simulation time as several simulations need to be run. The mode switch over 

threshold values for the other multipath channels can be found through the same procedure. 

Table 3.4: Mode switchover thresholds arrays for link adaptive system 

Mode- A;BitiRate'( M bps)rif gKNormal,»Thresholdss&:' 

1 6 -oo 

2 9 7 
3 12 7 
4 18 10 
5 24 13 
6 36 16.5 
7 48 20 

8 54 21.5 

The 10% PER cutoff SNIR for Mode 2 and Mode 3 are similar and the link adaptive system is 

designed to switch directly from Mode 1 to Mode 3 as Mode 3 offers higher data rates compared to 

Mode 2. BER rates from the IED fading channel. Figure 3.3, and the quasi-static fading channel, 

Figure 3.4, also show that mode 3 outperforms mode 2 at any SNR. 

3.4 The IEEE 802.11a Transmit Signal Spectrum 

3.4.1 Analytical Representation of the Baseband O F D M Spectrum 

The transmitted O F D M signal previously derived as (2.7) can also be represented in the time domain 

as a sum of N pulse amplitude modulated (PAM) symbols [24] 
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x(t) = * hj (t) 

where 

(3.28) 

and 

N+P-l j—(n-l)k 
N 8n(t)= £ 6{t-kT)e 

here A: denotes the subcarrier index which in the previous section was denoted by n. 

To find the power spectrum of gn(t) it is convenient to express equation (4.1) as 

.ln(n-X)x ( „ A 

rect 
rt-{Ta-T)/2^ 

V 
The spectrum of which can easily expressed as 

Gn(f) = dA f -
n-l 
NT 

= jr 2>mci 
\T k=_ v 

\ 7 / V T y 

* r o s i n c ( ^ r o ) e ^ ^ ( T - 7 ) / 2 

= ^ £ s i n c ^ ( f -Af(Nk + n-1))> 
. ; ^ ± t l X _ ( M + „ - > ) 

(3.29) 

(3.30) 

(3.31) 

(3.32) 

(3.33) 

Where A / = 1/ NT is the subcarrier spacing and the substitution, Ta = (N+P)T has been made. 

For large values of N, the magnitude of Gn{f) may be approximated as 

K </)| 2 - { t ] t *™ 2 ( / - A / ( M + « - 1))) (3-34) 

If we assume independent data symbols with zero mean and a variance of o , then the power spectrum 

of each time domain P A M symbol given in (3.29) can be expressed as, 
_ 2 

* , A ( / ) = - p | G „ ( / ) | 

and the power spectrum of the transmit signal as 

(3.35) 
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*„(/)=^^2>.2|G.(/>f 
Nlo «=1 

where \HT ( / ) | 2 is the spectrum of the transmit filter. 

For the large N approximation 

* ,(/) = \HT i f f ± o, 2 t *™2 ( / " *f(M + " " !))) 
J * - * /i=l *=-~ 

An O F D M symbol is formed by taking the inverse discrete Fourier Transform (IDFT) of a set of N 

complex modulated symbols { X n ,n = 0,1,...,N - 1 } . Each data symbol is loaded onto a subcarrier by 

multiplying with a pulse of duration equal to the O F D M symbol transmission time. The power 

spectrum of each subcarrier follows a sinc2(x) type decay because of the rectangular input pulses, 

section 3.4.1. A l l subcarriers are orthogonal to each other and the data modulated onto different 

subcarriers is independent. Therefore, the spectrum of an O F D M symbol is the sum of the spectra of 

all its subcarriers. Although the main lobes of these independent subcarriers do not interfere with the 

main lobe of other subcarriers, they do interfere with each others side lobes and this contributes to the 

slow decay of the O F D M spectrum, especially when a finite number of subcarriers are used [39]. 

Transmitting zeros on outer subcarriers is generally used to reduce this out-of-band (OOB) spectrum. 

In the IEEE 802.1 la standard [1], when a 64-point FFT is taken, 5 zero subcarriers are padding at the 

front and 6 are padded at the end of the O F D M signal, In addition to this, a zero DC subcarrier is also 

used. Figure 3.7 shows the spectrum of a single OFDM symbol and the effects of zero padding the 

end subcarriers. 

From Figure 3.7, zero padding the end subcarriers considerably lowers the OOB spectrum of an 

O F D M symbol. However when individual O F D M symbols are concatenated to form an O F D M 

Frame, sharp phase transitions at the symbol boundaries regenerate OOB spectral components. These 

results from the variable amplitude and phase levels used to modulate the data. On each subcarrier 

transitions from one data symbol to the next only occur once during an O F D M symbol. The 

upsampled spectrum of an O F D M symbol after concatenation is shown in Figure 3.8. The dashed line 

represents the spectrum mask defined in Figure 2.7. Clearly, without any OOB spectrum reduction the 

(3.36) 

(3.37) 
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transmit signal spectrum does not fall within these limits. Therefore windowing or filtering must be 

employed to lower OOB spectrum to within standard prescribed limits, cf. Section 2.3.3. 

-63 Data. 1 DC Subcarrier 
-52 Data Subcarriers, 1 DC, 11 Zero Subcarriers 
- IEEE 802.11 a Transmit Spectrum Mask 

J _ 
-10 10 

Figure 3.7: OFDM symbol spectrum with 64 subcarriers, (a) all 64 data subcarriers (b) 52 data 
subcarriers and 12 zero subcarriers as defined in [1]. Where df is the subcarrier frequency spacing. For 

IEEE 802.11a systems df is 0.3125 MHz 

The spectrum in Figure 3.8 is that of an upsampled version of the transmit signal. Using the baseband 

sampling rate, only in-band frequency components, within can be observed. However 

for our interference analysis, we are also interested in spectrum outside the 20 M H z channel. For this 

reason and to observe the effectiveness of the OOB spectrum reduction technique used we an 

upsampled version of the transmit signal. Upsampling is generally preformed on the time domain 

signal during digital to analog conversion prior to transmission. Alternatively, it can also be done by 

inserting zeros in the middle of each frequency domain O F D M symbol. Zero padding in the 

frequency domain results in a trigonometric interpolation of the time domain signal [48], In our 

model, an oversized 512-point IFFT is used instead of the normal 64-point IFFT. An upsampling 

factor of 8 is used because we are interested in spectral components as far away as 50 MHz from the 

central frequency of the channel. 
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Figure 3.8: Spectrum of the upsampled IEEE 802.11a transmit symbol with no spectrum shaping 

Another major contributor to high OOB spectral components is transmitter induced non-linearities 

[47] [48]. In an O F D M symbol, when frequency domain data symbols are converted to their time 

domain equivalents, each time domain symbol formed is a summation of contributions from every 

frequency domain data symbol. This results in the non-constant envelope of the time domain O F D M 

symbol. Occasionally, this superpositioning gives raise to a time domain data symbol equivalent with 

much higher amplitude than the average. Most practical non-linear transmit power amplifiers are not 

designed to handle such a wide range. When these large amplitude time domain symbols pass through 

the amplifier, it forces the amplifier to operate above its saturation point thereby introducing non-

linearities in the transmitted signal which result in OOB spectral components. In general, Peak to 

Average Power Ratio (PAPR) reduction techniques are needed to use practical amplifiers with O F D M 

systems. 
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The simplest ways to combat high PAPR is by amplitude clipping the symbols after IFFT modulation 

[47]. High amplitude time domain symbols rarely occur, and clipping the amplitude above a certain 

threshold can prevent power amplifiers from operating above their saturation points. However, 

clipping is also a non-linear operation and results in OOB spectrum regeneration as well as in-band 

distortion which degrades BER performance. The shoulder regrowth in the typical signal spectrum of 

Figure 2.7 can be attributed to amplitude clipping [47]. For simplicity, we restrict ourselves to OOB 

spectrum components generated only through sharp transitions at O F D M symbol boundaries. 

Filtering after clipping can be used to reduce OOB spectrum but care must be taken as filtering results 

in some peak regrowth. It does not improve the BER degradation caused by clipping either. A good 

overview of the tradeoffs between filtering, clipping and BER performance can be found in [47], 

3.4.2 Transmit Spectrum Reduction Techniques 

The IEEE 802.11a standard does not specify which OOB power suppression technique to use. The 

only requirements are that the transmit signal spectrum must lie within the spectrum mask of Figure 

2.7 and the transmit power must be less than the values defined in Table 2.6. In selecting an OOB 

spectrum reduction techniques trade-offs between system complexities, control over the OOB 

spectrum, performance and multipath tolerance need to be considered. We describe two types of OOB 

spectrum reduction techniques: raised cosine (RC) windowing and high order filtering. 

3.4.2.1 Raised Cosine Windowing 

RC windowing is an OOB spectrum reduction technique commonly used in 802.1 la systems because 

of the simplicity of its implementation. It is also cited in the standard [1] as a candidate OOB 

spectrum reduction technique. As mentioned earlier, sharp phase transitions at O F D M symbol 

boundaries result in high OOB spectral components. By multiplying each O F D M symbol in the 

O F D M frame with an RC window, boundary symbols are smoothly decreased to zero. To avoid 

corrupting the actual data symbol, @NT cyclic postfix symbols, replicated from the start of the OFDM 

symbol, are appended to the end of each O F D M symbol in addition to the cyclic prefixed symbols at 

the beginning of each O F D M symbol. Here, p is the raised cosine roll-off factor. The window does 

not affect the actual data symbols and only the prefix and postfix symbols. Both overlapping and non-

overlapping windows can be used. However, overlapping windows are preferred as fewer symbols 

per O F D M symbol need to be modified. In overlapping windows, the defined window is fiT times 
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longer then the length of an OFDM symbol, and consecutive windows are overlapped by a factor of 

BT/2. The structure of an overlapping RC Window is shown in Figure 3.9. 
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Figure 3.9: Time Domain Windowed OFDM Symbol [39] 

The expression for the RC window are given in [3] as 
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The RC window mentioned in the standard has a J3 value of 0.0125. The amount of OOB suppression 

an RC window can achieve is directly related to /?; with higher B more OOB suppression can be 

achieved. However, with higher /? more postfix symbols need to be added and more cyclic prefixed 

symbols of the next OFDM symbol are destroyed as more post fix symbols need to be added and 

overlapped. Since the cyclic prefix symbols are needed to prevent ISI, when transmitting in a 

multipath environment, using a high B decreases the multipath tolerance of the system. The OFDM 

transmit signal spectrum after RC windowing with various /? values is shown in Figure 3.10. 
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3.4.2.2 Higher Order Digital Filtering 

Conventional filtering techniques can also be used to contain the O O B spectrum of O F D M symbols. 

Wi th filtering the IFFTed symbols are convolved with the filter's impulse response. M u c h greater 

control over O O B spectrum can be achieved but filtering also increases system complexity. In 

addition, when using filtering high order filters are needed to prevent the filters passband rippling 

effects from causing in-band distortion as this decreases B E R performance and also tolerance to the 

delay spread of the channel [3], The filter used in our simulation is a least square error (LSE) finite 

impulse response filter (FIR) of order 128. Parameters for the filter are given in Table 3.5 below. The 

impulse and frequency response of the filter are shown in the Figure 3.11. The O F D M transmit signal 

spectrum after filtering with the transmit filter is shown in Figure 5.2. 
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Figure 3.11: (a) Transfer function and (b) Impulse response of transmit filter 

Table 3.5: Parameters of the transmit filter 

*SaiiS™KRara™rteKDeseription,m fr IT,> ^Parameter Name'; .:. . Parametert-yaluesaWliM 

Normalized Filter Cutoff Points(MHz) Attn [0 9 11 80] /80 

Attenuation associated with Cutoff Points cutoffs [ 1 1 0 0] 

Filter Sample Time(MHz) Fs 160 

Filter Order N 128 

Impulse response of Filter B B= Firls(N, Attn, cutoffs) 

Filter defined in Matlab Freqz(B,l,128,160) 
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Chapter 4 
System Model Description 

The model used in our analysis is based on the Clark's Matlab Simulink baseband model of the IEEE 

802.11a O F D M W L A N , taken from Matlab's Central File Exchange website [50]. The model is now 

included as a demo model in Matlab 7/Simulink Release 14. However, several modifications have 

been made to make it more standard compliant, improve its performance and to adapt it for an 

analysis of our interference study. Modifications made to the model include: 

1. PPDU frame duration and subcarrier spacing changed to those defined in the standard 

2. Modified PPDU frame format to include 2 short and 2 long training symbols. Original model 

does not include short training sequences. 

3. Modified interleaving/deinterleaving to match standard defined algorithms 

4. Proper subcarrier positioning prior to IFFT at transmitter 

5. Proper GI interval description for training sequences 

6. Included effects of spectrum shaping. 

7. Included upsampling/down sampling to generate out of band spectral components 

8. Modified channel model to use quasi-static multipath fading and IID fading 

9. Changed channel estimation to time domain L S E from frequency domain zero forcing. 

10. Changed Viterbi decoding from hard to soft with bit metrics based on B ICM theory. 

11. Modified link adaptive mode selection algorithm 

12. Defined two different algorithms to calculate SNIR. 

13. Redefined PER according to the standard definition that is based on PSDU frame length 

14. Added channel shift capability. Allows multiple WLANs to be simulated simultaneously 
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4.1 Single Access Point Model 

4.1.1 Transmitter 

The transmitter diagram is shown in Figure 4.1. The incoming PSDU data steam is modeled as 

random data generated by a zero mean uniform Gaussian random process in the variable rate data 

generator block. The modulator bank is responsible for preparing the incoming binary data for 

transmission over the channel. This includes coding, interleaving and modulating. A l l routines are 

implemented according to the dictates of the standard. The transmission of an acknowledge (ACK) 

packet back to the transmitter in response to a correctly received PPDU frame at the receiver is not 

modeled as it involves the M A C layer. Instead we implement a simplified version of these events. A 

variable called the mode is sent back from the receiver to the transmitter informing it what mode to 

use in the transmission of the next PPDU frame. At the receiver, mode selection is controlled by the 

signal to noise plus interference ratio (SNIR) averaged across all subcarriers and all O F D M symbols 

in the previous PPDU frame. The mode switches to a higher value each time this averaged SNIR 

crosses the 10% PER cutoff threshold of the mode directly above it and to a lower mode each time the 

averaged SNIR ratio falls below the 10% PER cutoff threshold of the current mode. By doing so, 

maximum throughput is achieved while the 10% PER criteria for each mode is met. 

The transmitter generates 960 data symbols for each PPDU frame no matter what mode is used. 

Therefore, the number of binary data bits generated varies depending on what mode value is received. 

The number of data symbols transmitted is modeled as stationary to fix the size of the transmitted 

PPDU frame. Variable PPDU frame sizes are not modeled. In addition to this, the O F D M SIGNAL 

symbol is not modeled either. A l l information necessary to demodulate the PPDU frame is provided 

by the mode. 

The complex modulated data is fed into the O F D M Modulator, which places the data on the 

designated data subcarriers and also adds the zero and pilot subcarriers necessary to form O F D M data 

symbols. IFFT is preformed on the subcarriers to form the time domain data O F D M symbol. Training 

symbols are added to form the header of the PPDU frame. A 512 point IFFT is preformed on the data 

by zero padding each O F D M symbol instead of the normal 64 points. This frequency domain zero 
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padding is done to generate the out-of-band spectrum without adding an extra upsampling block at the 

transmitter. The time domain output is an upsampled version of the 64 point IFFT O F D M symbol. 

These symbols are then cyclically prefixed and spectrally shaped by filtering or windowing before 

being amplified and serially transmitted over the channel. The transmit spectrum shaping block can 

either uses either the transmit filter or RC windowing with variable p\ 

4.1.2 Channel Model 

Two different types of multipath channels are modeled: IID fading and quasi-static fading. In each 

case, the individual symbols in the PPDU frame are convolved with the impulse response of the 

multipath channel. Complex zero-mean A W G N is then added to the symbols before the PPDU frame 

is sent to the receiver. 

4.1.3 Receiver 

The receiver diagram is shown in Figure 4.2. No PPDU detection routines are implemented and a 

continuous stream of data is received from the transmitter via the channel. Perfect frequency and time 

synchronization is also assumed. The received data is reformed into the PPDU frame format after 

OOB spectrum suppression and normalization. The guard intervals from all O F D M symbols are then 

removed. These O F D M symbols are converted back to the frequency domain by taking a 512 point 

FFT. Frequency domain O F D M symbols are downsampled by removing all upsampling zeros. After 

this training symbols and data symbols are separated. The training symbols are sent into the channel 

estimation block, where time domain L S E channel estimation is preformed using locally generated 

training symbols. Only long training symbols are used in channel estimation. Estimates of the channel 

frequency response on each subcarrier are sent into the Demodulator bank. Pilot symbols and zero 

subcarriers are removed from the data O F D M symbols before they are sent into the demodulator 

bank. Inside the demodulator bank, soft demodulation of the data symbols is done using the channel 

frequency response obtained from the training symbols and B ICM theory to generate soft input bit 

metrics for the viterbi decoder. Non-iterative, soft input viterbi decoding is used to limit decoder 

complexity. Prior to entering the viterbi decoder, deinterleaving and de-puncturing of the soft input 

metrics is preformed to reverse the corresponding processes preformed at the transmitter. 
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The decoded bits are sent to the BERYPER calculator where they are compared to the original bit 

stream. The averaged SNIR of the received PPDU frame is sent into the link adaptive mode control 

block where it is compared to 10% PER thresholds of different modes. Based on this comparison, the 

receiver selects a mode value to be used on the next PPDU frame, which it then sends back to the 

transmitter. 
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4.2 Multi Access Point Model 
The multi-AP model is used in the interference analysis of co-located WLANs. The model is 

displayed in Figure 4.4. The current implementation models two co-located WLANs. However it can 

easily be modified to include more WLANs. The basic transmitter and receiver models are the same 

as those used in the single AP model described in the previous section except for two extra blocks that 

have been added to the transmitter and one extra block at the receiver. A frequency shift block is 

added to the end of the transmitter prior to transmission. The block is used to model an AP operating 

on an adjacent or a non adjacent channel. Only the frequency separations between the channels of 

W L A N systems are modeled and there is no shifting to the actual passband channels. In the current 

model the first W L A N is centered at 0 MHz, the adjacent channel interferer at 20 MHz and the Non-

adjacent Channel interferer at 40 MHz. A power amplifier block is also added to normalize the power 

of the received signal. The power amplifier is added after the signal and the noise plus interference 

signals have been added together just before it enters the rest of the receiver. The first W L A N system 

is modeled in full, i.e., both the transmitter and receiver are modeled. Only the transmitter of the 

second W L A N is modeled as we are only interested in the performance of the first system in the 

presence of interference for nearby APs. 

The channel model is modified to include pathloss. A description of the pathloss models used is given 

in Section 5.4.2. The channel model of the first W L A N system includes the effects of pathloss and 

multipath fading. Transmissions from the second W L A N system are modeled as the interference 

signal. A W G N noise is added to the interference signals and transmitted separately into the receiver 

of the first W L A N system. This is done so that the receiver front end SNIR can be calculated. After 

the power of the signal and the noise plus interference signal are calculated, the two signals are added 

together and sent into the rest of the receiver. A receiver Noise Figure (NF) of 6 dB and an antenna 

gain of 0 dBi are assumed. The noise power at the input of the receiver, N, is calculated using 

N - KTB = 10 • log 1 0 (K) + 10 • log 1 0 (290 ) 

+ 10 - log I 0 ( W ) + 10 - log 1 0 ( 5 ) , 
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where K is Boltzman constant = 1.38x10" J/K, T is the receiver noise temperature assumed to be 

290°K and B is the bandwidth of the signal. Numerically; ./V = -124.9772 dB. Values of the noise 

floor and the antenna gain are given as typical values for practical IEEE 802.1 la systems in [6]. 
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Chapters 
Adjacent Channel Interference in 

Co-located WLANs 

5.1 Background 
Recent years have seen widespread deployment of WLANs in applications ranging from single AP 

private networks to multiple AP public networks employed in areas such as public internet access 

hotspots and campus/corporate-wide networks. Such trends have led to an increase in the use of 

multiple APs in overlying coverage areas (co-located APs) and a corresponding rise in inter-cell 

interference. A cell refers to the coverage area of a single AP. Obviously, interference from co-

located APs operating on the same channel will have the most detrimental effect on system 

performance. However, inter-cell interference from such an AP is easily detected2 and routines can be 

implemented to switch over to other channels if necessary. In multi-AP networks, network planning is 

used to avoid co-located APs from operating on the same channel. Furthermore, before a W L A N AP 

selects a channel for use, a survey of signal energy levels on all valid channels is done to find the 

lowest activity channel [1]. Therefore, interference from a co-located AP operating on the same 

channel is well accounted for and is not a problem if each co-located AP can operate on a separate 

channel. 

2 A functional A P periodically transmits beacons on its channel advertising it's availably to users. Each beacon 

has a basic service set identification (BSSID) unique to its cell. A beacon received by an A P with a different 

BSSID would tell the A P that a second A P is operating on the same channel in its vicinity. 
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A less obvious source of interference is from co-located APs operating on standard defined non-

overlapping channels. We refer to this as adjacent channel interference (ACI). ACI from nearby APs 

may be felt because standard defined non-overlapping channels are not truly non-overlapping but are 

based on limits set on the transmit signal's power spectrum. Depending on a range of factors that 

include the spatial separation between APs, the frequency separation between their operating channels 

and the out-of-band (OOB) spectrum of the interfering AP, the effects of ACI can be significant. In 

terms of physical layer (PHY) parameters ACI may cause a reduction in the coverage area and the 

receiver SNIR. The latter will cause a corresponding drop in the achievable data rates within the 

constricted coverage area. Furthermore, interference levels greater than the expected receive signal 

strength may be interpreted as a busy channel by users, leading users to delay their transmissions, and 

thereby increasing system latency [41]. 

The existence of this source of inter-cell interference has been cited a few times in the literature [41] -

[11]. However, most previous studies have focused on a M A C layer prospective. In [41], Dunat 

studies the impact of inter-cell interference of APs of IEEE 802.11a Networks in terms of the M A C 

layer parameters: the number of retransmissions and the effective M A C Layer throughput, the 

goodput. In particular, Figures 2, 3 and 4 in [41] show that for APs separated by less then 5 m, the 

goodput performance is severely affected by this source of interference. 

In this work, we complement the analysis of Dunat by providing results in terms of P H Y layer 

parameters; more specifically coverage area, receiver SNIR and achievable data rates. First, through 

simulations several scenarios of overlapping WLANs are examined to show the existence of this 

interference and the impact it can have on network performance. We then deduce minimum 

separation distances that allow two conventional W L A N systems to co-exist while maintaining 

acceptable individual performance. We also propose the use of an OOB spectrum shaping transmit 

filter that lessen degradation compared to conventional W L A N systems. In addition to this, we 

develop routines which may be used to limit this interference if the derived minimum separation 

distances cannot be met. Results from our study may be used to develop guidelines that allow better 

co-existence strategies for overlapping WLANs. Moreover, the results of our analysis may also be 

useful in developing APs that have the ability to use multiple channels simultaneously. 

55 



In our analysis we restrict ourselves to interference between APs only. Obviously, interference may 

occur between users and APs and/or between users themselves. However, interference from a user 

will be less disruptive on overall performance as users do not transmit continuously or as frequently 

as APs. Interference between APs will have a much more crippling effect on overall system 

performance, especially when APs are in infrastructure mode where all transmission occurs via the 

AP. This is in general the case for practical WLANs . 

5.2 Overlapping Coverage Areas 
The limited power and coverage area of a single A P necessitates the use of multiple APs in covering 

large areas. Deployment strategies for these large-scale multi-AP systems consist of two main parts: 

A P deployment to cover the desired area and RF channel allotment to the component APs. In A P 

deployment, coverage overlap is employed either to cover large areas with a desired signal quality or 

to increase system capacity in high user density areas [11] [12]. In coverage-oriented systems, 

optimization techniques try to maximize A P separation and minimize coverage overlap while 

maintaining the desired signal strength. In capacity-oriented systems, multiple APs are made available 

to users within the same coverage area and the main emphasis is on supporting as many users as 

possible [11]. As the number of users per A P increases the average goodput offered by the A P per 

user decreases. In such situations deploying another in the same coverage area can be used to increase 

the average goodput per user. Most practical large-scale multi-AP W L A N s combine both layouts 

depending on the needs of the area that needs to be covered. 

Once cells have been defined, RF channels are assigned to constituent APs to minimize co-channel 

interference between neighboring cells. Interference from co-located APs on non-overlapping 

channels is generally not taken into consideration. In coverage-oriented systems, APs are usually 

sufficiently spatially separated to neglect this interference; signal strength loss due to propagation 

drops the amount of interference a co-located A P operating on a non-overlapping channel will cause 

to negligible levels. However, recent trends to provide large coverage areas with high data rates are 

bringing A P closer together, thereby increasing the risk of A C I and the importance of accounting for 

this source of interference. In capacity-oriented systems, the smaller separation distance between APs 

further emphasizes these needs. 

56 



The presence of this interference may also be felt in areas with high WLAN deployment where no 

network planning is used. For example, dense residential areas, such as apartments, where individuals 

have personal WLANs set up. Because there is no governing rules regulating AP deployment, 

situations may arise where APs are placed close enough to feel this interference. In addition to this, 

the past few years have seen several new WLAN products that have the ability to use multiple 

channels enter the market. Such systems can potentially double or triple the bit rates that users 

associated with the AP can use. Depending on the number of channels the system is using. If 

component APs are designed to use individual channel separately, the proximity of the APs can cause 

individual AP to interfere with each other. 

5.3 Adjacent Channel Interference Limits 
According to the standard, a WLAN operating on a valid channel is defined as non-interfering with 

adjacent WLANs if its power spectrum lies within limits defined around its central frequency, /c_ as 

shown in Figure 2.7. Limits are defined over a range of ±30 MHz of fc while valid channels are 

spaced 20 MHz apart, Figure 2.6. Furthermore, the maximum power limit set for any frequency 

outside the allocated band is -40 dB relative to the in-band transmit power. For channels in the lower 

UNII 5 GHz ISM band, channels designated for indoor WLAN use, the maximum allowable transmit 

power is -13.97 dBW. Indoor WLAN systems need to operate with received signal strengths as low as 

-112 dBW, Table 2.7. Thus, interference from an AP operating on a non-overlapping channel can 

severely impact of other WLANs operating in its vicinity. 

From Figure 2.7 and [1], AP) centered at fcl, and transmitting at full power can cause interference of 

up to -20dBr (relative to the maximum transmit power on channel 1) on the outer sub-carriers of AP2, 

that is centered at/C2, on the side closest to channel 1. This interference gradually drops to about -28 

dBr at the center frequency of channel 2 and drops further to -40dBr at the outer sub-carriers on the 

side away from channel 1, as shown in Figure 5.1. If AP2 is receiving transmission from a far away 

user depending on the separation between the two APs and the strength of the signal AP2 is receiving, 

this interference may severely affect performance. 
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A P 2 w i l l interpret this interference as noise. Therefore, the simultaneous operation of the two 

channels wi l l increase the noise power of both systems. Higher signal power values wi l l be needed to 

make the system switch to higher modulation schemes and bit rates w i l l suffer. Moreover, the 

interference across the subcarriers of A P 2 is not flat; those closer to A P i w i l l experience more 

distortion. If A P ! is on a non-adjacent non-overlapping channel, A P i can cause a maximum of -40dBr 

across all subcarriers of A P 2 
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Figure 5.1: OOB spectral leakage limits from an adjacent non-overlapping channels in IEEE 802.11a 

The interference limits described above are for the most severe case. Such levels w i l l only occur i f the 

two A P s are located at exactly the same location and operating on adjacent channels; there is no 

separation between the antennas of the two APs . In addition, A P , needs to be transmitting at full 

power while A P 2 needs to be receiving a week signal from a far away user. A C I may also be felt for 

other combinations of transmit and receiver between the two A P s , but this particular situation wi l l 

experience the biggest impact of A C I . However, such a separation distance between A P s is non-

practical as explained in section 5.4.2 
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5.4 Parameters Affecting Non-Overlapping Channel 

Inter-cell Interference 

5.4.1 Out-of-Band Power Spectrum of Interfering AP 

A s previously explained in Section 3.4, an O F D M signal has high out of band spectral components, 

and O O B spectrum reduction is necessary to lower O O B components to levels defined by the spectral 

mask of I E E E 802.1 l a . Because of the limited frequency separation between I E E E 802.1 l a channels 

any O O B spectral component lies in the in-band of other W L A N s . Therefore, the O O B spectrum 

reduction technique used by the interfering A P w i l l have a direct impact on the amount of interference 

it can cause on co-located A P s . Although a number of techniques can be used for O O B spectrum 

reduction we consider the two techniques described in Section 3.4.2: R C windowing with /? = 0.0125 

and high order filtering. The former is taken as the conventional O O B spectrum reduction technique 

used in most W L A N s , for reasons also explained previously. The transmit signal spectrum after the 

two O O B spectrum have been applied is shown in Figure 5.2 below. 

Frequency (Hz) 

Figure 5.2: Normalized transmit signal spectrum before and after RC windowing with ft 
transmit filtering for OOB spectrum reduction 

= 0.0125 and 
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5.4.2 Spatial Distance between APs 

The amount of interference a co-located AP can cause is inversely related to the separation distance 

between the two APs, more specifically, on the separation distance between their antennas. The decay 

of signal power with distance, large scale variations of wireless channels, is modeled using pathloss 

models. These models can be based on empirical measurements where the model obtained is specific 

to the geographic area where the measurements were conducted or alternatively, on statistical models 

that are based on statistically modeling of dominant channel characteristics. Models obtained from the 

latter are less accurate but are not limited to a specific geographical area. Most models used are a 

combination of the two; parameters of the analytically derived statistical model are determined 

through empirical measurements. Several statistical models for the indoor wireless channel exist. 

However, there is not one generally accepted model. A good overview of the types of indoor pathloss 

models and the differences between an indoor wireless channel for a fixed broadband system and the 

conventional mobile channel can be found in [26] [49]. The pathloss model used in the simulations is 

of the log distance type with a fixed pathloss exponent and is taken from [6]. 

PL(d) = PL0+10ylog]0(d) + S (5.1) 

where d is the distance between the antennas, y is the Pathloss coefficient, S is the shadow fading 

random process, PLQ is the pathloss at reference distance of lm. PLQ and y are empirically determined 

for various channel conditions in [6]. For NLOS Rayleigh faded channels, conditions typical of 

environments WLANs operate in, PLQ is given as 51 dB and y as 3.5 respectively, while for LOS 

conditions they are 47 dB and 1.7 respectively. 

An important point to mention is that most pathloss models have a reference point, PLn, the power 

loss at a reference distance associated with them. This reference distance specifies the distance 

beyond which the electrical field radiated by the antenna can be considered far-field. In the far-field 

region, the fields generated by the antenna are planar and orthogonal to each other and to the direction 

of propagation. All Energy from the antenna can be considered radiating in the direction of 

propagation. In this region, the effects of the antenna can be excluded from the pathloss model. By 

doing so pathloss models are made independent of the antenna and describe the loss in power due to 

distance and the environment in which they operate only. 
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For smaller distances, within the reactive near field of the antenna, reactive energy is stored in the 

electric and magnetic fields which is not radiated. If a devise capable of coupling energy from these 

fields is placed in this region it can develop a received signal. This, mutual coupling between the two 

antennas and possibly other electronic components may result in impedance miss-match between 

transmitter and receiver components which would lead to a less then optimum transfer of power 

between the two [46]. Furthermore, at such small distances, electrical and magnetic fields can no 

longer be considered uniform and both horizontal and vertical displacement between the antennas 

needs to be considered. With vertical displacement the antenna pattern can not be considered omni­

directional as dipole antennas are omni-directional in the x plane at such short distances. 

In general, systems are designed to work at distances greater then this reference distance and 

published antenna specifications are for far field regions only. However, separation distances of a few 

centimeters also need to be considered as the dimensions of practical AP are in orders of centimeters. 

For the current investigation we limit ourselves to a minimum separation of lm between APs, thereby 

guaranteeing that we operate in the far fields of the antennas and far enough to ignore the effects of 

mutual coupling. An investigation on the effects of non-uniform antenna patterns and coupling 

between electronic components on performance is left as a topic for future work [46]. 

The S in equation (5.1) represents the variation of the instantaneous pathloss around the mean value 

calculated by the rest of the equation. In indoor wireless channels, large variations in the pathloss are 

possible due to the presence of several scatters and the generally NLOS conditions between the AP 

and the receiver [26]. In [6], S is modeled as a zero mean Gaussian random processes with a variance 

of 7.6 dB for NLOS and 5.6dB for LOS. Shadow fading in a link adaptive receiver is generally 

mitigated by including a cushioning factor on the desired cutoff rates for the different modes 

(combination of the coding and modulation scheme used). The adaptive system becomes more 

tolerant to errors but the system throughput suffers. In our system we use this cushioning factor to 

handle the non-constant interference caused by the interfering WLAN. To prevent system throughput 

from decreasing too severely we assume stationary conditions for the user and objects in its 

surrounding. APs are always assumed to be fixed in position. Hence, (5.1) for our analysis can be re 

written as 
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PL(d) = PL0+10y\ogl0(d) (5.2) 

5.4.3 Operating Channels 

The IEEE 802.11a standard [1], defines 12 non-overlapping 20 MHz channels in the 5 GHz UNII 

band, which a WLAN can operate on, see Figure 2.6. However, only four channels in the lower 5 

GHz UNII are defined explicitly for indoor WLAN use. We restrict ourselves to these channels only. 

For our interference analysis, an interfering AP can be operating on an adjacent channel (AC), or on a 

non-adjacent channel (NAC). An adjacent channel is defined as a non-overlapping channel with a 

frequency separation of 20 MHz between the central frequencies of both Channels. A non-adjacent 

channel is one in which the central frequencies are separated by more then 20 MHz. All channels 

other than the adjacent channel cause the same level interference (cf. Figure 2.7). Interference from a 

co-located AP on an adjacent channel is much more disruptive as the power spectrum limits defined 

by the mask in Figure 5.1 are lower and non-constant over the 20 MHz bandwidth. These limits were 

defined in Section 5.3. A non-adjacent channel interfering AP will cause a maximum interference of -

40dBr relative to its maximum transmit power. Furthermore, interference from a non-adjacent 

channel will generally be spectrally flat across the channel. 
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5.4.4 Transmit Signal Power 

Obviously, the transmit power of the interfering signal will have a direct bearing on the amount of 

interference it will cause. The maximum allowable transmit power for the four lower UNII 5 GHz 

band channels is defined in [1] as 40 mW in a 20 MHz bandwidth. We assume that all APs transmit at 

maximum power to provide maximum coverage areas to its users. Although variable transmit power 

can be used as a means of reducing inter-cell interference it is not within the scope of this project and 

is left for a possible topic for future work. 

5.5 Parameters Affected by Adjacent Channel Interference 

5.5.1 Coverage Area 

We define the coverage area of the W L A N system under investigation to be concentric circles 

centered at the A P with cut-off boundaries for the different operational modes defined by the 10% 

Packet Error Rate (PER) for a Physical Sub-layer Data Unit (PSDU) of length 1000 bytes. In the 

802.11a standard [1], this is defined as the minimal operational requirement for any particular mode. 

If performance falls below this level, the system switches to a lower mode that is more resilient to 

channel induced errors. Obviously, the actual coverage area will be affected by the geographical area 

and other sources of interference in its vicinity. However, since we are only interested in studying the 

mutual interference between APs we ignore the impact of these factors and assume that loss in 

average signal strength is only due to pathloss and interference from the nearby AP. Based on the 

above assumptions the coverage area around a single AP, that is using an omni-directional antenna, 

with an antenna gain of 0 dBi, and is show in Figure 5.3 below. Here, dBi is antenna gain in dB with 

reference to an isotropic antenna. The cutoff SNIR values for the different modes are given in Table 

3.4 for a block fading channel. As explained previously, the block fading channel is used to reduce 

simulation run time. 
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Figure 5.3: Coverage Area of a single AP with no nearby sources of interference. 

5.5.2 Signal-to-Noise-plus-Interference Ratio 

Two definitions of receiver signal-to-noise-plus-interference-ratio (SNIR) are used in our analysis. 

The first is defined at the front end of the receiver, and is termed as receiver front end SNIR. The 

transmitted signal and the noise-plus-interference signals are sent separately into the receiver. Power 

levels on both signals are calculated to find the receiver front end SNIR prior to mixing the two 

signals and conveying it to the rest of the receiver. Receiver front end SNIR is used to calculate the 

individual SNIR across subcarriers. The second SNIR ratio is defined after the received bits have 

passed through the demodulation process. The demodulated bits are re-modulated to data symbols 

which are multiplied with appropriate channel transfer function to generate a vector of error terms. 

The power of this error vector is used to calculate the receiver. In our simulations, we study the 

impact of using both definitions for the link adaptive system. 
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5.5.3 Link Adaptation Scheme 

Details on the link adaptive scheme can be found in Section 3.3. The mode switchover thresholds 

defined as normal thresholds in Table 3.4 are assigned to exactly the 10 % PER cutoff points to 

maximize throughputs. 

5.6 Simulation Setup 
The Dual Channel Model described in Section 4.2 is used to investigate a scenario where a user Y at 

distance d from A P 2 is transmitting on channel 2. Concurrently, A P i which is at distance Dsepami0n 

from AP2 is transmitting to user X on channel 1, see Figure 5.4. We ignore the cases where either one 

or both A P s are idle as interference would not be a problem in terms of PHY layer parameters for 

these cases. Two links need to be modeled: first, the link between AP2 and user Y and second the 

interfering link between the two APs. Multipath is only modeled on the link between an AP2 and user 

Y. For the current investigation, we assume that the two APs are insight of one another. Because of 

their proximity and the LOS channel between the two APs there is always one dominant path present. 

Hence, fading will have a minimal effect and is not modeled on this link. Signal strength loss on this 

link is due to pathloss and receiver induced distortions only. Recall that the pathloss model has also 

been made deterministic by ignoring the effects of shadow fading, cf. Section 5.4.2. 

The separation distance between the two APs is fixed in the beginning of each simulation and the 

performance of the receiver at AP2 in terms of SNIR and the average bit rate is calculated as user Y 

moves away from AP2. The original and the noise-plus-interference signals are sent separately into 

AP2's receiver only to calculate the front end SNIR after which they are combined together and sent 

into the rest of the receiver, Figure 4.2. User Y's receiver is not monitored as we assume there is a 

sufficient separation between it and AP]. 

Three different cases are considered: (1) the no interference case, which is used as a reference to 

compare performances with, (2) a co-located AP operating on a non-overlapping adjacent channel 

(ACI) and (3) a co-located AP operating on a non-overlapping non-adjacent channel (NACI). Each 

case is divided into two parts. In part (a), the mode of user X is fixed and the 10% PER is found as a 

function of the distance between AP2 and user X for Dsepara,i0n of 1 m. Distances are rounded off to 
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the nearest 0.5 m point that meets the 10% PER criteria. No information is sent back to the receiver. 

In part (b), the link adaptive system is simulated and the average bit rate and average SNIR of the 

system as a function of distance is calculated for various values of Dsepamion. Each simulation is run 

twice using one of the outlined OOB spectrum reduction techniques. A minimum of 20* 106 bits are 

transmitted for each run to obtain average values. For all cases, the block fading channel described in 

Section 3.2 is used. At the receiver, time domain LSE channel estimation is used. The BER and PER 

as a function of SNR are shown in Figure 3.5 and Figure 3.6 respectively. 

Figure 5.4: Simulation scenario - APi transmitting to user X, AP 2 receiving from user Y 
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5.7 Simulation Results 

5.7.1 No Interference 
For the no interference case, Figure 5.5 presents the P E R as a function of distance for all fixed mode 

systems. Here we consider only the performance of the receiver of A P 2 as it receives from user Y; no 

interference from A P i is present. The 10% cutoff distances are used to plot the region over which a 

mode can provide reliable coverage in Figure 5.6 as the dashed stair case line. Here, it is assumed that 

beyond its 10% PER cutoff distance, a mode can no longer provide reliable communication. At a 

particular distance, only the mode that provides the highest bit rate and conforms to the 10% PER 

criterion is plotted. All lower modes are capable of providing reliable communication at any point. 

Up to a distance of 6 m, the AP is capable of providing reliable communication at the highest possible 

data rate. Beyond a distance of 20.5 m, the system is unable to provide reliable communication in any 

mode under the assumed channel conditions. Furthermore, the results also show that the performance 

of Mode 2 and Mode 3 are similar, cf. Section 3.3. Figure 5.6 shows the performance of the link 

adaptive system for the no interference case. Two link adaptive system performance curves are 

shown. In the first, the link adaptive system uses the normal switch-over thresholds described in 

Section 3.3. In the second, the link adaptive system employs the upped switch over thresholds. This 

is one of the interference mitigation techniques we describe in Section 6.1 to counter ACI and NACI. 
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Figure 5.6: Bit Rate vs. Distance for Link Adaptive System with no interference 
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5.7.2 Adjacent Channel Interference 

For the case of ACI from a co-located AP, results of part (a), Dsepamtion fixed at lm, are shown in 

Figure 5.8, Figure 5.9, and Figure 5.10. In Figure 5.8 and Figure 5.9, bit rate vs. distance for an 

interfering AP using RC windowing with B = 0.0125 and for the transmit filter for OOB spectrum 

suppression are shown respectively. As in the previous section, performance of fixed mode 

simulations are plotted as dashed lines and that of link adaptive systems as continuous lines. The PER 

vs. distance of the link adaptive systems for both spectrum reduction techniques are shown in Figure 

5.10. 

Comparing the fixed mode system bit rate vs. distance graphs in Figure 5.8 and the no interference 

case in Figure 5.6, there is significant degradation in coverage areas and achievable bit rates within 

the coverage area in the presence of ACI from a co-located AP that is using RC windowing with p = 

0.0125 for OOB spectrum reduction. In fact, compared to the results of all other scenarios modeled, 

this case causes the most severe degradation. Reliable communication at the highest possible data rate 

is only possible within a distance of 2m from the AP, a drop of 4 m compared to the no interference 

case. No reliable communication is possible beyond a distance of 6m, a drop of 14.5 m compared to 

the no interference case. The drop in the cutoff distances for all modes compared to the no 

interference case are given in Table 5.1. Moreover, a comparison of link adaptive and fixed mode 

system bit rate vs. distance curves shows that the link adaptive system under-performs the fixed mode 

simulations. Unlike for the no interference case, the link adaptive system under performs the fixed 

mode simulations when the link adaptive system is using normal mode switch-over thresholds. This 

may be due to the unsuitability of these thresholds when such interference is present. The PER vs. 

distance of this case, shown in Figure 5.10, increases unbound beyond a distance of 6 m from the AP, 

once again showing that this case results in severe degradation. 

Performance is slightly better if the interfering AP is using the transmit filter for OOB spectrum 

reduction, but only when fixed mode systems are considered, cf. Figure 5.9. For the highest data rate, 

reliable communication is possible up to 3 m away from the AP, a drop of 3 m compared to the no 

interference case. Reliable communication using any mode can be maintained up to 11.5 m away 

from the AP. This corresponds to a drop of 8.5 m compared to the no interference case. However, the 
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results of the link adaptive system differ from this significantly. Even though the fixed mode 

simulations provide much higher cutoff distances, the PER within the coverage area is above 10 % for 

certain distances. In Figure 5.10 only points that meet the 10% PER criterion are plotted. For 

distances between 3m and 9m, the PER is not contained within the 10% PER limit. This trend can 

also been seen in the PER curves of the system in Figure 5.10. 

This implies that the SNIR cutoff thresholds defined for the no interference case do not function 

properly when ACI is present. A possible reason for this may be due to the non-gaussian nature of the 

interfering signal leaking into the in-band channel of AP2 and user Y. Because of this non-flat 

interference signal, outer subcarriers on the side closest to the channel of the interfering AP 

experience much higher levels of distortion than the average subcarrier SNIR, cf. Figure 5.7. 

Although the receiver itself works with variable subcarrier SNIRs, the information sent back to the 

transmitter is based on a value that is averaged over all subcarriers' SNIR. Therefore, a PER of 

greater then 10% may be observed even when the average SNIR value sent back to the transmitter is 

less then the 10% PER cutoff value. From Figure 5.7, if the interfering AP is using RC windowing for 

OOB spectrum reduction there is a greater disparity between the SNIR of end subcarriers and the 

average SNIR across all subcarriers. 
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Figure 5.7: Individual subcarrier SNIR in the presence of ACI from an AP at D. separation = lm. 

70 



In Figure 5.10, the hump in the PER curves for the case of ACI from a co-located AP at aDsepamion 

of lm that is using a transmit filter for OOB spectrum reduction is related to the amount of switching 

between modes. At distances close enough to the AP, signal strength is much stronger then the 

interfering signal. The link operates at the highest mode providing the user with maximum bit rate. At 

slightly further distances, interfering signal strength becomes comparable to signal strength, i.e. the 

user's SNIR ratio is within the defined mode switchover thresholds. The link switches modes 

frequently to adapt to the time varying channel conditions and to keep the PER under 10%. However, 

the normal switch over thresholds are not designed to deal with this non-gaussian interfering signal, 

and the PER increases to more then 10%. At further distances, the link stops switching between 

modes and operates in its lowest mode and the PER falls slightly. This may also explain why there is 

reliable communication at distances 9-1 lm in Figure 5.10. Finally, at distances greater then the cutoff 

distance of the lowest mode, the PER starts increasing and goes to one. At this point all transmitted 

packets are in error. 

This trend is also visible in the PER curves of NACI from an AP using either the transmit filter or the 

RC window for OOB spectrum reduction. The PER curve of ACI from an AP using RC windowing 

with ft = 0.0125 do not show this trend. This may be due to the fact that interference for this case is 

too severe. 

D i s t a n c e B e t w e e n A P a n d U s e r ( m ) 

Figure 5.8: Bit rate vs. distance in the presence of ACI from an AP atDseparation = lm, Interfering AP 
using RC windowing with fi = 0.0125 for OOB spectrumn reduction. 
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Distance between A P and User (m) 

Figure 5.9: Bit Rate vs. distance in the presence of ACI from an AP at Dseparation = lm, Interfering AP 
using the Transmit filter for OOB spectrum reduction3 

D i s t a n c e b e t w e e n A P a n d U s e r (m) 

Figure 5.10: PER vs. distance in the presence of ACI from an AP ntDseparation = lm 

3 In all bit rate vs. distance figures, only points with a PER of less then 10% are plotted. 
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Results for part (b), variable D s e p a r a t w n distances for the case of ACI from a co-located AP are shown 

in Figure 5.11 and Figure 5.12. In Figure 5.11 link adaptive system bit rates vs. distance results for 

varying Dseparation are shown for both OOB spectrum reduction techniques. Only points that conform 

to the 10% PER criterion are plotted. The corresponding curves for receiver front end SNIR as a 

function of distance are shown in Figure 5.12; 

As shown in the previous section, for the case of the interfering AP using the transmit filter, severe 

performance degradation occurs at a D'separation of lm. Reliable communication is not possible within 

the coverage area. Furthermore, from Figure 5.12, there is a drop of about 8 dB compared to the SNIR 

of the no interference case. For Dseparation distances of 3m, there is significantly less distortion; there 

is approximately a 3 dB loss compared to the no interference SNIR. Furthermore, reliable 

communication is maintained within the coverage area. A Dseparation of 5m is sufficient to make 

effects of.ACI negligible. 

For the case of the interfering AP using RC windowing, although reliable communication is possible 

for all distances within the coverage area, the coverage area is much more constricted for all 

Dseparation distances compared to an interfering AP that is using the transmit filter for OOB spectrum 

reduction. Compared to the no interference case, there is a drop of 20 dB in receiver front end SNIR 

for this case. However, for increasing Dseparation distances performance does not improve as 

dramatically as it did in the case of the interfering AP using the transmit filter for OOB spectrum 

reduction. In fact, performance in terms of both receiver front end SNIR and achievable bit rate is 

significantly degraded even for a D s e p a r a t i o n as far away as 10m. This is due to the non-uniformity of 

individual subcarrier SNIRs (cf. Figure 5.7). As a result, as soon as receiver SNIR comes within range 

of the mode switchover thresholds performance drops considerably. This can be seen as the sharper 

drop in bit rate curves for RC windowing in Figure 5.11. For larger Dseparation distances the decline in 

bit rates is more gradual. 
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D i s t a n c e B e t w e e n A P a n d U s e r (m) 

Figure 5.11: Bit rate vs. distance for various Dseparation for ACI from a co-located AP, link Adaptive 
System using Normal thresholds and Front End SNIR 
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D i s t a n c e b e t w e e n A P a n d R e c i e v e r 

Figure 5.12: RX front end SNIR vs. distance for various Dseparation for ACI from a co-located AP 
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5.7.3 Non-Adjacent Channel Interference 

For the case of NACI from a co-located AP, results of part (a) (D'separation fixed at lm), bit rate vs. 

distance plots are shown in Figure 5.13 (RC windowing) and Figure 5.14 ( Transmit filtering ) while 

PER vs. distance plots are shown in Figure 5.15. As done previously, performance of fixed mode 

simulations are plotted as dashed lines and that of link adaptive systems as continuous lines. 

On comparing the fixed mode system bit rate vs. distance in Figure 5.13 with the no interference case 

(cf. Figure 5.6), it is seen that the highest mode provides reliable communication up to a distance of 

3.5m, a drop of 2.5 m. Reliable communication using any mode is possible up to a distance of 14.5 m, 

a drop of 5.5m compared to the no interference case. Furthermore, compared to the corresponding 

ACI cases, better performance is seen as reliable communication can be maintained over larger 

distances. Interfering signal strength is much weaker as there is greater frequency separation between 

the channels of the two APs. The drop in the cutoff distances for all modes compared to the no 

interference case are given in Table 5.1. As in the case of ACI, fixed mode system performance is 

slightly better if the interfering AP uses transmit filtering for OOB spectrum reduction. For this case, 

reliable communication at the highest bit rate is possible up to 4 m away from the AP, a drop of 2 m 

compared to the no interference case. 

When performance of the link adaptive system with normal thresholds is analyzed for both OOB 

spectrum reduction techniques, the results follow a similar trend to the one that is observed in the case 

of ACI with transmit filtering; within the coverage area there are points where PER is not under 10%, 

cf. Figure 5.15. Although the IEEE spectrum mask limits of the interference signal are spectrally flat 

for a non-adjacent channel, OOB spectrum reduction techniques introduce decaying power spectrum 

strength with frequency away from the valid channel. This results in a spectrally non-flat interfering 

signal in the channel of a co-located AP. For these co-located APs, as soon as their SNIR comes 

within range of the mode switch-over thresholds, PER will rise to values above 10% as previously 

explained, Therefore, even NACI may result in non-flat interfering signals and cause performance 

degradation in co-located APs although not as severe as that for an ACI from a co-located AP. Link 

adaptive systems using upped thresholds are also shown in Figure 5.13 and Figure 5.14, these are 

related to a mitigation technique to counter ACI and NACI that we describe in Section 6.1 
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The PER curves in Figure 5.15 also follow a hump shape. However, compared to the PER curve of 

the ACI case (cf. Figure 5.10), the hump starts at a later distance and are broader. The weaker 

interference signal in this case comes within range of the mode switch over thresholds at further 

distances. 

Cut-off distances for 
Fixed Mode Systems 

< i i i 
e 1 3 f ° f f r 

Distance Between A P and User (m) 

Figure 5.13: Bit Rate vs. distance in the presence of NACI from an AP at Dseparation = lm, Interfering 
AP using RC windowing with fi - 0.0125 for OOB spectrum reduction. 

Distance between A P and User (m) 

Figure 5.14: Bit rate vs. distance in the presence of NACI from an AP atDseparation = lm, Interfering AP 
using the Transmit filter for OOB spectrum reduction 
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Figure 5.15: P E R vs. distance in the presence of NACI from an A P at Dseparation = l m 

Results for part (b) (variable Dseparation distances), for the case of NACI from a co-located AP are 

shown in Figure 5.16 and Figure 5.17. In Figure 5.16 link adaptive system bit rates vs. distance results 

for varying DReparation
 a r e shown for both OOB spectrum reduction techniques. Only points that 

conform to the 10% PER criterion are plotted. The corresponding curves for receiver front end SNIR 

as a function of distance are shown in Figure 5.17. At a Dseparation of lm, if the interfering AP is 

using transmit filtering as opposed to RC windowing for OOB spectrum reduction, slightly better 

SNIRs are seen at the receiver. However, performance for any OOB spectrum reduction techniques 

for an AP at a separation distance of lm are equally bad since, within the coverage area, the PER is 

above 10%. NACI interference from a co-located AP at D'separation of 3 m and more for both spectrum 

reduction techniques show negligible performance degradation. 
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Distance Between AP and User (m) 

Figure 5.16: Bit rate vs. distance for various Dseparation for NACI from a co-located AP, link Adaptive 
System using Normal thresholds and Front End SNIR 
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d i s t a n c e b e t w e e n A P a n d R e c e i v e r (m) 

Figure 5.17: RX front end SNIR vs. distance for various Dseparation for ACI from a co-located AP 
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In Table 5.1 cut off distances for all fixed mode systems for a separation distance of lm between APs 

are listed. Furthermore, the amount of constriction due to ACI and NACI compared to the no 

interference case are also listed. From the results it can clearly be seen that lesser degradation occurs 

if the interfering AP uses transmit filtering for OOB spectrum reduction as compared to the 

conventional RC windowing technique. 

Table 5.2 states the minimum separation distances between APs for negligible ACI. 

Table 5.1: Comparison of 10% PER cutoff distances for ACI, NACI from a co-located AP at Dseparaljon of 
lm with no interference case. All distances given in meters 

Mode 
No 

Intcrfciuncu*' 
case 

• Adjacent Channel Interfeier " ..Non-Adjacent Channel Interferer, <T> 

-St*' r*f 
RC Window with 

= 0 0125 , 
ft*Transmit Shaping * 

k 1

 t r l Filter ^ -
.,l|f|l"BRC Window,»with t, 

, p = 0 0125 
j i Transmit Shaping" "< 
* 1 ; „,'Filter, r&-

Actual 

Drop 
compared to 

no 
Interference 

case 

Actual 

Drop 
compared to 

no 
Interference 

case 

Actual 

Drop 
compared to 

no 
Interference 

case 

Actual 

Drop 
compared to 

no 
Interference 

case 

8 6 2 4 3 3 3.5 2.5 4 2 

7 7 2 5 3 4 4 3 4.5 2.5 

6 9 2.5 6.5 4 5 5 4 6 3 

5 11.5 3.5 8 . 5.5 6 6 5.5 7.5 4 

4 13.5 4 9.5 7.5 6 8.5 5 8.5 5 

3 17 5 12 11 6 13 4 15.5 1.5 

2 17 5 12 11 6 13 4 15 2 

1 20 6 14 11.5 8.5 14.5 5.5 16 4 

Table 5.2: Minimum separation distances between AP for negligible ACI interference 
j 

Vi .Separation" -
> Distance (m) 

Co-located AP on Adjacent Channel Using Raised Cosine Windowing with 3=0.0125 >10 

Co-located AP on Adjacent Channel Using Transmit Filter with 6=0.0125 5 

Co-located AP on Non-Adjacent Channel Using Raised Cosine Windowing with (3=0.0125 3 

Co-located AP on Non-Adjacent Channel Using Transmit Filter 3 
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Chapter 6 
Mitigation Techniques for Adjacent 

Channel Interference in Co-located 

WLANs 

In the previous section, it was shown that a co-located AP operating on a standard defined non-

overlapping channel causes significant performance degradation on nearby APs. Minimum 

separations distances between AP that reduce this interference to negligible levels were found. In this 

chapter we propose different mitigation techniques that can be used in place of the minimum 

separation distances. Three techniques are discussed: (1) mode switch over thresholds modification, 

(2) new definition of signal to noise plus interference ratio and (3) switching off severely distorted 

subcarriers. In each technique the 10% PER cutoff distances for a co-located AP at a separation 

distance lm is analyzed and the effects of the mitigation techniques are observed both on the fixed 

mode scheme and the link adaptive system. 

6.1 Modified Switch over Thresholds 
In the link adaptive system simulations, it was observed that the defined mode switch over thresholds, 

Normal thresholds, do not conform to the 10% PER criteria in the presence of an interfering AP at 

small separation distances. This was due to the much lower SNIR on subcarriers closest to the 

interfering AP's channel compared to the average across all subcarriers SNIR on which feedback to 

the transmitter is based. The pragmatic approach to solving this problem is to increase each mode 

switch-over threshold by a factor, such that the link adaptive system switches to higher modes at 

higher SNIR values and not at the 10% PER cut-off boundaries. Although this approach lowers 

throughput, fewer packet errors occur at the receiver. However such an approach would allow reliable 

communication within the coverage area. We defined the upped thresholds array as the same normal 
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thresholds array with a cushioning factor cushioning factor of 1.5 dB and the Upped2 threshold with 

a cushioning factor of 3 dB. The cut-off distances of individual modes do not change as no other 

changes are made to this system. The results of using the Upped thresholds in the link adaptive 

system for a D s e p a r a n o n of l m for the case of an adjacent channel interfering A P are shown in Figure 

5.6 through Figure 5.10 and the results for a non adjacent channel interfering A P in Figure 5.13 

Figure 5.15. Figure 6.1 and Figure 6.2 below show the bit rate vs. distance results for the link 

adaptive system with Upped thresholds for various Dseparation distances. 

— — -No Interference Case 
--©•- Interfering WLAN using TX Filter at Dseperation = 1 m 
—H— Interfering WLAN using RC Window Dseperation = 1 m 
--0— Interfering WLAN using TX Filter at Dseperation = 3 m 
V Interfering WLAN using RC Window Dseperation = 3 m 

—4— Interfering WLAN using TX Filter at Dseperation = 5 m 
Interfering WLAN using RC Window Dseperation= 5 m 

Upped Theshplds 
thres=[7 7 1 0 i 1 3 1 6 . 5 2 0 2 1 . 5 ] + i 

(Fe r-AI l-Sim ulations y 

Distance between AP and User (m) 

Figure 6.1 Bit rate vs. distance for various Dseparation for ACI from a co-located AP when link adaptive 
system is using the upped thresholds 

From the PER curves in Figure 5.10 and Figure 5.15, using Upped thresholds lowers the PER to 

under 10% for an interfering A P at a DReparation of lm that is using the transmit filter whether it is on 

an adjacent or a non-adjacent channel. By doing so the system is able to provide reliable 

communication within its coverage area but at slightly reduced bit rates. If the interfering A P is using 

RC windowing for OOB spectrum reduction and is operating on an adjacent channel using these 
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thresholds has no effect on the PER. Using Upped thresholds cannot increase the cut-off distances of 

the fixed mode systems, which is the main reason for the poor performance for this case. If the 

interfering AP is using RC windowing for OOB spectrum reduction and is operating on a non-

adjacent channel the Upped threshold lower the PER but do not limit it to under 10%. Higher 

threshold values are needed and more bit rate needs to be sacrificed to provide this. The Uppedl is 

needed to limit the PER to within 10 % PER for this case. The PER results when using this threshold 

array for this case are plotted in Figure 5.15, while the bit rates vs. distance curve is plotted in Figure 

5.16. 

— — -No Interference Case 

° 1 U 4 9 1 6 9 8 1 9
 k k 1 4 

Distance between AP and User (m) 

Figure 6.2: Bit rate vs. distance for various D separation for NACI from a co-located AP when link adaptive 
system is using the upped thresholds 

Modifying the mode switch-over thresholds improves the performance of the link adaptive system 

only. However, link adaptive performance cannot be improved to better then the cutoff distances of 

the fixed modes. As can be seen from Table 5.1, these are still severely distorted. The mitigation 

techniques that follow try to improve cutoff distances to improve system performance. However, this 

is a simple technique which can be used to improve performance in the presence of the interfering 
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APs. Furthermore, as it does not require a change in the structure of the OFDM frame format or any 

other part of the system, it is a simple standard compliant technique. Routines to switch over to the 

modified thresholds in the presence of an interfering AP can easily be incorporated into the system. 

6.2 New SNIR Ratio 
A comparison of the link adaptive systems bit rate vs. distance plots, show that the link adaptive 

system does not strictly follow the cut-off boundaries defined by the fixed mode cut-off values. In 

some cases, for example when the interfering AP at a D s e p a m w n of lm and is using RC windowing the 

link adaptive system under performs, Figure 5.8. While this may be attributed to the unsuitability of 

the link adaptive systems mode switch-over thresholds in the presence of interference from a co-

located AP, it is also possible that the SNIR defined at the front end of the receiver is not the best 

SNIR definition to use as input to the link adaptive system. We define a new SNIR using the 

demodulated data symbols. At the receiver, after FFT modulation and after all overhead symbols 

(pilot symbols, channel estimation symbols, zeros subcarriers) have been removed, a data vector 

containing all the data symbols in the OFDM frame is formed from the received OFDM frame. This 

data vector is equalized by multiplying with the appropriate channel transfer function and sent into a 

hard demodulator. These demodulated bits are re-modulated and the resultant vector of data symbols 

is compared to the data vector. The difference between these two vectors can be used to calculate the 

noise plus interference power. 

rn[k) = Gnxn[k] + wn[k] (6-1) 

where rn[k] is the received data symbol on subcarrier n on the k OFDM symbol, G„ is the channel 

frequency response on the nth subcarrier, x„[k] is the transmitted symbol on subcarrier n on OFDM 

symbol k. wn[k] is the associated AWGN power. 

wn[k] = rn[k]-GnxnW (6-2> 

where xn[k] is the re-modulated data symbol obtained by hard demodulating rn[k] 

A comparison of the link adaptive system bit rates and receiver SNIRs using the two SNIR definitions 

is given in Figure 6.3 and Figure 6.4 for the case of an adjacent channel interferer at D s e p a r a t i 0 n =lm. 
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Distance between A P and User (m) Distance between A P and User (m) 
Figure 6.3: (a) Average SNIR and (b) Bit rate vs. distance in the presence of ACI from an AP at 

Dseparation = lm> Interfering AP using RC windowing with fi = 0.0125 for OOB spectrum reduction 

Distance between A P and User (m) Distance between A P and User(m) 

Figure 6.4: (a) Average SNIR and (b) Bit rate vs. distance in the presence of ACI from an AP at 
Dseparation = l m 5 Interfering AP using the transmit filter for OOB spectrum reduction 
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System performance is significantly improved when the new SNIR ratio is used with the link adaptive 

system for the case of an interfering AP that is using RC windowing for OOB spectrum reduction, cf. 

Figure 6.3. If the interfering AP is using transmit windowing for OOB spectrum reduction, system 

performance is approximately the same Figure 6.4. The new SNIR definition is better at coping with 

the non-constant interference from the interfering AP, as the demodulated symbols are equalized and 

normalized prior to taking the SNIR ratio. Therefore, for the remaining simulations, the new SNIR 

ratio will be taken as input to the link adaptive system. 

6 . 3 Switching off Severely Distorted Subcarriers 
A more intuitive method to deal with this spectrally non-flat interference would be to switch off 

subcarriers most affected by it. However, standard compliant systems have a fixed frame format with 

a defined number of data carrying subcarriers per OFDM symbol. A change in the number of data 

subcarriers would require fundamental changes to the system. Although this would make the system 

standard non-compliant, it is still interesting to investigate how effective this technique would be in 

limiting ACI. In this section we investigate the effects on achievable bit rates, PER and cut-off 

distances when data subcarriers closest to the interfering AP's channel are turned off. We restrict our 

analysis to the case when the interfering AP is operating on an adjacent channel at a Dseparation of lm 

as this particular scenario provides the greatest interference, Figure 5.8 and Figure 5.10. From Figure 

5.7, it can be predicted that this technique should be more effective for the case when the interfering 

AP is using RC windowing for OOB spectrum reduction as compared to one using the transmit filter. 

In the former case, subcarriers closest to the interfering AP channel experience much high levels of 

distortion then the average over all subcarrier SNIR on which feedback to the transmitter is based. 

Therefore, if these subcarriers are not used to transmit data better performance can be achieved. For 

the latter case, there is lesser disparity between the SNIR on these subcarriers and the average over all 

subcarriers SNIR. Switching off subcarriers should not improve performance by much. 

Four cases are considered, the number of data subcarriers turned off in each case are: 

Case (1): 48 Data Subcarriers (Normal IEEE 802.1 la Defined format) 

Case (2): 47 Subcarriers (1 subcarrier cutoff) 

Case (3): 43 Subcarriers (5 Subcarriers cutoff) 

Case (4): 38 Subcarriers (10 Subcarriers cutoff) 
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For simplicity we do not employ any variable bit loading techniques on individual subcarriers and all 

subcarriers are loaded with data symbols from the same modulated and coded symbol set in one 

OFDM frame. As a consequence of this, switching off data subcarriers will directly affect the bit rate 

each mode provides. The new reduced bit rate is given by 

BitRate = mRN 
f P 

SD \T0J 
(6.3) 

where m is the modulation order, R is the coding rate, NSD is the number of data subcarriers in one 

OFDM symbol, T0 is the OFDM symbol duration including guard interval time. 

In addition to changing the OFDM frame format, the standard defined interleaver\de-interleaver also 

need to be modified as these are specifically designed for a 48 data subcarriers per OFDM symbol 

format. We replace this with a random interleaver that interleaves\de-interleaves across all encoded 

bits used in an OFDM frame. As explained earlier, the standard defined interleaving\de-interleaving 

algorithms are not ideal [32] as bits are interleaved only across one OFDM symbol. Interleaving 

across an OFDM frame improves BER performance by increasing interleaver depth. This in turn 

should increase performance in terms of the parameters we are interested in. 

— * — 4 8 S u b c a r r i e r s 
4 y S u b c a r r i e r s 

- - 0 ™ 4 3 S u b c a r r i e r s 
O 3 8 S u b c a r r i e r s 

-0-
I 

- r -
i 

4 5 6 
D i s t a n c e B e t w e e n A P a n d U s e r (m) 

Figure 6.5: Cut-off distances for different modes number of subcarriers for the case of ACI from an AP 
at Dseparation = lm using a RC windowing with ft = 0.125. Random interleaver used for all cases. 
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6 8 10 
Distance between A P and User (m) 

Figure 6.6: Cut-off distances for different modes number of subcarriers for the case of ACI from an AP 
at Dseparation = lm using the transmit filter. Random interleaver used for all cases. 

-48 Subcarriers 
-47 Subcarriers 
- 43 Subcarriers 
-38 Subcarriers 

Normal thresholds, 
SNIR from demodulation and rje-modulation, 
R a n d o m Interleaver 

6 8 10 
Distance between A P a n d User (m) 

Figure 6.7: Bit Rate vs. distance for the case of ACI from an AP at Dseparation = lm using the transmit 
filter for OOB spectrum reduction - for various number of data subcarriers 
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5 6 
D i s t a n c e b e t w e e n A P a n d U s e r (m) 

Figure 6.8: Bit Rate vs. distance for the case of ACI from an AP at Dseparation = lm using the RC window 
with p = 0.0125 for OOB spectrum reduction - various number of data subcarriers 
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Figure 6.9: PER vs. distance for the case of ACI from an AP at Dseparation = lm - various number of data 
subcarriers 



The cutoff distances for individual modes for all cases of ACI from an AP at Dseparation of lm are 

plotted in Figure 6.5 and Figure 6.6 and are listed in Table 6.1. As predicted, greater performance 

enhancement is achieved for the case of an AP using RC windowing for OOB spectrum reduction as 

compared to the transmit filter, when subcarriers closest to the interfering APs channel are switched 

off. A similar trend is observed in the results of the link adaptive system simulations as can be seen 

Figure 6.7 Figure 6.8. The small increase in cut-off distances as the number of data carrying 

subcarriers is decreased is due to OFDM frame power normalizing prior to transmission; since lesser 

data subcarriers are used, individual subcarriers have higher power. 

The difference between the cut-off distances for the case of 48 subcarriers reported in this section and 

in previous sections can be attributed to the BER improvement achieved through the use of the 

random interleaver. In addition to increasing cut-off distances, the random interleaver also allows the 

48 subcarrier system to function below 10% PER within the coverage area for an ACI from an AP 

using Normal thresholds for its link adaptive system, Figure 6.8 and Figure 6.9. 

The PER curves also show a greater improvement when the interfering AP uses RC windowing 

compared to the transmit filter for OOB spectrum suppression. Moreover, for the RC windowing 

case, the amount of improvement achieved decreases as the number of subcarriers switched off 

increases. The interference signal distortion is highest on the subcarrier closest to the interfering 

signals channel and decreases for subcarriers further away. The PER curves for the transmit filter 

case, show a more linear trend, with each subcarrier shut off having almost a equal impact on PER 

performance. 
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Table 6.1: Cut-off distances for all modes for various number of data carrying subcarriers 

» Number of 
* D a t a 

.•.Subcarriers... 

< N S D ' 

Siifll 
Mcde Bit Rate,, 

fMbps)/ 

;,B,r,Rate Drop 
n Compared to 
. l I 'st 'a^aTdM 

3r^^|.(MbpS)rl» 

> :.lp%.P,ER!?;-
A*'cut-off. 

Distance 
<m) 

+,Changefln,l10%„CutP;,i. 

scomparfeditoistandardB 
\,defiffe'a(if6"rmattm I! 

i 1 '"i, • 
?. 10% H' 

ir'Cut-*ofrV 
ijsDIstahce 

. > Change in 10%;*,̂  
' Cut-off pistance^il' 

1 .'', cVmpared'tcS f <\\ 
, stendardldeflhcd 

format (rh )> , H 

1 6.0 0.0 6.5 0.0 13.0 0.0 
2 9.0 0.0 5.5 0.0 10.0 0.0 
3 12.0 0.0 5.5 0.0 11.0 0.0 
4 18.0 0.0 4.5 0.0 8.5 0.0 

48 5 24.0 0.0 4.0 0.0 8.0 0.0 
6 36.0 0.0 2.5 0.0 5.5 0.0 
7 48.0 0.0 2.5 0.0 5.0 0.0 
8 54.0 0.0 2.0 0.0 4.5 0.0 

1 5.9 0.1 7.0 0.5 13.5 0.5 
2 8.8 0.2 5.5 0.0 10.5 0.5 
3 11.8 0.3 6.0 0.5 11.0. . 0.0 
4 17.6 0.4 4.5 0.0 8.5 0.0 

47 5 23.5 0.5 4.0 0.0 8.0 0.0 
6 35.3 0.8 3.0 0.5 5.5 0.0 
7 47.0 1.0 2.5 0.0 5.0 0.0 

8 52.9 1.1 2.0 0.0 4.5 0.0 

1 5.4 0.6 8.5 2.0 14.0 1.0 
2 8.1 0.9 6.5 1.0 11.0 1.0 
3 10.8 1.3 7.0 1.5 12.0 1.0 
4 16.1 1.9 6.0 1.5 9.0 0.5 

43 5 21.5 2.5 5.0 1.0 8.5 0.5 
6 32.3 3.8 4.0 1.5 6.0 0.5 
7 43.0 5.0 3.0 0.5 5.0 0.0 

8 48.4 5.6 2.5 0.5 4.5 0.0 

1 4.8 1.3 9.5 3.0 15.0 2.0 
2 7.1 1.9 7.5 2.0 11.5 1.5 
3 9.5 2.5 8.0 2.5 12.5 1.5 
4 14.3 3.8 6.5 2.0 9.5 1.0 

38 5 19.0 5.0 5.5 1.5 9.0 1.0 
6 28.5 7.5 4.0 1.5 6.5 1.0 
7 38.0 10.0 3.5 1.0 5.5 0.5 

8 42.8 11.3 3.0 1.0 5.0 0.5 
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Chapter 7 
Conclusion and Future Work 

In this work we presented a detailed analysis of Adjacent Channel Interference (ACI) that access 

points (APs) of OFDM WLANs deployed in overlying coverage areas may experience even when 

individual APs operate on standard defined non-overlapping channels. Because standard defined non-

overlapping channels are not truly non-overlapping but are based on limits set on the transmit signal 

spectrum, situations may arise where this interference will significantly degrade performance. 

Through simulation of these scenarios we investigate how the spatial separation between APs, 

frequency separation between their operating channels and the out-of-band (OOB) spectrum reduction 

techniques that they employ contribute to the severity of ACI. We also show that co-located AP 

operating on non-adjacent standard defined non-overlapping channels can also generate interference 

into neighboring WLANS - non-adjacent channel interference (NACI). Although the effects of NACI 

will not be as severe as those of ACI, they can still be significant. Effects of ACI and NACI include a 

constriction of the coverage area, a drop in the achievable bit rates of users associated with the AP 

and a reduction in their signal-to-noise-plus-interference ratios. ACI also degrades the performance of 

the adaptive coding and modulation in WLANs. 

We show that the raised cosine (RC) windowing for OOB spectrum reduction creates an interfering 

signal that is non-flat across the channel of neighboring WLANs. Because of this spectrally non-flat 

interfering signal, individual subcarriers of the OFDM signal will experience different levels of 

distortion; subcarriers closest to the channel of the interfering WLANs channel see significantly more 

distortion. Link adaptive feedback to the transmitter is based on a SNIR ratio averaged across all 

subcarriers. Therefore, 10% PER are observed even within the coverage area as fixed modulation and 

coding is used on all subcarriers. In fact for small separation distances between APs, PER may 

degrade to the point where reliable communication (a PER of less then 10% for a PSDU of length 

1000 bytes) cannot be maintained within the coverage area. 
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We use the results of our investigation to design a transmit filter that causes a comparatively more 

spectrally flat interfering signal across channels of neighboring APs. Our transmit filter results in 

lesser PERs and link adaptive performance degradation. The results of our analysis are used to find 

minimum separation distances between APs for negligible ACI for the scenarios that we modeled. 

Furthermore, we develop several ACI mitigation techniques that can be used to limit ACI if the 

minimum separation distance criterion can not be fulfilled. To improve PER and link adaptive bit rate 

performances we suggest the use of a cushioning factor on mode switchover thresholds. Although this 

drops the achievable bit rates slightly, it increases the PER resilience of the system. Including this 

cushioning factor allows reliable communication to be maintained within the coverage area for very 

small AP separation distances as well. We also investigate the effects of turning off severely distorted 

subcarriers on system performance. Turning off severely distorted subcarriers is more effective for 

RC windowing than for transmit filtering as there is a greater disparity been individual subcarrier 

SNIRs and the mean subcarrier SNIR for the former OOB spectrum reduction technique. 

The results of our analysis can be used to improve network deployment strategies and to develop 

routines that can be used to limit ACI in areas with a high number of overlapping WLANs with no 

network planning, such as residential flats. Our work suggests several interesting directions for future 

work on this topic. In our investigation we limited our analysis to a minimum separation of lm 

between APs. This was done to ignore the effects of mutual coupling between AP antennas and non­

uniform antenna patterns. However, in residential flats it is quite possible that smaller separation 

distances between APs are observed. It would be interesting to study interference effects at distances 

less then lm - in particular, the case of no separation (vertically stacked APs). It would also be useful 

to study the effects of several other factors that affect the OOB spectrum of OFDM signals, such as 

peak-to-average-power of OFDM systems and transmitter induced non-linearities on ACI. Also 

interesting would be an investigation into the effects of other link adaptive techniques. 
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