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Abstract 

Efficient allocation of transmitter power is of paramount importance in wireless net­

works for both longer battery life of the mobile devices and increased utilization of the 

scarce wireless spectrum. Traditional power control scheme updates power whenever 

the fading state of the channel is changed. This approach consumes a lot of signal 

processing energy and may be impractical for fast-fading channels. Alternative ap­

proach is to take the statistical variation of the signal-to-interference and noise ratio 

of each transmitter/receiver pair into account and allocate power to optimize outage, 

power or utility. We address the problem of optimal power control for interference-

limited wireless networks with both Rayleigh faded desired and interference signals 

assuming latter approach. Unlike most of the works in the literature that use com­

plex non-linear optimization techniques or approximate heuristic- based methods, we 

propose simple methods to solve the optimal power control problems. We formulate 

the problems from the viewpoint of both user and network. In outage-based formu­

lations, we minimize the worst outage probability over all transmitter/receiver pairs. 

In utility-based formulations, which are more suitable for wireless data networks, we 

consider the problem of maximizing minimum utility over all transmitter/receiver pairs 

for network-centric scheme and individual utility for user-centric scheme. In all the 

schemes, we put non-negativity constraints on all the transmitted powers. We also for­

mulate problem that minimizes the total power with specified bounds on the individual 

outage probability. With appropriate transformation techniques, we convert the com­

plex constrained optimization problems into equivalent unconstrained problems, which 

are suitably solved using either DFP method or BFGS method. We perform extensive 

numerical simulations, which reveal that our proposed algorithms are very efficient to 

converge to the optimal solution with few iterations. 
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Chapter 1 

Introduction 

Wireless communication systems have experienced tremendous growth over the last 

decade, and this growth continues unabated worldwide. Such developments are mainly 

driven by strong market demand for personal communication systems and services, 

which provide ubiquitous and tetherless access to users. The exponential growth of 

cellular phones, cordless phones, and paging services, coupled with proliferation of 

laptop and palmtop computers also indicates a bright future for wireless networks [2]. 

Future wireless networks are envisioned to provide people on the move of the same 

advanced networking capabilities, such as multimedia applications, Internet access, and 

guaranteed Quality of Service (QoS), as they enjoy in their homes and or offices. Some 

even predict that the rapid developments in the field of wireless communication will 

shrink world into a global communication village by 2010 [3]. To live up to the promise 

of multimedia communications anywhere and anytime, many technical challenges must 

be overcome to improve the performance of wireless systems. 

The inherent limitations of wireless networks include scarce radio spectrum, highly 

erratic and essentially stochastic channel (with omnipresent interference, shadowing, 

and multipath fading), and user mobility. Unlike wired networks, wireless networks 

with changes in user connectivity and network topology require an integrated and adap­

tive protocol stack across all layers to achieve acceptable performance [2]. 

1 



CHAPTER 1. INTRODUCTION 2 

Despite all these limitations, the technology and business of cellular communica­

tions systems have made spectacular progress since the first systems were introduced 

22 years ago and also sparked much of the optimism about the future of multimedia 

wireless networks [4]. With new mobile satellites, business arrangements, technology, 

and spectrum allocations make it possible to make and receive telephone calls anytime, 

anywhere. While first generation (1G) and second generation (2G) cellular systems 

were designed to primarily handle voice traffic, the next wave of wireless systems face 

new challenges to support high-speed data and multimedia services including facsim­

ile, file transfer, e-mail, and video teleconferencing with different QoS requirements. 

The global demand for wireless "bandwidth" exhibits, now and in the foreseeable fu­

ture, significant growth [5]. Compared with wireline networks, wireless resource is 

very scarce. While more wired network "bandwidth" is created when new physical 

resources (cable, fiber, router, etc.) are added to the network, wireless communication 

requires sharing a finite natural resource: the radio frequency spectrum. In wireless 

communication systems each user transmits its information over the air using some 

multiple access system. Therefore, effective radio resource management (RRM) is es­

sential to promote the quality and efficiency of a system. 

Since the air interface is a shared medium, each user's transmission is a source of 

interference for others. Further, because of fading, multipath and other impairments, 

the radio signals get distorted by the time it travels from the transmitter to the receiver. 

Thus, a common denominator to account for all these impediments is the signal-to-

interference and noise ratio (SINR) of the received signals. Furthermore, power con­

sumption is another valuable commodity and users are reluctant to part of it. The sat­

isfaction experienced by someone using a portable device depends on how often the 

person has to replace or recharge the batteries in the device. Battery life is inversely 

proportional to the power drain on the batteries. Thus, it is possible to view both SINR 

and battery energy (transmit power) as commodities that a wireless user desires. There 

exists a tradeoff relationship between obtaining high SINR and low energy consump-
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tion [6]. Finding a good balance between the two conflicting objectives is the primary 

focus of the power control component of the RRM. 

The 3G Direct-Sequence/Code Division Multiple Access (DS/CDMA) technique 

is based on spread spectrum communications in which channels are distinguished by 

special pseudo-noise (PN) sequence. Ideally, each PN sequence is uncorrelated, and 

each channel is not interfered with others. For detection of the message signal, the re­

ceiver needs to know the codeword used by the transmitter. In real situations, there is a 

near-far problem: the problem of a strong signal masking out a weaker signal, causing 

unreliable detection of the latter. In addition, the channel power gain for each mobile 

fluctuates due to multi-path fading and shadowing [7], which gives rise to an additional 

performance degradation. All of the above limitations make the efficient use of radio 

resources for high bit rate wireless networks a major challenge. In order to compensate 

the above influence and interferences, and to increase the system capacity and quality, 

some modifications are required to make real system approach to theoretical perfor­

mance. Power control is developed for this purpose. 

Power control, the subject of this work, is a fundamental component of the RRM. 

Al l modern second-generation (2G) and third-generation (3G) radio network interface 

standards foresee individual power control mechanisms [8] that are carried out by every 

user terminal and base station (BS) for the entire duration of every call. Power control 

is intended to provide each user an acceptable connection by eliminating unnecessary 

interference. It is mainly been used to reduce cochannel interference and to guarantee 

the SFNR of ongoing connections, resulting in a higher utilization and better QoS. 

While power control schemes are known to be especially effective and is widely 

implemented in interference-limited CDMA systems, such as IS-95 [9], it has also 

been shown to increase the call carrying capacity for channelized systems, such as 

TDMA/FDMA systems [10]. Furthermore, beyond the conventional concept of power 

control as a means to eliminating the "near-far" effect, power control plays an important 

role in interference management, channel quality/service quality provisioning, and ca-
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pacity management [10]- [13]. Thus, power control can be considered a 'control knob' 

for improving the performance of wireless systems. At the same time, power control 

enables us to minimize power consumption and hence prolong the battery lifetime in 

the mobile unit and alleviate health concerns about electromagnetic emission. 

QoS refers to the ability of a telecommunications system to provide an appropriate 

transport service to deliver various types of communications traffic to different users 

satisfactorily. Sometimes it can be difficult to define the exact technical parameters 

required to ensure such delivery, especially due to the fact that perception of service 

quality may differ from one user to another. Thus, it may be observed that whatever 

global QoS management concept is realized in a network, in a definition it could never 

produce the same level of satisfaction to each and every user. This becomes even more 

complicated in cellular network where the interface between the network and users is 

realized via radio connection and that is not stationary. The non-stationarity of the con­

nectivity in cellular networks is not only due to some of the circumstances common to 

any kind of telecommunications, but also due to the inherent mobility features of cel­

lular networks: the unexpected and ever changing physical location of mobile users. It 

is obvious that if a user terminal is located within an optimal distance and in favorable 

radio visibility conditions, it would greatly increase chances of successful communica­

tion with high QoS. On the contrary, being located near the edge of the coverage area 

(cell) makes communication more difficult and resource demanding [14]. 

In mobile telephony, the QoS, i.e., the possibility to guarantee the most suitable 

service level to each different traffic category, is often expressed in terms of outage 

probability. In this case, the target is to achieve the minimum acceptable SINR. The 

QoS objective for data differs from the QoS objective for telephones. For data, QoS 

specifications include frame error rate (FER), frame success rate (FSR), etc. The reason 

behind this is the contrast between the voice and data traffic. While voice traffic is 

delay intolerant, error tolerant, and periodic; data traffic is typically delay tolerant, 

error intolerant, and bursty. 
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Adaptive controls of transmitting power at the user terminal (mobile station) as well 

as at the BS are implemented to optimize the performance of a given communication 

link by properly balancing the radio link budget. Keeping the transmitter power to the 

least sufficient levels allows conserving cell capacity (in CDMA systems) and equal­

izing received signals, while also minimizing co-channel interference to other cells of 

the system or other systems. 

1.1 Background and Related Works 

Power control has received significant interest from both academic and industrial re­

searchers. Various power control algorithms have been proposed in the literature [ 10],[15]-

[47]. The elegant works of Yates [15] abstracts the important properties of various 

power control algorithms and presents a unified treatment of power control. Existing 

power control algorithms can be categorized into two classes: signal-based and SINR 

based power control. Signal based power control [16],[17] adjusts the transmission 

power based on the received signal strength. In contrast, SINR-based power control 

[10], [18]-[20] changes the power according to the ratio of signal and interference plus 

noise power levels. Power control based on the ratio of signal power to interference-

plus-noise power is more realistic and is actually desirable from the radio link perfor­

mance perspective, since it is SINR that determines the received bit error probability 

[21]. 

In [22]-[25], fast fading of the joint interference has been modeled by a Rayleigh 

distribution. French in [26] considered the problem of cochannel interference for Rayleigh 

fading and log-normal shadowing with one interferer present at any time. Prasad and 

Arnbak [25] describes combined shadowing and Rayleigh fading of one individual sig­

nal as a log-normal distribution with increased variance, and a mean decreased by 1.5 

decibel (dB). In [27], Aein investigates cochannel interference management in satellite 

systems. The author introduces concept of SIR balancing, which yields a "fair" dis-
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tribution of the interference in the sense that all users experience the same SIR level. 

The problem is identified as an eigenvalue problem for positive matrices. In [28]- [29], 

Nettleton and Alavi have applied and extended these results to spread spectrum cellular 

radio systems. In these systems, the adjacent channel interference also has taken into 

account. They have shown that SIR balancing substantially improves the capacity of 

such systems. 

Power control schemes can be broadly either centralized or distributed. Various 

centralized and distributed schemes have been proposed in the literature. Centralized 

and distributed transmitter power control schemes that minimize the outage probabil­

ity due to co-channel interference in.cellular radio systems have been investigated in 

[10],[20], [30]. In [10] the authors have studied performance bounds for power control 

algorithms. The structure of the optimum algorithm shows that efficient power control 

and dynamic channel assignment algorithms are closely related. In [31] the authors 

have proposed a centralized power control scheme considering adjacent-channel inter­

ference. They have also shown that a distributed discrete power control algorithm can 

approximate the behavior of the optimized centralized algorithm by using only limited 

path gain information. In [32], the performance in a mobile radio system has been 

investigated in the presence of Ricean fading, log-normal shadowing and deterministic 

dual path loss, and the possible use of diversity reception and power, for both the hexag­

onal and linear cell layouts. They have shown the effect of propagation parameter on 

outage probability. Centralized and distributed algorithms proposed in [33] have been 

found to update the powers of the mobiles whenever the channel characteristics change, 

assuming that the rate of change of channel is fairly slow and allowing the change to 

be tracked accurately. Convergence of these algorithms has been proved for both syn­

chronous and asynchronous CDMA applications. In the case where channel link gains 

are not exactly known but are estimated only, [34] has proposed a distributed power 

control algorithm based on interference measurements at the receiver which is proved 

to converge in the mean-square sense using stochastic approximation based ideas. One 
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of the most well-known distributed algorithms originally proposed in [18] has been fur­

ther studied in several papers, including [35] and [36]. This algorithm is distributed and 

autonomous because it relies only on local information. 

Since outage is an important consideration in the design of cellular and mobile sys­

tems, it has been the subject of a number of recent investigations. Cox [37], Yeh and 

Schwartz [38] have considered outage probabilities due to multiple log-normal inter­

feres. Cox [37] have evaluated the sum of identically distributed interference powers 

by means of a Monte Carlo study, and computed the outage probabilities for a fixed 

mobile located in the corner of either a hexagonal or a square cell. The result shows 

that when the systems are considered on the basis of SINR at the corners of the cov­

erage area, the hexagonal structure is better than squares. In [38], the authors have 

analyzed arbitrary combinations of interferers for a host of system parameters. The 

authors have shown that the outage probabilities for both the mobile-to-base and base-

to-mobile do not differ in a significant way. The probability distribution functions are 

approximated by matching means and variances. Muanmmar and Gupta [23] have used 

a model that took the six closest surrounding interferers into consideration and approx­

imated the distribution of the sum of their amplitudes by a normal distribution for the 

case of Rayleigh fading. A log-normal distribution approximation has been used for 

the case of both Rayleigh fading and log-normal shadowing. Chan [39] has derived 

expressions for co-channel interference probabilities in the presence of multiple, equal 

averaged-power interferers with Rayleigh fading and log-normal shadowing. Sowerby 

and Williamson in [40] have considered the problem of outage in the presence of mul­

tiple Rayleigh interferers with log-normal shadowing. Linnartz [41] express the outage 

probability in the presence of log-normal and Rayleigh fading avoiding approxima­

tion of the probability density function (pdf) of the received power of various signals. 

Closed form expressions for outage probabilities of mobile radio channels experienc­

ing multiple, cochannel, independent Nakagami interferers are derived in [33]. In [42], 

outage probability equations have been used to determine the quality of radio reception 
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when that quality is limited by a minimum required signal level, interference from a co-

channel transmitter, and variability in the received signal levels. Considering Rayleigh 

fading and lognormal shadowing as joint causes of signal variation, average outage 

probability expressions are derived. These expressions have been used to investigate 

the influence of various system and propagation characteristics on reception quality. It 

has been shown that the characteristics of radio propagation affect the average quality 

of reception within an area bounded by a particular outage probability contour. In [47], 

the authors have provided a simple approximation to the outage probability of the up­

link for a CDMA system utilizing an antenna array for the purpose of space diversity. 

They take stochastic models of the power control error, small-scale fading, and voice 

activity into account. 

In [48], the authors have proposed a power control scheme for Rayleigh/Rayleigh 

fading environments in which the power need not to be updated whenever the chan­

nel meandering from one fading state to another. They have formulated the problem 

as a complex geometric program and give a heuristic based Perron-Frobenius eigen­

value method to solve the power control problems approximately. In [49], an optimal 

power control problem with outage probability specifications is solved using a itera­

tive technique for Rayleigh fading case. The authors also combines multiuser detection 

techniques with the power control algorithm. 

The schemes discussed so far are mainly for cellular telephony systems. Cellular 

telephony systems only provide circuit-switched voice service with relatively low re­

quirements on bandwidth, bit error rate (BER), and spectral efficiency. Since future 

wireless systems are to support multimedia applications over wireless fading channels, 

it is natural to look for a new power control algorithms that are more appropriate for 

multimedia wireless systems. Many of wireless multimedia services are in the cate­

gory of wireless data communications. The key for meeting the increasing demand for 

wireless data communications is the development of high-performance radio systems, 

which take the unique features of data service into account. Unlike voice traffic, data 



CHAPTER 1. INTRODUCTION 9 

traffic trends to be highly bursty and tolerates much lower transmission errors, but has 

less stringent delay requirements. As a result, techniques like packet switching, retrans­

mission and forward error correction (FEC), and link adaption are necessary for data 

applications. Correspondingly, the power control problem for wireless data has to be 

formulated differently. The power control problem for systems of single-class wireless 

data is formulated in [51] using concepts from microeconomics and game theory. 

In [13],[50],[52], a power control problem for data communications is formulated 

as a non-cooperative //-person game in which each mobile transmits a power level that 

maximizes user's utility. They have shown their algorithm converges to Nash equilibria. 

Further, in [13], [52], [81] the authors have shown that, by introducing pricing, system 

efficiency can be improved. In these works, the BS informs each mobile of a fixed price 

per unit power and each mobile transmits at a power level that maximizes its net utility 

(utility minus cost for power allocation). They have shown that the system utilization 

significantly depends on the choice of price. In [53],[54] a downlink resource alloca­

tion problem is considered with restricted types of utility functions. In [53], only voice 

services are considered and utility functions are modeled as step functions, and in [54], 

utility functions for data are modeled as concave functions. In these works authors ob­

tain the optimal prices for maximizing the total system utility and the total revenue. In 

[55], heterogeneous sources are considered, where each user is characterized by on-off 

transmissions that occur on a fast time-scale. The objective of power control is to satisfy 

the SINR requirement in a statistical sense. To take into account the random, bursty na­

tures of the interferers, the proposed power control algorithm includes a measurement 

of the variance of the interference. By observing temporal correlation of co-channel in­

terference in broad-band, packet-switched TDMA systems, Leung proposed a Kalman 

filter method for power control in [56]. Power-included multiple-access schemes are 

proposed in [57]-[59] based on analytical results obtained for a single link operating in 

a channel with random interference by minimizing the sum of power cost and backlog 

cost. Using these multiple-access schemes, power increases in interference first to re-
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duce the backlog; it decreases in interference after a turning point and before a turnoff 

point is reached; and then it remains zero. The turning point and turnoff point depend 

on the number of backlogs and the interference distribution. In [60], [61] capacity re­

gions, and optimal power and rate allocation schemes are studied from an information 

theoretic point of view. 

1.2 Outline of Thesis 

In this thesis, we address the issue of optimal power control algorithms for interference-

limited Rayleigh/Rayleigh fading environments. We give algorithms for both the user-

centric and network-centric case. While traditional power control algorithms update the 

power level when the channel transit from one fading state to another, our algorithm up­

dates power level with statistical variations of SINR to minimize fading-induced outage. 

That is, power level updates take place at a time scale far larger than Rayleigh fading 

time scale, which is often the log-normal time scale. This approach is more practical 

for fast-fading channel and saves signal processing energy. In previous literature, the 

authors either take complex non-linear optimization-based method to find the optimal 

solutions or heuristic-based method employing Perron-Frobenius eigenvalue theory to 

find approximate solutions. In contrast, we present simple and equivalent unconstrained 

optimization-based formulation and give the algorithms that are very efficient to find 

optimal power. The outline of the thesis is given below. 

In Chapter 2, we describe various models for our study. In particular, we describe 

the general wireless cellular network model, the characteristics of wireless channels on 

which they operate, the system model to be used in this work. We define the SINR in 

this chapter, which is the base of all of our algorithms. 

Outage probability is a measure of the quality of the radio reception at a given lo­

cation in a cellular mobile system with interferences. The QoS of a particular user 

can be specified in terms of outage probability. In Chapter 3, we address the problem 
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of optimal power control for interference-limited wireless network in which QoS re­

quirements for users are provided in terms of outage. We provide the formulation and 

solution techniques of the outage-based optimal power control from network-centric 

point of view. Some simulation results are given to show efficiency and applicability of 

the proposed algorithm. 

In Chapter 4, we formulate the power control problem for data in a interference-

limited wireless network adopting the vocabulary and mathematics of microeconomics 

in which the QoS objective is referred to as a utility function. The utility function of 

data signals is different from the telephone utility function [51]. While the minimum 

SINR constraint-based allocation of resources is appropriate for voice, it does not rep­

resent data user satisfaction well. The perception of voice quality remains unchanged 

beyond a certain SINR. However, data services are sensitive to changes in the SINR 

in a continuous fashion. We provide formulation and solution technique for optimal 

power control for both the user-centric and the network-centric schemes with the goal 

of optimizing utility under constraints on transmission powers of all transmitter/receiver 

pairs. At last, we give simulation results to portrait the convergence of the algorithms, 

and variations of utility and power with different parameters. 

While in Chapter 3 our goal is to minimize fading-induced outage with constraints 

on all transmitter's powers, in Chapter 5 the objective is to minimize the total trans­

mitting powers keeping the outage below some specified bounds. We formulate the 

problems first as a constrained problem, then we give the equivalent unconstrained for­

mulation that is computationally easier and efficient to solve. We discuss and simulate 

a simple example to show the efficiency of convergence of the algorithms. 

We summarize our contributions in the thesis and indicate some future research in 

Chapter 6. The probability identity used to derive the expression for outage, detailed 

Davidon-Fletcher-Powell (DFP) and Broyden-Fletcher-Goldfarb-Shanno (BFGS) al­

gorithms are given in Appendix A . l , Appendix A.2 and Appendix A.3 respectively. 



Chapter 2 

Model Descriptions 

2.1 Introduction 

Cellular mobile radio systems are designed to provide services to thousands of users 

in a very limited bandwidth. Good quality service, efficient spectrum utilization, and 

cost effectiveness are the fundamental aims of modern mobile radio system design. 

Cellular radio systems attempt to provide a telephone service to the mobile public with 

a quality as good as that afforded by conventional landline services. However, the 

deliberate reuse of radio channels over relatively short distances in cellular radio means 

that reception quality can be limited by interference. 

Cellular radio systems have evolved significantly in the past two decades of their 

existence. While first generation (1G) and second generation (2G) cellular systems 

were designed to primarily handle voice traffic, third generation (3G) systems offer 

significant data traffic handling capabilities. The research community is now working 

on the fourth generation systems, which promise to be significantly more sophisticated 

and support high data rate multimedia traffic. 

In this chapter, we describe the models for our work. We discuss the general wire­

less cellular model in Section 2.2. The cellular systems are limited by interference. The 

sources of interference is discussed in Section 2.2. The channel model and the system 

12 
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MSC 

Figure 2.1: An illustration of wireless cellular network, 

model of our work are given in Section 2.3 and Section 2.4 respectively. 

2.2 Wireless Networks Model 

A wireless communication network offers a flexible information transport platform that 

allows mobile users to roam without suffering intolerable performance degradation. A 

wireless networking scenario is depicted in Fig. 2.1. The geographical area that a 

particular company covered is divided into a number of cells. A cell is served by a BS 

supporting the services of many mobile stations. In other words, a BS is the information 

distribution center for all mobile stations (MSs) within its signalling coverage area. 

The signal propagation medium between the MSs and the BS is wireless. Several cells 

constitute a cluster (e.g., 7) and the available channels are replicated in each cluster. 
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This is called frequency reuse. The radio channel from a mobile station to its serving 

BS is called the uplink or reverse channel, and the radio channel from the BS to the 

MSs is called the downlink or forward channel. Base stations are connected to Mobile 

Switching Centers (MSCs) by wirelines to extend the geographical coverage of a single 

BS. An MSC may be connected by wirelines to other MSCs and/or to a wired backbone 

network. The actual coverage area of a cell, over which a minimum QoS (in terms of 

Figure 2.2: Cellular layout: actual coverage shapes and hexagonal footprint approxi­

mations 

SINR, for example) can be guaranteed, is known as its footprint [7]. The footprint's 

shape depends on propagation conditions existing in the cell [62]. Hexagonal, circular, 

and square footprints are typical footprint shape approximations used in the literature 

analyzing cellular systems. This is because of the well known fact that regular hexagons 
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and squares tessellate, i.e., cover a two-dimensional plane without overlapping. The 

shapes in real cellular system deployments may vary from these approximations due 

to shadowing, fading, etc. For example, a study [62] based on power measurements 

conducted at 900MHz in Manhattan indicates that footprint is a concave diamond. A 

typical cellular layout with a hexagonal footprint is shown in Fig. 2.2. Also shown in 

the figure are the constant SINR lines that determine the actual cell shape. 

2.2.1 Interference 

Interference is the major limiting factor in the performance of wireless communication 

networks. Source of interference include another mobile in the same cell, other BSs 

operating in the same frequency band, or any noncellular system which inadvertently 

leaks energy into the mobile frequency band. Interference is more sensitive in urban 

areas, due to the greater RF noise floor and the large number of base stations and mo­

biles. Interference is more significant than the thermal noise. While thermal noise can 

be overcome by increasing the transmit power, doing so does not help in interference-

limited systems since the interference power proportionally increases [63]. 

Two major types of system generated interference are [7] 

• Co-Channel Interference: In a given coverage area there are several cells that 

use the same set of frequencies, these cells are called co-channel cells. The inter­

ference between signals from co-channel cells is called co-channel interference. 

• Adjacent Channel Interference: Interference resulting from signals which are 

adjacent in frequency to the desired signal is called adjacent channel interfer­

ence. Adjacent channel interference results from imperfect receiver filters which 

allow nearby frequencies to leak into the passband. The problem can be partic­

ularly serious if an adjacent channel user is transmitting in very close range to a 

subscriber's receiver, while the receiver attempts to receive a BS on the desired 

channel. This is referred to as the near-far effect. 
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2.3 Wireless Channel Model 

The wireless radio channel poses a severe challenge as a medium for reliable high-speed 

communication. It is not only susceptible to noise, interference and other channel im­

pediments, but also these impediments change over time in unpredictable ways due to 

user movement. When electromagnetic waves travel through the environment, they are 

reflected, scattered, and diffracted by walls, buildings, natural terrain, and other ob­

jects. Characterizing this propagation in detail calls for solving Maxwell's equations 

with boundary conditions determined by the physical characteristics of the obstructing 

objects [64]. These characterizations are very complex, and often physical characteris­

tics are themselves unknown. However, considerable efforts have been devoted to the 

statistical modeling and characterization of these different effects. The result is a range 

of relatively simple and accurate statistical models for wireless channels which depend 

on the particular propagation environment and the underlying communication scenario. 

2.3.1 Path Loss 

Propagation models that predict the mean signal strength for an arbitrary transmitter-

receiver (Tx-Rx) separation distance are useful in estimating the radio coverage area of 

transmitter and are called large-scale propagation models since they characterize signal 

strength over large Tx-Rx separation (several hundreds to thousands of meters). By 

using path loss models to estimate the received signal level as a function of distance, 

it becomes possible to predict the SNR for a mobile communication system. But the 

complexity of signal propagation makes it difficult to obtain a single model that charac­

terizes the path loss accurately across a range of different environments. However, for 

general tradeoff analysis of various systems designs it is sometimes best to use a simple 

model that captures the essence of signal propagation without resorting the complicated 

path loss models. 

• Log-distance path loss model: As a mobile user moves away from its BS, the 
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Path Loss Alone 
Shadowing and Path Loss 
Multipath, Shadowing and Path Loss K(dB) 

0 log(d) 

Figure 2.3: Variation of path loss, shadowing and multi-path in dB versus log-distance 

received signal becomes weaker because of the growing propagation attenuation 

with distance. Both theoretical and measurement-based propagation models indi­

cate that average signal power decreases logarithmically with distance, whether 

in outdoor or indoor radio channels. Thus, the following simplified model for 

path loss as a function of distance is commonly used for system design: 

The received power in dB is thus 

P r(dBm) = P t(dBm) + K(dB) - IOT? log 1 0 (2.2) 

The pathloss is the difference (in dB) between the effective transmitted power 

and received power and thus: 

In this approximation, K is a unitless constant which depends on the antenna 

characteristics and the average channel attenuation, d0 is a reference distance for 

Pr = PtK (2.1) 

(2.3) 
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the antenna far-field, and 77 is the path loss exponent. Due to scattering phenom­

ena in the antenna near-field, the model (2.1) is generally only valid at transmis­

sion distances dtr > do, where d0 is typically assumed to be l-10m indoors and 

10-100m outdoors. The value K < 1 is sometimes set to the free space path loss 

at distance do: 

Alternatively, K can be determined by measurement at d0 or (alone or together 

with 77) by minimizing the mean square error (MSE) between the model and em­

pirical measurements [65]. The value of 77 depends on the propagation environ­

ment. For example, in free space 77 is equal 2, and when obstructions are present, 

77 will have a larger value (e.g., in urban area 77 varies from 2.7 to 5) 

• Log-normal shadowing: Furthermore, as the mobile moves in uneven terrain, it 

often travels into a propagation shadow behind a building or a hill or other obsta­

cle much larger than the wavelength of the transmitted signal, and the associated 

received signal level is attenuated significantly. This phenomenon is called shad­

owing. Since the location, size and dielectrics properties of the blocking objects 

as well as the changes in reflecting surfaces and scattering objects that causes the 

random attenuation are generally unknown, statistical models are widely used to 

characterize this attenuation. A log-normal distribution is a popular model for 

characterizing the shadowing process. That is, log-normal shadowing describes 

the random shadowing effects which occur over a large number measurement 

locations that have the same Tx-Rx separation, but have different levels of clut­

ter on the propagation path. In simple, the log-normal shadowing implies that 

measured signal level at a specific Tx-Rx separation have a Gaussian (normal) 

distribution given by: 

(2.4) 

where fidB is the mean and a^dB is the standard deviation in dB. 

(2.5) 
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• Combined path loss and shadowing: Model for path loss and shadowing are 

typically superimposed to capture power falloff versus distance along with the 

random attenuation about this path loss from shadowing. For this combined 

model the path loss in dB is given by: 

PL(dB) = -K(dB) + 1077 log10 ^ + VdB, (2.6) 

where ipdB is a Gaussian-distributed random variable with zero mean and vari­

ance adB

2. 

2.3.2 Multi-path Fading 

Small scale or multipath fading is the rapid fluctuation of the amplitude of a radio 

signal over a short period of time or travel distance. Multipath fading is caused by in­

terference between two or more versions of the transmitted signal which arrive at the 

receiver at slightly different times. These multipath signals combine at the receiver 

antenna to give a resultant signal which can vary widely in amplitude and phase, de­

pending on the distribution of the intensity and relative propagation time of the waves 

and the bandwidth of the transmitted signal. Propagation models that characterize the 

rapid fluctuations of the received signal strength over very short travel distances (a few 

wavelengths) or short time durations (on the order of seconds) are called small scale or 

fading models. We shall discuss the Rayleigh fading model that is frequently used to 

model multipath fading with no direct line-of-sight (LOS) path between the transmitter 

and receiver antennas. This model applies to macrocellular radio mobile systems as 

well as to tropospheric, ionospheric, and maritime ship-to-ship communication. 
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Rayleigh Fading Model 

The Rayleigh distribution has a pdf given by [7], 

& e x p ( - £ ) , i f 0 < r < o o 
P(r)=< ° " " (2.7) 

0, if r < 0 

where r is the channel fading amplitude, and fi = r 2 is the average fading power of 

r. The instantaneous fading power gain of the channel 7 is distributed according to an 

exponential distribution given by [66], 

p ( 7 ) = I e x p ( _ T L ) (2.8) 
7o 7o 

where 70 = E{7} is the average fading power gain of the channel and E{.} is the 

expectation operator. 

2.4 Wireless System Model 

We consider a cellular wireless system that consists of fixed N number of channels 

(e.g., frequency channels, codes in a CDMA systems, or antenna beams in an antenna 

array). One channel is assigned to a particular transmitter/reciever pair at a particular 

time. Suppose P, denote the transmit power level of transmitter i. The receiver associ­

ated with transmitter i is denoted as receiver i. By transmitter and receiver, we do not 

necessarily mean different physical transmitters and receivers; different receivers, for 

example, might refer to the same physical receiver with different frequency channels, 

codes, or antenna beams in an antenna array. Let is a positive number and denotes 

the path gain from the transmitter j to the receiver i. It can represent distance depen­

dent power attenuation, log-normal shadowing, cross-correlations between codes in a 

CDMA systems, as well as gain dependency on antenna direction. 

We assume Rayleigh/Rayleigh fading environment in which both desired signal and 

interference signals are subject to Rayleigh fading. This assumption of Rayleigh/Rayleigh 
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fading environment is very realistic in urban wireless networking environments since 

the receiver gets no direct line-of-sight signal components, either from its own trans­

mitter or from the interfering transmitters. The received signal amplitude in a Rayleigh 

fading environment has a Rayleigh distribution given by (2.7) and the channel fading 

power gain, which is proportional to the square of the signal amplitude, is exponentially 

distributed and given by (2.8). 

Let 7y denote the fading gain between transmitter j and receiver i. Note that 

whereas gain 7^ is randomly time-varying, gain Gij does not change much with time. 

We assume that Gij are constant and hence the analysis holds for a time scale over 

which the factors that determine Gij are approximately constant. Therefore, the power 

received at receiver i from transmitter j is an exponentially distributed random variable 

HjGijPj (2.9) 

with expected value 

^ijGijPj) = GijPj, (2.10) 

where the mean value of fading gain, £[7 -̂] = 70 is unity. 

The instantaneous SINR of the receiver i is given by, 

SINR,= 2 , (2.11) 
IZkjti likGikPk + cr2 

where, the term in the numerator denotes the desired received power of the receiver i 

from transmitter i and the denominator is due to the total interference due to received 

power from all other transmitters and the noise power due to the white channel noise 

and thermal noise at the receiver. 



Chapter 3 

Outage-based Power Control 

3.1 Introduction 

Outage probability is an important measure in the design of cellular mobile systems to 

operate in a fading environment with multiple users. In the previous chapter, we have 

presented the system model and channel model for our work. An unconstrained op­

timization based power control algorithm for the interference-limited Rayleigh fading 

wireless networks is given in this chapter. The QoS requirements is achieved in terms 

of outage probability. We discuss the optimal algorithm for the network-centric case 

[1]. In section 3.2, we derive the expression for outage probability and its equivalent 

expression suitable for optimization. The formulation and solution techniques for min­

imizing system outage are described in Section 3.3. Simulation results are given in 

Section 3.4. 

3.2 Outage Probability 

"Outage probability" is a statistical measure that describes the probability of failing to 

achieve "adequate reception" of a signal over the intended area [42]. The term outage is 

closely related to the criterion used for the assessment of the satisfactory reception [67]. 

22 
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Two criteria are in common use. In the first criterion, the reception is considered to be 

satisfactory if the desired signal power exceeds the sum of interference and noise pow­

ers. In the second criterion, the satisfactory reception needs, in addition to the above 

criterion, to meet a requirement of a minimum signal power. Therefore, to achieve "ad­

equate reception", the short-term desired signal must be simultaneously greater than 

both the some minimum signal level and the short-term sum of the interfering signals 

and noise powers by a margin known as the interference protection ratio. The pro­

tection ratio serves as a means of quantifying the vulnerability of reception quality to 

co-channel interference. Outage occurs when the above criteria are not satisfied. Due 

to limited spectrum availability, radio networks become more and more limited by mu­

tual interference between users. Therefore, outage probability is usually determined in 

terms of interference between different user's frequency channels, or codes. 

Outage probability can be expressed mathematically as [68], 

sigm i n — the minimum required signal power for maintaining connection. 

The outage probability of a cellular mobile radio system depends on the channel 

characteristics in which it operates. Therefore, in order to calculate the outage proba­

bility at a given location, it is necessary to know the pdf of the desired and interfering 

signals. The outage probability for different propagation medium has been derived in 

different literature (as for example [41], [33], [39], [42], etc). Traditionally, both the 

centralized and distributed power control schemes allocate power assuming that the 

wireless link gains are quasi-stationary or slowly-varying. These schemes base their 

power-control on the observed signal-to-interference and noise ratio at the receiver or 

(3.1) 

where, 

p(sig) = the pdf of the desired signal power, 

p(int) = the pdf of the resultant interfering signal power, 

rp = the signal-to-interference protection ratio and 
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on the knowledge of the gains of all the links. Therefore, the power control algorithms 

update the allocated power whenever the fading state of the channel changes or the gain 

of any link changes. These approaches of power control has two limitations: firstly, 

tracking fast variations of fast fading channels is very difficult and may not always be 

practical. Secondly, very frequent updates consume a lot of signal processing energy. 

A power control scheme in which the power does not need to be updated whenever the 

channel meanders from one fading state to another is proposed in [48]. The statisti­

cal variation of the SINR of each Tx/Rx pair is taken into account and power updates 

are carried out at a time scale far larger than the Rayleigh fading time scale. Between 

successive power-control updates, outage occurs because of fast fading (of both signal 

and interference) and log-normal shadowing, and distance dependent attenuation re­

main constant. Clearly, the probability of outage can be reduced by allocating power 

in such a way that each mobile has an extra margin of SINR, i.e., its SINR is some­

what above the minimum SINR"' value required for reception. Increasing the margin 

of SINR reduces the probability of outage, but costs extra power. 

In our work, we adopted the latter approach as [48]. In [48], the optimal power con­

trol problem is formulated as a complex nonlinear convex optimization problem and 

an approximate heuristic-based solution technique (based on Perron-Frobenius eigen­

value theory) is given. On the other hand, in our work, we present a new and simple 

unconstrained optimization based power control algorithm. 

As we discussed earlier, in wireless networks, the QoS requirement of a particular 

Tx/Rx pair can be specified by certain minimum acceptable SINR. It can be assumed 

that the QoS requested is provided when the SINR exceeds a given threshold SINR t / l. 

Therefore, the outage probability of ith transmitter/receiver (TX/RXJ) pair is written in 

alternative form as, 

Oi = Prob (SINRi < SINR*'1) (3.2) 

Employing (2.11), outage probability in terms of all the transmitter powers and the 
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channel gain parameters can be expressed as, 

Oi = Prob ( inGaPi < S I N R t / l ( ^ ^ikGikPk + a2) J (3.3) 

V k^i j 

It can be noted that the statistical variation of both received signal power and received 

interference power are taken into account in the expression for CV We can interpret the 

outage probability Oi as the fraction of time the ith user experiences an outage due to 

channel variations. 

Now, suppose Zi, % = 1,2, • • • , N be the N independent exponentially distributed 

random variables with mean E(ZJ) = 1/A,. Therefore, we can write the following 

probability identity, 
N N / \ 

ProKzx > J2 zi + c) = e_AlC II T T I > <3-4> 
i =2 i =2 V 1

 + A 4 / 

where c is a constant. A complete derivation of this relation is given in Appendix A . l . 

Applying the above probability identity, the outage probability of ith transmit­

ter/receiver can be written as, 
<r2SlNRtfl -•—f 1 

p . - 1 - . - - * n ( 1 , s , ^ c , . P . v < « > 
k^i GuPi I 

In this section, our objective is to minimize outage probability subject to transmission 

power constraints. Putting Sj = 1/(1 — Oi), the above equation can be given in the 

following form, 

S i = e G»p> ]_]_(! + )• (3.6) 

Note that the outage probability in (3.5) can be minimized by minimizing in (3.6). 

Since logarithmic function is monotonically increasing, therefore, taking log on both 

side of (3.6), the objective function can be written as, 

u = r p. + 2 ^ L O G ^ + — R ~ B — } - ( 3 - 7 ) 

k^i 

where, U = log(sj). In this work, we consider the optimization problem from system 

point of view. 
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3.3 Outage Based Optimal Power Control 

In this section, we formulate the optimal power control problem for maximizing net­

work's interest by minimizing the outage probability of the system. We give an un­

constrained optimization solution technique of the problem. This schemes optimize 

collective metrics for all users. Maximization of objectives like the sum of network 

information capacity [71], [72] or the sum of throughputs [73] falls into the network-

centric category. In a realistic scenario, the network has access to more global infor­

mation than the mobile users. Therefore, it is more suitable for the network to play the 

role of decision maker [74]. 

In our case, for network-centric scheme, we try to minimize the system outage 

probability. The system outage probability is defined as the worst outage probability 

over all transmitter/receiver pairs. Mathematically, system outage probability is the 

maximum of the outage probabilities of the all transmitter/receiver pairs and can be 

given by, 

0 = maxO i (3.8) 
i 

The outage probability O serves as a simple figure of merit for the system and power 

allocation. 

In network-centric schemes, therefore, the system outage probability over all trans­

mitter/receiver pairs is minimized with constraint on the transmission powers. The 

problem can be formulated as, 

minimize 0 = maxOj (3.9) 
i 

<72SINRTH -j—p 1 
subject to Oi = 1 - e~ [ [ S I N R t „ G , P 

k& I 1 GtiPi I 

Pi>0, i = 1,2, • - ,N 
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With U = log(j-^-), the problem becomes 

minimize t = max tit i = 1,2, • • • , TV (3.10) 
i 

subject to Pi > 0, i = 1,2, ••• ,TV 

It can be noted that with the transformation, the product term in (3.9) is converted into 

sum term in (3.10). Therefore, finding the expression for gradients become now easier, 

but the objective remaining the same. 

Above constrained optimization problem can be converted into an unconstrained 

problem if we let Pt = x2, where x, is any real number; and the optimization problem 

(3.10) can be written as, 

minimize t = max tiy t = l ,2, ••• ,N (3.11) 
i 

a2SJNRth , , SJNRthGikx2^ max • l o g ( l + 2

 k ) 
n..r2 1 z ^ ' " " ^ • G . 2 

The problems becomes, therefore, a minim ax problem. 

The infinity-norm of an TV-vector t— i 2 , • • • , tN]T is defined as 

I f l l o o = maxfltil, for 1 < » < TV) (3.12) 
i 

Therefore, the optimization problem can be think of minimization of infinity-norm of 

vector t. 

If p is even and the vector components are real numbers, then p-norm of vector t is 

defined as x 

The p-norm and infinity-norm are related by lim p H-,oo | | * l l P = 11*1 loo - Therefore, the 

optimization problem (3.11) can be expressed in terms of p-norm as follows: 

(N 

m i n i m i z e 
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For even p, the p-norm of a vector is a differentiable function of its components, but 

the infinite norm is not. So, when the infinity norm is used in a problem, one can 

replace it by a p-norm. The difference between the approximate and exact solutions 

becomes negligible if the power p is sufficiently large. The algorithm for. solving prob­

lem (3.14) is given in Table 3.1 which employs rank-two Davidon-Fletcher-Powell 

(DFP) method or Broyden-Fletcher-Goldfarb-Shanno (BFGS) method. The founda­

tion of DFP and BFGS methods are classical Newton method and are referred to as 

quasi-Newton method (sometimes also called variable metric method). Unlike Newton 

method, quasi-Newton methods do not require explicit expression for the second order 

derivatives. The basic principle in quasi-Newton methods is that the direction of search 

is based on an N x N direction matrix S which serves the same purpose as the inverse 

of Hessian in the Newton method. This matrix is generated from available data and is 

contrived to be an approximation of if-1.Therefore, evaluation of Hessian Matrix and 

its inversion, which is computationally very expensive, are not required. Furthermore, 

as the number of iterations is increased, S becomes progressively a more accurate rep­

resentation of H~l. Another advantage of DFP and BFGS methods are they do not need 

to check the positive definiteness in each iteration. Because, if Sk is positive definite, 

then the matrix Sk+i generated by these methods is also positive definite. However, 

they are almost as efficient as Newton method and quite tolerant to line search impre­

cision. The algorithm for finding optimal variable x = [xj, X2, • • • , XN] is described in 

Table 3.1. Complete DFP and BFGS algorithms with expression for direction vector is 

given in Appendix A.2 and in Appendix A.3 respectively. 

The gradient vector is defined as, 

T 

5XN 
(3.15) 

Therefore, the gradient vector of (3.14) is given by, 

g(x) = V I = 
St St 

Sxi 5x2 SXN 
(3.16) 
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Algorithm 1 

Step 1: Initialize optimization variable and input toler­

ance e. Set iteration index k = 0 and power p — 2. 

Step 2: Set direction matrix S ^ = Ijv, where lN is a TV x 

N identity matrix. Compute gradient vector ^ at 

initial point. 

Step 3: Compute direction vector using aSk*> = —S^cf®. 

Find using a line search method. Set optimal di­

rection vector 
£(fc) = a{k) Jtfc) a n d find 

updated value 

of variable = x^ + 6^. 

Step 4: If ||x(*+1> - x^ || < e, then output x* = x ( f c + 1 ) , t* = 

(EiLi<?)' and O* = 1 - e- r , and P; = (x*)2, and 

stop. 

Step 5: Compute gradient vector at updated point and 

set fiW = — gW. Compute direction ma­

trix S^"1"1) using either DFP or BFGS algorithm de­

scribed in Appendix A.2 or Appendix A.3 respec­

tively with objective function given by (3.11) and 

gradient vector given by (3.17). 

Step 6: Increase by 1, double value of p and repeat from 

Step 3 

Table 3.1: Algorithm for solving outage-based power control to minimize system out­

age. 
Combining (3.14)-(3.16) the expression for gradient vector (3.16) becomes, 
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N P 

, i = l 

St2 

Sx\ c5xi 

Six 
(5X2 <5x2 6X2 

Sti StN 
5XM-

where, for any i and k = 1,2, • • • , TV, 

5ti 2<r2SINR"1 

5xi 

and 

2SINR"1 ^2 
Gikxf, 

' x^Gux2 + SlNRthGikxl) 

5U 
6x 

= 2STNR"1 

k^i 

GikXk 
(Gux2 + SJNRthGikx2) 

(3.17) 

(3.18) 

(3.19) 

where,!^ for i, k = 1,2, • • • , N can be found from (3.18) and (3.19). 

3.4 Simulation Results 

We simulate some results for outage-based power control. In this section, we present 

those results and discussion.. Unless specified otherwise, the numerical data used for 

the simulation are given in Table 3.2. The optimal transmitted power for all the Tx/Rx 

pairs using data given in Table 3.2 and SINR t f t = 7 is shown in Table 3.4. 

Noise power, a2 0 

Cross gains are uniformly dis­

tributed with mean, gmean 

5 x 10~4 

Self gain, Gu 1 

Number of users, N 50 

SINR"1 3 - 11 dB 

Table 3.2: Data used for simulation in outage-based power control 

The variation of system outage probability with SINR"1 for different mean cross 

gains is shown in Fig. 3.1. It is seen from the figure that the outage probability in­

creases as SINR"1 increases. This fact is expected because as the value of the threshold 
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Tx/Rx 

pair 

Optimal 

power 

Tx/Rx 

pair 

Optimal 

power 

Tx/Rx 

pair 

Optimal 

power 

1 1.0175 18 0.9992 35 0.9844 

2 1.0473 19 1.0412 36 1.0243 

3 1.0818 20 0.8760 37 0.9871 

4 0.9213 21 0.9788 38 1.0098 

5 0.9773 22 0.9625 39 1.0992 

6 1.0053 23 0.9457 40 0.0924 

7 0.8286 24 1.0458 41 0.9992 

8 0.8693 25 0.9412 42 1.0633 

9 1.1148 26 0.9816 43 1.0774 

10 1.0403 27 0.9908 44 0.9976 

11 1.0256 28 1.1493 45 0.9849 

12 0.9925 29 1.0301 46 0.8746 

13 0.9240 30 1.0096 47 0.9970 

14 0.9202 31 0.9889 48 0.9405 

15 1.1794 32 1.0224 49 1.1170 

16 0.9682 33 0.9861 50 0.9869 

17 0.9286 34 1.0023 - -

Table 3.3: Optimal transmitted power vector of system outage probability minimization 

problem for particular data 
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increases, the probability of instantaneous SINR being less than or equal to that thresh­

old increases. According to the definition of outage probability, this in turn increases 

the outage probability. Increased value of mean cross gain means increased interference 

power. Therefore, the instantaneous SINR decreases as mean cross-gain increases. This 

effect is shown in this figure also. It can be noted that as the mean cross gain increases, 

the outage increases. It has also been observed that as cross gain increases, the slope of 

the curve increases. 

In Fig. 3.2, we show the effect of number of users on the system outage probability. 

It is seen that as the number of user increases, the system outage probability also in­

creases. Since the interference power increases with number of users, hence this results 

is justified. 

The dependence of total power on the number of transmitter/receiver pairs for 

network-centric case is shown in Fig. 3.3. The total power is found to increase with the 

number of Tx/Rx pairs. This effect can be explained by understanding the fact that as 

number of Tx/Rx increases, the component of interferer and hence the total interference 

power increases. Therefore, to minimize the outage, the transmitter has to use larger 

transmission power. It is also found that the total power does not depend on the SINR t / l 

and mean-cross gain. Because whatever the SINR*'1 may be, it affect only outage for 

given power. 



Figure 3.1: Variation of system outage probability with SINR*'1 for different mean 

cross-gain. 
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Figure 3.2: Influence of number of transmitter/receiver pairs on system outage proba­

bility vs. SINR*'1 curve. 
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Chapter 4 

Utility-based Power Control 

4.1 Introduction 

Over the past decade, the tremendous growth in the mobile internet user population 

has been accompanied by an equally exciting evolution in wireless data networks. The 

next generation of wireless systems promise to offer high speed delivery of multimedia 

information integrated with voice and data. In the previous chapter, we have discussed 

outage-based optimal power control algorithms for interference-limited wireless net­

works. The QoS requirements for different user is given in terms of outage probability. 

The QoS objective for a voice terminal is to achieve a minimum acceptable SINR and 

therefore outage based optimal power control is more appropriate for wireless voice 

systems. However, this approach is not suitable for the efficient operation of wireless 

data systems. This is because the QoS objective for data signals differs from the QoS 

objective for telephones. In telephone systems, low delay is essential, and transmission 

errors are tolerable upto a point. By contrast, data signals can accept some delay but 

have very low tolerance to errors. The QoS requirements of data communications are 

given more appropriately with utility function. In this chapter, we propose two optimal 

power control algorithms for interference-limited wireless networks based on the utility 

function [1]. In Section 4.2, we explain why utility based power control is more ap-

36 
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propriate for data networks. The user-centric and network-centric utility based power 

control algorithms and their solution techniques are given in Section 4.3.1 and Section 

4.3.2 respectively. In Section 4.4, we show some simulation results. 

4.2 Utility 

Second-generation (2G) and third-generation (3G) wireless systems have been designed 

primarily for voice, a connection-oriented and delay sensitive service requiring a spec­

ified bit rate. The tremendous growth in the mobile Internet user population has been 

accompanied by an equally exciting evolution in wireless data networks with different 

QoS requirements. In contrast to voice, data services are often connectionless and delay 

insensitive, and have no specific bit-rate requirements. These differences suggest that 

ubiquitous (anytime/anywhere) coverage may not be a strict requirement for wireless 

data networks (and in fact needlessly complicate the design) [75]. Therefore, to more 

efficiently accommodate different services with different characteristics, a new frame 

work has been proposed in [76]-[78] using the concepts from microeconomics. 

In economics, utility is defined as the level of satisfaction that a person (user) de­

rives from consuming a good or undertaking an activity. Formally, a utility function is 

defined as follows [79], [80]. 

Definition 1: A function that assigns a numerical value to the elements of the action 

set A(u :—> R 1 ) is a utility function, if, for all x,y £ A, x is at least as preferred 

compared to y if and only if u(x) > u(y). 

The utility function that describes a particular set of preference rules is not unique. 

Any function that puts the elements of A in the desired order is a candidate for utility 

function. 

In the wireless communications literature, QoS is closely related to utility. Two 

QoS objectives are low delay and low probability of error. In telephone systems low 

delay is essential, and transmission errors are tolerable up to a point. Therefore, for 
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voice communications the acceptable quality of connection is often specified by some 

maximum tolerable BER (usually 10 - 3) or minimum SINR requirement. Above this 

required SINR, the voice user has an acceptable connection (utility "one") and below 

this threshold the voice user does not have a satisfactory voice quality (utility "zero"). 

The reason behind this zero-one property of voice utility is anything better than the 

required SINR is virtually the same for human ear[81]. In cellular telephone systems, 

the target SINR threshold is system-dependent. For code-division multiple access it is 

on the order of 6dB [7]. 

Threshold 

(a) 

SINR 

0 * 

fixed power ...••*' 
** 

SINR 

(b) 

\ fixed SINR 

Power 

Figure 4.1: Conceptual utility for (a) voice and (b) data 

By contrast, data signals can accept some delay but have very low tolerance to 
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errors (BER on the order of 10~6 or lower). Further, data users generally communicate 

information in form of packets. When a system contained FEC coding, transmission 

error appears at the output of the FEC decoder. Due to their intolerance of errors, a 

packet containing errors will have to be retransmitted, since error correction coding can 

correct only a few errors. A higher SINR will lead to lesser number of retransmission, 

and hence reduce the traffic delay experienced by the data user. Thus for a data user, a 

higher SINR generally implies a better throughput. This implies that the utility function 

for a data user is a continuous function of the SINR obtained by the user [76]. A 

conceptual plot of the utilities of a voice user and a data user is given in Fig. 4.1. 

In addition to the speed of data transfer, a factor in the utility of data systems, power 

consumption is an important factor in mobile computing. Thus, we see that utility de­

pends on both SINR and transmit power. Of course, these quantities are interdependent. 

If the transmit power were fixed (fixed battery drain), the terminal would experience 

lower error rates as SINR increases which leads to increased satisfaction of the use 

of the system resources. For sufficiently large SINR values, the error rate approaches 

to zero which results in an asymptotic increase in utility in the high SINR region. If 

the SINR were to be fixed (fixed error rate), increasing the transmit power expedites 

the battery drain, which effectively reduces the satisfaction of the mobile terminal [6]. 

Hence, services with heterogeneous QoS requirements can be modeled with different 

utility functions. 

4.3 Utility-based Optimal Power Control 

For data communications, information is usually transmitted in the form of packets or 

frames. The measure of satisfaction derived from using a mobile data system clearly is 

related to the amount of information that a user can transfer in the lifetime of its battery. 

Thus, the utility function for data system is defined as the number of information bits 

received successfully per Joule of energy expended [51]. Let us assume that data bits 
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are packed into frames of F bits containing L information bits and F — L parity bits 

for error detection. The transmission rate for all transmitter/receiver pair is fixed to Rs 

symbols/second. Therefore, the bit transmission rate of the transmitter is R = Rsk, 

where k is the number of bits/symbols. The utility function of ith transmitter/receiver 

can be given by, 

Uj — 
FR 

where / e//(SINRj) is efficiency function that closely approximates the frame success 

10 
x10 

0.01 0.02 0.03 
Power of user 1 (watt) 

P 2 
= 2mW 

P 3 = 3mW 

p„ = 4mW 
4 

0.04 0.05 

Figure 4.2: Typical variation of individual utility with its transmitted power 

rate (FSR) with the properties / e / / (co) = 1 and
 / e / /g N R i ) = 0 for Pt = 0 . The 

efficiency function can be expressed as / e//(SINRj) = ( l - O , ) [82], where d is 

the frame outage probability and given by (3.5). Therefore, we can express the utility 

function for the ith transmitter/receiver pair as, 

1 
/ i , sii 

LR _ 2 2 i I N R ^ . T T 

FPi 
(4.2) 
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Fig. 4.2 shows the nature of the utility function as a function of its own transmission 

power when others' transmitted powers are kept fixed. In this case, we consider a 

system with 4 users and plot the utility of user i with power P^. The powers for the 

three remaining users in the system are kept fixed. It can be noted that goes to zero 

as pi —> 0 or pi —> oo. That means there is a unique maximum and the function is 

strictly convex. 

Letting U = log(l/t/j), equation (4.2) can be rewritten as, 

+ . (FPj^ a2S\m!h
 , n , SlNRthGikPk, 

It is clear that maximizing utility function Ui is equivalent to minimizing function 

The SINR t / l depends on the modulation used and specified minimum FSR. 

The FSR of Tx/Rx, is the probability of all bits in a frame being received correctly 

and can be expressed as, 

FSRj = (1 - Peif, (4.4) 

where Pei is the bit error rate of modulation used for transmission. 

• BER for BPSK Transmission: For BPSK transmission, the BER can be given as 

[83], 

Pei = ̂ erfc( v

/SINR) (4.5) 

Combining (4.4) and (4.5), the SINR, can be expressed as, 

SINR = (erfc- 1(2PeJ)2 = (erfC-1(2(l - (FSR) 1 / F ) ) ) 2 (4.6) 

where erfc -1(.) is the inverse complementary error function. 

• BER Approximation for M-QAM Transmission: The expression for the BER of 

square M-quadrature amplitude modulation (M-QAM) with Gray bit mapping 

in additive white Gaussian noise (AWGN) as a function of received SINR; and 

constellation M = 2k size is approximately [83], 
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The approximation of BER for M-QAM transmission tight to within 1 dB for 

fc > 2 and BER < IO - 3 is given by [84], 

1 / 1.6SINRA / j i o N 

Hence, the SINR for TX/RXJ can be expressed as, 

SINR, « log(5Pei) = log(5(l - (FSR,) 1^)). (4.9) 
l.o l.o 

• BER Approximation for M-PSK Transmission: The BER expression for M-phase 

shift keying (M-PSK) in AWGN with Gray bit mapping and M = 2fc is com­

monly approximated as [83], 

Pei « ierfc (x/SINRiSin ( J ) ) (4.10) 

The approximate BER that are valid for fc > 2 within 1.5 dB of error for BER< 

10~3 is given by, 
1 r ? S I N R i l (4.11) Pei « ^ exp 

2l-9k + 1 

Hence, the SINR for Tx/Rx, can be expressed as, 

SINR, » ^ ? log(5Pei) = log(5(l - (FSR,)1^))- (4.12) 

Therefore, for specified FSR, the SINR*'1 can be obtained from (4.6), (4.9), or (4.12). 

In the sequel, we discuss two optimal power control algorithm from the view point 

of individual user's interest and overall network's interest with the goal of maximiz­

ing utility. We also give the unconstrained optimization-based solutions of these two 

problems. 

4.3.1 User-centric Case 

In this case, the main objective of each individual user is to maximize its QoS quanti­

fied through the utility function by unilaterally adjusting its transmit power. Therefore, 
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for user-centric scheme, the objective is to maximize utility of individual ith transmit­

ter/receiver pair with the constraints that all the transmitter power is non negative. The 

problem can be formulated as follows: 

maximize 
LR _ 2 2 S ! N R ^ T T 1 

subject to * = — e °^ 11 S I N R ^ S 
1 fc^t V 1 + GuPi I 

Pi>0, i = 1,2,--- ,N (4.13) 

Eliminating the nonnegativity bound by replacing P, = x\ and applying U = log(l/ttj), 

we get the following unconstrained minimization problem, 

minimize U = l o g f - ^ ) + „ , + £ l os(l + R T2 ) <4-14) 

The problem derived in final form (4.14) can be solved using either DFP and BFGS 

methods. We give the algorithms in Table 4.1. The expression for gradient vector is 

given by, 

9i(x) = Vij = 
Sxi 8x2 Sx N 

(4.15) 

where, for any i and k — 1,2, • • • ,N, 

5U_ = 2 2a2SlRth
 2 S r j t I R t / i

 GJkxj ( 4 1 6 ) 

i x * Xi G«x\ j£ x ^ x 2 + SlNRthGikxl) 

and -p- = 2SDNR* . 2 , (4-17) 
fa** ( G ^x 2 + S I N R ^ o ; 2 ) 

4.3.2 Network-centric Case 

In this scheme, a central controller keeps the track of the entire network of interfering 

transmission and their utilities. Our goal in this problem is to maximize the minimum 
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Algorithm 2 

Step 1: Set iteration index k — 0 and direction matrix = 

IN, where Iff is a N x N identity matrix. Initial­

ize optimization variable and compute gradient 

vector <̂ °) at initial point. Input tolerance e. 

Step 2: Find using a line search method and compute di­

rection vector using dJk) = -s(fc)£<fc>. Set optimal di­

rection vector 6^ — a^S-k\ and find updated value 

of variable f ( f c + 1 ) = x^ + 

Step 3: If |<5(fe)| < e, then output x* = x^k+1\ t* = t i ( f ( f c + 1 ) ) , 

u* — e~li and P* = ( x * ) 2 , and stop. 

Step 4: Compute gradient vector at updated point ̂ f c + 1 ) and 

set = ^(fc+1) — g(k\ Compute direction ma­

trix Sik+V using either DFP or BFGS algorithm de­

scribed in Appendix A.2 or Appendix A.3 respec­

tively with objective function given by (4.14) and 

gradient vector given by (4.15). Set k = k + 1 and 

repeat from Step 2. 

Table 4.1: Algorithm for solving utility-based power control in user-centric case 

utility over all transmitter/receiver pairs with transmission power constraint as, 

maximize U = min Ui 

subject to Ui = —e |j S I N R ' " ^ FPi 

Pi>0, i = l , 2 , - ,N 
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Algorithm 3 

Step 1: Set iteration index k = 0 and power p = 2. Initialize 

optimization variable . Input tolerance e. 

Step 2: Using either DFP or BFGS algorithm described in 

Appendix A.2 or Appendix A.3 respectively, find 

f(fe+!) w i th objective function given by (4.19) and 

gradient vector given by (4.20). 

Step 3: If \\x{k+1) - xSk)\\ < e, then output x* = x^k+1\ t* = 

( E £ I *?) * a n d U* = e~r> a n d stoP-

Step 4: Set k = k + 1, p = 2p and repeat from Step 2 

Table 4.2: Algorithm for solving utility-based power control in network-centric case 

After applying similar transformation techniques discussed in Section 4.3.1, i.e., P, = 

xj and U = log(l/tXi), the new formulation that is more suitable for solving can be 

given by, 

minimize t = max l o g + 2 + > log(l + -^- 2 —-) (4.18) 
LK duXt CliiX; Ox2 

'n-^i 

Since this problem becomes a minimax problem, we use the concept of p-norm and 

infinite-norm discussed in Section 3.3 to get the following equivalent problem, 

minimize t = lim V 
p—>oo i 

N \ P 

P \ (4.19) 
. i = i 

where, U is given by (4.3). With objective function (4.19), we can solve the above 

problem using either DFP or BFGS algorithm. We give the algorithm in Table 4.2. The 
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gradient vector for this algorithm can be given as, 

N 
1=2 

P 

,i=i 

6t2 

6x\ &X\ 6x\ 

Sti 6t2 6tN 
6x2 <5x2 6x2 

5ti 8t2 

5XN 5xft 8XN 

V - 1 ' 

N 

(4.20) 

where,|^ for i, k = 1,2, • • • ,N can be found from (4.16) and (4.17). 

4.4 Simulation Results 

In this section, we present some simulation results for both the user-centric and the 

network-centric utility-based power control. The experimental data are given in Table 

4.3.The optimal power of all Tx/Rx pair for network-centric scheme with data given in 

Table 4.3 and FSR = 0:999 is shown in Table 4.4. 

Modulation used 4,16,64-QAM, 

2,4,8,16,32,64-PSK 

Noise power a1 5 x 10~5 

Packet size, F 80 bits 

Information bits/packet, L 64 bits 

Mean cross gain, gmean 5 x 10 - 4 bits 

Frame success rate, FSR 0.9900 - 0.9999 bits 

Number of users, ./V 50 

SINR"1 3 - 11 dB 

Transmission rate, Rs 104 symbols/sec 

Table 4.3: Data used for simulation in utility-based power control 

In Fig. 4.3(a), we show the variation of individual Tx/Rx utility for user-centric 

case with SINR"1. It is seen that the utility decreases as SINR"1 increases. This is 
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Tx/Rx 

pair 

Optimal 

power 

Tx/Rx 

pair 

Optimal 

power 

Tx/Rx 

pair 

Optimal 

power 

1 0.0484 18 0.0491 35 0.0472 

2 0.0471 19 0.0495 36 0.0457 

3 0.0537 20 0.0487 37 0.0531 

4 0.0560 21 0.0564 38 0.0490 

5 0.0471 22 0.0512 39 0.0438 

6 0.0475 23 0.0552 40 0.0471 

7 0.0435 24 0.0687 41 0.0444 

8 0.0496 25 0.0440 42 0.0528 

9 0.0520 26 0.0541 43 0.0471 

10 0.0526 27 0.0499 44 0.0489 

11 0.0522 28 0.0462 45 0.0490 

12 0.0466 29 0.0524 46 0.0449 

13 0.0506 30 0.0494 47 0.0573 

14 0.0554 31 0.0561 48 0.0435 

15 0.0512 32 0.0567 49 0.0443 

16 0.0526 33 0.0525 50 0.0512 

17 0.0516 34 0.0482 - -

Table 4.4: Optimal transmitted power vector of system utility maximization problem 

for particular data 
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because as SINR t / l increases, outage increases, and therefore utility decreases. The 

FSR increases as the SINR*'1 increases. This is due to the fact that as SINR*'1 increases, 

the probability of bit error decreases, this in turn increases FSR. Since for the same 

SINR*'1, the bit error probability of higher order modulation is more, therefore, higher 

order modulation has lesser FSR. 

We plot the influence of FSR on individual Tx/Rx pair utility in Fig. 4.4-4.5 and Fig. 

4.6 for different MPSK and different MQAM modulation respectively. It is seen that 

the utility decreases as FSR increases. This fact can be explained with the result shown 

in Fig. 4.3. For increased FSR, we need to increase SINR*'1, this in turn decreases 

the utility. It can be also note that the utility of higher modulation is less than lower 

order modulation. Again, since for same FSR, we need larger SINR*'1 for higher order 

modulation, the noted effect is justified. Another point to be noted from the curves is 

the rate of decrease of utility is more as FSR increases. 

The next three plots, i.e., Fig. 4.7-4.8 and Fig. 4.9, show the variations of total 

transmission power with FSR for different MPSK and different MQAM modulation 

respectively. We see that the power increases as FSR increases. Because as FSR for 

particular modulation increases, the SINR*'1 also increases, and hence the outage in­

creases. Therefore, to minimize the outage probability, the individual transmitter power 

increases. Since higher order modulation necessitates larger SINR*'1, this increases out­

age and correspondingly transmission power. 

The last five plots (Fig. 4.10-4.14) shows the result for the network-centric case. In 

Fig. 4.10, we show the variation of system utility with frame success rate for MPSK 

modulation. We have observed that the system utility decrease as the FSR increase. 

That means, FSR has the similar type of effect on system utility as in the case of indi­

vidual TX/Rx pair utility. 

In Fig. 4.11, we plot the effect of number of Tx/Rx pairs on system utility. It is 

seen that as the number of Tx/Rx pairs increases, the system utility decreases. The 

reason behind this can be explained by understanding the fact that as the number of 
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transmitter/receiver pairs increases, the component of cross gain increases which in 

turn increases the interference and reduce the utility. 

The dependence of system utility on the noise power is shown in Fig. 4.12. It has 

been seen that as the noise power increases, the utility decreases; which is obvious. 

We plot the variation of total power with FSR for network-centric case in Fig. 4.13. 

We observe the same type of result as for the user-centric case, i.e. total power increases 

as FSR increases. The fact behind this is same as individual utility. 

Fig. 4.14, shows the influence of number of transmitter/receiver pairs on total 

power. The total power increases at a constant rate with respect to number of Tx/Rx 

pairs. The is because as the number of Tx/Rx pair increases, the component of inter-

ferer and hence total interference power increases. Therefore to maximize the system 

utility, transmission power has to increase. 



CHAPTER 4. UTILITY-BASED POWER CONTROL 

Figure 4.3: (a) Variation of utility (b) frame success rate with SINR threshold. 
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Figure 4.12: Variation of system utility with noise power. 
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Chapter 5 

Outage-constraint Total Power 

Minimization 

5.1 Introduction 

In Chapter 3, we formulate the problem to minimize outage probability with constraint 

on the transmitter powers. We give an alternative formulation of this problem in this 

chapter. The objective of the problem is to minimize total power so that the outage 

probability is less than or equal to some specified value and individual power is non-

negative. We discuss the detailed formulation and solution in Section 5.2. Simulation 

results are given in Section 5.3. 

5.2 Problem Formulation 

In this section, we consider the problem of minimizing total transmitter power subject 

to outage constraints and bounds on individual powers. To minimize the total transmit 

power, subject to the constraint that each transmitter/receiver can attain a maximum 

allowed outage probability and subject to nonnegativity bound on the individual trans-
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mitter powers, we form the problem 
N 

minimize / — ^2 Pi (5.1) 
i=l 

subject to Oi < 0™ax, i = 1,2, • • • , N (5.2) 

Pi > 0, i = 1,2,-•• ,N, (5.3) 

where, Oi is the outage probability and is given by (3.5). The number 0™ax is the 

bound for the outage probability for the ith transmitter/receiver pairs. Note that these 

can be the same or different for each pair, allowing different QoS to be assigned to 

different users. Evidently, the outage-probability constraints are the challenging ones, 

since 0, is a highly nonlinear function of the powers. 

The second constraints can be eliminated by letting Pi = x2, i = 1,2, • • • , N. 

Therefore, the modified problem becomes, 
N 

minimize / —^Z^? (->.4) 
i=l 
_tr2SlNR t'1 1 

subject to: 1 - e JJ < OT, t = 1,2, - - - , AT. (5.5) 
1 + Giix'i 

The first constraints can be eliminated by modifying the objective function using Bar­

rier Method. Barrier Method solves the inequality constrained problem by solving 

a sequence of unconstrained problems with twice differentiable objective. The most 

widely used barrier function is the logarithmic barrier, defined as follows, 
N 

<f>(x) =-^2log(-Mx)) (5.6) 
i=i 

withdom</> = {x\fi(x) < 0, i = 1, ...,7V}. <p is called the logarithmic barrier function; 

it is twice differentiable and convex. Its domain is the set of strictly feasible points and 

it tends to infinity as x approaches the boundary of dom (f>. 

Therefore in our problem we can eliminate the constraints on the outage by modi­

fying the objective function as follows 
N N 

minimize / = ^ x2 — ^ fii log bt (5.7) 
i=l i=l 
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where, bt is given by, 

O r - l + e " ^ T f T " » > 0, i = 1,2, - • • ,N. 

(5.8) 

Here, ,i = 1,2, • • • , N are strictly positive numbers and called barrier parameters. 

The term — 2~2iLi fa 1°S ̂  is logarithmic barrier function and starting with an initial 

b0 which is strictly inside the feasible region, we obtain a barrier that prevents any 

component 6, from becoming zero. The effect of the barrier function on the original 

problem depends largely on the magnitude of /Zj. Solving the equation (5.8) for a series 

values of i i , , a series solutions of the objective function are obtained that converge to 

the optimal value as fii approaches to zero. 

Now the problem (5.7) becomes an unconstrained optimization problem and the-

general algorithm for solving the problem is given in Table 5.1. Note that when the 

number of users is small, the gradient can be found analytically. But, for large number 

of user, the gradient of the problem can be determined numerically. 

5.2.1 Example: Two Users Case 

To show how the formulation converged to the optimal point with the given bounds, in 

this section, we consider a simple example with two users. The analytical expression 

for objective function is given by, 

2 2 , (^ SINR^G^xlA , („ S INR t / l G 2 1 x 2 \ 
minimize / = x\+x2-px log I Omax - I-fi2 log \ Omax — I 

(5.9) 

where, Dy = Guxf + SINR^GyZ 2; i,j = 1,2. The outage bound of two users 

are taken equal, i.e., 0™ax = 0™ax = Omax, and the ambient white-noise power is 

considered insignificant compared to interference power. The analytical expression for 

the gradient vector is given by, 

g{x) = Vf = df_ df_ 
dxi dx2 

(5.10) 
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Algorithm 4 

Step 1: Find an initial point Xo that satisfies all the constraint 

given in (5.8). Input tolerance e and the multiplier 

Hi = 1, i = 1,2, • • • , N. Set fc = 0 and i t = XQ. 

Step 2: Find the optimum value of the vector xk+[ that are 

within feasible region using either DFP or BFGS al­

gorithm discussed in Appendix A.2 or Appendix A.3 

respectively. 

Step 3: If ||(x/c+i — xl)\\ < e, then output x' = xk+{ and 

Step 4: Set fc = fc + 1, x~£ = xk+i and fa — 0.1//*, i = 

1,2, • • • ,N and repeat from Step 2. 

Table 5.1: Algorithm for solving outage-constraint total power minimization problem 

where, 
df _ 2 x 2 / i i S j N R t / t G u G 1 2 x 1 ^ 2/q2(x1SINR t , tG2i£>2i - SINR^G^xj) 
dx~i ~ Xl~D12(OmaxDl2 - SINR t f t G 1 2 x 2 ) + D21(OmaxD21 - SlNRthG21x2) 

(5.11) 

and 

df_ = 2 x 2/ j 2 SINR t ' t G 2 1 G 2 2 x 2 x 2 | 2 M l (x 2 SINR t / l G 1 2 .P 1 2 - S I N R ^ G 2 ^ ) 
3x2

 X 2 D21(OmaxD21 - SlNRthG21x2) Dl2(OmaxD12 - SINRthG12x2) 
(5.12) 

We give some numerical results for this example in the next section. 

5.3 Numerical Results 

For the numerical results, we take all the gains Gu, i — 1,2 to be one, and we gen­

erate the cross gains G^, i ^ j as independent random variables uniformly distrib-
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Table 5.2: Numerical results for example in Section 5.2.1 

Initial Values: ~jt, xo P = [Pi P2F foriginal k 

[1 1]T, [0.4 2.0]T 10-8 x [7.995 3.94]T 1.1935x10"7 14 

10-1 x [1 1]T, 10-4 x [2.827 1.985]T 10- 8 x [7.992 3.94]T 1.1932x10~7 1 

10-2 x [1 1]T, 10-4 x [2.827 1.985]T 10-8 x [7.989 3.941]T 1.1930 x 10~7 1 

10~3 x [1 1}T, 10~4 x [2.827 1.985]T 10~8 x [7.724 3.851]T 1.1575 x 10-7 1 

uted between zero and 0.001. The values for other parameters are: O m a x = 0.1 and 

SINR t / l = 3. We show the mesh plot of feasible region for the function in figure 5.1. 

The feasible region is defined as the set of all points that satisfy the constraints. The 

optimum point must be located in the feasible region. The contour for the function in 

the feasible region is given in Fig. 5.2. Contour plot is a graphical method used to 

find the minimum and the maximum of the objective function. It is defined as a set of 

points in the (xi, x2) plane for which f(xi,x2) is constant. And so a contour plot, like 

a topographical map of a specific region, will reveal readily the peaks and valleys of 

the function. In our example we show the contour plot for function value 0.1, 8, 12, 16, 

20, 24, 28, 32. But the graphical method is limited usefulness since it is not possible to 

plot the graph if the number of variables exceed two. We use DFP and BFGS method 

to find the solutions which is more practical since the number of variables does not put 

a limitation in this case. 

We start the algorithms for initial values of XQ = [0.4 2] and /ij = [1 1], i = 1,2. 

The results using DFP algorithm for upto 10 - 3 is given in Table 5.2. 
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Figure 5.2: Contour plot of the modified objective function in the feasible region 



Chapter 6 

Conclusions and Future Directions 

This final chapter summarizes the main contributions of the thesis, and discusses the 

advantages, limitations and applications of the proposed algorithms. Further works to 

extend the results of this thesis is also presented. A summary of result is presented in 

Section 6.1, whereas interesting and important future research directions are suggested 

in Section 6.2. 

6.1 Summary 

The inherent limitations of cellular wireless systems and the strong demand for high-

performance personal communications require efficient management of radio resources. 

Power control is a technique that not only improves spectral efficiency but also can be 

used as a platform for resource management. Among various resource management 

methods, efficient power control is important for reducing radiation levels and extend­

ing battery lives of mobile devices. Furthermore, it is crucial for interference-limited 

wireless networks such as CDMA, where optimal control of transmit powers can lead 

to effective interference and hence outage minimization, and increased capacity of net­

work. 

We have demonstrated both centralized and distributed radio resource manage-
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ment for multimedia wireless networks. For voice communications, we have presented 

outage-based optimal power control techniques in interference-limited environments 

with Rayleigh fading signal and interferences. We have discussed two different formu­

lations for outage-based power control. Whereas in first formulation outage is min­

imized with constraint on transmitter powers, in second formulation total power is 

minimized with bounds on outage probability. Because of different nature of traffic 

and QoS requirements, outage-based power control schemes is not suitable for data. 

We have considered utility-based power control schemes for data services in the same 

Rayleigh faded interference-limited environments. The utility is maximized from the 

viewpoint of user and network respectively. We have introduced simple unconstrained 

based formulations and efficient solution techniques. 

The benefit of the outage-probability minimizing/utility-maximizing method of al­

locating power is that it allows power allocation to be done on the far longer time 

scale than Rayleigh fading time scale, which is often log normal shadowing time scale. 

Since power is not updated with changing fading state, this method consumes less sig­

nal processing costs and it is more practical method of allocating power for fast fading 

channels. The disadvantage of this method is a positive probability of fading-induced 

outage. Of course, this disadvantage is also present in a power-allocation method that 

attempts to track fading state: for some fading states, allocating power to guarantee 

reception for all transmitter/receiver pairs is impossible. Of course, outage probability 

can be reduced by allocating power in such a way that each mobile has an extra margin 

of SINR. Proposed outage-based or utility-based power control algorithms can be im­

plemented, for example in adhoc wireless networks, at the log-normal shadowing time 

scale rather than the Rayleigh fading time-scale. 
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6.2 Future Works 

There are many open problems in the area of power control. A primary problem is 

power control in stochastic system, where the randomness arises in wireless channel, 

mobility, and data source. 

In our work, we have presented uplink/downlink power control algorithms in the 

presence of Rayleigh fading. Nakagami-m fading channels with different fading chan­

nel parameters such as correlation coefficient and rate of fading, channel variations, etc. 

can be considered in future works. 

In our work, we have considered both the user-centric and network-centric case 

separately. User-centric and network-centric RRM schemes are motivated by different 

interests, and hence, ought to result in dissimilar resource allocations. User-centric 

schemes tend to distributed QoS more evenly to users than network-centric ones. On the 

other hand, network-centric measurement reflects the total revenue derived by the usage 

of network interests that not to appear in the solutions of user-centric management. 

Therefore, a joint network-centric and user-centric consideration should produce an 

interesting solution, and be worth exploring a research topic. 

Utility-based power control provides a promising framework for distributed power 

control of multimedia cellular wireless systems. But it is still not well-developed and 

several issues remain to be studied. How to translate different QoS requirements into 

utility and cost functions that lead to a solvable power-control problem, how to achieve 

system optimality, and how to relate a cost term to practical pricing schemes are all 

topics requiring further research. 

Finally, we conclude that the performance of future wireless networks will depend 

on the design of dynamic channel allocation, traffic scheduling, adaptive antenna, and 

adaptive modulation/coding for link adaptation. So far these issues are considered sep­

arately. With the proposed algorithm as a basis, we have to take into account all the 

issues jointly to achieve high spectral efficiency and capacity in practical networks. 
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Appendix A 

A . l Proof of Probability Identity 

Using the similar procedures as [48], we give a self-contained derivation of an identity 

that is used to find an expression of outage probability in chapter 3. Let us assume 

that zi, • • • , zn are independent exponentially distributed random variables with means 

E[zi] — p . That is, the pdf of is fz(zi) = A iexp(-A iz i). Therefore, the identity is 

expressed as, 

Prob ^ < c + = 1 - ^ f [ (T̂AT) (A.D 

Proof: We note that 

Prob U > c + V ^ ) = ^ ••• ̂  Prob ( zx > c + £U ) f[Xie^x^dt2 

\ i = 2 / Jt2=0 Jtn=0 \ i = 2 j i = 2 

/ • O O roo n 

= ... i e-Ai(c+t2+-+t")nv(_Aiti)^2---^„ 
Jt2=0 Jtn=0 i = 2 

" poo 

. , Jti=0 

•••dt 

i=2 

e-AlCTT-^V (A. 

Therefore, 

i=2 

P r o b ( Z l < c + £ * ) = l - e - - n ^ (A3) 
\ i=2 / i=2 
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A . l Davidon-Fletcher-Powell Algorithm 

The steps for finding minimum value of function /(£) and its corresponding optimal 

variable using Davidon-Fletcher-Powell (DFP) algorithm are given below: 

Step 1: Set iteration index k — 0 and input tolerance e to some value. Initialize opti­

mization variable to some value and direction matrix S^ = Ijv, where IJV is 

a TV x N identity matrix. 

Step 2: Compute gradient vector ̂  at initial point x(°\ 

Step 3: Compute DFP direction vector using following relation, 

Step 4: Using a line search technique (e.g., Fletcher line search), find the value of a 

(a small constant) that minimizes 

Step 5: Set optimal direction vector <5(fc) = a(fc)<?fe) and find updated value of variable 

(A.4) 

(A.5) 

£(*+!> = x W + #fc>. (A.6) 

Step 6: If < e, then output 

= x<k+1\ and (A.7) 

f(x*) = ftfk+V) (A.8) 

and then stop. 

Step 7: Compute gradient vector at updated point (fk+1) and set 

(A.9) 
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Step 8: Compute new direction vector 5^fc+1^ using following updating formula: 

'SWypW 0{k)ys(k)^(k) 

Step 9: Set k = k + 1 and repeat from Step 2. 
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A.3 Broyden-Fletcher-Goldfarb-Shanno Algorithm 

The steps for finding minimum value of function f(x) and its corresponding optimal 

variable using Broyden-Fletcher-Goldfarb-Shanno (BFGS) algorithm are given below: 

Step 1: Set iteration index k = 0 and input tolerance e to some value. Initialize opti­

mization variable to some value and direction matrix S^ = IN, where lN is 

a N x N identity matrix. 

Step 2: Compute gradient vector <̂ °) at initial point x^°\ 

Step 3: Compute BFGS direction vector using following relation, 

Step 4: Using a line search (e.g., Fletcher line search) find the value of a(fc) (a small 

constant) that minimizes the following relation, 

(A. 11) 

/ ( £ < * > + a ( f c ) < ? f c ) ) . (A. 12) 

Step 5: Set optimal direction vector <5(fe) = a(fc)tKfe) and find updated value of variables 

(A.13) 

Step 6: If |#*)| < e, then output 

x* = s<fc+1>and (A. 14) 

f(x*) = /(*<fc+1)) (A. 15) 

and then stop. 

Step 7: Compute gradient vector at updated point (fk+1> and set 

p(k) = £ ( f c + l ) _ £ ( * 0 . (A. 16) 
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Step 8: Compute new direction vector S( f c + 1) using following updating formula: 

5(fc+D = 5(fc) (i (/3(fc))T-g(fc)/3(fc) 8W(Py fffc>(ff*))r5W + S^P^(5^)T 

(A.17) 

Step 9: Set A; = k + 1 and repeat from Step 2. 


