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Abstract

Synthetic aperture radar (SAR) interferometry is a technique for obtaining accurate elevation maps of the Earth from radar images. Local fringe frequency estimates are needed in several stages of the interferometry process. They are used to correct the effect of the topographic slope in the estimation of the interferogram coherence. They are needed to define the frequency center for adaptive band-pass filtering or to model the local phase in slope-correction filtering. Finally, accurate fringe frequency estimates facilitate the phase unwrapping process.

In this work, I propose a new algorithm for local fringe frequency estimation in which the SAR interferogram signal is pre-filtered before the local frequency estimation is performed. This allows the use of a simpler and more efficient frequency estimator that operates at the pixel level. The proposed scheme shows advantages over other schemes because it achieves a better space-frequency resolution and therefore tracks the topographic changes of the scene more accurately. The filters used in this work are modulated Gaussian functions with variable spatial aperture and bandwidth. In this way, the analysis window is adapted to the local characteristics of the signal at all samples. The variable-aperture filters are similar to the variable space-frequency domain filters used in wavelet analysis. I present results for synthetic and real SAR interferograms, as well as the performance of the proposed algorithm.

An application of the frequency estimation method is developed for the noise filtering stage. A non-linear phase model is built to locally flatten the phase allowing the averaging of a higher number of samples without significant distortion. Simulations show that this alternative method achieves a better performance than two other reported methods when the interferogram coherence is moderately high. However, the alternative method does not solve the problem of phase discontinuities in the presence of topographically induced residues.
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Disconcerted, knowing that the children were waiting for an immediate explanation, Jose Arcadio Buendia ventured to murmur: “It’s the largest diamond in the world”.

“No,” the gypsies countered. “It’s ice.”

Jose Arcadio Buendia, without understanding, stretched out his hand toward the cake, but the giant moved it away. “Five reals more to touch it,” he said. Jose Arcadio Buendia paid them and put his hand on the ice and held it there for several minutes as his heart filled with fear and jubilation at the contact with mystery.

Gabriel Garcia-Marquez, One hundred years of Solitude.
But the question you were asked, Theaetetus, was not, what are the objects of knowledge, not yet how many sorts of knowledge there are. We did not want to count them, but to find out what the thing itself – knowledge – is.

Socrates, Dialogs of Plato.
Chapter 1

Introduction

Imagine that the topography information of the whole world were available with high accuracy; we would know the elevation of mountains and valleys, the flowing courses of water, the movement of glaciers, and the expansion of volcanoes before erupting. Earth science professionals would have essential information, and the people working on SAR interferometry would be – at least – satisfied of doing something of benefit for others.

Synthetic aperture radar (SAR) interferometry or InSAR, is a technique for obtaining accurate elevation maps of the Earth from radar images. When a point on the Earth’s surface is illuminated by two antennas located in different positions, the elevation of this point is geometrically related to the difference of its line-of-sight distances to the antennas. The way InSAR estimates the difference of these distances can be explained using the basic concept of velocity. The distance traveled by an object (in this case a signal) equals the product of the media velocity and the observed travel time. The difference in the signal travel times is estimated from the difference in the signal phase delays. The velocity of the media, on the other hand, is assumed constant. In this way, by estimating the difference in the signals phase delays an estimate of the point’s elevation is obtained.

An interferogram image is computed from the signal phase delay difference of two overlapping radar images. The interferogram is processed in several stages, and after adjusting certain parameters, the scene’s elevation map is obtained. Practical applications include topographic and thematic mapping.
In order to obtain dynamic topographic information, SAR images pairs of the scene are taken at different times. Their phase is subtracted in order to isolate the topography’s displacement. Displacements of few centimeters can be measured using this differential interferometry technique. Its applications include glaciology, land subsidence, volcanoes and earthquakes monitoring.

Even though many theoretical and technological advances have been achieved in the last years, SAR interferometry is not a mature technique yet. There are several difficulties in obtaining good (low levels of noise) interferograms and estimating parameters such as the baseline accurately, which makes the process of obtaining elevation maps, thus far, not fully operational.

This thesis addresses one specific problem in interferometry, which is the estimation of the fringe frequency in the interferogram signal. The concept of frequency is related to the rapidity at which a variable periodically changes. In the case of interferogram signals, this variable is the phase, and a complete variation cycle is described as a fringe. The frequency of the fringes is related to the local topographic slope of the scene, and it is required in several stages of the interferogram processing. In this thesis, a new algorithm to perform fringe frequency estimation is developed and evaluated.

1.1 Thesis Contribution

Motivation for Research:

Local fringe frequency estimates are needed in three stages of the interferogram processing chain: coherence estimation, phase noise filtering and phase unwrapping.

- In the coherence estimation stage, the frequency estimates are used to correct the effect of the slope, as described in Section 2.3.

- There are three general approaches to perform phase noise filtering (they are presented in Section 2.4). If the frequency estimation approach is chosen, local fringe frequency estimates are needed for either defining the center frequency of the band-pass filter or modeling the local phase in the slope-correction filter.
Finally, fringe frequency estimation has been shown to facilitate the phase unwrapping process, making the process feasible even for very noisy interferograms (Section 2.5).

**Thesis Scope:**

Given the importance of local fringe frequency in interferogram processing and the limitations in resolution and accuracy of present methods, the objective of this thesis is to investigate algorithms for local frequency estimation in interferograms.

The specific objectives are to:

- review current fringe frequency estimation methods,
- develop an algorithm to overcome the limitations of current methods,
- evaluate the proposed algorithm on synthetic and real interferograms, and
- compare the proposed method against current methods.

**Thesis Contribution:**

The contribution of this thesis is the development of a new algorithm for local frequency estimation. Under the circumstances of rough topography and moderately high coherence, the proposed algorithm has advantages over other schemes because it achieves a better space-frequency resolution and therefore tracks the topographic changes of the scene more accurately.

1.2 Organization of the thesis

The thesis report is divided in eight chapters. After this introduction, basic concepts on SAR interferometry are reviewed in Chapter Two, where the importance of fringe frequency estimation in interferogram signals is further explained.

In Chapter Three, existing approaches to perform fringe frequency estimation are reviewed. Several methods have been proposed in the literature. They vary in two aspects: the way they split the image in order to obtain the frequency estimates, and the way the frequency estimation itself is performed. The first aspect influences the spatial resolution of the estimation, while the
second aspect influences the estimation accuracy. Both aspects are analyzed for the existing methods, in order to design a method that overcomes the limitations of the existing ones.

In Chapter Four the proposed method is described. The proposed method is based on the AM-FM (amplitude modulation – frequency Modulation) signal representation model, which is used in other areas of signal processing theory, like in image analysis and compression. The mathematical framework of the signal model is presented, and the application of the proposed method to one and two-dimensional signals is explained.

One important part of the proposed method is the estimation of the instantaneous frequency. The selected algorithm for this stage is explained in Chapter Five.

Chapter Six is devoted to the evaluation of the proposed method. Synthetic interferogram signals with different spatial distribution and levels of noise are used to evaluate the performance of the proposed method. One of the applications of local fringe frequency estimation is phase noise filtering in interferogram signals. A new method based on the estimated frequencies is presented and its performance is compared against two existing methods.

Chapter Seven, on the other hand, is devoted to the application of the proposed frequency estimation and phase filtering methods to real interferogram signals. Finally, conclusions and suggestions for future work are made in Chapter Eight.

In addition to the main text, four appendices explain specific topics, which are referred to the thesis.
Chapter 2

SAR Interferometry Background

The subject of this thesis is the development of a new algorithm to accurately estimate the local fringe frequency in SAR interferograms. In this chapter, a review of SAR interferometry is made and the importance of local fringe frequency estimation is further explained.

There are several stages to produce and process an interferogram in order to obtain topographic information. These stages form a processing chain, which is reviewed in Section 2.2. Among all the processing stages, there are three where fringe frequency estimation is relevant. These three stages are further explained in Sections 2.3 to 2.5.

2.1 SAR Interferometry Principles

Synthetic aperture radar (SAR) images are obtained by processing the data collected by an aircraft or satellite with a side-looking antenna. The system transmits a stream of radar pulses and records the back-scattered signal from each pulse. A digital processor is used to focus the received radar data into a high-resolution image [37].

Two types of information are included in the processed SLC (Single Look Complex) image. The first type corresponds to the magnitude component $|I_1(\bar{x})|$, which represents the backscatter of microwave energy of the ground, and depends on the properties of the surface such as slope, roughness and dielectric constant. The second type of information is its phase component $\theta_1(\bar{x})$, which is related to the distance of closest approach of the antenna and the ground patch. In the absence of noise, a SAR image is represented by:
where \( \bar{x} = (x_1, x_2) \) are the image pixel coordinates, which are commonly referred as the range and azimuth directions (see Figure 2-1).

An interferogram is obtained by multiplying the SAR image \( I_1(\bar{x}) \) by the complex conjugate of another overlapping co-registered SAR image \( I_2(\bar{x}) \) obtained using a slightly different antenna position:

\[
I(\bar{x}) = I_1(\bar{x})I_2(\bar{x})^* = |I_1| |I_2| \exp(j(\theta_1(\bar{x}) - \theta_2(\bar{x})))
\] (2)

The relationship between the resulting interferogram phase and the scene’s topography is explained as follows.

If the same patch area \( A \) of the Earth’s surface is observed from two different points \( S_A, S_B \) as illustrated in Figure 2-1, the phase shift between the images acquired by the antenna position \( S_A \) and the antenna position \( S_B \) is proportional to the difference in line-of-sight distances:

\[
\Phi = \frac{4\pi}{\lambda} (R_A - R_B)
\] (3)

where \( \Phi = \theta_1 - \theta_2 \) is the interferogram phase of \( I(\bar{x}) \) in (2), and \( R_A, R_B \) are the slant range distances in Figure 2-1.

The phase shift in (3) can be approximated by: [1]

\[
\Phi \approx \frac{4\pi}{\lambda} \left( \frac{b x}{d} + z \frac{b H x}{d^3} \right)
\] (4)

where:

\( \lambda \) is the radar wavelength,
is the normal baseline between the two antennas,

\( x \) is the ground range distance,

\( H \) is the antenna altitude, and

\[
d = \sqrt{H^2 + x^2}.
\]

The right part of (4) has two contributions to the phase variations. The first term \( b x/d \) does not depend on the elevation \( z \) and corresponds to the fringe pattern in the case of flat terrain, it is referred as the *orbital fringes phase*. The second term \( z b H x / d^2 \) is proportional to \( z \) and contains the topographic information, it is referred as the *topographic fringes phase*. The estimated phase of the interferogram signal in (2) can be used to infer the scene’s topography. This result contains the *essence* of the SAR interferometry technique or InSAR.

Figure 2-2 illustrates the magnitude of the interferogram obtained from two SLC images acquired by the satellites ERS1 and ERS2 (tandem mission) in a region of the Chilcotin River’s upper valley in B.C. (Canada). Figure 2-3 illustrates the interferogram phase. The almost parallel fringes in Figure 2-3 correspond to the orbital fringes in (4). The topographic fringes, on the other hand, are immersed in the regular pattern and cause local variations in the phase. The data acquisition parameters are listed in Table 2.1.

Another type of information that can be extracted from two overlapping SAR images is its coherence magnitude. The coherence magnitude is a sensitive indicator of the similarity of the two SAR images. The coherence magnitude is used as a quality measure of the interferogram. Therefore, it can be used to estimate the accuracy of the obtained elevation map. It is also used in image landcover classification. The maximum likelihood estimate of the coherence assuming constant interferogram phase is given by: [3]

\[
n \exp(j \psi) = \frac{\sum_{m,n=1}^N I_{1,m,n} I_{2,m,n} \exp(j(\theta_{1,m,n} - \theta_{2,m,n}))}{\sqrt{\left(\sum_{m,n=1}^N I_{1,m,n}^2\right)\left(\sum_{m,n=1}^N I_{2,m,n}^2\right)}}
\]  (5)
Figure 2-1: Interferogram acquisition geometry

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>Altitude</td>
<td>782</td>
<td>Km</td>
</tr>
<tr>
<td>Radar wavelength</td>
<td>0.0566</td>
<td>Meters</td>
</tr>
<tr>
<td>Interferogram Baseline</td>
<td>42</td>
<td>Meters</td>
</tr>
<tr>
<td>Acquisition date SLC1</td>
<td>Sept. 10/95</td>
<td>-</td>
</tr>
<tr>
<td>Acquisition date SLC2</td>
<td>Sept. 11/95</td>
<td>-</td>
</tr>
<tr>
<td>Scene’s center latitude</td>
<td>51°35'20&quot; N</td>
<td>-</td>
</tr>
<tr>
<td>Scene’s center longitude</td>
<td>121°59'20&quot;W</td>
<td>-</td>
</tr>
<tr>
<td>Spatial Resolution</td>
<td>12.5x12.5</td>
<td>Meters</td>
</tr>
</tbody>
</table>

Table 2.1  Example of interferogram acquisition parameters.
Figure 2-2: Magnitude of ERS Tandem mission interferogram

The interferogram corresponds to a 5 Km x 5 Km area in the upper valley of the Fraser River in B.C. (Canada).
The topographic phase information is immersed in the regular pattern and cause local variations in the phase.

Note: The wrapped phase $[-\pi,\pi]$ is normalized to $[0,1]$ as shown by the gray scale.
where:

\( \nu \) is the coherence magnitude,

\( \psi \) is the maximum likelihood (ML) estimate of the interferogram phase,

\[ I_{i,m,n} \exp(j(\theta_{i,m,n})) \] is the complex value of the pixel \((m,n)\) in the averaging window for SLC image \(i, \ i = 1,2\).

In the next section, the processing steps to produce and process an interferogram are reviewed.

### 2.2 Interferogram Processing Chain

When the two SLC images are acquired in different passes (repeat-pass interferometry), the Doppler centroid of the two images is not necessarily the same. This implies that the images sample different parts of the azimuth spectra and the non-overlapping or un-correlated parts generate noise in the interferogram. Azimuth pre-filtering to the common azimuth frequency bandwidth has been reported to increase the coherence magnitude [2] and constitutes the first step to obtain an interferogram in the processing chain of Figure 2-4. Range filtering is usually performed to extract the common range spectra as well.

The second stage in the processing chain is image registration. Typically, one of the images is shifted and rotated to coincide with the other one. Accuracy in the registration is very important, so over-sampling is first performed to obtain registration errors less than a 1/10 of a pixel and to prevent aliasing when the image multiplication is performed. There are several methods for registering the two SAR images [3]. The effectiveness of each method depends upon the input data characteristics.

After registration, the coherence magnitude is computed as in (5) based on the pixel values of both SLC images. To form the interferogram, both images are multiplied pixel by pixel as in (2). The resulting interferogram exhibits two contributions in the phase variations as given by (4): the flat-earth fringes which are produced by the acquisition geometry, they are the same as if the scene’s topography were flat, and the topographic fringes which are phase variations produced by the real topography.
The average magnitude spectrum in the range direction of the interferogram in Figures 2-3 and 2-4 is illustrated in Figure 2-5. The maximum range frequency peak is located close to the frequency origin; this frequency corresponds to the frequency of the flat-earth fringes. According to the spectral shift theorem [4], layover areas in an interferogram correspond to negative frequencies. Therefore, they can be filtered out using a half-band filter. In Figure 2-5 the dashed line draws the ideal frequency response of the half-band filter.

By multiplying the interferogram with the complex conjugate of a phase function that models the flat terrain, the flat-earth fringes are removed. Flattening is normally performed before any further processing because it moves the interferogram phase derivatives to lower values, which helps to simplify subsequent processing steps. After flattening, the signal is sub-sampled to its original resolution and phase filtering is performed to reduce the phase noise.

The last stage in the processing chain is phase unwrapping. In the phase unwrapping stage, the phase of the processed interferogram is unwrapped to produce terrain elevations. Unwrapping means adding or subtracting integer multiples of $2\pi$ to produce unambiguous phase values whenever possible. Figure 2-6 illustrates the extracted wrapped phase from the transect line A in Figure 2-3. Notice that the phase values are bounded within the interval $[-\pi, \pi]$.

Fringe frequency estimation is relevant to three stages in the processing chain: coherence estimation, phase noise filtering and phase unwrapping. These stages are shaded gray in the block diagram of Figure 2-4. The use of the frequency estimates in these stages is explained in the following sections. For the phase noise filtering and phase unwrapping stages, their different processing approaches are reviewed.

### 2.3 The Use of Frequency Estimates in Coherence Estimation

The ML coherence estimator in (5) assumes that the phase is constant. Therefore, for rough topographic areas, the estimated coherence is distorted. By locally modeling the phase and correcting the effect of the slope, a better coherence estimation is achieved [4,5,6].

In [6] the phase behavior is assumed linear in a window around each pixel P in the image. Based on the local frequency estimates $\overline{\omega}_x, \overline{\omega}_y$, the local topography is modeled as:
The stages where Fringe Frequency Estimation is relevant are shown shaded.

**Figure 2-4: Interferogram Processing Chain**

The stages where Fringe Frequency Estimation is relevant are shown shaded.
Figure 2-5: Interferogram average magnitude spectrum in the range direction
The ideal frequency response of the half-band filter is drawn by the thick dashed line.

Figure 2-6: 1D slice of the phase in the transect line A of Figure 2-3
Notice that the phase values are bounded within the interval \([-\pi,\pi]\).
The horizontal axis is sample number in the interval shown by transect line A in Figure 2-3.
\[ \phi_{\text{up}}(m,n) = \bar{\omega}_x m + \bar{\omega}_y n \]  \hspace{1cm} (6)

where \( m, n \) are the coordinates of the pixels in the window.

Then, the terms \( I_{i,m,n} \exp(j\theta_{i,m,n}) \) with \( i = 1, 2, \) in (5) are multiplied by \( \exp(-j\phi_{\text{up}}(m,n)) \) to correct the effect of the local slope. In this way, the interferogram is locally flattened before the coherence is estimated.

2.4 Phase Noise Filtering Approaches

There are several sources of decorrelation noise in interferogram signals, namely: system noise, quality of focusing and registration, temporal decorrelation, and spectral or baseline decorrelation [7]. It has been shown that filtering the interferogram prior phase unwrapping stage greatly reduces the complexity of the process and leads to better results [6,8].

Different approaches to interferogram phase noise filtering have been proposed. They can be analyzed using the theoretical framework of signal estimation theory [9] and can be grouped into three classes:

- constant phase estimation approach,
- frequency estimation approach, and
- post-filtering techniques.

2.4.1 Constant Phase Estimation Approach

In this approach, the phase is assumed constant in a small region of the image. The noise and phase statistics are modeled and optimum filtering is performed seeking to optimize a criteria.

In the presence of additive noise, the observed SLC image magnitude \( |I_1| \) is represented by a deterministic part \( a \) and random part \( \xi, |I_1(\tilde{x})| = a\xi \). The random part \( \xi \) obeys a Raleigh distribution derived from the vector sum of two orthogonal normal distributions. On the other hand, the phase of \( I_1 \) is the sum of a deterministic part \( \theta_1 \) and a random part \( \eta_1 \),
arg\{I_1(\bar{x})\} = \theta_1 + \eta_1. The random part \eta_i can be assumed uniformly distributed in the interval [-\pi, \pi]. The observed signal is represented by:

\[ I(\bar{x}) = |I_1(\bar{x})I_2(\bar{x})^*| = |I_1||I_2| \exp[j((\theta_1 - \theta_2) + (\eta_1 - \eta_2))] \quad (8a) \]

Making \( \phi = \theta_1 - \theta_2 \) and \( \eta = \eta_1 - \eta_2 \), the deterministic and random parts of the interferogram phase respectively,

\[ I(\bar{x}) = |I| \exp(j\psi) = |I| \exp[j(\phi + \eta)] \quad (8b) \]

The probability density function (pdf) \( f_{\psi}(\psi) \) is derived in [10] for single-look and multi-look phase distributions. The pdf is a function of the coherence of the interferogram among other parameters.

If the interferometric phase is assumed constant along \( m \) samples of the image, the following model is used to estimate the phase:

\[ \psi_i = \phi + \eta_i \quad \text{for} \quad i = 1, \ldots, m \quad (9) \]

where:

\( \phi \) is the deterministic phase which is assumed constant in the analysis window, and

\( \eta_i \) is the random part of the phase as described by (8b).

Assuming that all pixels in a square window have the same deterministic phase value, a maximum likelihood (ML) phase estimate is obtained by coherently averaging the complex values in the window [11]:

\[ \hat{\phi} = \arg\left\{ \sum_{m,n} I(m,n) e^{j\psi(m,n)} \right\} \quad (10) \]
where \( I(m,n) e^{j\psi(m,n)} \) are the input interferogram samples in the window, and \( \hat{\phi} \) is the estimated phase. The phase estimator in (10) is named standard multi-look, and it is found to reduce the noise variance at the expense of losing spatial resolution.

A better estimation is achieved by using only samples belonging to a directional window. The local statistics estimator proposed in [12] seeks to minimize the mean square error (MSE) between the estimated and the real phase signal. In this case, the phase estimation problem consists in estimating \( \hat{\phi} \) from the samples \( \psi_i \) in (9), such as the mean square error \( (\phi - \hat{\phi})^2 \) is minimized.

The estimator is given by:

\[
\hat{\phi}_{i,j} = \overline{\psi}_{i,j} + b_{i,j}(\psi_{i,j} - \overline{\psi}_{i,j})
\]  
(11)

where:

\( \psi_{i,j} \) is the locally unwrapped input phase,

\( \overline{\psi}_{i,j} \) is the local mean unwrapped phase,

and \( b_{i,j} \) is given by:

\[
b_{i,j} = \frac{E[(\psi_{i,j} - \overline{\psi}_{i,j})^2] - \sigma_n^2}{E[(\psi_{i,j} - \overline{\psi}_{i,j})^2]}
\]  
(12)

The filtering is performed by the following steps:

i) The coherence map is computed.

ii) Pixels in the moving window are unwrapped locally around the average value of the center 3x3 pixels.

iii) Sixteen directional windows (in \( \pi/16 \) steps) are used to determine the direction with minimum variance \( \sigma_n^2 \). It is assumed that in this direction the phase is constant.
iv) The phase is estimated using (11) where $i,j$ are the coordinates of the pixels in the window that has lowest variance. To obtain the variance $\sigma_n^2$ the coherence computed in step i) is used in an analytical function that relates variance and coherence [10].

v) When applying equation (12), $b$ can become negative. If so, it is set to zero to ensure the weight is always between 0 and 1.

In this algorithm, low coherence areas are smoothed more heavily than high coherence areas, which is a desirable characteristic of the filter. At the same time, by filtering in the orientation of minimum variance, the resolution is not degraded if the neighborhood pixels along that direction have the same phase (same elevation).

An alternative method to computing (11) without performing local phase unwrapping is reported in [13]. The authors reported a qualitative evaluation of the filter showing that the filter substantially reduces noise, facilitating the phase unwrapping process. In addition, the results were similar to that obtained by filtering the data with directional Gauss filters [14], but the preservation of the phase gradient and orientation of the fringes was not as good, especially in low-coherence areas.

A refinement of the algorithm described in the previous section is proposed in [17]. In areas where the phase gradient is very high, narrow signal fringes are lost after spatial filtering. In those areas, a parametric estimation algorithm is used to remove the high frequency signal phase before filtering is carried out. The application of the modified filter to synthetic data shows that the combination of the parametric estimation with the refined local statistics filtering retained both high-density fringes and spatial resolution.

2.4.2 Frequency Estimation Approach

In the frequency estimation approach, the phase is not assumed constant anymore. Instead, it is assumed to be linearly dependent on the spatial coordinates. This converts the estimation problem into a spectral estimation one, where the best complex sinusoid signal is estimated from noisy samples of the signal.

In this approach the measurement model is a complex sinusoid signal of unknown amplitude $A$ and frequency $f_o$. In one dimension, the signal phase model is:
\[ \psi_i = \phi_i + \eta_i \quad \text{for } i = 1, \ldots, m \quad (13) \]

where \( \phi_i \) varies linearly with \( i \), i.e. \( \phi_i = 2\pi f_o i \). The estimation problem is to estimate \( \hat{f}_o \) based on the \( m \) noisy observations \( x_i \):

\[ x_i = A \exp(j(\phi_i + \eta_i)) = A \exp(j(2\pi f_o i + \eta_i)) \quad (14) \]

Several frequency estimation methods have been proposed for interferogram images [15,16,18]. In Chapter 3, some of these methods are reviewed. After the frequency has been estimated, a band-pass filter centered on the estimated frequency \( \hat{f}_o \) is applied to the data.

As an alternative to band-pass filtering, slope-correction filtering has been proposed [6]. In this case, for every square window in the interferogram, the estimated frequency \( (f_x, f_y) \) is used to locally model the phase as in (6). By multiplying the input image with the 2D complex function \( \exp(-j2\pi(f_x m + f_y n)) \) the effect of the slope is corrected.

After this local slope correction, the phase is assumed to be a stationary process that only varies because of the noise and the differences between the exact fringe pattern and the first order model. Then, standard complex averaging is carried out, reducing the noise variance. A detailed description of multi-look filtering is presented in Section D.2 of Appendix D.

2.4.3 Post-filtering Approach

Non-linear image processing techniques have also been applied to phase noise filtering. In [19], the authors use three techniques: a modified median filter, a statistical mode filter, and a morphological filtering. Results on real data showed a reduction in the number of residues\(^1\).

From the three approaches reviewed, only the frequency estimation approach – Section 2.4.2 – makes use of local fringe frequency estimates.

---

\(^1\) The concept of residue is explained in Appendix A, together with an algorithm to detect them.
2.5 Main Approaches to Phase Unwrapping

In the absence of residues, a simple integration procedure in which phase gradient estimates (partial derivatives) are integrated along vertical or horizontal lines suffices to produce the unwrapped terrain elevation. In practice, however, there are noise and aliasing effects that cause phase inconsistencies in the interferogram. Residues reveal the existence of these phase inconsistencies. The presence of many residues in the interferogram indicates that the phase is too noisy or that the fringe pattern is not regular enough to allow straightforward phase unwrapping. Unwrapping difficulties result from two kinds of corruption:

- Decorrelation noise that affects phase estimation. This noise is high when the interferogram coherence is low. In this case, fringe patterns exist but they are corrupted by noise.

- Areas in which there are no fringes or the fringe continuity has disappeared. This happens in the presence of shadows and layover, or in the case of abrupt topography (such as cliffs) which the interferogram pair is unable to map.

In both cases, the integration of simple phase gradients propagates and accumulates phase inconsistencies giving rise to large errors in the final result. The proposed approaches to overcome this situation and effectively perform 2D phase unwrapping can be separated in two groups: local and global approaches. Both benefit from prior fringe frequency estimates and are briefly described below.

- **Local approach:** In this approach, discrete phase differences are integrated along selected paths. In order to avoid error propagation, connection of residues is performed to define barriers, which the integration paths are not allowed to cross [20]. When the noise creates many residues they can not be correctly connected. Therefore, the use of the local fringe frequencies to reduce the number of residues by adaptively filtering the local fringe pattern, help phase unwrapping when using this approach.

- **Global approach:** This approach is based on the minimization of the difference between the phase gradient measured on the interferogram and the gradient of the unwrapped phase [21]. The use of discrete phase differences corrupted by noise leads to biased estimates of the gradient [8]. Thus, the obtained least-squares solution is
undervalued, resulting in an underestimated topographic slope. Local frequency estimates can replace the discrete phase gradients, leading to more accurate phase gradient estimates and therefore more accurate elevation maps.
Chapter 3

Local Fringe Frequency estimation - Existing methods

In order to estimate the local fringe frequency of an interferogram signal, researches have used different approaches. In this chapter those approaches are reviewed in a structured way.

The most straightforward way to find about the frequency content of a signal is by computing its Fourier transform. However, this transform assumes that the signal is stationary, which is not the case when the interest is to find the local fringe frequency of an interferogram signal. The short time Fourier transform (STFT) for non-stationary signals is considered in Section 3.1, where basic definitions are given with an analysis of its space-frequency resolution. The STFT is used to compute the periodogram, which is an estimate of the local power spectrum and serves as a tool to estimate the local frequency of a signal. In Section 3.1.3 results using this approach are reviewed with an implemented example.

In an attempt to improve the accuracy of the local fringe frequency estimation, a parametric method is reviewed in Section 3.2, and a method that estimates the local fringe frequency at different resolution levels is analyzed in Section 3.3. Finally, the adequacy of each approach is discussed based on the assumptions made in each case.
3.1 Short Time Fourier Transform

Because interferogram phase signals are non-stationary the use of the short time Fourier transform (STFT)\(^2\) is considered instead of the traditional Fourier Transform. The STFT of a continuous function \(s(x)\) is defined as:

\[
STFT(\chi, \omega) = \int_{-\infty}^{\infty} s(x)g(x-\chi)e^{-j\omega x} \, dx \quad s, g \in L^2(\mathbb{R})
\] (1)

This function can be described as the Fourier transform of the signal \(s(x)\) previously windowed (multiplied) by the function \(g(x)\) around the position coordinate \(\chi\). The variable \(\omega\) is continuous in the interval \((-\infty, \infty)\) and corresponds to the angular frequency of the complex functions \(e^{-j\omega x}\). As the window function is shifted in space over the whole signal and consecutive overlapped transforms are performed, a description of the evolution of the signal spectrum is achieved. This method assumes that the signal is stationary over the limited window \(g(x)\), which is a valid assumption if the window is short enough. This window has an important effect upon the frequency resolution of the space-frequency distribution of the signal. If a short window in space is used to compute (1) the transform will exhibit good resolution in space, but the frequency resolution – defined as the ability to discriminate complex sinusoids of different frequencies – will be low. Alternatively, if a longer window in space is used in order to increase the frequency resolution, the space resolution (localization) will be poor. In the case of interferogram phase signals, it is important to obtain a space-frequency representation as accurately as possible in both space and frequency in order to obtain accurate frequency estimates of the signal.

In order to quantify the effect of the window function \(g(x)\) on the space and frequency resolution of the STFT, let the square root of the energy distribution be a measure of the effective spatial width of the signal.

---

2 The name short time Fourier transform is used even though space is the domain of interferogram signals.
\[(\Delta x)^2 = \frac{\int x^2 g(x)^* g(x) dx}{\int g(x)^* g(x) dx} \quad (2)\]

where \(^*\) denotes complex conjugate, and the effective bandwidth of its Fourier transform \(G(\omega)\) be also defined in terms of its energy distribution.

\[((\Delta \omega)^2) = \frac{\int \omega^2 G(\omega)^* G(\omega) d\omega}{\int G(\omega)^* G(\omega) d\omega} \quad (3)\]

It has been reported \([22]\) that the product of (2) and (3) has a lower bound given by:

\[\Delta x \Delta \omega \geq (4\pi)^{-1} \quad (4)\]

Equation (4) is called the uncertainty principle in analogy with the Heissenberg uncertainty principle in quantum mechanics. This equation implies that space and frequency resolution can not be made arbitrarily small. One resolution must be traded for the other. For the STFT, the resolution in space and frequency are constant values independent of \((\chi, \omega)\). These resolutions only depend on the type and length of the window function \(g(x)\). This constant joint space-frequency resolution results in the STFT covering the space-frequency plane with a uniform array of cells.

3.1.1 The STFT as a Signal Decomposition Transform

The intention of this section is to present the STFT in a broader range of signal decomposition transforms, where basis functions other than complex sinusoids could be used to more efficiently decompose the signal for frequency analysis purposes.
Equation (1) was analyzed as the Fourier transform of the windowed signal 
\( s(x)g(x - \chi) \), but for real-valued signals it is also valid to describe this function as the 
decomposition of the signal \( s(x) \) using the basis functions \( g(x - \chi)e^{-jax} \). These basis 
functions form a complete set of functions that when combined in a weighted sum can be 
used to construct a given signal. In the case of the STFT these basis functions are 
complex sinusoids \( e^{-jax} \) windowed by the function \( g(x) \) centered around \( \chi \).

Using this description it is possible to write a general equation for the STFT in terms 
of inner products of the basis functions \( K_{\chi,\omega}(x) = g(x - \chi)e^{-jax} \) and the signal \( s(x) \).

\[
STFT(\chi,\omega) = \int_{-\infty}^{\infty} s(x)K_{\chi,\omega}(x)dx
\]  

(5)

By mapping the signal onto these basis functions, a space-frequency description of 
the signal is generated. As an example, consider the one-dimension synthetic phase 
interferogram signal of Figure 3-1(b). The instantaneous frequency of this signal covers 
the interval \( [0, \pi/4) \), as illustrated in Figure 3-1(d). In Figure 3-1(c) its discrete Fourier 
transform (DFT) has been computed. In this case, the signals are discrete with N samples 
so (5) becomes:

\[
S_{SF}(m,\Omega) = \sum_{n=0}^{N-1} s(n)g(n-m)e^{-j\Omega n}
\]  

(6)

where \( m, n \) are sample numbers of the discrete sequences \( s, g \), and \( \Omega \) denotes discrete 
angular frequency in rads/sample. Notice that \( STFT(\cdot) \) has been changed to \( S_{SF}(m,\Omega) \) 
for the discrete case and it is simply called a space-frequency representation.

The result of computing (6) by using rectangular function windows of length \( N=32 \) is 
illustrated in Figure 3-2. In this case, the basis functions are discrete sequences of 
complex exponentials with frequencies: \( \Omega = 2\pi \times \{ 0, 1/N, ..., 1-1/N \} \).
Figure 3-1: One-dimensional Synthetic interferogram signal

a) Quadratic phase function of the signal $\Omega(x) = Kx^2$
b) Real part of the Interferogram signal $s(x) = e^{i\Omega(x)}$
c) Magnitude of signal spectrum.
d) Instantaneous frequency in radians computed as the derivative of $\Omega(x)$. 
Figure 3-2: Space–Frequency representation of signal in Figure 3-1(b)

This figure shows the evolution of the spectrum. As the input sample number increases, the center frequency of the local spectrum increases.
Although the signal is locally monochromatic this *space-frequency representation* shows a locally band limited signal whose central frequency is increasing.

Other windows can be considered in order to improve the frequency resolution, but they all have the restriction of the uncertainty principle (4). Alternatively, the window size can be adapted to the local frequency content of the signal (see Appendix B).

It can be easily shown (like in [23]) that Gaussian functions used as windows achieve the lower bound of (4). These functions and their Fourier transform have the form:

\[
g(x) = e^{-x^2/2\sigma^2} \quad \quad G(\omega) = \sigma\sqrt{2\pi}e^{-\sigma^2\omega^2/2}
\]  

These functions are named *Gabor filters* [36] and they are used in the next chapter to effectively filter the interferogram signal.

### 3.1.2 Use of the Periodogram in Local Frequency Estimation

The periodogram of a continuous signal \(x(t)\) is by definition the stochastic process:

\[
S_T(\omega) = \frac{1}{2T}|X_T(\omega)|^2
\]  

where \(X_T(\omega)\) is the Fourier Transform of the truncation of the signal \(x(t)\):

\[
X_T(\omega) = \int_{-T}^{T} x(t)e^{-j\omega t} \, dt
\]

For large values of \(T\) the periodogram \(S_T(\omega)\) is an unbiased estimator of the power spectrum \(S(\omega)\) of the signal \(x(t)\). However, if \(S(\omega)\) is not nearly constant in an interval of the order of \(1/T\), the periodogram is a biased estimate of \(S(\omega)\) [24].
In order to reduce the bias the signal $x(t)$ can be windowed by a function $c(t)$ yielding the modified periodogram:

$$S_C(\omega) = \frac{1}{2T} \left| \int_{-T}^{T} c(t)x(t)e^{-j\omega t} dt \right|^2$$ (10)

Alternatively, in order to reduce the variance and the bias of the estimation, performing convolution with a spectral window function $W(\omega)$ can smooth the periodogram.

$$S_W(\omega) = \frac{1}{2\pi} S_T(\omega) * W(\omega)$$ (11)

In [24], windows $W(\omega)$ are found to minimize either the variance or the bias of the estimation, which are two conflicting requirements.

Once a good estimator is found, the frequency for which there is a peak in the power spectrum $S(\omega)$ constitutes a maximum likelihood (ML) estimator of the signal local frequency. In other words, among all possible local frequencies $\omega_1$ the peak of the power spectrum $S(\omega)$ of the signal $x(t)$ indicates which frequency $\omega_1$ is the most probable to occur given the observed signal samples $x(t)$, which are used to compute the estimate of $S(\omega)$.

Figure 3-3 illustrates the result of the process when applied to the synthetic signal of Figure 3-1(b). Figure 3-3(a) illustrates the input signal and one example of an analysis window of 32 samples. The window is shifted over the whole signal to compute the local periodogram and to estimate the frequency by finding the maximum of the local periodogram. A circle in Figure 3-3(b) shows each frequency estimate, and the theoretical frequency – defined as the derivative of the unwrapped phase of the signal – is
illustrated in continuous line. Interpolation by eight samples has been applied to the computed periodogram in order to find the maximum more precisely.

The accuracy of the estimation of the frequency $\omega_k$ depends on the accuracy of the estimation of $S(\omega)$. The error presented in such estimation is due to the fact that there is not only one frequency present in the analysis window, but a continuous range of increasing instantaneous frequencies of same amplitude. In order to increase the localization property of the estimation, the size of the window must be made small, but this decreases the resolution of the frequency representation since the frequency bins become wider.

The same trade-off between localization and frequency resolution explained in Section 3.1 is involved in the choice of the windowing function $c(t)$ in (10). Long analysis windows will behave better, but will have poor localization properties. On the other hand, notice that by producing a smoother version of the periodogram as in (11), its frequency resolution is reduced.

### 3.1.3 Reported Works Using this Approach

In [25] the authors used overlapping windows to locally estimate the spectrum of the signal and adaptively filter the interferogram. The procedure is as follows:

i) The interferogram image $f_{ij}$ is divided into windows of $32 \times 32$ pixels, with 50% overlap in the $x$ and $y$ direction.

ii) The 2D FFT is computed on each window.

iii) The following operator is applied to each pixel in the frequency domain:

$$z_{i,j} = |s_{i,j}|^\alpha s_{i,j}$$  \hspace{1cm} (12)

where $\alpha$ belongs to the interval $[0,1]$. 
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iv) On each window its inverse FFT is computed, and for the overlapping pixels a linear taper is used.

In the work reported above no ML frequency estimation is performed. The signal is adaptively filtered according to the locally computed periodogram.

The filtering depends on the value of $\alpha$. As $\alpha$ is increased from zero, the difference in amplitude between low and high magnitude values is increased. For $\alpha = 1$ strong filtering is applied, the signal band-pass area is halved and the SNR squared.

This filter increases the magnitude for the frequencies where there is significant signal content, and it reduces the magnitude for the frequencies where there is no significant signal (ideally only noise). However, this assumption is not valid for areas where there is rough topography or there is low coherence. Figure 3-4 illustrates this point, the filter in (12) with $\alpha = 0.7$ has been applied to a 32x32-pixel window of an interferogram image. In Figures 3-4(a) and (b) the input and output interferograms are shown, and in Figures 3-4(c) and (d) their corresponding 2D-DFT. Due to the low frequency resolution of the DFT, the dominant frequency in the window can not be easily estimated.

It can be concluded that this filtering approach performs a simple and effective filtering. Its disadvantage is that the window-overlapping and linear taping schema does not follow fast changes in the signal spectra. The analysis window can be chosen wide enough to increase the frequency resolution but the small signal length required to maintain the stationary condition in interferogram phase signals, limits the resolution of this approach to estimate the local fringe frequency. The interferogram signal can be over-sampled before computing its spectra, in order to obtain estimations with higher resolutions in frequency, but this highly increases the computational load.

3.2 Two Dimensional MUSIC Algorithm

Parametric spectral analysis has been broadly used in different applications to improve the frequency resolution of frequency estimation. The authors in [16] proposed
an approach that uses an efficient version of the two dimensional (2D) multiple signal classification (MUSIC) algorithm. The authors subdivided the image in square cells and assumed that the signal is locally monochromatic in each cell. The MUSIC algorithm estimates the frequency vector \((\omega^x, \omega^y)\) for each cell.

The MUSIC spectral estimator models the signal as a sum of \(K\) sine waves of different frequencies \((\omega_i^x, \omega_i^y)\) \(i \in [1, \ldots, K]\), with random amplitudes \(A_i\) and variances \(\sigma_i^2\) corrupted with additive white noise.

The data length \(N\) of the received signal is assumed to be large compared to \(K\).

In one dimension, the frequency estimation problem is stated as follows:

Given the samples \(x(1), x(2), \ldots, x(N)\) of the received signal \(\{x(n)\}\), estimate the frequencies \(\omega_1, \omega_2, \ldots, \omega_k\) of the individual complex sinusoids contained in the received signal.

To solve this problem the correlation matrix whose elements are the values of the auto-correlation function \(r_x(m)\) is approximately computed using \(N\) samples \(x(n)\) of the input signal.

\[
R_x = \begin{bmatrix}
    r_x(0) & r_x(1) & \cdots & r_x(M-1) \\
    r_x(1) & r_x(0) & \cdots & r_x(M-2) \\
    \vdots & \vdots & \ddots & \vdots \\
    r_x(M-1) & r_x(M-2) & \cdots & r_x(0)
\end{bmatrix}
\]
Figure 3-3: ML Frequency estimator based on the local periodogram

The periodogram is computed for the samples in the analysis window (the rectangular box shows an example).  
b) The ML frequency estimator finds the frequency at which the local periodogram has a maximum.
Figure 3-4: Adaptive filtering using 32 pixels FFT

a) Real part of 32 x 32 pixel window of a Radarsat interferogram
b) Real part of filtered interferogram. – Notice that there is not only dominant direction in the window.
c) 2D DFT magnitude of input window in a)
d) 2D DFT magnitude of output window in b)

Notes:
For cells a) and b) the x and y axes correspond to range and azimuth directions.
For cells c) and d) the x and y axes correspond to spatial frequency in the range and azimuth directions.
The dimension of this matrix is $M \times M$ where $M$ is the number of lags used in the auto-correlation function. The value $M$ is assumed larger than $2K$ i.e. twice the number of frequency components present in the signal.

The eigen-vectors of the correlation matrix in (14) are shown to partition the $R^M$ space into two subspaces: a signal subspace that is spanned by the eigen-vectors associated with the $2K$ largest eigen-values of $R_x$, and a noise subspace that is spanned by the eigen-vectors associated with the smaller eigen-values of $R_x$, the multiplicity of which is $M-2K$ [26]. In this way, the most representative frequency $\omega_0$ of the sequence $x(n)$ is estimated by finding the largest eigen-value of $R_x$.

For interferogram signals in two dimensions, the frequency estimation problem is stated as:

*Given the samples of each square cell \{x(m,n)\}, estimate the angular frequency $(\omega^x, \omega^y)$ of the most representative complex sinusoid contained in each cell.*

The most representative frequency in the cell corresponds to the largest eigen-value of the matrix $R_x$. The computational load to estimate the eigen-vectors in two dimensions is very high, but the authors in [16] implemented an efficient way taking advantage of the block structure of the auto-correlation matrix.

The authors reported that for small window sizes the noise reduces the dynamic range of the eigen-values, making the separation of the signal space from the noise space more difficult. This method has the advantage of high resolution in frequency, but the assumption that the interferogram complex signal for each cell constitutes a 2D one-frequency complex sinusoid is equivalent to say that all the pixels in the ground elevation fit an inclined plane for each cell. This assumption is not valid if the topographic slope of the scene varies within the cell. For scenes with rough topography it is very likely that the windowed portion of the image does not contain one single frequency for each cell as illustrated in the following example.
Figure 3-5(a) shows a raw interferogram of the Chilcotin area in BC (Canada) processed from two SLC images acquired by the satellites ERS1 and ERS2, before flattening. For the 16x16-pixel cell named B in Figure 3-5(c) there will be at least two predominant frequencies, as illustrated by the background image that corresponds to the instantaneous frequency of the signal. After having selected one frequency as the most dominant, the 2D MUSIC algorithm does not take into account the others since there is no information about their location within the cell. If the image is divided in smaller windows, the problem of not having enough samples to estimate the frequency is faced. The authors in [16] proposed a scheme to adapt the window size based on the coherence map for the filtering stage, but not for the frequency estimation stage on which the filtering is based.

3.3 Multi-grid method

In [27] a method was proposed to estimate the local fringe frequency based on different resolution cells. The advantage of using this approach is that the estimations over large windows can be used to reduce the effect of the phase slope on the estimation in smaller windows. The process is illustrated in Figure 3-5(d) when the reduction factor equals 2.

The largest window $w_3$ – corresponding to the lowest resolution – is used to obtain an estimate of an average frequency $f_3$ over the whole window $w_3$. The frequency $f_3$ is then used to flatten the phase over the next smaller window $w_2$ – the next higher resolution level – by a complex multiplication by $e^{j2\pi f_3}$.

The estimated frequency from window $w_2$ is the difference frequency $\hat{f}_2 = f_2 - f_3$, where $f_2$ is the frequency that would had been estimated from window $w_2$ without the complex multiplication. The frequency $f_2$ is calculated and then used to reduce the phase variation in the next higher resolution window $w_1$ on the original signal, giving the difference estimate: $\hat{f}_1 = f_1 - f_2$.

3: The acquisition parameters are listed in Table 2.1 (Chapter 2)
In general, given \( N+1 \) resolution levels with the 0\(^{th} \) resolution being the highest resolution, the estimation result is a series of difference frequency estimates, \( \partial_n \), where \( n = 0, ..., N \) and \( \partial_N = f_N \). In the absence of aliasing, the sum:

\[
    f_0 = \sum_{n=0}^{N} \partial_n
\]

is the frequency estimate at the 0\(^{th} \) level, corresponding to the smallest desired estimation window size.

For any resolution level \( m \), the estimated frequency is:

\[
    f_m = \sum_{n=m}^{N} \partial_n
\]

Since each estimate is made up of a sum of difference frequencies – which are relatively small – the effect of slope on the estimation is approximately removed.

To estimate the local frequency at each resolution level \( m \) the authors proposed to use the centroid of the local spectrum [33] after multiplying by \( e^{j2\pi fm} \) (local slope correction). The centroid of the local spectrum is given by the spatial frequencies in the x and y directions \( (f_x, f_y) \), where:

\[
    f^x = \text{arg}\left\{ \sum_i \sum_k z^*(i, k) z(i+1, k) \right\}
\]

\[
    f^y = \text{arg}\left\{ \sum_i \sum_k z^*(i, k) z(i, k+1) \right\}
\]
For a window of one pixel size, the local frequencies $f^x = \arg\{z^*(i,k)z(i+1,k)\}$ and $f^y = \arg\{z^*(i,k)z(i,k+1)\}$ are simply the calculation of the wrapped phase differences in $x$ and $y$.

The advantage of the multi-grid method is that by reducing the effect of the phase slope iteratively, the phase variation is reduced and then it is possible to locally filter the interferogram by standard pixel averaging. The condition for the method to reduce the phase variation of the higher resolution levels is that the phase is monotonic in the analysis window. This condition is not met for scenes with rough topography. However, even in those cases the method reduces the overall phase variability.

3.4 Summary and Conclusions

Three methods that perform local fringe frequency estimation on interferogram signals were described in this chapter:

I. ML estimator based on local periodogram (Section 3.1.2)

II. 2D MUSIC algorithm (Section 3.2)

III. Multi-grid method (Section 3.3)

These methods are different in two aspects: first, the way they split the image in order to obtain the set of samples $\{S_{ij}\}$ that are used to estimate the local fringe frequency; second, the way such local fringe frequency estimation is performed.

In order to illustrate the first aspect, Figure 3-5 shows the window splitting performed by each method. The background in figures 3-5(b)-(d) corresponds to the magnitude of the locally computed instantaneous frequency for the interferogram signal in figure 3-5(a) using the method explained in next chapter.

In the first method the signal is divided in windows of 32x32 pixels which are shifted 16 pixels in each direction, this is illustrated by the windows marked as A and A’ in Figure 3-5(b).
In the second method the window size can become smaller, but there is a limit when the noise brings together the eigen-values and it is not possible to distinguish the signal from the noise. In Figure 3-5(c) a 16x16 pixels window (marked as B) is illustrated as an example. Notice that even for this small window size the signal can not be assumed monochromatic for each cell in the image. The authors in [16] reported that the window can be as small as 9x9 pixels, but the practical limit actually depends on the topography of the scene and the noise present in the signal.

In the third method, the image is divided into windows of multiple sizes. As an example, windows of 8x8, 16x16 and 32x32 pixels are shown in Figure 3-5(d) and are marked as \( w_1, w_2, w_3 \). The advantage of using this method is that the estimations over the large 32x32 pixel windows can be used to reduce the effect of the phase slope on the estimation over the smaller 16x16 and 8x8 pixel windows. Its main disadvantage is that the spectral estimation algorithm is not as effective as in other methods.

For all methods there is always a trade-off between the size of the analysis window and the precision of the estimation. Moreover, the restriction of the signal to be locally stationary forces the window to become smaller, which degrades the precision of the estimation. In this sense robustness of the method to small windows is highly desired.

Based on the assumptions made for each algorithm, but without a numerical evaluation of each method, it can be concluded that methods II and III have advantages over method I because they can split the image in smaller windows.

In the second aspect – the way the local fringe frequency estimation is performed – method III has the disadvantage of not using an optimal estimation algorithm. But on the other hand, it is the method that better adapts the window size to the topographic changes of the scene.
Figure 3-5: Window splitting of different methods

a) Input interferogram signal (ERS tandem mission data before flattening).
b) 32x32 pixels window splitting used by the frequency estimation method based on the local periodogram.
c) 16x16 pixels window splitting used by the two-dimensional MUSIC algorithm.
d) 32x32, 16x16, and 8x8 pixels windows splitting used by the multi-grid method.

Note: the background image in b), c) and d) corresponds to the magnitude of the instantaneous frequency for the input interferogram in a), using the method explained in next chapter. Darker shades indicate higher frequency magnitude.
Chapter 4

Local Fringe Frequency estimation - Proposed method

The main limitation of the reviewed methods in Chapter Three is that they require a large number of samples \(S_{ij/k}\) to estimate the frequency of the window \(k\), and this implies a reduction in the spatial resolution (localization) of the estimator. In order to get good estimates it is required to keep the window size large, but at the same time only small windows can properly track the topographic changes of the scene.

In contrast, the proposed scheme pre-filters the signal before the local frequency estimation is performed, allowing a simpler and more efficient frequency estimator that operates at the pixel level. Of course, it is not possible to estimate the instantaneous frequency (IF) based on only one sample of the signal, so 1x5 pixel windows are used, implying an efficient frequency estimation.

Because of their time-frequency localization – more specifically the achievement of the lower bound of the uncertainty principle – the filters used in the pre-filter stage are modulated Gaussian functions. In order to better adapt this pre-filtering scheme to the characteristics of low frequency and high frequency events, the filters have variable spatial aperture and variable frequency band-width, similar to the variable space-frequency domain filters used in Wavelet analysis.
The proposed approach is presented in the framework of the AM-FM (amplitude modulation – frequency modulation) signal representation model, which is introduced in Section 4.1. In Section 4.2, the proposed method is explained through an example using a one-dimensional signal, and in Section 4.3 the criteria to choose the multi-band filters is addressed. Finally, the application of the proposed scheme to two-dimensional signals is presented in Section 4.4.

4.1 AM-FM Signal Representation Model

Since the topographic slope computed at every pixel in the ground elevation model produces an interferogram with one uniquely defined instantaneous frequency at each sample, only one frequency for each sample is necessary to represent the topographic information of the interferogram. Exceptions are the areas with shadows, layover and phase aliasing which the InSAR technique is not able to properly map and need to be identified and processed separately. Therefore, in the absence of noise, interferogram signals can be represented by locally monochromatic signals, i.e. they can be represented by one amplitude and one frequency for each pixel in the image:

\[ s(x) = A(x) \exp(jQ(x)) \quad \bar{x} = (x_1, x_2) \quad (1) \]

Where \( A(x) \geq 0 \) is the amplitude of the interferogram and \( \nabla Q = (\mu(\bar{x}), \nu(\bar{x})) \)

\[ \nabla Q(\bar{x}) = \left( \frac{\partial Q(\bar{x})}{\partial x_1}, \frac{\partial Q(\bar{x})}{\partial x_2} \right) \]

is the gradient of its phase \( Q(\bar{x}) \).

The phase function \( Q(\bar{x}) \) can not be directly and efficiently estimated because it is ambiguously embedded in the interval \([-\pi, \pi]\), instead its gradient \( \nabla Q(\bar{x}) \) can be efficiently estimated. The instantaneous absolute frequency \( f \) and the instantaneous orientation \( \theta \) are defined as:

\[ f(\bar{x}) = \sqrt{u^2(\bar{x}) + v^2(\bar{x})} \quad \theta(\bar{x}) = \tan^{-1} \frac{\nu(\bar{x})}{u(\bar{x})} \quad (2) \]
where $f$ and $\theta$ are related to the magnitude and orientation of the plane's slope, tangent to each point in the ground elevation model of the scene.

By taking the derivative of $s(\vec{x})$ respect to $\vec{x}$ in (1) the frequency is computed from the continuous signal as follows:

$$\nabla \Omega(\vec{x}) = \text{Re} \left( \frac{\nabla s(\vec{x})}{js(\vec{x})} \right)$$

(3)

And the amplitude as:

$$A(\vec{x}) = |s(\vec{x})|$$

(4)

Under the assumption that $A(\vec{x}), \nabla \Omega(\vec{x})$ are locally smooth, a complete representation of the signal $s(\vec{x})$ is the pair of estimates $\{\hat{A}(\vec{x}), \nabla \hat{\Omega}(\vec{x})\}$ for all points $\vec{x}$. The previous model constitutes the AM-FM (amplitude modulation - frequency modulation) mono-component representation of the signal $s(\vec{x})$ [28]. In this representation, the input is modeled as a signal modulated in both amplitude and frequency. In [35], the authors established the smoothness conditions on $A(\vec{x}), \nabla \Omega(\vec{x})$ under which narrow-band channels filters effectively capture the local frequency structure of the signal $s(\vec{x})$ under the model (1).

For interferogram signals in the absence of noise, the smoothness conditions on the signal $s(\vec{x})$, imply smoothness conditions on the scene's topography. Therefore, very abrupt topographic changes and discontinuities may not be completely captured.

In general, for no-monochromatic images the one component assumption is not valid and (1) is replaced by:

$$s(\vec{x}) = \sum_i A_i(\vec{x}) \exp(j \Omega_i(\vec{x}))$$

(5)
The AM-FM multi-component representation of the signal is the set of estimates \( \{ \hat{A}_i(\bar{x}), \nabla \hat{\Omega}_i(\bar{x}) \} \) for all points \( \bar{x} \) [29]. If the signals are locally narrow-band the different frequency components can be separated using a filter bank that covers all the frequencies of interest.

Although in the InSAR case there is only one frequency component of interest at each sample, it will be shown that this scheme is adequate to separate the noise components \( n(\bar{x}) \) from the received signal:

\[
s_n(\bar{x}) = \exp(j \Omega(\bar{x})) + n(\bar{x}) \tag{6}
\]

The objective is to estimate the phase gradient function \( \nabla \hat{\Omega}(\bar{x}) \) from the noisy samples \( s_n(\bar{x}) \). In addition, the phase function \( \Omega(\bar{x}) \) can be recovered by integrating \( \nabla \hat{\Omega}(\bar{x}) \) and \( s(\bar{x}) \) reconstructed as in (1).

### 4.2 Proposed Fringe Frequency Estimation Method

A discrete version of (3) could be applied directly to the input signal in order to estimate the instantaneous frequency (IF) at every pixel in the interferogram, but in the presence of noise these estimates will be highly degraded. Therefore, it is necessary to filter the signal before estimating its instantaneous frequency. Standard linear filtering techniques for noise reduction do not work in this case because the signal spectrum overlaps with the noise spectrum. Instead, the fact that the signal has only one dominant local frequency can be used to reduce noise by multi-band filtering.

As an example, consider the 1D synthetic phase interferogram signal of Figure 4-1(b). In this case \( \bar{x} = x \) in equations (1) to (6) of the last section. Figure 4-1(a) shows a quadratic phase function \( \Omega(x) \) based on which the signal is constructed by doing \( s(x) = e^{j \Omega(x)} \). Figure 4-1(c) illustrates its magnitude spectrum computed through FFT and Figure 4-1(d) its instantaneous frequency computed as the derivative of the unwrapped phase. The instantaneous frequency is linear within the interval \([0, \pi]\).
In general, if noise is added to the interferometric signal as in (6), it can not be entirely removed by standard linear filtering. However, based on the fact that the signal has only one dominant frequency at each sample, it can be locally band-pass filtered around its instantaneous frequency. Since the frequency at each specific sample is unknown for an arbitrary input, the signal is passed through a bank of band-pass filters like the ones illustrated in Figure 4-2(b), and the output of the filter with the highest response is used to estimate the instantaneous frequency. The processing steps are illustrated by the blocks: *Multi-band filtering, MAX and Frequency Estimator* in the diagram of Figure 4-3.

The pre-filtering stage is named *Multi-band filtering* because the interval \([0,\pi]\) is covered by the multiple pass-bands of the filters. The outputs signals \(y_i(x)\) of the multi-band filter are \(M\) channels containing filtered versions of the input signal. After selecting the maximum channel output in block MAX, a discrete version of (3) is computed, and an estimation of the instantaneous frequency is obtained for all samples.

The filters' choice can be arbitrary, the only requirement is that they sample the frequency space densely so the filter including the local fringe frequency has a maximum response and the other filters receive mainly noise. Because of their time-frequency localization – more specifically the achievement of the lower bound of equation (4) in Chapter 3 – the filters used in this work are modulated Gaussian functions of the following form:

\[
g_i(x) = \frac{1}{\sigma\sqrt{2\pi}} e^{-x^2/2\sigma^2} e^{i\omega_i x}
\]

with Fourier Transform:

\[
G_i(\omega) = e^{-\sigma^2 (\omega-\omega_i)^2 / 2} \quad \text{for} \quad i = 1, 2, ..., M.
\]
where $\omega_i$ is the center frequency of each filter, and $\sigma$ its spatial aperture parameter. These modulated Gaussian functions are called Gabor filters in the literature [22].

Figure 4-2(a) illustrates the real part of $M$ Gabor functions modulated at $\omega_n = n \omega_{\text{max}} / (M - 1)$, $(n = 0, 1, ..., M - 1)$ covering the interval $[0, \pi]$ for $M = 6$, $\omega_{\text{max}} = 2.845$. Figure 4-2(b) illustrates their FFT. The input signal is convolved with each Gabor filter in the multi-band filter scheme of Figure 4-3. The main lobes of neighboring filters intersect at 50% of its maximum value, so the filters densely sample the frequency domain and only one filter output is high while the others receive noise. The selection of the filters' parameters is discussed in Section 4.3.

Figure 4-4 illustrates the real part of the outputs of the filter bank when the input signal is the one plotted in Figure 4-1(b). The solid line shows the real part of the signal and the dash-dot line its magnitude. Notice that the filter that has the maximum magnitude output at the beginning of the sequence is the one with the lowest center frequency, and moves towards the one with the highest center frequency at the end of the sequence.

The output of the filter with maximum response is used to estimate the instantaneous frequency, in this way the noise out of the band of the specific filter being used is filtered out. Figure 4-5(a) illustrates the estimated frequency (continuous line) using a discrete version of the operator described by (3). Notice that the application of the multi-band filtering has an edge effect at the beginning and at the end of the sequence. The theoretical frequency – defined as the discrete derivative of the unwrapped phase – is illustrated in Figure 4-5(a) by the dash-dot line, the difference between the theoretical and the estimated frequencies is very small.

Among the stages of the interferogram processing chain of Figure 2-4 where frequency estimates are needed, phase noise filtering is selected here for illustration purposes. The steps of the proposed method illustrated in Figure 4-3 are summarized as follows:
Figure 4-1: One-dimensional Synthetic interferogram signal

a) Quadratic phase function of the signal $\Omega(x) = Kx^2$
b) Real part of the Interferogram signal $s(x) = e^{j\Omega(x)}$
Note: The amplitude of the signal is constant for all samples, misperception is caused by the use of discrete samples.
c) Magnitude of Interferogram spectrum.
d) Instantaneous frequency in radians computed as the derivative of $\Omega(x)$. 
Figure 4-2(a): Real part of Gabor filters in the space domain
Dashed lines illustrate the filters’ magnitude, which is constant. Their modulating frequencies vary.

Figure 4-2(b): Magnitude Spectrum of Gabor filters
All filters have the same shape but are centred at different frequencies in order to cover the interval \( (0, \pi) \).
i) The input interferogram signal \( s(\bar{x}) \) is convolved with each filter \( g_n \), and the magnitudes of the filter outputs are compared for each pixel in the image. The comparison process occurs in block MAX where the channel \( y(\bar{x}) \) with the highest magnitude is selected.

ii) The instantaneous frequency (IF) is estimated on \( y(\bar{x}) \) of the MAX output, giving the frequency estimate \( \nabla \hat{\Omega}(\bar{x}) \) for each pixel \( \bar{x} \) in the image. (The implemented IF estimator is the DESA-1 algorithm given by equation (19) in Chapter 5).

iii) The estimate \( \nabla \hat{\Omega}(\bar{x}) \) is used to perform slope-adaptive or band-pass filtering on the input interferogram (block A in Figure 4-3) and then phase unwrapping.

Instead of phase unwrapping, the frequency estimates \( \nabla \hat{\Omega}(\bar{x}) \) can be used to obtain the estimated unwrapped phase \( \hat{\Omega}(\bar{x}) \) by integration (indicated by block B in Figure 4-3) and the signal \( s_R(\bar{x}) = e^{\hat{\Omega}(\bar{x})} \) obtained. Notice that \( s_R(\bar{x}) \) is a smooth version of \( s(\bar{x}) \), since its phase is reconstructed from frequencies estimated on filtered samples of \( s(\bar{x}) \).

Figure 4-5(b) illustrates the reconstruction of the signal, based on the estimated frequencies illustrated in Figure 4-5(a). The continuous line is the real part of the reconstructed signal \( s_R(\bar{x}) \), and the dotted line the real part of the original signal \( s(\bar{x}) \). The difference between the two signals is small and it is due to errors in the estimated frequency \( \nabla \hat{\Omega}(\bar{x}) \). These frequency estimation errors are further discussed in Chapter 5.

The consecution of \( s_R(\bar{x}) \) is not as important as the unwrapped phase \( \nabla \hat{\Omega}(\bar{x}) \) estimation itself, which gives the topographic information. Although alternative B in Figure 4.3 offers a way to obtain such estimation, only alternative A is considered in this thesis.
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Figure 4-3: Block diagram of the proposed method.

The input signal is convolved with the multi-band filters $g(.)$. Then, the instantaneous frequency is estimated on the channel with maximum response. The estimated frequency can be used to perform **A**: slope-correction filtering on the input signal or **B**: to reconstruct the signal through frequency integration.
Filter Outputs

Figure 4-4: Outputs of the multi-band filters of Figure 4-2 for the input signal in 4.1(b).

The solid line shows the real part of the channel output signal for each filter. The channel with maximum magnitude response at each sample is used to estimate the instantaneous frequency. The signals magnitude is always indicated by the dash-dot line in spite of their plotting appearance.
a) Estimated Frequencies in rads

b) Real part of Reconstructed and original Signal

Figure 4-5: Constant bandwidth filters results

a: Estimated frequency on the maximum output of the filtered channels in Figure 4-4. The continuous line shows the estimated instantaneous frequency at each sample on the channel with maximum magnitude in Figure 4-4. The dash-dot line shows the theoretical instantaneous frequency computed as the derivative of the unwrapped phase in Figure 4-1(a).

b: Signal reconstruction.
The continuous line shows the reconstructed signal based on the integration of the estimated frequency of Figure 4-5(a). The dotted line shows the original signal.
Note: The amplitude of the signal is constant for all samples, misperception is caused by the use of discrete samples.
4.3 Filters Parameters Selection

The filter's objective is to densely sample the frequency space of the interferogram signal in order to detect in which band the instantaneous fringe frequency is located. In the example of the previous section, Gabor filters of constant band-width were used to cover the interval $[0, \pi]$.

Narrow-band filters are desired because they reject more noise, but they also imply a higher number of filters and their sampling functions are more spread in space reducing the space localization property. On the other hand, very space-localized filters are more spread in frequency, according to the uncertainty principle of equation (4) in Chapter 3.

For analysis purposes, let the interferogram be divided in two kinds of events: low-frequency events due to smooth changes in the topographic elevation of the scene, and high-frequency events due to abrupt changes in the topographic elevation. Low-frequency events have larger space periods than high-frequency events. Therefore, they can be sampled with spatially wider Gabor filters ($\sigma$ high). On the other hand, high-frequency events will require very localized filters ($\sigma$ low), since these events are more localized in space. The desired filtering scheme should therefore have adaptive window sizes.

4.3.1 Wavelet-like Filters Scheme

In order to adapt the multi-band filtering scheme to the characteristics of low-frequency and high-frequency events, the filters must have variable aperture parameter $\sigma$. In this case, (7) becomes:

$$g_i(x) = \frac{1}{\sigma_i \sqrt{2\pi}} e^{-x^2 / 2\sigma_i^2} e^{j\omega_i x}$$

with Fourier Transform:
\[ G_i(\omega) = e^{-\sigma_i^2(\omega-\omega_i)^2/2} \quad \text{for} \quad i = 1, 2, \ldots, M. \] \hspace{1cm} (8)

In order to maintain the product of the space and frequency resolutions \( \Delta x_i \Delta \omega_i \) constant along all filters, the filter parameters \( \sigma_i, \Delta \omega_i \) must satisfy the following conditions:

\[ \sigma_{M-i} = r^i \sigma_M \] \hspace{1cm} (9)

\[ \Delta \omega_{M-i} = \frac{\Delta \omega_M}{r^i} \quad \text{for} \quad r \geq 1, \ i = 1, \ldots, M - 1 \] \hspace{1cm} (10)

so that,
\[ \sigma_{i-1} \Delta \omega_{i-1} = \sigma_i \Delta \omega_i = \text{constant}, \ \text{for} \ i = 2, \ldots, M - 1. \] \hspace{1cm} (11)

For Gabor filters given by (8), it can be easily found that the frequency dispersion parameter \( \Delta \omega_i \) is proportional to the center frequency \( \omega_i \). Therefore, the filters' center frequencies are also related by:

\[ \omega_{M-i} = \frac{\omega_M}{r^i} \quad \text{for} \quad r \geq 1, \ i = 1, \ldots, M - 1 \] \hspace{1cm} (12)

In this way, given the parameters for one filter the parameters for the other filters are set such they satisfy conditions (9) and (12). If the parameter \( r \) is set to 2 or higher, the narrowest filter bandwidth \( \Delta \omega_i \) will be too low and distortion on the instantaneous frequency estimator will occur. Therefore, the parameter \( r \) must be set to a value lower than 2. Figure 4-6(b) illustrates the filters frequency distribution for \( r=1.8, \ M=6 \). Notice that all filters frequency responses intersect at the same magnitude value (75%) but their bandwidths are not constant. The value of this threshold is inversely related to the amount of noise rejected.
4.3.2 Advantages of the Wavelet-like Filters Scheme.

The multi-resolution feature of wavelet-like filters can be illustrated in terms of its space-frequency partition. Figure 4-7 illustrates the space-frequency partition for the constant \( \sigma \) configuration of Figure 4-2, the space-frequency plane is divided in cells of constant area and shape \( \sigma \times BW \). The \([0,\pi]\) frequency interval is divided in regular cells of value \( BW = 0.5712 \) rads/sample. The spatial aperture parameter is also constant \( \sigma = 4.027 \).

Figure 4-8 illustrates the wavelet-like configuration of Figure 4-6, in this case the space-frequency plane is divided in cells of constant area – except for filter number 1 – but different shape, with dimensions \( \sigma_i \times BW_i \). The filters parameters are listed in Table 4.1. For the low frequency filters the space windows are larger, and for the high frequency filters the space windows are smaller.

In Figures 4-7 and 4-8, the smaller the frequency partition the narrower the filter’s band-pass is, and consequently it will reduce more noise. From this point of view, constant band-width filters will have uniform performance along the frequency axis when stationary signals are considered. But, interferogram signals are not stationary, if a real frequency variation of short duration occurs within a long window, it will be identified as a disturbance in the constant bandwidth scheme. In Figure 4-7 the real part of a test signal is drawn, the signal’s frequency is constant for all samples except for a short interval where it is increased to a higher frequency. In such interval the filter whose magnitude is maximum will distort the information contained by the signal since the analysis window is not short enough.

In contrast, the wavelet-like configuration of Figure 4-8 will capture the non-stationary characteristics of the test signal by adapting the length of the analysis window. The interval where the signal changes its frequency will be detected by filter number 6 which has a narrower analysis window. In this way, local changes in the signal will be detected by the proper filter.
A relationship between the proposed scheme and the STFT method (reviewed in Section 3.1) has been established. Such relationship is explained in appendix B and shows the advantages of using analysis windows of variable size. On the other hand, condition (11) is equivalent to say that all filters have constant quality factor \( Q \). In [28] it is shown that for the non-linear energy operator used to estimate the instantaneous frequency (equation 13 in Chapter 5) uniform worst-case performance across the spectrum can only be attained by using this constant-Q or wavelet-like filter bank. This further motivates the use of the wavelet-like filtering scheme.

An additional advantage of using wavelet-like filters is that in the statistical distribution of typical interferograms, low instantaneous frequencies are more likely to occur than high instantaneous frequencies. Since the noise reduction capability is higher in narrower band-pass filters – for a given number of filters \( M \) – there will be more noise reduction if the wavelet-like filter distribution is used instead of the constant band-width filter distribution.

<table>
<thead>
<tr>
<th>Filters Centers ((\omega_i)) in rads/sample</th>
<th>Spatial Aperture ((\sigma_i))</th>
<th>Bandwidth ((BW_i)) in rads/sample</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.083</td>
<td>14.23</td>
<td>0.157</td>
</tr>
<tr>
<td>0.234</td>
<td>17.85</td>
<td>0.137</td>
</tr>
<tr>
<td>0.421</td>
<td>9.91</td>
<td>0.245</td>
</tr>
<tr>
<td>0.757</td>
<td>5.50</td>
<td>0.442</td>
</tr>
<tr>
<td>1.364</td>
<td>3.06</td>
<td>0.773</td>
</tr>
<tr>
<td>2.454</td>
<td>1.7</td>
<td>1.387</td>
</tr>
</tbody>
</table>

Table 4.1 Filters Parameters of Figure 4-6

Notes:
The ratio between consecutive filters centers is 1.8.
The listed bandwidths have been computed on rounded numbers.
The parameters \( \omega_i \) and \( \sigma_i \) are as in (8), and obey conditions (9) and (12).
Figure 4-6(a): Real part of Gabor wavelet-like filters in the space domain.

Figure 4-6(b): Magnitude Spectrum of wavelet-like Gabor filters
All filters have different area under the curve but have the same maximum amplitude.
Figure 4-7: Constant bandwidth space-frequency partition

This figure illustrates the space-frequency partition for the constant bandwidth filters scheme of Figure 4-2. A frequency change of short duration is identified as a disturbance because the analysis window is not short enough.

Note: The signal plot is interpolated between samples to facilitate interpretation.
This figure illustrates the space-frequency partition for the wavelet-like filters scheme of Figure 4-6. The interval where the signal changes its frequency is sampled by filter number 6 which has the narrowest analysis window.

Note: The signal plots are interpolated between samples to facilitate interpretation.
4.3.3 Filters Parameters Selection Procedure

Once the wavelet-like filters have been chosen because of the advantages mentioned above, a simple procedure has been designed in order to set the filters parameters. The procedure is as follows:

Given:

i) The number $M$ of filters to be used which is proportional to the number of operations to perform on the input image.

ii) The threshold $p$ at which the filters' main-lobes intersect in the frequency domain. (This parameter is inversely related to the amount of noise rejected).

Find the parameter $r$ in (12) such that:

The $M$ filters cover the interval $[0, \pi)$ with one of the filters output being higher than the normalized magnitude $p$ for any frequency in the interval $[0, \pi)$.

By setting the frequencies such as in (12), they will only cover the interval $(0, \pi)$ for $M \to \infty$. Therefore, a limit has to be imposed to the series and the rest of the interval be filled with a filter covering the lower frequencies, as it is illustrated in Figure 4-6(b). Notice in Table 4.1 that the bandwidth of the two lowest frequencies filters is close.

4.3.4 Application of the Wavelet-like Filter Scheme

The synthetic interferogram signal of Figure 4-1(b) is passed through the set of filters in Figure 4-6 producing the outputs illustrated in Figure 4-9. The maximum channel response is found for each sample, and the instantaneous frequency is estimated on that channel. Figure 4-10(a) illustrates the estimated frequency in continuous line, and the theoretical frequency – defined as the discrete derivative of the unwrapped phase – in dash-dot line. The difference between the theoretical frequency and the estimated frequency is small and is further discussed in Chapter 5.

Figure 4-10(b) illustrates the reconstructed signal by integrating the estimated frequencies (continuous line), and the original signal illustrated by the dotted line. The difference between the two signals is small and it is due to errors in the estimated frequency $\nabla \hat{\Omega}(\bar{x})$. The
reconstruction process in Figure 4-10(b) is started at a sample where the edge effect of the filters is not present anymore.

4.4 Application of the proposed method to 2D interferogram signals

For two-dimensional signals, the same filters as in the one-dimensional case are used, but the filters are rotated each \( \pi/8 \) radians in order to cover the two-dimensional frequency plane. Figure 4-11(a) illustrates this case when the one-dimensional wavelet-like filters of previous section are used.

Before an interferogram is flattened, negative frequencies of the signal (left side of the 2D frequency plane) correspond to areas of layover, as explained in Section 2.2. Any event on the left side of the two-dimensional frequency plane in Figure 4-11(a) will be filtered out, and any event on the right side of the plane will lay on the main lobe of one of the filters in the multi-band scheme (except at very high frequencies). The application of these filters could be enough to reduce layover areas but, since the filters along the vertical axis do not have sharp edges, half-band filtering must be applied in advance to reduce layover areas properly.

The total number of filters in Figure 4-11(a) is \( 9M \), \( M \) being the number of filters used to cover the interval \([0, \pi]\) in one dimension (\( M=6 \) in this case). The implementation of the multi-band filtering stage is done through FFT computations, which are more computational efficient than direct convolution. The FFT of all filters is computed in advance, and only the input FFT is computed on-line. On the other hand, the 9 filters close to the origin can be substituted for one common DC filter for efficiency purposes, but the center frequencies must be re-arranged to properly cover the interval \([0-\pi]\). This reduces the number of filters in the scheme to \( 9(M-1)+1 \). Figure 4-11(b) illustrates the filters center frequencies in this case.

After the instantaneous frequencies have been estimated, the frequencies must be corrected to eliminate the orbital frequency component. The interferometric phase in the absence of noise is modeled as a contribution of the orbital and topographic fringes:

\[
\Phi(\bar{x}) = \Omega_{orb}(\bar{x}) + \Omega_{topo}(\bar{x}) \quad (13)
\]
where \( \Omega_{\text{orb}}(\bar{x}) = \frac{4\pi}{\lambda} \left( \frac{b \cdot x}{d} \right) \) and \( \Omega_{\text{topo}}(\bar{x}) = \frac{4\pi}{\lambda} \left( \frac{z \cdot b \cdot H \cdot x}{d^3} \right) \). (as in (4) of Chapter 2).

After the instantaneous frequency estimates \( \nabla \hat{\Phi}(\bar{x}) \) are obtained, the gradient of the orbital fringes phase model \( \nabla \Omega_{\text{orb}}(\bar{x}) \) must be subtracted in order to obtain the topographic fringe frequency estimates \( \nabla \hat{\Omega}_{\text{topo}}(\bar{x}) \). Usually \( \Omega_{\text{orb}}(\bar{x}) \) is modeled as a linear phase trend in the range direction,

\[
\Omega_{\text{orb}}(\bar{x}) = \omega_{\text{orb}} \cdot x \tag{14}
\]

so the desired instantaneous topographic fringe frequency estimates are obtained by:

\[
\nabla \hat{\Omega}_{\text{topo}}(\bar{x}) = \nabla \hat{\Phi}(\bar{x}) - \omega_{\text{orb}} \tag{15}
\]

The procedure above simplifies the process of correcting the estimated frequency to just subtracting the orbital fringes frequency.

### 4.4.1 Application to Flattened Interferograms

If the interferogram is first flattened, the resulting interferogram spectrum is shifted to the left in the range direction by an amount equal to the orbital fringes frequency \( \omega_{\text{orb}} \).

In Appendix C, it is shown that in the absence of noise, equal performance of the instantaneous frequency estimator is achieved for all bands of the multi-band filtering stage. Therefore, shifting the spectra does not have any influence in the instantaneous frequency estimation, as long as the multi-band filters match the signal’s spectrum location.

However, in the presence of noise (which is the practical case), there is an advantage when the signal’s dominant components are close to base-band. In this case, the low frequency filters of the multi-band scheme are more likely to contain the dominant frequency, and since they have narrower bandwidths, more noise is filtered out. This is partially fulfilled if the interferogram is first flattened and then symmetric filters are created to cover the negative frequencies interval.
Unfortunately, this implies the creation of new filters (and their FFT computation) for each new value of \( \omega_{orb} \).

The use of a pre-existing DEM (digital elevation model) has been shown to help the process of obtaining accurate elevation maps from interferograms. Particularly, if a pre-existing DEM is used to locally flatten the interferogram, its spectra will be centered at the origin in both range and azimuth directions [3]. Moreover, if the input DEM had no errors, all the energy in the bandwidth of the original interferogram would be concentrated at zero frequency.

In the case of interferograms flattened with a pre-existing DEM, the filters’ frequency response can be located within the frequency sub-plane \(-\pi/2 \leq \omega_x \leq \pi/2\), \(-\pi/2 \leq \omega_y \leq \pi/2\) as illustrated in Figure 4-12. The total number of filters is: \(16(M-1)+1=49\) with \(M=4\). The filters’ distribution parameters of Figure 4-12 are listed in Table 4.2.

### 4.4.2 Practical Procedure

In this work, the wavelet-like filter distribution was chosen because of the advantages mentioned in Section 4.3.2. Regarding the filters’ parameters, they are not unique and can be optimized for a specific type of interferogram depending on the scene’s topography statistics. However, such optimization is not addressed in this thesis.

In [34], the filters’ frequency distribution of Figure 4-11(b) was used to evaluate the performance of the proposed frequency estimation algorithm in synthetic interferograms before flattening, with satisfactory results. These filters sample all the range positive frequencies of the spectra.

Interferograms before or after flattening can be demodulated in the range direction in order to locate the most significant part of the spectra at base-band. Then, the filters’ frequency distribution of Figure 4-12 can be used in order to achieve higher noise reduction. The estimated frequencies have to be subsequently adjusted by subtracting the frequency value used to demodulate the signal.

If the spectrum of a flattened interferogram (without DEM) happens to be concentrated at low frequencies, the use of the filters’ frequency distribution of Figure 4-12 without demodulation produces very similar results. An example is shown in Section 7.1.
Should a DEM be available for flattening the phase, the filters’ frequency distribution of Figure 4-12 is the one to be used because it matches the spectra and achieves higher noise reduction. On the other hand, the DEM used to flatten the interferogram also reduces the complexity of the phase unwrapping operation by reducing the variability in the interferogram phase.

In conclusion, the filters’ frequency distribution of Figure 4-11(b) is the one to use for any interferogram before flattening. The symmetric filters’ frequency distribution of Figure 4-12 is preferred because it achieves higher noise rejection as explained in Section 4.4.1. For interferograms flattened with a DEM, the signal’s spectrum is located at base-band so the symmetric filters’ frequency distribution is used. When no DEM is available, demodulating the interferogram signal in the range direction provides a method to match the signal’s spectra and the symmetric filters’ distribution.

The main interest in next chapters is to evaluate the performance of the proposed method, using the symmetric filters’ distribution of Figure 4-12 and the parameters listed in Table 4.2.

<table>
<thead>
<tr>
<th>Filters Centers (ωi) in rads/sample</th>
<th>Spatial Aperture (σi)</th>
<th>Bandwidth (BWi) in rads/sample</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>5.20</td>
<td>0.225</td>
</tr>
<tr>
<td>0.326</td>
<td>11.55</td>
<td>0.205</td>
</tr>
<tr>
<td>0.620</td>
<td>6.08</td>
<td>0.380</td>
</tr>
<tr>
<td>1.178</td>
<td>3.20</td>
<td>0.740</td>
</tr>
</tbody>
</table>

Table 4.2 Filters Parameters of Figure 4-12

Notes:
The filters’ magnitude responses intersect at 50% of its peak in the radial direction.
The ratio between consecutive filters centers is 1.8.
The listed bandwidths have been computed on rounded numbers.
The 2D frequency filters are obtained by rotating the one-dimensional filters each 22.5°.
Figure 4-9: Outputs of the multi-band filters of Figure 4-6 for the input signal in Figure 4-1 (b)

The continuous line shows the real part of the channel output signal for each filter. The channel with maximum magnitude response at each sample is used to estimate the instantaneous frequency. The signals magnitude is always indicated by the dash-dot line in spite of their plotted appearance.
Figure 4-10: Wavelet-like filters results

a: Estimated frequency on the maximum output of the filtered channels in Figure 4-9. The continuous line shows the estimated instantaneous frequency at each sample on the channel with maximum magnitude in Figure 4-9. The dash and dot shows the theoretical instantaneous frequency computed as the derivative of the unwrapped phase signal in Figure 4-1(a).

b: Signal reconstruction. The continuous line shows the reconstructed signal based on the integration of the estimated frequency of Figure 4-10(a). The dotted line shows the original signal. Note: The amplitude of the signal is constant for all samples, misperception is caused by the use of discrete samples.
Figure 4-11(a): Center frequencies of the filters for the two-dimensional case.

Figure 4-11(b): Center frequencies of the filters for the two-dimensional case

Substitution of the 9 filters closest to the origin in Figure 4-11(a) by one DC filter.
Note: For both figures, the x and y axes correspond to frequencies in the range and azimuth directions, respectively.
Figure 4-12: Symmetric filters distribution for interferograms flattened with a pre-existing DEM.

Note: The x and y axes correspond to frequencies in the range and azimuth directions respectively.
Chapter 5

Instantaneous Frequency Estimation

In the scheme proposed in Chapter Four, it was required to estimate the instantaneous frequency of the interferogram signal after filtering it and selecting the channel with maximum magnitude. The assumption made is that the signal power is strong enough compared to the noise power, so that the multi-band filtering stage is able to properly find in which band the instantaneous frequency is located. By selecting that specific channel, the noise out of that band is filtered out and then, the *instantaneous frequency* (IF) of the filtered signal is estimated.

The objective of this chapter is to present the IF estimation algorithm to be used in the proposed scheme. The definition of instantaneous frequency is given in Section 5.1, and the presentation of the selected instantaneous frequency estimator — *the DESA-1 algorithm* — is made in Section 5.2. Both Sections 5.1 and 5.2 constitute prior work.

An intensive evaluation of the DESA-1 algorithm has not been reported. In order to investigate the adequacy of the algorithm for the SAR interferometry application, an evaluation of the DESA-1 algorithm was performed under different conditions of the input signal. The details are documented in Appendix C and only the conclusions are cited in this chapter.

5.1 Instantaneous Frequency Estimation

The instantaneous frequency (IF) of a monochromatic continuous signal \( s(x) = Ae^{jQ(x)} \) is defined as the derivative of its phase:
\[ f_i(x) = \frac{1}{2\pi} \frac{d\Omega(x)}{dx} \] (1)

If the signal is discrete, a discrete finite impulse response (FIR) differentiator can be used to achieve the differentiation operator. Then, the discrete IF can be defined as:

\[ f_i(n) = \frac{1}{2\pi} \Omega(n) * d(n) \] (2)

where, \(d(n)\) is the impulse response of a FIR differentiating filter, and * denotes convolution. It has been found that the FIR filter \(d(n)\) exaggerates the effects of high frequency noise [30], so an approximation to the differentiation operator is used instead.

For polynomial phase signals of any order \(p\), \(\Omega(n) = \sum_{k=0}^{p} a_k n^k\) whose IF is:

\[ f_i(n) = \frac{1}{2\pi} \sum_{k=1}^{p} k a_k n^{k-1} \] (3)

A \(q\)-th order generalized phase difference estimator can be defined as:

\[ \hat{f}(n) = \frac{1}{2\pi} \sum_{l=-q/2}^{q/2} b_l \Omega(n + l) \] (4)

with \(q\) an even integer.

The coefficients \(b_l\) are found so that \(f_i(n) = \hat{f}(n)\), i.e.:

\[ \frac{1}{2\pi} \sum_{k=1}^{p} k a_k n^{k-1} = \frac{1}{2\pi} \sum_{l=-q/2}^{q/2} b_l \Omega(n + l) \] (5)
For example for $p=2$, the phase difference estimator is the so-called central finite difference operator:

$$\hat{f}_c(n) = \frac{1}{4\pi} (\Omega(n+1) - \Omega(n-1)) \quad (6)$$

This estimator is unbiased for linear FM signals, but in the presence of noise the signal is not purely monochromatic and the phase signal can not be extracted without distortion. Although the noise present in the signal is reduced by the multi-band filtering stage, there will be some noise within the selected band.

In the presence of additive noise the signal model is:

$$s(n) = e^{j\Omega(n)} + v(n) \quad (7)$$

Where $v(n)$ corresponds to the additive part of the noise. In the presence of noise, the extracted phase will have noise contributions and the operator given by (6) will exhibit very high variance. In order to reduce the variance of the estimator, the phase difference can be smoothed, but it will produce biased estimates.

There are many IF estimators that could be used for interferogram signals. In [30] a review was made where the following IF estimators among others were analyzed: the Estimator Phase difference given by (6), the Peak of the Short Time Fourier Transform (STFT) – explained in Chapter 3, Section 3.1.2 –, and the Peak of XWVD (Cross Wigner-Ville Distribution).

Among all IF estimators mentioned above, the peak of the XVWD has the best performance when considering additive noise to a FM (Frequency Modulated) signal. The Cross Wigner-Ville Distribution (XVWD) between a reference signal $s(n)$ and an observing signal $r(n)$ is defined as:

$$W_{s,r}(n,k) = \sum_{m=-M/2}^{M/2} s(n+m) r^*(n-m) e^{-j2\pi mk/M} \quad (8)$$
In this method the reference signal is estimated from the observed signal by obtaining an initial IF, any estimator can be used to estimate the starting IFs.

The XWVD procedure is as follows:

i) Form a unit amplitude reference signal from the estimated IF.

ii) Form the XWVD between the reference and the observed signal and estimate the new IF from the peak of the XWVD.

Repeat steps i) and ii) until the difference of IF estimates from successive iterations is less than a specified amount.

The author in [30] evaluated the methods using a linear FM signal, with IF varying from 10 to 90 Hz, sampled at 200 Hz. The IF at each sample was calculated using 128 samples window, which is extremely large for the InSAR application. The XWVD method gave the best performance among the methods that meet the Cramer-Rao (CR) bound [30]. However, the high computational complexity of the XWVD method constitutes its main disadvantage.

In order to implement the scheme proposed in Chapter 4, a simple and efficient IF estimator is considered here based on the energy signal analysis ESA operators introduced in [31].

5.2 Energy Separation Algorithm

The energy separation algorithm (ESA) was introduced to analyze speech signals from the point of view of the energy required to generate them. Considering a linear un-damped oscillator consisting of a mass \( m \) and a spring of constant \( k \), its displacement \( x(t) \) is governed by the motion equation

\[
m \frac{d^2x}{dt^2} + kx = 0.
\]

Whose general solution has the form:

\[
x(t) = A \cos(\omega_o t + \theta) \tag{9}
\]

with \( \omega_o = \sqrt{\frac{k}{m}} \). The instantaneous Energy \( E_o \) of the system is the sum of the kinetic and potential energies and for the un-damped case it is constant: \( E_o = \frac{m}{2} \left( \frac{dx}{dt} \right)^2 + \frac{k}{2} x^2 = \frac{m}{2} (A\omega_o)^2 \).
The Energy tracking operator $\psi_c$ is defined by:

$$\psi_c[x(t)] = \left(\frac{dx}{dt}\right)^2 - x(t)\frac{d^2x}{dt^2}$$  \hspace{1cm} (10)

which when applied to equation (9) produces:

$$\psi_c[A\cos(\omega_0t + \theta)] = A^2\omega_0^2 = \frac{E_o}{m/2}$$  \hspace{1cm} (11)

Therefore, the output of $\psi_c$ is equal the energy (per half unit mass) of the source producing the oscillation.

If $x(n)$ is a sampled version of the continuous-time signal $x(t)$, and the derivative is replaced with the 2-sample backward difference: $(x(n) - x(n-1))$. Then, the discrete version of the energy operator $\psi_c$ is:

$$\psi[x(n)] = x^2(n) - x(n+1)x(n-1)$$  \hspace{1cm} (12)

When (12) is applied to a discrete signal with constant $A$ amplitude and frequency $\Omega_c$, it produces: $\psi[A\cos(\Omega_c n + \theta)] = A\sin^2(\Omega_c)$, which is similar to (11) in the sense that the information about the frequency and amplitude is contained in the expression. The constant frequency and amplitude can be found from the following equations [31]:

$$\Omega_c = \cos^{-1}\left(1 - \frac{\psi[x(n) - x(n-1)]}{2\psi[x(n)]}\right)$$

$$|A| = \sqrt{\frac{\psi[x(n)]}{\sin^2(\Omega_c)}}$$  \hspace{1cm} (13)
Considering now the application of the operator (12) to an FM signal of the form:

\[
x(n) = A \cos \left[ \Omega_c n + \theta + \Omega_m \int_0^n q(m) dm \right]
\]  

(14)

where \( \phi(n) = \Omega_c n + \theta + \Omega_m \int_0^n q(m) dm \) is the phase of the signal. Its instantaneous frequency is defined by:

\[
\frac{d\phi(n)}{dn} = \Omega_i(n) = \Omega_c + \Omega_m q(n)
\]  

(15)

with the condition that the instantaneous frequency \( \Omega_i(n) \in [0, \pi) \), which is equivalent to \( 0 \leq \Omega_c - \Omega_m \leq \Omega_i(n) \leq \Omega_c + \Omega_m < \pi \), and implies \( |q(m)| \leq 1 \) and \( \Omega_m \leq \Omega_c \).

The result of applying the operator (12) to the FM signal in (14) is:

\[
\psi[x(n)] = A^2 \psi[\cos(\phi(n))].
\]  

(16)

For slow-varying \( \Omega_i(n) \) compared to \( \Omega_c \), \( \psi[\cos(\phi(n))] \approx \sin^2(\Omega_i(n)) \), and expression (16) becomes:

\[
\psi[x(n)] \approx A^2 \sin^2(\Omega_i(n))
\]  

(17)

On the other hand, the application of the operator (12) to the backward difference is:

\[
\psi[x(n) - x(n-1)] \approx 4a^2(n) \sin^2 \left( \frac{\Omega_i(n)}{2} \right) \sin^2(\Omega_i(n)).
\]

From which the instantaneous frequency can be obtained by:

\[
\Omega_i(n) \approx \cos^{-1} \left\{ \frac{1 - \psi[x(n) - x(n-1)]}{2 \psi[x(n)]} \right\}
\]  

(18)
A further improvement results if the term $\psi[x(n) - x(n-1)]$ is made symmetrical by averaging it with $\psi[x(n+1) - x(n)]$, thus repeating the procedure yields another algorithm given by the expression:

$$
\Omega_i(n) = \cos^{-1}\left\{ 1 - \frac{\psi[x(n) + x(n+1)]}{4\psi[x(n)]} \right\} \tag{19}
$$

This is called DESA-1 (discrete energy separation algorithm), and it is chosen to implement the IF estimation in the proposed method scheme of Figure 4-3. The DESA-1 algorithm has a low computational complexity, only five neighboring samples are required to compute (19).

The DESA-1 algorithm can estimate frequencies up to one half of the sampling frequency of the signal. However, if the noise present in the signal makes the argument of $\cos^{-1}(\nu)$ such that $\nu \not\in [0,\pi)$, the IF is set to the value of the previous sample – assuming that the IF varies slowly. On the other hand, if $\psi[x(n_0)] = 0$ and assuming $\Omega(n_0) \neq 0$ the frequency is also set to the previous value.

As an example, consider the application of the DESA-1 algorithm to the FM signal of Figure 5-1(a). The input sequence is:

$$
x(n) = \exp(j\phi(n)) = \exp(j[\Omega_c n + A_f \sin(\Omega_{\text{mod}} n)]) \tag{20}
$$

Its instantaneous frequency is defined by:

$$
\frac{d\phi(n)}{dn} = \Omega_i(n) = \Omega_c + A_f \Omega_{\text{mod}} \cos(\Omega_{\text{mod}} n) \tag{21}
$$

With parameters $\Omega_{\text{mod}} = \pi / 100$, $\Omega_c = 3\pi / 8$ and $A_f = \pi / 8$, the instantaneous frequency is bounded to the interval $[\pi / 4, \pi / 2]$. Figure 5-1(b) shows the estimated IF and Figure 5-1(c) shows the absolute value of the normalized estimation error defined as:
\[ \varepsilon(n) = \frac{\Omega_i(n) - \hat{\Omega}_i(n)}{\Omega_i(n)} \times 100\% \quad (22) \]

where \( \hat{\Omega}_i(n) \) is the estimated IF and \( \Omega_i(n) \) is the theoretical IF derived from (21). The maximum absolute value of the error is 0.62\% which is very small and can be neglected in practical terms.

5.3 DESA-1 Algorithm Performance

In Appendix C, the performance of the DESA-1 IF estimator given by (19) is obtained by using the FM test signal (20) with varying parameters and different levels of noise. The results show that the RMS estimation error is considerably lower when the signal’s IF changes slowly, and it is moderately high (23\%) when the IF changes fast.

The performance curves in Appendix C, show that the DESA-1 algorithm performance is adequate for IF estimation in interferogram signals, when used in conjunction with the multi-band filtering scheme.

The disadvantage of the DESA-1 algorithm, of not following very fast changes of the IF can be solved by over-sampling the input data, but this increases the computational complexity of the algorithm. The proposed method is not restricted to the use of the DESA-1 estimator. In general, any IF estimator will benefit by receiving a less noisy input signal. Therefore, there is a need for research on alternative IF estimators, which can then be used in the proposed scheme.

In the next chapter the performance of the scheme proposed in Chapter Four using the DESA-1 algorithm given by (19), is evaluated.
a) Real part of the signal: \( x(n) = \exp(j[\Omega_c n + A_f \sin(\Omega_{mod} n)]) \)
with parameters \( \Omega_{mod} = \pi/100 \), \( \Omega_c = 3\pi/8 \).
b) Estimated frequency using DESA-1, \( \Omega_i \in [\pi/4, \pi/2] \)
c) Normalized error. The maximum error achieved (0.62%) is negligible.

Figure 5-1: Example of IF estimation by the DESA-1 algorithm
Chapter 6

Results on Synthetic Interferograms

In this chapter, results are presented using the local fringe frequency estimation method proposed in Chapter Four. Synthetic interferograms with different spatial distribution and coherence are used to simulate real interferograms. The model used to generate them is presented in Section 6.1, followed by the error performance evaluation.

In order to compare the proposed method against other window-based frequency estimation methods, a hypothetical ideal estimator is introduced in Section 6.1.2. Its performance is obtained and conclusions are made based on their comparison.

One of the applications of frequency estimation in interferograms is phase noise filtering. In Section 6.2 two existing methods to perform such filtering are presented together with a proposed method based on the IF estimates. A comparison between them is done using synthetic interferograms.

6.1 Frequency Estimation Results

In order to illustrate and evaluate the use of the proposed method in the estimation of instantaneous frequency (IF) for interferogram signals, consider a “Gaussian hill” synthetic phase signal $\phi(x, y)$:

$$\phi(x, y) = e^{-\frac{(x-N/2)^2}{a^2}} e^{-\frac{(y-N/2)^2}{a^2}}$$  (1)
with \( x, y = 1, \ldots, N \).

The synthetic interferogram formed by two SLC (Single Look Complex) images \( s_1, s_2 \) is obtained using the following model: \[7\]

\[
s(x, y) = s_1 s_2^*
\]

\[
s_1(x, y) = ce^{j\phi} + n_1 \quad \text{and} \quad s_2(x, y) = c + n_2 \tag{2}
\]

where \( n_1, n_2 \) are independent complex random variables with normal distribution, zero mean and variance \( \sigma_n^2 \). The correlated part common to both signals \( c \), is modeled by a complex random variable with normal distribution, zero mean and variance \( \sigma_c^2 \). Using this model the interferogram coherence is given by: \[7\]

\[
\mu = \left(1 + \frac{\sigma_n^2}{\sigma_c^2}\right)^{-1} \tag{3}
\]

The phase pattern is plotted in Figure 6-1(a) for \( \alpha=70 \) and the magnitude of its theoretical IF is given in Figure 6-1(b). The real part of the interferogram signal is shown in Figure 6-1(c) where the noise variance is \( \sigma_n^2=1.25 \) and \( \sigma_c^2=1 \), which implies a coherence value of 0.44. Figure 6-1(d) illustrates the 2D FFT magnitude of the interferogram signal.

After convolving the input signal with each one of the Gabor filters illustrated in Figure 4-12, the filter output with maximum magnitude is selected. As an example of the filtering properties of the proposed scheme, Figures 6-2(a) to (c) give the real part of three of the Gabor filters' outputs. Figure 6-2(a) illustrates the output of the DC Gabor filter. Figure 6-2(b) illustrates the output of the Gabor filter centered at the second radial frequency in the horizontal direction and Figure 6-2(c) of the Gabor filter centered at the third radial frequency in the horizontal direction as well. The filter response is of high
Figure 6-1: Synthetic interferogram example.

This figure illustrates the effects of noise and frequency slope on the estimation accuracy.

a) Phase pattern for $\alpha = 70$
b) Magnitude of theoretical IF
c) Real part of the interferogram signal - coherence value = 0.44.
d) 2D FFT magnitude of the interferogram signal.

Note: In plot 6-1(b) the frequency has been multiplied by 12 for better visualization.
contrast (high magnitude) in the areas where the frequency and orientation of the input signal correspond to that of the filter. Notice that the outputs are smooth in the areas where the magnitude is high, since the out-of-band noise has been filtered out in these regions.

Comparing Figures 6-2(a), (b) and (c), it can be observed that they complement each other. For instance, at the center of the image, the response of the filter in 6-2(a) is high and it is low in the other two filter outputs. For higher frequencies, the filter response is low for the DC filter and it is high for the second and third radial frequencies – Figures 6-2(b) and(c).

![Figure 6-2: Outputs of three of the Gabor filters.](image)

The center frequency of the channel with the maximum response produces a piecewise approximation of the interferogram IF at every pixel, as illustrated in Figures 6-3(a) and (b). The estimated IFs on the channel with maximum response using the DESA-1 algorithm of equation (19) in Chapter Five are illustrated in Figures 6-3(c) and (d) for the range and azimuth directions respectively. In order to illustrate the accuracy of the IF estimation in the presence of noise, Figures 6-4(a)-(d) show one-dimensional (1D) slices of the IFs. The 1D slices are done by the center of the image in the range and azimuth
directions of Figures 6-3(c) and (d). The estimated IF is drawn with a continuous line and the theoretical IF with a dash-dot line.

For the purposes of illustrating the specific channel used at every pixel, the center frequency of the filter with maximum output used to estimate the IF is drawn with a dotted line. Note that the centre frequencies of the filters are heavily quantized, but the estimated frequencies are continuous.

The range and azimuth frequency estimations are made independently and they are stored in a complex number as:

\[
IF(x, y) = IF_{\text{range}}(x, y) + j IF_{\text{azimuth}}(x, y)
\]  

(4)

In this way, the magnitude \(|IF(x, y)|\) and angle \(\tan^{-1}\frac{IF_{\text{azimuth}}(x, y)}{IF_{\text{range}}(x, y)}\) of the IF – which are geometrically related to the topographic slope magnitude and angle – can be easily computed.

6.1.1 IF Estimation Error Performance

There are two sources of errors in the IF estimation of the synthetic interferograms:

- The noise added to the synthetic signal in the model given by (2).

  - The \textit{distortion} error inherent to the DESA-1 algorithm. This error is present even for noise-free signals and it is due to the inaccuracy of the IF estimator. It is particularly high when the signal’s IF changes very fast (see Appendix C).

To separate both sources of error, consider the IF estimation results on the signal \textit{without noise}. In Figure 6-5, 1D slices of the estimated IF are drawn. Notice that there is ripple in the estimation of the IF of Figure 6-5(a) and (d), and there are \textit{jumps} in the estimated frequency of Figures 6-5(b) y (c) in the areas where the filter center frequency
Figure 6-3: Output of the frequency estimation process:

a) - b) Filter center frequency of filter with largest response.
c) - d) Estimated frequency of each pixel in the interferogram.
Figure 6-4: 1D slices of estimated local frequency

The estimated IF is given by the continuous line and the theoretical IF by the dash-dot line. Filter center frequencies are given by the dotted line.
Figure 6-5: 1D slices of estimated IF when no noise is present in the signal

The estimated IF is given by the continuous line and the theoretical IF by the dash-dot line. Filter center frequencies are given by the dotted line.
changes. This distortion error will increase with higher variations of the input IF which can be simulated by increasing the slope of the Gaussian hill, i.e. decreasing $\alpha$ in (1).

The interferogram coherence is related to the noise variance by (3), $\sigma_e^2$ is kept constant and equal to 1.0. Figure 6-6 illustrates the MSE (Mean Square Error) of the estimation vs. interferogram coherence, when the values of $\alpha$ in equation (1) are set between 20 (simulating steeper topography) and 90 (flatter topography).

The MSE error in Figure 6-6 is defined by:

$$E_{MSE} = \frac{1}{N} \sum_{n} \left( \Omega_{\hat{}}(n) - \Omega_{real}(n) \right)^2$$

where $\Omega_{\hat{}}$ is the estimated IF, $\Omega_{real}$ is the real IF and $N$ the number of samples in the image. In Figure 6.6 the estimation error is low for coherence values higher than 0.5.

For slow IF variations (high $\alpha$) the error is lower than for fast variations, because it is easier for the DESA-1 algorithm to track slower frequency changes as it was found in Chapter Five.

When the coherence of the simulated interferogram drops below 0.57, the MSE error increases dramatically for values of $\alpha$ higher than 20. At this value of coherence, the multiband filtering and the highest magnitude filter output selection are not able to locate the local frequency due to the larger phase noise. Based on these simulations it can be concluded that the proposed IF estimation scheme works well for interferograms with coherence higher than 0.57.

6.1.2 Comparison Against Window-based Methods.

A complete comparison between the proposed method and other window-based frequency estimation methods requires their implementation, in order to obtain
Figure 6-6: Estimation error of the proposed method for different values of $\alpha$.

Lower values of $\alpha$ simulate steeper topography and higher values flatter topography.
Figure 6-7: Synthetic interferogram example with rough topography ($\alpha=20$)

This figure illustrates the localization properties of the proposed method on a synthetic interferogram with rough topography ($\alpha=20$).

Note: In plot 6-7(b) the frequency in the vertical axis has been multiplied by 12 for better visualization.
performance curves such as in Figure 6-8. Instead, the introduction of a hypothetical estimator in this section serves as an ideal model for window-based frequency estimators.

The main advantage of the proposed method is its high space localization. To illustrate the localization properties of the proposed IF estimator consider the input synthetic interferogram illustrated in Figure 6-7 for \( \alpha = 20 \) and no noise. In this case, the signal has rapid spatial variations and the content of the signal is spread in many more filters than in the previous case of \( \alpha = 70 \) – see the signal's 2D FFT in Figure 6-7(d). A 1D slice of the estimated IF is illustrated in Figure 6-8 by the continuous line and the theoretical IF by the dash-dot line.

In order to compare the performance of the proposed method against other window-based IF estimators, consider a hypothetical IF estimator that exactly computes the average of the noise-free signal's IF in cells of \( \alpha_i^2 \) pixels. To implement such an estimator, the theoretical frequency is averaged in cells of \( \alpha_i^2 \) pixels and the resulting average is assigned as the IF of each one of the pixels in the window. Such a hypothetical IF estimator is drawn in Figure 6-8 by the dashed lines for \( \alpha_i = 15 \). Comparing the proposed IF estimator against the hypothetical one in Figure 6-8 for the noise-free case, it is observed that the proposed method achieves a better performance due to its localization properties.

Figures 6-9(a) to (d) show the estimation error of the hypothetical estimator in dashed lines, superimposed onto the performance curves of Figure 6-6. Different values of \( \alpha_i \) – namely 5, 10 and 20 pixels – have been used to compute the average IF in the hypothetical estimator. For each experiment (value of \( \alpha \)), the IF estimation error of the proposed method (drawn in continuous line) is always less than that obtained by the hypothetical estimator when the averaging window of the hypothetical estimator is 10 or 20 pixels, and the coherence higher than 0.6. The estimation error is approximately equal for both estimators when \( \alpha_i \) equals 5 pixels and the coherence is 0.66. It is important to keep in mind that the number of pixels used in the IF estimation by the DESA-1 algorithm is also 5 pixels.
Figure 6-8: 1D slice of estimated IF when no noise is added to the signal and $\alpha = 20$

The estimated IF is given by the continuous line and the theoretical IF by the dash-dot line. The dashed line shows the IF estimated by a hypothetical estimator, which computes the average of the theoretical frequency in non-overlapping windows of 15 pixels.
Figure 6-9: Performance of proposed method vs. Hypothetical Estimator

The performance of the proposed method (in solid line) is shown for different values of \( \alpha \) (topography roughness). The performance of the hypothetical estimator is shown in dashed lines for three different window sizes: 10, 20 and 30 pixels.

Note: The plotting scales in all cells are constant. The vertical interval plotted is varied for better visualization.
Since the estimated IF of the hypothetical method is computed in the absence of noise, a real non-overlapping window-based IF estimator will have estimation errors higher than that plotted in the dashed lines in Figure 6-9. Therefore, it can be concluded that the error of the IF estimation using the proposed method is less than that obtained by non-overlapping window-based methods for coherence values higher than 0.6.

For overlapping window-based methods using 10 pixels or more with 50% overlapping, the previous conclusion is held for coherence values higher than 0.66.

### 6.2 Phase Noise Filtering Results

Phase noise filtering is one of the important applications of IF estimation in interferogram processing (see Section 1.1). In this section, the performance of two existing methods for phase noise filtering is compared against the performance of a new method that uses the estimated IFs.

The main difference between the three methods is the assumption they make about the local topography, as explained below. (More detailed descriptions of these filtering methods are found in Appendix D).

- **Standard multilook averaging**: This method performs standard samples averaging to estimate the phase. It assumes that the phase is locally constant. This method reduces the phase noise variance at the expenses of losing resolution [7].

- **Slope correction filter**: This method models the phase *linearly* to correct the effect of the topographic slope. Then, it performs standard multilook averaging, reducing the noise variance with less distortion [6].

- **Non-linear phase modeling filter (new method)**: This method makes use of the IF estimates given by the proposed IF estimation method. It builds a local *non-linear* model of the phase by integrating the estimated IFs, then performs multilook averaging after correcting the effect of the local topography in the phase.
6.2.1 Comparison between Phase Noise Filtering Methods

Using the synthetic interferogram model of Section 6.1, interferograms of different coherence and phase spatial distribution are generated in order to evaluate the proposed phase noise filtering method.

The advantages of the non-linear phase modeling filter over standard multi-look averaging are pronounced when the input IFs vary rapidly. Consider, for example, the noise-free interferogram of Figure 6-10(a). Figure 6-10(b) shows the result of applying the non-linear phase modeling filter. In addition, Figure 6-10(c) shows the result of applying the slope-correction filter (linear phase modeling) and Figure 6-10(d) shows the result of applying standard multi-look averaging. All filters used window sizes of 11x11 pixels.

Visually, the image in 6-10(d) is the most distorted. To further visualize their differences, the filtered phases have been unwrapped in one dimension across the center of the image in the range direction. They are illustrated in Figures 6-11(a). The plots show the unwrapped phase after slope-correction filtering in dash-dot lines. In addition, the unwrapped phase after non-linear phase modeling filter is shown in continuous lines and the unwrapped phase after standard multi-look averaging in dashed lines.

The phase difference errors are shown in Figure 6-11(b), in which the distortion caused by the standard multi-look averaging is much higher than that caused by the other two filters. The distortion is caused by averaging pixels that do not have the same original phase. The phase error differences for the other two methods are close. However, for the non-linear phase model filter the IFs used were estimated on the noisy input, in contrast with the noise-free hypothetical frequency estimates used in the slope correction filter. This hypothetical estimator – as explained in Section 6.1 – computes the window average of the theoretical frequency on noise-free data. Figure 6-12(a) illustrates the real part (range direction) of the input theoretical frequency for the interferogram illustrated in Figure 6-10(a). Figure 6-12(b) illustrates the real part of the average frequency used to build the linear phase model in the slope-correction filter, which corresponds to the output of the hypothetical estimator for 11x11 pixel windows. Figure
6-12(c) shows the real part of the estimated frequency used to build the non-linear phase model in the proposed method.

Figures 6-13(a)-(d) illustrate the case when the interferogram coherence is 0.5. The image in Figure 6-13(d) – corresponding to standard multi-look averaging – is the most distorted. The real part of the estimated frequency used to build the non-linear phase model is illustrated in Figure 6-12(d). These frequencies are estimated on the noisy data, whereas the frequencies used to build the linear phase model are the window averages of the theoretical frequency shown in Figure 6-12(b). The unwrapped phases are illustrated in Figure 6-14(a) and the phase error differences are shown in Figure 6-14(b). Again, the distortion caused by multi-look averaging is much higher than the caused by the slope-correction filter or the non-linear phase modeling filter.

In order to illustrate how the phase estimation error behaves for different coherence values, the MSE of the differences between the unwrapped filtered phase and the theoretical one have been computed for the synthetic interferogram of Figure 6-13(a). Figure 6-15(a) and (b) illustrate the MSE of the phase difference error when 5 and 11 pixel windows are used respectively. The interferogram coherence is varied between 0.36 and 1.0 using the model presented in Section 6.1.

In Figure 6-15(a) (where five pixel windows have been used), all filters behave approximately equal for high coherence values (>0.8), achieving small errors (<10^{-2} rads.). When the coherence is lower than 0.8, the standard multi-look filter error increases as depicted by the square symbols. The slope correction filter (star markers) and the non-linear modeling filter (circle markers) continue behaving similarly, but when the coherence is lower than 0.5, the threshold where the IF estimation method fails is reached.

In conclusion, for five pixel windows the error achieved for all methods is similar if the interferogram coherence is higher than 0.8. This interval is indicated by the letter A in Figure 6-15(a). Because the multi-look filter is the simplest filter, it is the one to use in such cases. For interferogram coherence between 0.5 and 0.8, both slope correction
filtering and non-linear phase modeling filtering produce low errors. For low interferogram coherence (<0.5), the use of the proposed filter is not adequate.

On the other hand, when the window size is increased to eleven pixels – Figure 6-15(b) – the error obtained by standard multi-look averaging (square markers) and slope correction filtering (star markers) is higher than that obtained when five pixel windows are used for the same coherence values. The reason for this is that the averaging window size is larger than the spatial variation of the input phase pattern. In contrast, for the non-linear phase modeling filter (circle markers), the error performance using eleven pixels is lower than the error achieved using five pixel windows, when the interferogram coherence is less than 0.8. The reason for this error reduction, is that non-linear phase modeling better tracks the phase input changes and by averaging more samples it reduces more noise variance. Moreover, the non-linear phase modeling filter achieves the lowest error of all three methods when the coherence is within the interval [0.5, 0.8] and 11 pixel windows are used. This interval is indicated by the letter B in Figure 6-15(b).

For interferogram coherence less than 0.5, the proposed IF estimation method fails and slope-correction filtering achieves the lowest error. The estimated frequencies used in the slope-correction filter method are given by the hypothetical ideal estimator using 5x5 and 11x11 pixel averages respectively, whose behavior does not change in the presence of noise (see Figures 6-9(a)-(d)). Therefore, the performance curves obtained by the slope correction filtering (shown by star markers in Figure 6-15) are actually lower bounds of the performance obtained by the method when real frequency estimators are used.

6.3 Conclusions

IF Estimation Results:

In Section 6.1, simulations showed that the estimation error achieved by the proposed method is lower than that achieved by non-overlapping window-based method for coherence values higher than 0.6. This performance improvement is achieved because of
i) the use of highly localized filters that adapt their spatial aperture to local frequency contents of the signal, and ii) the IF is estimated on each pixel of the image.

These results are based on the model used to generate the synthetic interferograms (2), (3) and the phase spatial distribution of (1). Although, they cover different ranges of coherence and spatial variation, the use of models closer to real topographic scenes is suggested, especially when dealing with abrupt topographic changes. The last implies the design of a procedure to effectively detect the non-interferometric areas like the areas with shadows, layover and phase aliasing.

**Phase Noise Filtering Results:**

Based on the performance obtained in Section 6.2 (Figure 6-15), it can be concluded that for high spatial phase variations and moderately high coherence (>0.5), the proposed filtering method achieves a better performance than slope-correction filtering because non-linear phase modeling follows the phase changes better than linear modeling.

In addition, the advantages of the proposed method against standard multi-look averaging are substantial. The examples showed that standard multi-look averaging highly distorts the input phase signal, which results in large height estimation errors in comparison with the proposed method.

Another advantage of non-linear phase modeling is that the averaging window can be extended in order to reduce more noise variance. Filtering with larger windows does not distort the input phase pattern as much as standard multi-look averaging or slope-correction filtering. However, the errors in the estimated IF are integrated (summed) when the non-linear phase model is being (equation (5) in Section D.3), which limits the size of the averaging window in the proposed method.

An extensive evaluation of the proposed filtering method needs to be addressed. Such evaluation must use 2D phase unwrapping instead of 1D phase unwrapping, because the second dimension could resolve or add ambiguities in the phase.
Figure 6-10: Phase distortion by different filters using 11 pixel window.

a) Input phase interferogram - coherence=1.0.

b) Filtered interferogram using the non-linear phase modeling filter (proposed method).

c) Filtered interferogram using the slope-correction filter (linear phase modeling).

b) Filtered interferogram using standard multi-look averaging.
Figure 6-11: Unwrapped Filtered Phase - 1.0 coherence.

a) 1D Unwrapped phase through the center of images in Figure 6-10 along the range direction.
b) Difference error between unwrapped filtered phase and original phase.
   - Continuous line: using the non-linear phase modeling filter.
   - Dash-dot line: using slope-correction filtering.
   - Dashed line: using standard multi-look averaging.
a) Theoretical IF
b) Hypothetical Estimator

c) IFs on noise-free data
d) IFs on noisy data

Figure 6-12: Range Frequency estimates.

a) Theoretical Frequency of interferogram shown in Figure 6-10(a).
b) Estimated Frequency by an ideal estimator, which takes 11x11 averages of the theoretical frequencies.
c) Estimated Frequency by the proposed filter on the noise-free data of Figure 6-10(a).
d) Estimated Frequency by the proposed filter on the noisy data of Figure 6-13(a).
Figure 6-13: Phase noise filtering using 11 pixel windows.

a) Input phase interferogram – 0.5 coherence.
b) Filtered interferogram using the non-linear phase modeling filter.
c) Filtered interferogram using the slope-correction filter (linear phase modeling).
d) Filtered interferogram using standard multi-look averaging.
Figure 6-14: Unwrapped Filtered Phase - 0.5 coherence, 11 pixel window.

a) 1D Unwrapped phase through the center of images in Figure 6-13 along the range direction.
b) Difference error between unwrapped filtered phase and original phase.
   - Continuous line: Filtered using the non-linear phase modeling filter.
   - Dash-dot line: Filtered using slope-correction filtering.
Figure 6-15: MSE of the phase difference error for 5 and 11 pixel windows

- Circle markers: Non-linear phase modeling filter.
- Star markers: Slope-correction filtering (linear phase modeling).
- Square markers: Standard multi-look averaging.
Chapter 7

Results on Real Interferograms

In this chapter, results with real SAR data are presented. First, the IF estimation method proposed in Chapters Four and Five is applied to real interferograms. Then, phase noise filtering is performed based on the estimated frequencies using the procedure presented in Section 6.2.3.

In Section 7.1 results on the ERS Tandem Mission data are presented. The selected SLC (single look complex) images are taken with one-day difference. Consequently, the resulting interferogram is of high coherence (~0.7). Results on Radarsat data are presented in Section 7.2. Usually Radarsat data are of low coherence due to its longer repeating time period (24 days), but in this case a scene from a region with scarce vegetation was chosen which has moderately high coherence (~0.6). The interesting characteristic of this interferogram is that the IF spatial variations are very high, being a good example to show how the phase filtering based on IF estimates behaves versus standard methods.

Results from both data sets are analyzed and the limitation of noise phase filtering based on the estimated IFs is discussed.

7.1 Results on ERS Tandem Mission Data

Figure 7-1 illustrates the interferogram magnitude of a topographically rough area in British Columbia (Canada). The interferogram was obtained from two SLC (Single Look Complex) images acquired by the satellites ERS1 and ERS2. The acquisition and processing parameters are listed in Tables 7.1 and 7.2. The interferogram has been half-band filtered to reduce layover
areas as explained in Section 2.2. Sub-sampling by 4 in the azimuth direction has been performed in order to have pixels of equal size in range and azimuth.

Figure 7-2 illustrates the interferogram phase after flattening. The areas where the fringes are closer correspond to areas with steeper topographic slope, like the areas near the river in the lower right part of the image.

The average magnitude spectrums in the range and azimuth directions are illustrated in Figures 7-3(a) and (b) respectively. Notice that the spectrum in the range direction is asymmetrical due to the application of half-band filtering before flattening. The spectrum tends to be concentrated in the lower frequencies. For example, outside the range frequency interval \([-0.5, +1.5]\) rads/sample, energy is more than 10 dBs below the peak. This motivates the use of narrow-band Gabor filters concentrated at lower frequencies.

In Section 4.4 the procedure suggested for this kind of interferograms was to perform range-modulation in order to match the interferogram's spectrum location and the filter's distribution of Figure 4.12. Given that the signal's spectrum is highly concentrated at lower frequencies, a simplification of the process is achieved by directly using the interferogram without range-modulation.

The frequency response of the Gabor filters of Figure 4.12 (whose parameters are listed in Table 4.2) is duplicated in Figure 7-4. Figure 7-5(a) illustrates the real part of the filters unit pulse response in one-dimension. The frequency response of the filters illustrated in Figure 7-5(a) is illustrated in Figure 7-5(b), notice that the filters frequency responses intersect at -3 dB of its maximum magnitude.

Using these filters, any frequency in the 2D circle with ratio \(\pi\) centered at the origin of the frequency plane will have a filter's response higher than -3 dBs.

After convolving the input data with all filters, the IF is estimated on the channel with maximum magnitude as it was illustrated in the block diagram of Figure 4-3. The DESA-1 algorithm, given by equation (19) in Chapter Five, is used to estimate the IF.

The resulting IF in the range direction is illustrated in Figure 7-6, and the IF in the azimuth direction in Figure 7-7. These two figures show some characteristics of the topography since the IF is geometrically related to the topographic slope in either the range or the azimuth direction.
Some areas in Figures 7-6 and 7-7 show abrupt changes between negative frequencies (black shades) and positive frequencies (white shades). In such areas the IF may not be properly estimated. These areas correspond to areas where the coherence is low. They are highly correlated with the bright areas of the interferogram magnitude (Figure 7-1) and correspond to steep slopes.

In order to check the validity of the IF estimation, a very detailed topographic slope map is required. In this example, the pixel spacing is 12.5x12.5 meters; therefore, in order to check the estimated IFs at each pixel a topographic slope map of that resolution is required. Because such high-accuracy maps are usually not available, an alternative is to compare the resulting phase (height) after frequency integration between two points against _in situ_ elevation measurements like the ones obtained with a GPS. This method implies that all the parameters in the height to phase transformation are already solved.

Based on the previous IF estimates the phase is filtered using the non-linear phase modeling filter presented in Section 6.2. Figure 7-8 illustrates the results when seven pixel windows are used. Notice the reduction in noise compared to Figure 7-2. The standard multi-look average filter is used to obtain the results shown in Figure 7-9. For most areas the results in Figures 7-8 and 7-9 are similar, but many details are missing in Figure 7-9. Notice for example the loss of fringes in the lower right part of the image near the river.

<table>
<thead>
<tr>
<th>Process</th>
<th>Method</th>
<th>Parameter</th>
</tr>
</thead>
<tbody>
<tr>
<td>Registration</td>
<td>Maximum Fringe</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Frequency</td>
<td></td>
</tr>
<tr>
<td>Range Half-Band filtering</td>
<td>Band-Pass Filtering</td>
<td>[0,\pi,]</td>
</tr>
<tr>
<td>Flattening</td>
<td>Demodulation</td>
<td>Peak range freq.</td>
</tr>
<tr>
<td>Down-sampling in azimuth</td>
<td>Low-Pass filtering</td>
<td>By 4</td>
</tr>
<tr>
<td></td>
<td>and decimation</td>
<td></td>
</tr>
<tr>
<td>Coherence</td>
<td>Mean whole scene</td>
<td>~0.7</td>
</tr>
</tbody>
</table>

Table 7.1  ERS Interferogram Processing parameters
<table>
<thead>
<tr>
<th><strong>Parameter</strong></th>
<th><strong>Value</strong></th>
<th><strong>Units</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td>Incidence angle: near swath</td>
<td>20</td>
<td>Degrees</td>
</tr>
<tr>
<td>Incidence angle: far swath</td>
<td>26</td>
<td>Degrees</td>
</tr>
<tr>
<td>Near Slant range</td>
<td>833</td>
<td>Km</td>
</tr>
<tr>
<td>Far Slant range</td>
<td>873</td>
<td>Km</td>
</tr>
<tr>
<td>Swath Width: ground range</td>
<td>100</td>
<td>Km</td>
</tr>
<tr>
<td>Swath Width: slant range</td>
<td>40</td>
<td>Km</td>
</tr>
<tr>
<td>Altitude</td>
<td>782</td>
<td>Km</td>
</tr>
<tr>
<td>Radar wavelength</td>
<td>0.0566</td>
<td>Meters</td>
</tr>
<tr>
<td>Interferogram Baseline</td>
<td>42</td>
<td>Meters</td>
</tr>
<tr>
<td>Acquisition date SLC1</td>
<td>Sept. 10/95</td>
<td>-</td>
</tr>
<tr>
<td>Acquisition date SLC2</td>
<td>Sept. 11/95</td>
<td>-</td>
</tr>
<tr>
<td>Scene’s center latitude</td>
<td>51°35'20&quot; N</td>
<td>-</td>
</tr>
<tr>
<td>Scene’s center longitude</td>
<td>121°59'20&quot;W</td>
<td>-</td>
</tr>
<tr>
<td>Pixel Spacing</td>
<td>12.5x12.5</td>
<td>Meters</td>
</tr>
</tbody>
</table>

*Table 7.2  ERS Interferogram Acquisition parameters*
Figure 7-1: Magnitude of ERS Tandem mission interferogram

This interferogram is used to illustrate the IF estimation method and phase filtering. The area corresponds to a 5 Km x 5 Km region in the upper valley of the Fraser River in B.C. (Canada).
Figure 7-2: Phase of ERS Tandem mission interferogram

The areas where the fringes are closer correspond to steeper areas like near the river in the lower right part of the image.

Note: In all interferogram phase plots the wrapped phase \([-\pi, \pi]\) is normalised to \([0, 1]\) as shown by the grayscale.
**Figure 7-3:** Magnitude Frequency Spectrum of ERS Tandem mission interferogram.

- **a**) Average Magnitude Spectrum in the range direction
- **b**) Average Magnitude Spectrum in the azimuth direction

The Gabor filters used in the multiband filtering stage are superimposed in dashed lines.
Figure 7-4: Gabor Filters Frequency centers in 2D.
Figure 7-5: Gabor Filters in 1D.

a) 4 Gabor filters unit impulse response $h(n)$. In dashed line its magnitude $|h(n)|$ and in continuous line its real part.

b) Frequency response of the 4 filters shown in a).
The simulations results in Chapter Six have already shown that standard multi-look average filtering distorts the input phase pattern more in comparison with slope-correction methods, in this example, such distortion is present in the areas of high phase variation.

In conclusion, for this data set the IF estimation tracks the continuous IF changes of the input phase except in areas of low coherence. Filtering the interferogram with the non-linear phase modeling method presented in Section 6.2, reduces the noise variance without significantly reducing the spatial resolution in areas of close fringes.

7.1.1 Limitation of Noise Phase Filtering Method in the Presence of Residues.

When the non-linear phase model is being built, the path illustrated in Figure D-5 (Appendix D) is followed to integrate the frequency. If its corresponding phase field is locally conservative the integrated phase does not depend on the chosen path and the phase model is unique. One sufficient condition for path-independence is that the integral around every single closed path is zero. When this integral is not zero there is a residue (see Appendix A).

Residues reveal the existence of phase discontinuities. They are caused by noise or by non-interferometric sources like shadows, layover or real discontinuities in the topography (like in cliffs), which Insar is unable to map. After multi-band filtering, residues caused by noise will likely disappear if the coherence is high enough, but residues due to the topography will remain. The frequency estimates used to build the phase model and filter the interferogram, will fail in the vicinity of these non-interferometric occurring residues. This constitutes the main limitation of phase filtering based on a non-linear phase model built from the estimated IFs.

Figure 7-10 and 7-11 show the residues of the raw interferogram (Figure 7-2) and the filtered one (Figure 7-8). These maps show in darker shades the areas where residues with negative charge exist (-2π), and in lighter shades the positive charge residues (+2π).

The number of residues have lowered from 2.31% to 0.18%, as a result of filtering the interferogram. Filtering has eliminated the phase residues that were caused by noise. The areas where phase residues persist in the filtered interferogram are located mostly where high IFs were estimated and correspond to shadows or steep slope areas.
Figure 7-6: IF in the range direction - Estimated on the interferogram of Figure 7-2.

Note: Frequencies higher than 0.15 rads/sample are shown in white, and frequencies lower than -0.15 rads/sample are shown in black.
Figure 7-7: IF in the azimuth direction estimated on the interferogram of Figure 7-2.

Note: Frequencies higher than 0.15 rads/sample are shown in white, and frequencies lower than -0.15 rads/sample are shown in black.
Figure 7-8: Filtered interferogram using the IF estimates of Figure 7-5 and 7-6

Note: The averaging window used is 7x7 pixels.
Figure 7-9: Filtered interferogram using the standard multilook averaging filter

Note: The averaging window used is 7x7 pixels.
a) Input Interferogram

Figure 7-10: Residues of input interferogram (Figure 7-2).
Figure 7-11: Residues of filtered interferogram (Figure 7-8).
7.2 Results on Radarsat data

Figure 7-12 illustrates the magnitude of the interferogram obtained from two SLC images acquired by the satellite Radarsat in area of the Death Valley in California (U.S.A.). Figure 7-13 illustrates the interferogram phase. Notice that the fringes are very dense, which shows that this scene is a good example to test the spatial localization of the IFs estimation and phase filtering. The acquisition and processing parameters are listed in Tables 7.3 and 7.4.

The average magnitude spectrum in the range and azimuth directions are illustrated in Figures 7-14(a) and (b) respectively. The effective spectrums is highly concentrated at the lower frequencies, because the interferogram was flattened using the topographic information of a pre-existing DEM. The Gabor filters distribution of Figure 7-4 is used in this case as proposed in Section 4.4. In Figure 7-14, the filters’ frequency response is superimposed in dashed lines.

The estimated IFs are illustrated in Figure 7-15 and 7-16 for the range and azimuth directions respectively. The estimated IFs do not seem to continuously follow the topographic changes in steeper areas, they present patches rather than continuous values. These areas are highly correlated with the strong back-scattered areas of interferogram magnitude (Figure 7-12) and show high phase variations in the interferogram phase. In these areas the IF estimation is governed by the central frequency of the dominant filter output in the multiband filtering stage.

Figure 7-17 illustrates the filtered phase using seven pixel windows in the non-linear phase modeling method presented in Section 6.2 where the IF estimates are used to model the phase. In contrast, Figure 7-18 shows the result of using the standard multilook averaging filter with seven pixel windows. The difference between both results is substantial, most of the topographic details seen in Figure 7-17 are missing in Figure 7-18.

In conclusion, for this data set the IF estimation does not track the continuous IF changes of the input phase, but the central frequency of the dominant filter in the multiband filtering stage approximately samples the topographic slope. In this way, a fairly good filtering is performed in comparison with standard filtering. Finally, Figures 7-19 and 7-20 illustrate the residue maps of the input and filtered interferograms. The number of residues have lowered from 2.39% to 0.76%, as a result of filtering the interferogram. Filtering has eliminated the phase residues that were caused by noise. However, many residues still remain due to the topography complexity.
<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>Incidence angle: near swath</td>
<td>39.6</td>
<td>Degrees</td>
</tr>
<tr>
<td>Incidence angle: far swath</td>
<td>41.8</td>
<td>Degrees</td>
</tr>
<tr>
<td>Near Slant range</td>
<td>~1036</td>
<td>Km</td>
</tr>
<tr>
<td>Far Slant range</td>
<td>~1070</td>
<td>Km</td>
</tr>
<tr>
<td>Swath Width: ground range</td>
<td>~53.5</td>
<td>Km</td>
</tr>
<tr>
<td>Swath Width: slant range</td>
<td>~34.8</td>
<td>Km</td>
</tr>
<tr>
<td>Altitude</td>
<td>782</td>
<td>Km</td>
</tr>
<tr>
<td>Radar wavelength</td>
<td>0.056</td>
<td>Meters</td>
</tr>
<tr>
<td>Interferogram Baseline</td>
<td>~360</td>
<td>Meters</td>
</tr>
<tr>
<td>Acquisition date SLC1</td>
<td>Sept. 24 /96</td>
<td>-</td>
</tr>
<tr>
<td>Acquisition date SLC2</td>
<td>Oct. 18 /96</td>
<td>-</td>
</tr>
<tr>
<td>Scene’s center latitude</td>
<td>36°29 N</td>
<td>-</td>
</tr>
<tr>
<td>Scene’s center longitude</td>
<td>116°43’ W</td>
<td>-</td>
</tr>
<tr>
<td>Pixel Spacing</td>
<td>6.0(r) x 8.9(a)</td>
<td>Meters</td>
</tr>
</tbody>
</table>

Table 7.3  Radarsat Acquisition parameters
<table>
<thead>
<tr>
<th>Process</th>
<th>Method</th>
<th>Parameter</th>
</tr>
</thead>
<tbody>
<tr>
<td>Registration</td>
<td>Maximum Correlation</td>
<td>-</td>
</tr>
<tr>
<td>Range Half-Band filtering</td>
<td>Band-Pass filtering</td>
<td>[-π, π]</td>
</tr>
<tr>
<td>Flattening</td>
<td>Using coarse D.E.M.</td>
<td>-</td>
</tr>
<tr>
<td>Down-sampling in azimuth</td>
<td>Low-Pass filtering and decimation</td>
<td>By 2</td>
</tr>
<tr>
<td>Coherence</td>
<td>Entire scene mode</td>
<td>Value ~0.6</td>
</tr>
</tbody>
</table>

Table 7.4 Radarsat Processing parameters
Figure 7-12: Magnitude of Radarsat interferogram

This interferogram is used to illustrate the IF estimation method and phase filtering. The area corresponds to a 3.0 Km in range by 4.45 Km in azimuth region of the Death Valley, California (U.S.A.)
Figure 7-13: Phase of Radarsat interferogram

The areas where the fringes are dense correspond to very steep areas.
Figure 7-14: Magnitude Frequency Spectrum of Radarsat interferogram.

a) Average Magnitude Spectrum in the range direction
b) Average Magnitude Spectrum in the azimuth direction

The Gabor filters used in the multiband filtering stage are superimposed in dashed lines.
Figure 7-15: IF in the range direction - Estimated on the interferogram of Figure 7-13.

Note: Estimated IF grayscale is \([-\pi/4,\pi/2]\) rads/sample.
Figure 7-16: IF in the azimuth direction – Estimated on the interferogram of Figure 7-13.

Note: Estimated IF grayscale is $[-\pi/2, \pi/2]$ rads/sample.
Figure 7-17: Filtered interferogram using the IF estimates of Figure 7-15 and 7-16

Note: The averaging window used is 7x7 pixels.
Figure 7-18: Filtered interferogram using the standard multilook averaging filter

Note: The averaging window used is 7x7 pixels.
Figure 7-19: Residual phase map of input interferogram (Figure 7-13)
Figure 7-20: Residual phase map of filtered interferogram (Figure 7-17)
Chapter 8

Conclusions

8.1 Summary

The main difference between the proposed and existing methods is that existing methods try to estimate the local frequency of the signal by dividing it in windows. They assume that the signal is stationary within each window, which is not always true. The frequency estimators in these methods define a fixed window size that tries to balance the trade-off between spatial resolution and accuracy of the estimation.

In contrast, in the proposed method the signal is adaptively filtered before the local frequency estimation is performed, allowing to have a simpler and more efficient frequency estimator that operates on fewer pixels.

The proposed approach consists of two stages: multiband filtering and instantaneous frequency (IF) estimation. For the first stage, Gabor filters with variable space-frequency domain were chosen because of their minimum uncertainty characteristics. On the other hand, the DESA-1 algorithm was chosen for the instantaneous frequency estimation stage because of its low complexity and acceptable performance.

The adequacy of the DESA-1 algorithm for instantaneous frequency was investigated using synthetic signals immersed in noise. Finally, the complete method was evaluated on synthetic and real interferograms with variable coherence and topography.
8.2 Conclusions

Accurate frequency estimation is a difficult task when noise is present in the signal. At the same time, spatial localization is highly desired in order to follow abrupt topographic changes of the interferogram in rough areas. In order to combine these two requirements, the proposed method filters the data before estimating the frequency and estimates the frequency with a simple highly localized instantaneous frequency algorithm. In this way, the complexity of the frequency estimation algorithm is moved from the frequency estimation stage to the multi-band pre-filtering stage. The assumption made is that – in general – this results in better frequency estimates.

Simulations showed that this assumption is valid when the coherence of the interferogram is moderately high (>0.6). The performance achieved by the proposed method is better than that achieved by non-overlapping window-based methods in that coherence interval.

The comparison has been made against a hypothetical estimator that takes window averages on the noise-free signal frequencies. Therefore, the performance curves achieved by the hypothetical estimator are actually lower bounds of the performance curves achieved by real frequency estimators.

The improvement achieved by the proposed method is due to: i) the use of highly localized filters that adapt their spatial aperture to the local frequency contents of the signal, and ii) the IF is effectively estimated using only five samples in each direction of the image (range and azimuth).

The estimation of the local frequency in interferograms has relevance in three stages of the processing chain: coherence estimation, phase noise filtering and phase unwrapping. An application of the frequency estimation results was developed for the phase noise filtering stage. In this application, the phase was locally modeled using a non-linear model based on the estimated IFs. Then, after flattening the local topography the complex samples were averaged.

Simulations showed that this alternative method for phase filtering, achieves a better performance than other two reported methods when the interferogram coherence is higher than 0.5. However, the method does not solve the problem of phase discontinuities in the presence of topographically induced residues.
8.3 Practical Application of the Proposed Method

The proposed method shows advantages in interferograms with moderately high coherence (>0.6). These include ERS tandem mission interferograms with one or three days repeating time period, and Radarsat interferograms (26 days repeating time period) in regions with very scarce vegetation.

However, many other interferograms have coherence less than 0.6 in large regions of the image. The possible use of the proposed method (using narrower bandwidth filters) for these interferograms, needs to be addressed.

On the other hand, the interferogram data acquired by the SRTM mission constitutes an excellent scenario to test the method. In January of the year 2000, the SRTM mission acquired simultaneous pairs of SLC images using two antennas, eliminating the temporal decorrelation which is the main source of incoherence. All continental areas between latitudes 60° N and 60° S were mapped with high coherence [35].

In order to give an idea of the processing time in the proposed method, a 500x500 pixels interferogram is processed in less than 10 minutes using MATLAB on a SUN SPARC 20 workstation. At the same time, unwrapping the phase of the same interferogram can last several hours depending on the phase variability. Therefore, the application of the proposed method to filter the phase is justified because it simplifies the phase unwrapping process by reducing the number of residues without excessively reducing the topographic information of the signal.

Less accurate elevation maps can be obtained in less processing time by filtering the data with standard multilook averaging. The application of the proposed method is then oriented to the consecution of accurate elevation maps based on interferograms of moderately high coherence. On the other hand, the parameters in the phase-to-height transformation (such as the baseline) are assumed to be accurately estimated.

8.4 Future work

The frequency estimation performance obtained were MSE error vs. coherence curves for different spatial distributions of the interferometric phase. The validity of the coherence model and the type of synthetic signals used were not questioned. This issue must be reviewed because it influences the decision of which algorithm is better. A more realistic model should be used for
the simulations, which includes non-interferometric features. In addition, a full analysis of the method’s advantages must include testing the height accuracy after 2D phase unwrapping.

Since the frequency content of the interferogram signal is spatially correlated, the implementation efficiency of the filters in the multi-band filtering stage can be improved by the use of Kalman filters [29].

Alternatives algorithms for IF estimation must be investigated to overcome the DESA-1 algorithm limitations found in Appendix C.

Although phase noise filtering was not the main objective of this thesis, it constitutes an important application of local fringe frequency estimation. In areas where residues are present, phase modeling does not have an unique solution and phase filtering based on the estimated IFs fails. An alternative to this problem is to circumvent those areas by detecting the residues first and then growing a mask around them. If all residues are masked and each mask encloses an equal number of positive and negative residues, the remaining phase field is conservative and phase filtering without distortion is achieved.

The consecution of accurate frequency estimates by the proposed method opens the possibility of obtaining the elevation map by integrating the frequency estimates rather than by unwrapping the phase, which is usually a difficult task. The hypothesis that the IF estimates fully represents the scene’s topography is based on the complete representation of a monochromatic signal, that can be achieved by the mono-component AM-FM model [28]. The main advantage of this alternative is that the IF estimates are less noisy than the filtered phase, creating an alternative to unwrap noisy interferograms. The field of estimated frequencies is also non-conservative, therefore, algorithms similar to the used in phase unwrapping could be used.

The above implies that further investigation is required in order to achieve better results for noisier interferograms (coherence less than 0.66). This can be achieved by reducing the bandwidth of the filters in the multi-band filtering stage in order to filter out more noise at the expenses of losing spatial resolution. The automatic selection of the filters parameters based on the input characteristics of the interferogram should also be addressed to eliminate user interaction.
In addition, the conditions under which the mono-component AM-FM signal model represents the interferogram signal need to be studied for each acquisition geometry (ERS, Radarsat, SRTM, etc.), in order to obtain quantitative smoothness conditions on the scene's topography.
Appendix A

Interferogram Residues

A.1 Definition

The closed contour integral of phase differences along any valid path in a properly unwrapped interferogram phase should result in a net value of zero residual phase. Zero residual phase from a closed path integral corresponds to returning to the same point in the scene's topography. However, discontinuities in the image phase yield anomalous paths for which the residual phase difference is not zero.

As stated by the residue theorem [32], if there are inconsistencies in the phase the sum of unwrapped phase differences in a closed contour is not zero but a multiple of $2\pi$.

$$\oint \nabla \psi(\vec{x}) \cdot d\vec{x} = 2\pi \times (\text{sum of enclosed phase residues})$$

where $\psi(\vec{x})$ is the phase function and $\vec{x}$ the vector coordinates.

Residues reveal the existence of phase discontinuities. They are caused by decorrelation noise or by non-interferometric features like shadows, layover or real discontinuities in the topography (such in cliffs), which the interferogram pair is unable to map.
Positive residues charges (+1) are assigned for positive residual, while negative residues charges (-1) are assigned for negative residual. When residues charges are balanced in a region, the integral around that region is zero for any simple path chosen. Thus, consistent phase unwrapping is possible only if all integration paths do not encircle unbalanced residue charges.

A.2 Detection Algorithm

Residues can be located by adding the wrapped phase along the smallest closed path (2x2) in the discrete two-dimensional array [32]. If \( \psi(m,n) \) is the phase of the interferogram, for each pixel \( m,n \) the following wrapped phase differences are computed:

\[
\begin{align*}
\Delta_1(m,n) &= W\{\psi(m,n+1) - \psi(m,n)\}, \\
\Delta_2(m,n) &= W\{\psi(m+1,n+1) - \psi(m,n+1)\}, \\
\Delta_3(m,n) &= W\{\psi(m+1,n) - \psi(m+1,n+1)\}, \\
\Delta_4(m,n) &= W\{\psi(m,n) - \psi(m+1,n)\}
\end{align*}
\]

where \( W\{\cdot\} \) denotes the phase wrapping operator. Then, the phase residue is:

\[
q(m,n) = \sum_{i=1}^{4} \Delta_i(m,n)
\]  

As an example, Figure A-1(a) shows a phase function described by:

\[
\varphi(\bar{r}) = \theta(\bar{r}), \quad -\pi \leq \theta < \pi
\]  

where \( \theta(\bar{r}) \) is the angle between the vector \( \bar{r} = [x, y] \) and the horizontal axis. The center of the image corresponds to the origin of coordinates. The topography associated
to the phase $\phi(\vec{r})$ in (4) can be visualized as a conic surface with its vertex located at the origin.

Transforming (4) to $x, y$ coordinates using $\phi(x, y) = \arctan(y/x)$, the phase gradients are given by:

$$\frac{\partial \phi}{\partial x} = -\frac{y}{x^2 + y^2}, \quad \frac{\partial \phi}{\partial y} = \frac{x}{x^2 + y^2}$$

The phase is discontinuous at the origin and this causes the gradient to be undefined. Figures A-1(b) and (c) show the phase gradient computed by taking discrete differences of the wrapped phase in the vertical and horizontal directions. Near the origin the phase gradient estimates behave like the electrical field of a dipole.

Figure A-1(d) illustrates the phase residues computed using equations (2) and (3). There is only one residue found at the origin and its value is $+2\pi$. The situation will be similar in non-interferometric occurring residues like in areas of shadows, layover or cliffs, but the residues will appear along the phase discontinuities.
Figure A-1: Example illustrating naturally occurring residues

a): Phase function
b) and c): Phase gradients on the vertical and horizontal directions.
d): Phase residues
Appendix B

Relation of the Proposed Method and the STFT

The use of the Short Time Fourier Transform (STFT) in the estimation of local frequency in interferograms has been reported in [5, 15]. The STFT of a signal $x(n)$ is defined by:

$$S_{STFT}(n, w) = \sum_{a} x(a) w(n-a) e^{-j\omega a}$$  \hspace{1cm} (1)

The squared magnitude of the STFT is an estimate of the periodogram of the signal. The frequency of the peak in the periodogram constitutes a Maximum Likelihood (ML) estimate of the local frequency of the signal (see Chapter 3). The spatial extent of the window $w(n)$ has an important effect upon the frequency resolution. If a short window is used to compute (1), the transform will exhibit good resolution in space, but the frequency resolution will be low. Alternatively, if a longer window is used in order to increase the frequency resolution, the spatial resolution (localization) will be poor.

The alternative proposed in this work is clearly seen when (1) is expressed as a convolution of the frequency-shifted signal $x(m)e^{-j\omega m}$ with $w(m)$. At a specific sample, (1) can be re-written as:

$$S_{STFT}(n, \omega) = x(n)e^{-j\omega n} \ast w(n) = \{ x(n) \ast w(n)e^{j\omega n} \} e^{-j\omega n}$$

$$| S_{STFT} (n, \omega) | = | \{ x(n) \ast h_{\omega} (n) \} |$$  \hspace{1cm} (2)
If the frequency is held constant $\omega = \omega_o$, then (2) is the magnitude response of a filter $h_{\omega_o}$ to an input $x(n)$. The frequency response of $h_{\omega_o}$ is $H_{\omega_o}(\omega) = W(\omega - \omega_o)$, which is the same as the window function frequency response shifted to the frequency $\omega_o$.

The analysis above shows that the proposed approach alleviates the problem of poor space-frequency resolution of the STFT, because the window is locally optimized. For instance, a high frequency event is analyzed with a small window and a low frequency event is analyzed with a large window. Thus, by varying the window size and approximately match filtering the signal, the proposed approach applies an appropriate window to the signal at all samples.

The task of finding which window fits the local characteristics of the input best, is simplified to finding which filter $h_\omega(n)$ maximizes the output in (2). Such maximization could be performed over all frequencies $\omega$ in the frequency plane. Instead, a much smaller number of filters are used and the Instantaneous Frequency (IF) is estimated at the pixel level on the output $x(n) * h_\omega(n)$ using the DESA-1 algorithm presented in Chapter Five.
Appendix C

Evaluation of the DESA-1 IF Estimation Algorithm

The purpose of this appendix is to evaluate the adequacy of the DESA-1 IF estimation algorithm for the InSAR application. The proposed methodology can also be used to compare other IF estimators against DESA-1. However, such comparison is not done.

C.1 Frequency Distortion of the DESA-1 Estimator

There are several characteristics that need to be considered in order to evaluate the adequacy of an IF estimator. The most important ones for the InSAR application are:

- How well the estimator works estimating the IF of a complex signal in the interval $[0, \pi)$?
- How well the IF estimator works when the IF varies rapidly?
- How well the estimator works estimating the IF in the presence of noise?
- How the performance of the IF estimator is affected by the multi-band filtering stage?

In order to evaluate the DESA-1 IF estimator a test signal is used for which several parameters control the excursion of the IF, the velocity of the IF variation and consequently its effective bandwidth. An adequate test signal is a FM signal, where the modulation parameters $\Omega_{\text{mod}}, A_f, \Omega_c$ are changed to obtain different IF excursions and bandwidths.
The test FM signal is described by:

\[ x(n) = \exp(j\phi(n)) = \exp(j[\Omega_c n + A_f \sin(\Omega_{\text{mod}} n)]) \]  

(1)

Its theoretical instantaneous frequency is:

\[ \frac{d\phi(n)}{dn} = \Omega_i(n) = \Omega_c + A_f \Omega_{\text{mod}} \cos(\Omega_{\text{mod}} n) \]  

(2)

and the absolute value of the normalized estimation error is defined as:

\[ e(n) = \left( \frac{\Omega_i(n) - \hat{\Omega}_i(n)}{\Omega_i(n)} \right) \times 100\% \]  

(3)

where \( \hat{\Omega}_i(n) \) is the estimated IF and \( \Omega_i(n) \) is the theoretical IF.

First of all, the performance of the IF estimation in the range \([0, \pi]\) is studied for the noise-free case. The term: distortion of the IF estimation is used in reference to the error between the real and the estimated IF in this case.

In the example of Chapter Five – Figure 5-1 – it was shown that the DESA-1 algorithm estimates the IF with a maximum error of 0.62% when the excursion of the IF is within \([\pi/4, \pi/2]\) rads/sample and the frequency at which IF varies is \( \Omega_{\text{mod}} = \pi/100 \). However, if the excursion of the input signal IF is changed from \([\pi/4, \pi/2]\) to \([0.05, \pi/4]\) rads/sample as in Figure C-1, the error increases dramatically, implying that the IF estimator does not work well at low frequencies. This behavior of the DESA-1 Algorithm at low frequencies can be fixed by modulating the input signal to a higher frequency. Because the band at which the signal belongs has been previously detected in the multi-band filtering stage, the low frequency channels can be modulated to a higher frequency \( \omega_H \), where the IF can be more accurately estimated and then \( \omega_H \) be subtracted from the estimated IF to obtain the real one. Figure C-2 illustrates this procedure where the \( \omega_H \) used was 0.46 rads/sample. The maximum error is reduced from 100% to 2.67%.
The procedure is generalized to obtain the best performance of the DESA-1 by splitting the $[0,\pi]$ range in three sections, and shifting the signal center frequency (by modulation) to a frequency closed to $\pi/2$ where the estimator works better. In this way, an approximately constant performance is obtained for all frequencies.

### C.2 Distortion of DESA-1 with Fast IF Changes

When the IF of the input interferogram changes fast there will be more error in the approximation (17) of Chapter 5. This can be noticed in the example of Figure C-2 where the error is higher for the areas at low frequencies where the derivative of the IF is high, i.e. around samples number 70 and 130.

To evaluate the Distortion of DESA-1 with fast changes of IF, the FM modulating frequency $\Omega_{\text{mod}}$ is varied in the FM test signal of (1), which results in faster or slower changes of the input IF.

The RMS error of the estimation is defined as:

$$
\varepsilon_{\text{RMS}} = \left( \sqrt{\frac{1}{N} \sum_n \left[ \frac{\Omega_i(n) - \hat{\Omega}_i(n)}{\Omega_i(n)} \right]^2} \right) \times 100\% 
$$

where $\hat{\Omega}_i(n)$ is the estimated IF, $\Omega_i(n)$ is the theoretical IF derived from (2), and $N$ is the number of samples of the test signal. This kind of error is used because it produces a percentage figure that is illustrative of the accuracy of the estimator.

Figure C-3 illustrates the RMS value of the error as defined in (4) for $\Omega_{\text{mod}}$ varying between 0 and 3 rads/sample. $\Omega_c = 3\pi/8$ and $\Omega_i \in [\pi/4, \pi/2]$ rads/sample. In the absence of noise (diamond markers) the error increases up to $\approx 28\%$ when the FM modulating frequency $\Omega_{\text{mod}}$ reaches $\approx 2.4$ rads/sample.

The IF of an interferogram phase signal varies accordingly to the changes in the topographic slope, but the rapidity of these changes is not known in advance. For the example above the frequency $\Omega_{\text{mod}}$ at which significant phase aliasing occurs is $2\Omega_{\text{modA}} = \pi \Rightarrow \Omega_{\text{modA}} = \pi/2$. 

144
rads/sample. Notice that the estimation error is moderately high (= 23%) before phase aliasing occurs, implying that the algorithm is less able to track very fast changes of the IF even if the signal is properly sampled. This effect can be fixed by over-sampling the signal, which lowers the signal’s frequency contents but increases the computational load of the algorithm.

To analyze the case when noise is present in the input signal, a simulation has been done assuming the noise is additive and normally distributed with zero mean. Figure C-3 illustrates the case when the variance of the noise is 0.015 (star markers) and 0.03 (circle markers). At low FM modulating frequencies the difference in error between the signal with and without noise is substantial, but at modulating frequencies higher than 0.5 rads/sample the different is small. Therefore, for high modulating frequencies most of the error is due to the incapacity of the algorithm to follow fast changes of the IF, and the behavior of the curves are close to the case of no noise.

C.3 Noise Reduction by Pre-filtering

In this section the efficacy of pre-filtering the signal to improve the performance of the IF estimator is studied through simulation experiments. The results of these experiments are RMS error vs. SNR curves as indicatives of the performance of the proposed method.

Experiment 1: Consider the test signal of (1) with $\Omega_{mod} = \pi/100$ and other parameters as in last section. For the no-filtering case the RMS estimation error – defined by (4) – is illustrated by the dashed line in Figure C-4. By filtering the signal with a Gabor filter centered at the signal’s carrier frequency, the IF RMS estimation error is lowered from 34% to 16%. In Figure C-4 the continuous line illustrates the case when filtering is applied with a Gabor filter of $\sigma=3$, and the dash and dot line when filtering is applied when $\sigma=1.5$ (Remember that higher values of $\sigma$ imply a narrower filter).

Experiment 2: As seen in last experiment if the filter’s bandwidth is narrower more noise is filtered out, but the filter’s bandwidth can not be excessively narrow because the signal’s IF contents can be altered. This is illustrated in Figure C-5 where the same experiment has been done to a test signal whose $\Omega_{mod} = \pi/16$. The error obtained in this case, is higher for the filtered signal with $\sigma=3$ (continuous line) than for the non-filtered signal (dashed line) for SNR higher than approximately 11 dB. The above example illustrates that the distortion error caused
by the DESA-1 IF estimator can be higher than the effect of noise when the local bandwidth of
the signal is large compared with the bandwidth of the filter. To better illustrate this distortion
error, consider Figure C-6(a) where the Magnitude of the Spectrum of the FM test signal used to
obtain Figure C-4 is shown. If the input signal is convolved with a Gabor filter centered at
3π/4 rads/sample,

there will be a distortion in the estimated IF because the response of the filter is not flat in the
pass-band. In Figure C-6(a) the frequency response of the Gabor filter with σ=1.0 has been
superimposed to the spectrum of the input signal, and in Figure C-4(b) the spectrum of the
filtered signal is illustrated. Notice that the distortion is very low.

If the bandwidth of the Gabor filter is narrower there will be more attenuation in the
frequencies at the edges of the pass-band. Figures C-6(c) and (d) illustrate the case for σ=3.0.
Notice in this case that the filter reduces stronger components of the spectrum. If Ω_{\text{mod}} is
increased, the bandwidth of the signal increases and there will be more attenuation due to the
filter.

Figures C-7(a)-(d) illustrate the case when Ω_{\text{mod}} = π/4. Notice that for a Gabor filter with
σ=3.0 – Figure C-7(d) –, only the carrier frequency component remains after filtering, which
highly increases the distortion error.

The general case is illustrated in Figure C-8. The DESA-1 algorithm has been applied to the
test signal (1) in the absence of noise after filtering it with a Gabor filter whose σ varies from 0
to 6 in steps of 0.5. The different values of Ω_{\text{mod}} (labeled as Ω in Figure C-8) are expressed in
rads./sample. The excursion of the IF is kept constant within [π/4, π/2].

For each curve, the RMS estimation error is computed for different values of σ. For σ=0 (no
filtering) the error achieves the minimum since no noise is added to the signal. For low values
of σ the RMS error remains approximately constant until a value of σ=σ_{\text{cut}}. At this value the
effective band-width of the signal (BW_s) is higher than the filter’s band-width (BW_g). The values
of σ = σ_{\text{cut}} at which BW_s=BW_g, vary from curve to curve since BW_s is a function of Ω_{\text{mod}}.
a) Real part of the input FM signal

\[ x(n) = \exp(j(\Omega_{\text{mod}} n + A_f \sin(\Omega_{\text{mod}} n))) \]

with parameters \( \Omega_{\text{mod}} = \pi/100, \Omega_c = 0.42, A_f = 23.4 \)

b) Estimated frequency using DESA-1, \( \Omega_f \in [0.05, \pi/4] \)

c) Normalised error. The error is very high at low frequencies reaching up to 100%.
a) Real part of the signal: \( x(n) = \exp(j[\Omega_c n + A_f \sin(\Omega_{mod} n)]) \)
with parameters \( \Omega_{mod} = \pi/100, \Omega_c = 0.42, A_f = 23.4 \).

b) Estimated frequency using DESA-1 and modulation at 0.46 rads/sample

c) Normalised error – the maximum error is reduced from 100% to 2.67% by modulating the signal to a higher frequency where the estimator behaves better.

Figure C-2: DESA-1 IF estimation with modulation
The test signal is: \( x(n) = \exp(j(\Omega_c n + A_f \sin(\Omega_{mod} n))) \) with parameters: \( \Omega_c = 3\pi/8 \) and variable \( \Omega_{mod}, A_f \).

The modulating FM frequency \( \Omega_c \) is varied from 0 to \( \pi \) rads/sample, Notice the error increase at faster variations of the IF.
Figure C-4: DESA-1 Performance for $\Omega_{\text{mod}} = \pi/100$

The test signal is: $x(n) = \exp(j[\Omega_c n + A_f \sin(\Omega_{\text{mod}} n)])$ with parameters: $\Omega_c = 3\pi/8$ and variable $\Omega_{\text{mod}} = \pi/100$.

The SNR is $10 \log \left( \frac{1}{\sigma_n^2} \right)$. 
The test signal is: $x(n) = \exp(j[\Omega_c n + A_f \sin(\Omega_{mod} n)])$ with parameters: $\Omega_c = 3\pi / 8$ and variable $\Omega_{mod} = \pi / 16$.

The SNR is $10\log\left(\frac{1}{\sigma_n^2}\right)$. 

Figure C-5: DESA-1 Performance for $\Omega_{mod} = \pi / 16$
For values of $\sigma > \sigma_{\text{sat}}$ strong components of the signal spectrum are reduced and the RMS error increases asymptotically for values of $\Omega_{\text{mod}} < \pi/16$, and reaches a constant for values of $\Omega_{\text{mod}} \geq \pi/16$. The reason for this behavior is explained in the sequel.

For $\Omega_{\text{mod}} \geq \pi/16$ the signal spectrum mainly consists of two components: the carrier frequency $\Omega_c$ and two peaks at $\Omega_c \pm \Omega_{\text{mod}}$ – as illustrated in the example of Figure C-7. After strong filtering only the carrier frequency remains as illustrated in Figure C-7(d), and further filtering does not affect the estimation error. On the other hand, for $\Omega_{\text{mod}} < \pi/16$ the signal spectra consists of components densely distributed within $[\Omega_c + \Omega_{\text{min}}, \Omega_c + \Omega_{\text{max}}]$ – as illustrated in Figure C-6(c) –, and after filtering the frequency components are gradually reduced when the values of $\sigma$ increases.

The distortion error in Figure C-8 means that rapid variations of the input signal’s IF are smoothed producing a narrower band signal at the output of the multiband filter. The smoother estimated IFs are closer to center frequency of the filter as illustrated in Figure C-9(b) for the filtered signal of Figure C-9(a). The spectrum of this signal was illustrated in Figure C-7(b) after filtering it with a Gabor filter of $\sigma=1.0$. Figure C-10 illustrates the case when the signal was filtered with a Gabor filter of $\sigma=3.0$. Its spectrum is illustrated in C-7(d). For this case the estimated IF becomes close to the carrier frequency of the signal $\Omega_c$, since other components of the signal are filtered out.

**C.4 DESA-1 Performance After Multi-band Filtering**

As seen in last section pre-filtering the signal with Gabor filters greatly reduces the error caused by noise in the IF estimation. The filter must be centered close to the local center frequency of the signal, and its bandwidth not be narrower than the local signal bandwidth. In reality, the local center frequency of an interferogram signal is unknown a-priori so the use of the multi-band filtering stage before IF estimation is well justified. The application of the proposed multi-band filtering scheme before IF estimation improves the performance of the IF estimation, as illustrated in Figure C-4 by the line with square markers for the experiment 1 of last section. The performance is better at all SNR, but its improvement is more significant at low SNR. The filters used are the ones illustrated in Figure 4-6 of Chapter Four
**Figure C-6:** Effect of the Gabor filtering for $\Omega_{\text{mod}} = \pi / 100$.

a) Spectrum of the input signal (dotted line) and Gabor filter frequency response for $\sigma=1.0$ (continuous line).
b) Spectrum of the filtered signal.
c) Spectrum of the input signal (dotted line) and Gabor filter frequency response for $\sigma=3.0$ (continuous line).
d) Spectrum of the filtered signal. Notice that strong signal components are removed.
Figure C-7: Effect of the Gabor filtering for $\Omega_{mod} = \pi / 4$.

a) Spectrum of the input signal (dotted line) and Gabor filter response for sigma=1.0 – continuous line.
b) Spectrum of the filtered signal.
c) Spectrum of the input signal (dotted line) and Gabor filter response for sigma=3.0 – continuous line.
d) Spectrum of the filtered signal. Notice that only the carrier frequency component remains.
It is important to highlight that using one Gabor filter with a narrower bandwidth will not improve the performance, since it will filter out signal components increasing the error at high SNR. To illustrate this point consider Figure C-5 where the experiment 2 of last section has been done on a signal with faster IF variations ($\Omega_{\text{mod}} = \pi/16$ rads/sample). The continuous line curve with cross markers corresponds to the application of a stationary Gabor filter with $\sigma=3$ whose performance is poorer than the case where no filtering is applied (dash line) at high SNR. In the experiment of Figure C-5 the use of the multi-band filtering is illustrated by the continuous line curve with square markers. In this case the performance is better than the other curves at low SNR and only slightly poorer than the no-filtering case at high SNR.

The reason why in Figure C-5 the performance is better for the no-filtering case at high SNR, is that the signal’s bandwidth is higher than the filter’s bandwidth. Therefore, there is a distortion error produced by the filter, which is higher than the distortion caused by the noise.

C.5 Summary and Conclusions

Because its low computational complexity, the DESA-1 algorithm was chosen for the purpose of IF estimation in interferogram signals in the method proposed in Chapter Four. The computational complexity is an important criteria due to the high amount of data to be processed.

The performance of the DESA-1 IF estimator was obtained by using a specific test signal corrupted with additive noise. The results showed that the RMS estimation error is considerably low when the signal’s IF changes slowly, and it is moderately high (23%) when the IF changes very rapidly. The performance results obtained in this chapter – namely Figures C-3 to C-5 and C-8 – show that the DESA-1 algorithm performance is acceptable for IF estimation in interferogram signals in the proposed scheme.

One disadvantage of the DESA-1 algorithm is its incapacity to follow very fast changes of the IF. This can be solved by over-sampling the input data, but it also increases the computational complexity of the algorithm.

The proposed method is not restricted to the use of the DESA-1 estimator. In general, any IF estimator will benefit by receiving a less noisy input signal. Therefore there is room to search for another IF estimator and be plugged into the proposed scheme.
Figure C-8: Influence of the Gabor filtering on the IF Estimation error in the absence of noise.

Each curve illustrates the RMS estimation error vs. the aperture of the Gabor filter (sigma) for different FM modulating frequencies $\Omega_{\text{mod}}$. The FM modulating frequency controls how fast the IF of the signal changes.
Figure C-9: Effect of Gabor filtering for $\sigma=1$, $\Omega_{mo}=\pi/4$.

a) Filtered signal.
b) Estimated and theoretical IF in rads/sample.
c) Absolute value of the Estimation error in percentage.
Figure C-10: Effect of Gabor filtering for $\sigma=3$, $\Omega_{\text{mod}} = \pi/4$.

a) Filtered signal.
b) Estimated and theoretical IF in rads/sample.
c) Absolute value of the Estimation error in percentage
Appendix D

Phase Noise Filtering Methods

This appendix presents the phase noise filtering methods used in the performance evaluation of Section 6.2.1 (Chapter 6). The first two methods constitute prior work and are briefly presented in Sections D.1 and D.2. The third method, on the other hand, is a new method proposed in this thesis, which uses the output of the IF estimation method – presented in Chapter 4 – to model the phase. A detailed description of the new method is done in Section D.3.

D.1 Standard Multi-Look Averaging

In this method, the phase noise variance is reduced by combining returns from several interferometric pairs of equal mean phase [7]. In the absence of more than one interferometric pair, adjacent pixels can be averaged if they correspond to the same phase (height) – see equation (9) in Section 2.4.1. The filtered phase is obtained by averaging the complex interferogram values of adjacent pixels.

\[
\phi_{\text{ave}}(i, j) = \arg\left\{ \sum_{m,n} c(i + m, j + n) e^{j\phi(i+m,j+n)} \right\} \tag{1}
\]

where \( c(i, j)e^{j\phi(i,j)} \) is the input interferogram, and \( \phi_{\text{ave}}(i, j) \) is the filtered phase.
Standard multi-look filtering reduces the noise variance at the expense of losing spatial resolution, which lowers the contrast of high frequency fringes.

### D.2 Slope-Correction Filter

The *slope-correction filter* proposed in [6] models the phase linearly to correct the effect of the topographic slope, and then performs standard multi-look phase filtering to reduce the noise variance.

For each pixel P in the input signal, the topographic *linear phase model* based on the local frequency estimations is:

\[
\phi_{\text{top}}(m,n) = \bar{\omega}_x m + \bar{\omega}_y n \tag{2}
\]

where \(\bar{\omega}_x, \bar{\omega}_y\) are the range and azimuth local estimated frequencies of a window centred on pixel P, and \(m, n\) are the coordinates of the pixels in that window. Although the phase behavior is not necessarily linear, it can be assumed so if the instantaneous frequencies do not vary much within the window.

To illustrate the topographic phase model construction, consider the set of 16x16 pixels in window A of Figure D-1(a). Figure D-1(a) shows a synthetic interferogram corresponding to \(\alpha=50\) in equation (1) of Chapter 6, and 0.8 coherence. The input phase for the *noise-free* case is drawn in Figure D-2(a) and its topographic model in Figure D-2(b). The input phase is wrapped within \([-\pi, \pi]\) but the modeled one is not.

Considering only the phase term, the product between the input interferogram window \(e^{j\phi(m,n)}\) and the complex conjugate of the interferogram generated by the linear phase model \(e^{j\phi_{\text{top}}(m,n)}\) is:

\[
e^{j\theta(m,n)} = e^{j\phi(m,n)} e^{-j\phi_{\text{top}}(m,n)} \tag{3}
\]
It has a phase difference $\theta$ which it is close to zero as shown in Figure D-2(c).

In Figures D-3(a)-(d), 1D slices of Figures D-2(a)-(d) have been drawn. In Figure D-3(a) the continuous line with circle markers illustrates the input phase and the line with cross markers illustrates the linearly modeled phase. Figure D-3(b) draws the phase difference between the model and the input phase.

Although noise has not been introduced to the signal, the phase difference $\theta$ is not exactly zero because the signal phase is not strictly linear. In other words, the IFs $\Omega_x, \Omega_y$ are not constant within the window as illustrated in Figures D-3(c) and (d).

**Figure D-1: Input and filtered Synthetic interferogram $\alpha=50, 0.8$ coherence.**

Figures D-4(a)-(d) corresponds to the *noisy* case showed in Figure D-1(a). The difference phase $\theta$ in Figure D-4(b) has the effects of decorrelations in the interferogram. Its variance is highly reduced when neighboring samples are averaged by standard multi-look filtering. Figure D-4(b) illustrates only a 1D slice of the phase $\theta$ for 1x16 pixels after slope correction, but all 16x16 samples in the window will be averaged to estimate the phase of pixel P.
Figure D-2: Linear Phase Model

a) Input for noise-free case of Figure D-1(a)
b) Topographic phase linear model.
c) Phase difference between input and model
d) Magnitude of input $IF = [\Omega_x, \Omega_y]$. 
Figure D-3: 1D slices on Figure D-2

a) Input phase drawn with circle markers. Modeled phase with cross markers
b) Phase difference between input and model
c) Range direction \( \Omega_x \). Theoretical in dash-dot line, estimated in continuous line
d) Azimuth direction \( \Omega_y \). Theoretical in dash-dot line, estimated in continuous line.
Figure D-4: Noisy case

a) Input phase drawn with circle markers. Modeled phase with cross markers
b) Phase difference between input and model
c) Range direction IF $\Omega_x$. Theoretical in dash-dot line, estimated in continuous line
d) Azimuth direction IF $\Omega_y$. Theoretical in dash-dot line, estimated in continuous line.
After the linear phase model is obtained - $\phi_{\text{top}}$ in (2), standard multi-look filtering is performed on the locally corrected interferogram. The filtered phase is:

$$
\phi_{\text{fil}} (i, j) = \arg \left\{ \sum_{m,n} c(i+m, j+n) e^{j\phi(i+m, j+n)} e^{-j\phi_{\text{top}}(m,n)} \right\} \quad (4)
$$

where $c(i, j)e^{j\phi(i, j)}$ is the input interferogram, and $\phi_{\text{fil}} (i, j)$ is the phase of the filtered one. Figure D-1(b) illustrates the filtered interferogram of Figure D-1(a) using linear phase modeling and 7x7 pixels averaging window in (4).

In this example, the spatial variations of the instantaneous frequency were low. Thus, the linear phase modeling was appropriate since the noise contributions were much higher than the discrepancies between the model and the real phase. However, the linear model will not be valid when much larger IF spatial variations are present in the input interferogram.

D.3 Non-Linear Phase Modeling Filter (Proposed Method)

When the phase behavior is non-linear, the difference phase $\theta$ in (3) will have not only the effects of noise but also real phase information that will be filtered after averaging.

To overcome this situation the IFs are estimated on a pixel basis rather than on a window basis, using the scheme proposed in Chapter Four. Then, a more accurate model is built by integrating the IFs.

For each pixel P in the input signal, the topographic non-linear phase model is:

$$
\psi_{\text{top}} (1, n) = \sum_{j=1}^{n} \hat{\Omega}_x (1, j) \quad \text{for } n = 1, \ldots, d. \quad \text{and}
$$
\[ \psi_{\text{top}}(m,n) = \psi_{\text{top}}(1,n) + \sum_{i=2}^{m} \hat{\Omega}_x(i,n) \quad \text{for } m = 2, \ldots, d. \] (5)

where \( \hat{\Omega}_x(m,n), \hat{\Omega}_y(m,n) \) are the range and azimuth estimated IFs and \( m,n \) are the coordinates of the \( d^2 \) pixels in a window. This non-linear phase model is used to locally correct the effect of the topography in the phase. Then, a standard multi-look phase filtering is performed.

Equation (5) is equivalent to performing a two-dimensional discrete integration through two one-dimensional sums. Figure D-5(a) illustrates the paths followed by the 1D summations. Initially, the IFs are summed along the azimuth direction in the first row. Then, the IFs are summed in the range direction for all columns. In the implemented algorithm, the model is built starting from the window center rather than from the window corner. Figure D-5(b) illustrates the followed paths in this case. The path indicated by the continuous line is first followed and then the path indicated by the dashed lines. The value of \( \psi_{\text{top}} \) at the window center is initialized to zero.

As seen in Section 4.2, the integration of accurate IF estimates presents an alternative to obtain the unwrapped phase. However, the interest here is only to locally model the phase accurately. There are three main differences, which make the problem simpler:

- There is not need of adding integer multiples of \( 2\pi \) to adjust the phase discontinuities like in the phase unwrapping case.

- The estimated IFs are smoother than the real phase differences.

- The integration is only performed locally in small windows.

As an example of the topographic non-linear model construction, consider the set of 1x21 pixels in Figure D-6(a). The input phase for the noise-free case is shown by the continuous line, the linearly modeled phase \( \phi_{\text{top}} \) (2) by circle markers, and the non-linear
modeled $\psi_{\text{top}}$ (5) by star markers. Notice that the modeled phases are zero at the center of the window (sample 11th).

For illustration purposes, the theoretical IFs $\Omega(n)$ are used instead of the estimated ones $\hat{\Omega}(n)$ to compute (5). These are drawn in Figure D-6(b) with star markers. The average theoretical IF in the window is used to build the linear model in (2), and it is computed as:

$$\bar{\omega} = \frac{1}{d} \sum_{n=1}^{d} \Omega(n)$$  \hspace{1cm} (6)

This average frequency $\bar{\omega}$ is illustrated by the dashed line in Figure D-6(b). The x and y sub-indices have been omitted because the same operation is performed in both dimensions.

![Diagram](image)

**Figure D-5: Integration paths**

a) Summation paths starting from the upper-left corner for $d=5$

b) Summation paths starting from the window centre.

In Figure D-6(c) the slope-corrected phase is drawn with circle markers for the linear model and with star markers for the non-linear model. The difference between the real
and modeled phases reaches a value of almost 2 radians for the linear case, but it is exactly zero for the non-linear case because there is no error in the phase model since the theoretical IFs were used.

Figures D-7 illustrate the case when the estimated IFs $\hat{\Omega}(n)$ are used to model the phase $\psi_{top}$ in (5), instead of the theoretical IFs. These estimated IFs are drawn in Figure D-7(b) with star markers. Notice that they are closer to the real frequency (continuous line) than the average theoretical IF $\Omega$, which is illustrated by the dashed line.

The phase difference in Figure D-7(c) is not exactly zero for the non-linear case as in Figure D-6(c) because of the incapacity of the DESA-1 algorithm to exactly follow the input phase changes. However, the difference between the modeled and the input phases is much higher for the linear model (circle markers).

After the non-linear phase model is obtained – $\psi_{top}$ in (5), standard multi-look filtering is performed on the locally corrected interferogram. The filtered phase is:

$$\psi_{filt}(i, j) = \ar{ \sum_{m,n} c(i + m, j + n) e^{j\phi(i + m, j + n)} e^{-j\psi_{top}(m, n)} }$$

where $c(i, j)e^{j\phi(i, j)}$ is the input interferogram and $\psi_{filt}(i, j)$ is the phase of the filtered one. Application examples of the proposed filter (7) on synthetic and real interferograms are found in Sections 6.2, 7.1, and 7.2.
Figure D-6: Linear vs. non-linear phase modeling – Theoretical IFs.

a) Input phase drawn with continuous line, linearly modeled phase drawn with circle markers, and non-linearly modeled phase with star markers.
b) Range direction IF $\Omega_x$. Theoretical in continuous line, window average with dashed line and estimated IF in dash-dot line with star markers.
c) Modeled phases: linear model – circle markers, non-linear model – star markers. Input phase value at the window center – dashed line.
Figure D-7: Linear vs. non-linear phase modeling – Estimated IFs.

a) Input phase drawn with continuous line, linearly modeled phase drawn with circle markers, and non-linearly modeled phase with star markers.

b) Range direction IF $\Omega_x$. Theoretical in continuous line, window average with dashed line and estimated IF in dash-dot line with star markers.

c) Modeled phases: linear model – circle markers, non-linear model – star marker. Input phase value at the window center – dashed line. Notice that the non-linear phase model is closer to the real phase.
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