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Abstract

Heterostructure transistors made from wide band-gap, wurtzite, nitride semiconductors are candidates for high-power, and high-temperature electronics. AlGaN/GaN heterojunction bipolar transistors (HBTs) have been studied since 1998, and the performance of fabricated devices has been improving steadily. However, the limits to the performance of these devices are not known. The main objective of this work is to achieve theoretical performance predictions for the characteristics of abrupt-emitter, and graded-emitter, n-p-n Al$_x$Ga$_{1-x}$N/GaN HBTs.

As a direct band-gap material, GaN has a high radiative recombination rate, which tends to dominate the base current. Therefore, the direct recombination probability is readily recognized as the limiting factor of the current gain. According to the employed semi-empirical model for the recombination lifetime, gains as high as 300 are predicted at room-temperature, while the figure decreases to around 100 at 600 K. There is a high spontaneous polarization in Al$_x$Ga$_{1-x}$N nitrides. It is shown that the related intrinsic charges can degrade the gain considerably for layers which are N-faced, but there is no impact on the gain for Ga-faced layers. The incomplete ionization of magnesium, the presently employed acceptor in these materials, is another limiting factor of the devices; it leads to high-level injection in the base, which limits the ideal operating of the collector current density to below a few kA cm$^{-2}$.

Regarding the high-frequency performance of HBTs, a comparison between the
traditional analytic expressions and numerical regional signal-delay times has been accomplished. Partitioning the device has been performed by means of a simple phenomenological scheme. The study has been mostly performed on Al$_{0.3}$Ga$_{0.7}$As/GaAs HBTs, where the modeling parameters are mature, high-level injection is not a limitation, spontaneous polarization is not an issue, and complete ionization is a fair approximation. It is shown that the available expressions are inadequate to account for the mobile charge in the base-emitter space-charge region, as well as in the quasi-neutral emitter. It is suggested to simply multiply the base-emitter junction capacitance, calculated by the depletion approximation, by a correction factor of about two as a practical approach for accounting for these storage phenomena in graded-emitter HBTs. For the base-delay time, it is demonstrated that choosing the appropriate collection velocity is crucial in estimating the delay time analytically, if band-gap narrowing, quasi-ballistic transport, or hot-electron injection are important. For the collector-delay time, it is shown that the effect of the mobile charge in the collector-base space-charge region cannot be neglected, even at biases below the onset of the Kirk effect. The effects of incomplete ionization and high-level injection in AlGaN/GaN HBTs are discussed separately, and a practical cut-off frequency of 10 GHz is predicted for abrupt-emitter transistors.
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Chapter 1

Introduction

1.1 Overview of Group-III Nitride Semiconductors

Most introductory texts on semiconductors state at some stage that a semiconductor is a solid material with a conductivity neither as high as conductors (like silver) nor as low as insulators (like mica). Obviously this definition, in terms of a property which covers a wide range without any exact limit, is vague. For instance, the conductivity of silver is about $10^{22}$ times greater than that of mica at room temperature [1]. According to Ref. [2] (Chap. 4, p. 118), a semiconductor is a material which has a resistivity from $10^{-2}$ to $10^6$ Ω-cm at a certain temperature. In principle, at sufficiently high temperature the resistivity of any insulator can decrease to this range. In terms of band-gap, the cited reference, published in the late 1980’s, classifies semiconductors as materials with a band-gap less than 3.5 eV, with the justification that “all practical semiconductors” lie in this regime. On the other hand, it is possible to categorize semiconductors as those solids where the mean of the periodic table group
the participant elements belong to is group IV [1]. It should be emphasized here that this is another vague definition, and has many violations, e.g., diamond, which is certainly not a semiconductor. This definition covers the well-known categories: elemental (Si, Ge), IV compounds (SiGe, SiC), binary III-V compounds (GaAs, InP), II-VI compounds (ZnS, CdTe), and, similarly, many ternary and quaternary combinations. These are the most common types, but one can generalize to other classes, like IIA-VI (MgO). From a combinational analysis point of view, one can count up to hundreds of alloys, made out of group III, IV, and V elements, that might have semiconducting properties in terms of conductivity or band-gap. However, it does not necessarily mean that the combination is chemically stable.

It was through a systematic study of the crystal structure and band-gap of various compound materials, that Juza and Hahn studied a needle-size sample of a nitride semiconductor (GaN) in 1940 [3]. This is not the first report on nitrides though, and actually AlN powder was made in the mid-eighteen hundreds. However, due to certain technological problems, which are discussed later, these interesting materials would not emerge as possibly useful materials until the 1990’s. What we are interested in are the compounds (binary and ternary) of the group III elements (B\textsuperscript{5}, Al\textsuperscript{13}, Ga\textsuperscript{31}, and In\textsuperscript{49}) with nitrogen (N\textsuperscript{7}). Due to the large difference in electro-negativity, a stable covalent bond is created between the N anions and the corresponding cation(s). BN does not appear to have electronic applications, and is not discussed here. The other three binary alloys (AlN, GaN, and InN) and corresponding ternary alloys (AlGaN, AlInN, etc.) can attain one of three polytypes of crystal structure, namely wurtzite, zincblende, and rock-salt [4], [5]. The transition to the rock-salt phase occurs at high pressure. Thin films of the meta-stable zincblende phase can be grown on cubic substrates such as Si, MgO, and GaAs, but have not been extensively studied yet. The
thermodynamically stable phase is the wurtzite structure. It is the easiest to grow, and is presently the most promising one for electronic and opto-electronic applications. The employed substrates are usually sapphire or SiC. The band-gaps of the wurtzite nitrides are: GaN ($\sim 3.4$), AlN ($\sim 6.2$), InN ($\sim 1.9$) eV at room temperature. These three direct band-gap wurtzite materials and the corresponding ternary alloys are what is meant by nitrides throughout this work, unless otherwise stated. As can be seen, the nitrides are wide band-gap materials, and can be roughly assumed to be semiconductors. Especially with respect to the aforementioned definition based on band-gap, AlN is virtually an insulator, recalling that the band-gap of diamond as a non-controversial insulator is about 0.2 eV smaller. However, it is usually employed as $\text{Al}_x\text{Ga}_{1-x}\text{N}$, for which the band-gap of the alloy with an Al mole-fraction $x < 0.25$ is typically less than 4.0 eV. Recalling that nitrides have grown into practical semiconductor compounds in the 1990's, mostly for opto-electronic applications, it seems that 3.5 eV as an accepted demarcation between insulators and semiconductors in the 1980's needs some modification, and 4.0 eV might be a more up-to-date value.

A brief summary of the technological aspects of nitrides, including the fabrication techniques and the historical challenges, is presented in Sec. 1.1.1. Various applications of nitrides in device engineering are the subject of Sec. 1.1.2, introducing nitride-based transistors among the candidates for high-temperature and high-power electronics. Sec. 1.2 presents the outline of the following chapters of the present work, where performance predictions for AlGaN/GaN HBTs are stated as the main objective of the thesis.
1.1.1 Technological Aspects of Nitrides

The history of nitrides is rather ambiguous. As mentioned before, Pankove and Moustakas [3] refer to the study by Juza and Hahn as the first systematic study of nitrides. They produced a needle-size sample of nitride GaN in 1940, by passing ammonia over hot gallium. Ref. [14] addresses an earlier publication by J. V. Lirman and H. S. Zhdanov in 1937 as the first study on the crystalline structure of nitrides. According to the same citation, the nitrides were among the first semiconductors ever discovered in 1907. Ambacher [12] refers to the oldest reference as being in 1862, when AlN powder was synthesized from liquid Al and N\textsubscript{2} gas.

There are basically three modern techniques utilized to grow nitrides, namely hydride vapor phase epitaxy (HVPE), metal-organic chemical vapor deposition (MOCVD), and molecular beam epitaxy (MBE). The details of the techniques are beyond the scope of this work and can be found elsewhere [8], [9], [10], [11], [5], [12]. Briefly, HVPE is an enhanced chemical vapor deposition process, using ammonia as the nitrogen source and GaCl as the Ga source (in the case of GaN), produced by flowing HCl over Ga melt at 800 – 900°C via the reaction [12],

\[
2Ga(l) + 2HCl(g) \leftrightarrow 2GaCl(g) + H_2(g). \quad (1.1)
\]

GaN is formed on the substrate at 1100°C through [8], [12],

\[
GaCl(g) + NH_3(g) \leftrightarrow GaN(s) + HCl(g) + H_2(g). \quad (1.2)
\]

This method has high growth rates, and thick films that can be removed from the substrate can be grown. Thus, potentially, it is useful to produce nitride substrates for homo-epitaxy [12]. Such HVPE-grown substrates have been used to grow homo-epitaxial films, but the method is still in an immature stage of development [10].
Maruska and Tietjen [13] used a chemical vapor deposition technique to produce the first large-area layer of GaN on a sapphire substrate. This was historically an important step in the technology of nitrides [3]. Modern MOCVD is the commonly used technique in the industry for fabricating nitride opto-electronic devices, partially due to the potential of large-scale manufacturing, and partially due to the high film quality. Basically, it employs the same nitrogen source as the HVPE technique, but uses the tri-methyls of the group-III element(s). The chemistry of the technique is rather complicated, but the basic reaction is [9],

\[ \text{Ga(CH}_3\text{)}_3(g) + \text{NH}_3(g) \rightarrow \text{GaN(s)} + 3\text{CH}_4(g). \] (1.3)

In the MBE technique, the cation source is liquid Ga. Regarding the atomic nitrogen source required for this method, three approaches have been utilized, namely: heat-assisted decomposition of ammonia on the substrate surface with a temperature of 700—900°C, ionization by plasma or by low-pressure discharge [11]. The advantages of the MBE technique are excellent process control and in situ monitoring of the growth for research purposes, as well as a lower growth temperature compared to MOCVD, which is crucial for high indium-containing alloys [12].

Sapphire (α-Al$_2$O$_3$) is the most common substrate used in manufacturing nitride films. It has the complex rhombohedral structure [12], and the c-plane, (0001), of that structure is usually employed to grow nitride films. Surprisingly, this plane has a large lattice mismatch of about 13.9% with the c-axis of GaN, and the critical thickness of the grown layer is less than a mono-layer, consequently the lattice strain is relieved immediately [14]. Also, the thermal expansion coefficients are substantially different between nitrides and sapphire. However, it remains the most promising substrate due to the low cost, lack of better alternatives, as well as transparency, and stability at high temperature. The other common substrate material is silicon carbide,
where the 6H structure is commercially available, and the (0001) plane is appropriate for growing the wurtzite structure. Specially important, it has a less than 1% lattice mismatch with AlN, and perfect junctions can be achieved. The important challenge for 6H-SiC at the present time, apart from its cost, appears to be the lack of appropriate chemical etch [5]. Available wurtzite ZnO could be another alternative as a substrate material, but it is unstable at high growth temperatures, and at the high operating temperatures of interest in some applications. Finally, as mentioned before, zincblende nitrides can be grown on cubic substrates such as Si, MgO, GaAs, and 3C-SiC. It is worthwhile noting herein that cubic nitrides are still in their infancy, and beyond the lattice constants, very little experimental data are available for them. Theoretical calculations show that the band-gaps appear to be typically smaller than that of their wurtzite older sisters [15]. The electrical and opto-electronic properties are not known yet. Therefore, the simple fact that wurtzite nitrides are more convenient, does not necessarily mean that cubic polytypes may not have interesting properties.

Virtually any semiconductor device of engineering interest requires at least one p-n junction. Therefore, technology of any semiconductor material cannot be prosperous if promising donor and acceptor dopants are not developed. This has actually been an important challenge in the history of nitride technology. GaN films are known as unintentionally n-type materials, as Hall measurements show a high background electron concentration. In early material, this was partially due to the defects in the lattice structure. However, this cannot be the case in the rather defect-free materials obtained by state-of-the-art growth techniques. So, the reason for the unintentional background electron concentration is still controversial, but has been long attributed to the nitrogen vacancies in the lattice, which act as defect centers [16].
For many applications, like heterojunction field effect transistors (HFETs), where a high-mobility channel is required on top of a low-conducting layer, the background doping can degrade the performance of the device. A commonly used technique to attain low background doping is growing a AlN or GaN buffer layer on the substrate at low-temperature, prior to the growth of functional layers of the device. This technique appears to be useful in reducing the background concentration from $10^{18} - 10^{20} \text{ cm}^{-3}$ to mid-$10^{16} \text{ cm}^{-3}$ [10], and is practically employed in the fabrication of HFETs [17].

To grow controllable $n$-type nitrides, oxygen has been used, and germanium is another alternative. However, silicon has become the most commonly used donor impurity; it substitutes for Ga. The ionization (activation) energy is about 16 meV in GaN [18]. Si can also be used for all compositions of AlGaN, but the ionization energy increases with Al mole fraction.

Seeking the appropriate acceptor has been a major issue among researchers for two decades (1970-90). A lot of effort was concentrated on zinc in the 1970's. Nevertheless, the $p$-type materials were poorly conducting, due to the deep ionization level of Zn in the band-structure of GaN. Discovering the appropriate technique to employ magnesium as an alternative by Amano et al. [19], in 1989, is perhaps the most noteworthy breakthrough in the history of nitride technology. The ionization level is still deep, though, (about 175 meV in GaN), and increases with the mole fraction in AlGaN. This deep level causes low ionization of about 4% for a rather high doping concentration of $10^{19} \text{ cm}^{-3}$ at room temperature. This hugely affects the electrical performance of the devices made out of nitrides. In addition, using Mg for AlGaN alloys is difficult, and synthesizing a $p$-type AlGaN with a mole fraction of over 30% has not proved feasible yet [16]. Therefore, finding a more promising acceptor impurity seems to await another breakthrough.
We conclude this section with a short discussion on $n$- and $p$-type contacts on nitrides. The requisites are thermal stability for high-power and high-temperature applications, as well as low resistance contacts. To achieve low resistivity, thin tunneling contacts are a solution, provided that high doping density contact layers can be grown. Al is the most common $n$-type contact metal [1], but employing Al/Cr is common too [20]. For thermal stability concerns, W and Ti/WSiN are appropriate choices, with low ohmic resistance and stability up to 800 °C for 1 hour [12]. Tungsten was actually the material used for the emitter contact of one of the first fabricated AlGaN/GaN HBTs [21]. For contacting $p$-type materials, usually multilayer metals like Cr/Al or Au/Mg are utilized [1]. These are basically borrowed from the GaAs technology, and a variety of multilayer combinations like Ti/Al/Pr/Au, Au/Ti/Al (for the $n$-contact), and Ni/Pt/Au and Au/Ti/Ni (for the $p$-contact) are reported in the fabricated devices as well [22], [23].

### 1.1.2 Why Nitrides?

Nitrides have been primarily of interest for opto-electronic applications. Wurtzite nitrides are direct band-gap materials with high radiative recombination (this is not the case in all the zincblende phases, where AlN is indirect [24]). The wavelengths corresponding to an arbitrary wurtzite AlInGaN alloy cover, in principle, from 650 nm (orange) in InN, to yellow, green, blue and violet, and finally to 200 nm (ultraviolet) in AlN. Thus, a wide range of the visible and UV spectrum is covered. Manufacturing high-brightness, light-emitting diodes (LEDs) and lasers in the mentioned visible colors (especially blue) has been a dream for a long time. The LEDs can have application in full color LED displays, indicators, and lamps with high reliability, efficiency, and speed. Prior to the emergence of the nitrides in the early 1990's, SiC and GaP
had been commercialized for blue and green LEDs, respectively. Nevertheless, since they are indirect materials, the brightness is very low, and the efficiencies very small. II-VI compounds (such as ZnSe) are another alternative, but they appear to have many weaknesses, e.g., short lifetime, and poor thermal stability [12]. Therefore, it is not surprising that the nitride technology started growing rapidly when the aforementioned appropriate acceptor impurity issue was solved in 1989. The first blue LED was reported by Nakamura et al. in 1991 [25]. In 1994 the first full-color LED display using an InGaN/AlGaN heterostructure for the blue color was demonstrated in Tokyo, Japan. Also, the first LED traffic light using green InGaN single quantum well, yellow AlInGaP, and red AlInGaP LEDs was demonstrated in Sweden in 1996 [26]. Regarding the nitride-based lasers, they are basically of interest for the purpose of digital information storage. The shorter wavelength coherent light of GaN-based lasers implies that a higher density of data (over 1 Gb/cm² [12]) can be stored compared to bulky expensive red lasers. Another optical application of nitrides is in UV photo-detection, where the wavelength is less than 400 nm. Solar-blind detectors are of especial commercial interest for detection within the Hartley Ozone band (200-300 nm). A mole fraction of about 0.33 in AlGaN can give a sharp cutoff at 290 nm, required for this application [27].

Nitride electronic devices are of interest primarily for high power, high temperature applications. Higher power is always limited by the inevitable higher temperature caused by internal losses. Silicon transistors need appropriate cooling means to keep the temperature below 200°C, so that the material continues to behave as an extrinsic semiconductor. The large band-gaps of nitrides keep them extrinsic at elevated temperatures. In addition, the chemical stability and inertness of nitrides marks them as promising candidates for high power applications, without the need
for expensive and bulky heat sinks. Meanwhile, the large band-gap leads to the high breakdown field desired for such applications. Also, the high electron saturation velocity and the somewhat high mobility implies reasonably high-frequency devices. Nitride transistors are predicted to find extensive applications in harsh environments, e.g., as found in the automobile, and aerospace industries. The bulky and heavy hydraulic and mechanical control systems in aircraft will be replaced by nitride electronic circuitry, in a technology which is claimed will lead to the all-electrical aircraft [24]. The weighty heat radiators in satellite circuits can be eliminated as well, if the technology gets mature, and reliable enough. These are general statements valid for both bipolar and field effect transistors. Regarding the competition between these two types of transistors, the bipolar one is more advantageous, basically because of higher power that can be gained, as well as better linearity, which is required for amplification. The main disadvantage of nitride-based bipolar transistors seems to be the high radiative recombination in the base, which significantly affects the gain of the device. The material system that researchers have been more interested in is Al$_x$Ga$_{1-x}$N. Using a wide band-gap emitter (AlGaN) improves the performance of the device. The technology of these devices is still in its infancy, and very few fabricated devices are reported. Prediction of the performance of AlGaN/GaN heterojunction bipolar transistors is the main objective of the present work as presented in the subsequent chapters. In particular, where unconventional physical phenomena arise, they are taken into account in modeling these emerging devices.

1.1.3 Summary

- Nitride semiconductors are the alloys of Al, Ga, and In from the group-III elements with nitrogen. These can be found in rock-salt, zincblende, and wurtzite
phases; the latter is the most thermodynamically stable and easiest to grow.

- Wurtzite nitrides are wide band-gap direct materials, widely suitable for short wavelength opto-electronic applications.

- Nitrides are also of interest for high-power, high-temperature, and high-frequency electronics in harsh environments; AlGaN/GaN HBTs are among the most promising devices.

- Modern HVPE, MBE, and MOCVD techniques can be used for growing nitride devices, MOCVD being the most common one. Si, and Mg are the best available donor and acceptor dopants, respectively; and sapphire and 6H-SiC the most common substrates, for the present time.

- The wide band-gap, the polarity of the c-axis in the wurtzite structure, the large lattice mismatch in heterostructures of different nitrides, the large piezoelectric coefficients, and the lack of a shallow acceptor impurity cause unconventional features in understanding the characteristics of nitride devices.

1.2 Thesis Outline

Chapter 2 presents the electrical properties of AlN, and GaN. As a new material system, not all the parameters required for modeling nitride transistors are widely known. It is attempted to collect the most recent data in the literature, favoring the reports of temperature-dependence due to the application of nitrides in high-temperature electronics. On the other hand, for a few cases, e.g., majority-carrier mobilities and direct recombination probability, new fittings were achieved in this work.
Chapter 3 discusses the aspects of non-symmetry along the c-axis of wurtzite nitrides. It is thoroughly discussed how the consequent spontaneous and piezoelectric polarizations can affect Poission's equation and the corresponding boundary conditions needed to be solved in device modeling. It might seem a resolved classical problem, however, due to the fact that the polarity of the polarization charges is not employed consistently or unanimously in the nitride literature, it has been necessary to develop the theory from fundamental electrostatics to reconcile the issue.

Chapter 4 is the essence of this work in terms of the static performance of AlGaN/GaN HBTs. The short histories of experimental and theoretical publications on these device are reviewed. This work attempts to point out the bottlenecks of carrier transport, as well as the temperature-dependence of current gain. A comprehensive analytical model seems to be more suitable for this purpose, rather than using numerical, drift-diffusion simulators. Polarization surface charges at the hetero-interface of abrupt HBTs, and volumetric spontaneous charge in the graded layers are unconventional features of AlGaN/GaN HBTs. Also, high-level injection in the base occurs at relatively low current densities in these devices, due to the low ionization of dopants in the base. In order to study the effect of these two last features, we rely on the results of a commercial drift-diffusion simulator.

Chapter 5 is primarily devoted to the applicability of traditional signal-delay compact expressions in HBTs. Although compact expressions have been long used to estimate the cut-off frequency of these transistors, a regional comparison of analytical and numerical results has not been fully accomplished, even for conventional HBTs. Regionalizing the device into designated space-charge and quasi-neutral regions is a major issue in terms of interpreting the numerical results. Meanwhile, not all the subtle modeling features, like band-gap narrowing, are available for nitrides.
Therefore, we have performed the analytical versus numerical comparisons for the mature AlGaAs/GaAs HBTs with respect to a proposed partitioning scheme, called the integrated charge method. On the other hand, due to high-level injection and incomplete ionization in the base, the picture is more complicated in AlGaN/GaN HBTs, aspects of which are discussed in the last section of this thesis.

Finally, Appendix A reviews the wurtzite structure in detail, since understanding the crystallographic nomenclature is essential in developing Chapter 3.
Chapter 2

Electrical Properties of AlN and GaN

2.1 Overview

Optical properties of nitride materials have been largely studied in the last decade, primarily due to the growing interest in short-wavelength, light-emitting diode and laser diode applications. There has also been a substantial publication of the electrical properties of these wide band-gap materials, due to their emerging application in HFETs, as well as HBTs. However, as shown here, not all the essential parameters of AlN and GaN are fully studied yet. In addition, not all the available parameters in the literature, are in agreement. Herein, it is aimed to present a collection of the most recent electrical parameters of wurtzite AlN and GaN available in the literature, which are essential for modeling HBTs by means of analytic expressions, as well as by drift-diffusion simulators. It should be emphasized that, throughout this work, all the parameters of the ternary alloy $\text{Al}_x\text{Ga}_{1-x}\text{N}$ have been assumed to be given by a linear interpolation between the corresponding values of AlN and GaN.
2.2 Energy Band-gap and Affinity

Band-gap is usually among the first parameters studied in a new material. In the case of nitrides, it does not have the same value for wurtzite and zincblende crystals, and, as discussed in Chap. 1, is typically smaller in the zincblende polytypes. In the wurtzite crystals of our interest, most of the reported values are usually at room temperature or lower. Since the nitride transistors are intended to operate at high temperatures, one needs a temperature-dependent analytic expression for simulation purposes. There is a universal model conventionally applied for semiconductor materials, which has been employed for the first time in nitride literature by Monemar [28],

\[ E_g(T) = E_0 - \alpha_g T^2/(T + T_g), \]  

(2.1)

where \( E_g \) is the band-gap of GaN in eV, as a function of temperature, \( T \) is the temperature in Kelvin, and the other symbols are fitting parameters. However, Monemar’s original fitting parameters are invalid for \( T > 300 \) K, and have been carelessly employed by some workers [33]. Herein, following the discussion in the review of Mohammad et al. [24], we use in our modeling work their most recent parameters valid for \( T \) as high as 600 K, \( i.e., \) \( E_0 = 3.509 \) eV, \( \alpha_g = 7.32 \times 10^{-4} \) eV K\(^{-1} \), and \( T_g = 700 \) K. For AlN, no study of the high-temperature dependence of band-gap exists, to the best of our knowledge. However, in Ref. [33], Monemar’s expression is employed with \( E_0 = 6.118 \) eV, \( \alpha_g = 1.799 \times 10^{-3} \) eV K\(^{-1} \), and \( T_g = 1462 \) K. Although it is questionable whether these are valid at elevated temperatures, we have utilized them, due to the lack of more promising data.

Regarding the nonlinear mole-fraction dependence of the band-gap of ternary alloys, it is a common practice to take into account a quadratic term, with an appro-
Figure 2.1: Majority carrier mobility versus doping concentration for 300, 400, and 500 K, with experimental data from Ref. [34] (circles), and corresponding analytic fittings in Eqns. (2.3), and (2.4) (solid line): (a) $\mu_e$ in n-type GaN. (b) $\mu_h$ in p-type GaN.

There is no widely accepted model for the electron affinity of nitrides. The related ratio $|\Delta E_C/\Delta E_g|$ ($\Delta E_C$ is the conduction band offset, and $\Delta E_g$ is the difference between the band-gaps) has been reported in the 0.68 – 0.80 range in the literature [24], [32], [33], and some more citations have been summarized in Ambacher’s review article [12]. We have adopted the mean value of the mole-fraction-dependent affinity, fitted in Ref. [27]:

$$\chi = 4.1 - 1.87x(eV),$$

where $\chi$ stands for the affinity of AlGaN with mole fraction $x$. 
2.3 Mobility

There have been considerable efforts to study the mobility of the nitrides in the past two decades, and there is a significant amount of scattered data on the subject. However, many of the old results are based on the immature crystal growth techniques, where there are lots of defects in the lattice structure, degrading the mobility of carriers. On the other hand, there are few publications where both the temperature- and the doping-dependence of the mobility has been measured or predicted. In addition, no minority carrier mobility study has been done to the best of our knowledge, which is actually crucial in estimating the diffusivity of electrons in Mg-doped, p-type bases of bipolar transistors. Also, most of the publications are on GaN and the reports on AlN are very limited. Chin et al. [30] have done a theoretical temperature- and carrier-concentration dependent study of electron majority-carrier drift and Hall mobilities in GaN, InN and AlN; Mohammad and Morkoç [31] have done a doping-dependent analytic fit to these results at room temperature. Götz and co-workers have done some of the most recent and complete measurements of the Hall effect, minority-carrier mobility for both electrons and holes, which are doping and temperature dependent [18], [34]. The results for electrons have been confirmed by one of the most recent theoretical calculations [35].

Therefore, we have picked the results in Ref. [34] as the basis of an analytic fit to obtain convenient expressions for device simulation purposes. The one corresponding to electrons in Si-doped n-type GaN is

\[ \mu_e^N = 85 (T/300)^{-2.2} + \frac{545(T/300)^{-2.2}}{1 + (T/300)^{-4.3}(N_D/(9 \times 10^{17}))^{0.8}} (cm^2/Vs), T > 300K, \] (2.3)

where \( N_D \) is the donor concentration in cm\(^{-3}\). The expression resembles the original well-known work on silicon [36]. A similar analytic relationship does not fit the hole
mobility in Mg-doped p-type GaN. However, one can fit the experimental curves with a slight modification to the form of the empirical expression used in Eqn. (2.3), i.e.,

\[
\mu_h = (T/300)^{0.020}T^{-4 \times 10^{-5} T^2} + \frac{28(T/300)^{-0.0087+4 \times 10^{-6} T^2}}{1 + (N_A/(2 \times 10^{19}))^{1.6}}(cm^2/Vs), \quad T > 300K, \quad (2.4)
\]

where \(N_A\) is the acceptor concentration in cm\(^{-3}\). The experimental values of Ref. [34], and the analytic fittings in Eqns. (2.3) and (2.4) are shown in Figs. 2.1(a) and (b).

The reasons for the non-applicability of the rather conventional form of Eqn. (2.3) for the holes could be two-fold. Firstly, since the ground-state energy level of magnesium is deep inside the band-gap, as discussed later, we do not have complete ionization of acceptors, and therefore the hole concentration is significantly smaller than the doping density. Secondly, due to the fact that GaN films grown in Ref. [34] were unintentionally n-type, i.e., they had a non-negligible background donor doping, presumably one should also take this effect into account. It seems likely that one can fit the hole mobility with the addition of two expressions similar to Eqn. (2.3), one corresponding to the Mg concentration, and the other to the background doping. It has not been exercised here though, since the data in Ref. [34] was not extensive enough to evaluate so many fitting parameters in such a bulky expression. The hole mobility values and range are typically small (~1-~10 cm\(^2\)(Vs)) [34], [38], so their precise characterization is not too important.

It must be noted that Eqns. (2.3) and (2.4) give the Hall-effect mobilities rather than the drift mobilities of interest in device engineering. It is a common practice to assume that they are equal, more specifically, the Hall factors are isotropic, temperature independent, and of unity value [18]. This has been assumed here, and is reasonably valid, according to the result of recent Monte Carlo simulations, which yield an approximately constant Hall factor of 1.2 for electrons in n-type GaN at
temperatures above 300 K [37].

Ref. [30] seems to be the only available work on the mobility of electrons in AlN. The authors have only evaluated the phonon-limited drift mobility in intrinsic AlN as a function of temperature. Therefore, we have not used their data, but basically employed Eqn. (2.3) for the Al$_x$Ga$_{1-x}$N emitter too, while employing the emitter donor concentration in Eqn. (2.3). Another assumption in this work is the use of Eqns. (2.3) and (2.4) for the minority electron and hole mobilities, $\mu_e^n$ and $\mu_h^n$, with the corresponding majority carrier doping concentrations in different regions of the device.

It is worthwhile to conclude the section on mobility with a note on the saturation and peak velocities, as well as the critical field. GaN has a GaAs-like drift velocity versus electric field profile, rather than a Si-like one, i.e., it has a peak velocity at a critical field. Ref. [24] gives a prediction of about $3 \times 10^7$ cm s$^{-1}$ for the saturation velocity of GaN, $v_{\text{sat}}$. However it does not give an estimate of the peak velocity, $v_{\text{peak}}$. Khan et al. [39] estimate $v_{\text{sat}} = 1.5 \times 10^7$ cm s$^{-1}$, and $v_{\text{peak}} = 2.7 \times 10^7$ cm s$^{-1}$. In the present work, we rely on the more recent values of Ref. [40], i.e., $v_{\text{sat}} = 2.5 \times 10^7$ cm s$^{-1}$, and $v_{\text{peak}} = 3.1 \times 10^7$ cm s$^{-1}$. Regarding the electric field dependence of electron mobility, $\mu_e^E$, a GaAs-like dependence has been assumed [41],

$$
\mu_e^E = \frac{\mu_e^n + \frac{v_{\text{sat}}}{E} \left( \frac{E}{E_c} \right)^4}{1 + \left( \frac{E}{E_c} \right)^4},
$$

where $\mu_e^n$ is the field-free mobility taken from Eqn. (2.3), and $E_c$ is the critical electric field, i.e., the electric field that gives the peak velocity ($v_{\text{peak}} = \mu_e^E E_c$).

Thus, with respect to the above values for $v_{\text{peak}}$ and $v_{\text{sat}}$, the critical field turns out to be $E_c = 3.7 \times 10^7 / \mu_e^n$ (V cm$^{-1}$). The electric field dependence of $\mu_e^n$ is important in the collection of electrons at the base-collector junction. A similar expression to
Eqn. (2.5) is used for holes, but in this case $E_c$ is so high that a Si-like mobility-field relationship effectively exists. Meanwhile, the \textit{breakdown} critical field is about 2 MV cm$^{-1}$ [21]. This is required for studying the breakdown of the base-collector junction due to the avalanche process, but has not been implemented in this work. All the results in the following chapters are for such low collector-emitter voltages, that this nonlinear effect is not relevant.

\section{2.4 Dopant Ionization Energies}

Silicon has become the conventional donor dopant, and magnesium is the best candidate for the acceptor dopant of nitride materials at the present date, as discussed in Sec. 1.1.1. These impurities are employed in the recently fabricated nitride bipolar transistors [21], [22], [23], [87]. Different authors have reported different ionization or activation energies. Ref. [34] gives a range between 0.170-0.208 eV for the acceptor ionization level in GaN, $E_A - E_V$, and 12-16 meV for the Si donor ionization energy, $E_C - E_D$, where $E_V$ and $E_C$ are the valence and conduction band energy levels, respectively. Kozodoy \textit{et al.} [32] report 0.230 eV for the former quantity in both GaN and AlGaN. Suzuki \textit{et al.} [42] have done a mole-fraction-dependent study of $E_A - E_V$, and evaluate 0.250 eV for $x = 0.15$, and a linear variation to 0.220 eV at $x = 0.09$. In this work, we have picked 16 meV for $E_C - E_D$, and assumed that $E_A - E_V = 0.175 + 0.5x$ (eV), which is a linear interpolation of the above data from Ref. [42].
2.5 Density of States Effective Masses

There are scattered reports on the band-structure effective masses of electrons and holes in the nitrides [30], [33], [34]. Although the longitudinal masses are necessary for calculating the Richardson velocities and evaluating the tunneling analytic expressions of abrupt HBTs, the electron and hole density-of-state effective masses, $m_e^*$ and $m_h^*$, are more important in device modeling, since the effective density of states is needed for estimating key parameters, such as carrier concentration and built-in potential. Thus, we have calculated $m_e^*$ and $m_h^*$ for GaN and AlN with respect to the longitudinal and transverse masses given in Refs. [44], [48], [45], and [46], through the standard equations

$$m_e^* = q(m_{el}m_{et}^2)^{1/3} \quad (2.6)$$

$$m_{hh} = (m_{hhl}m_{hht}^2)^{1/3}, m_{lh} = (m_{llh}m_{llht}^2)^{1/3}, m_e^* = (m_{el}^3 + m_{ht}^3)^{2/3}, \quad (2.7)$$

where $m_{el}$ and $m_{et}$ are the electron longitudinal and transverse masses, respectively; $m_{hh}$ and $m_{lh}$ are the heavy and light hole masses in terms of the corresponding longitudinal and transverse ones ($m_{hhl}, m_{hht}, m_{llh},$ and $m_{llht}$); $q$ is the number of equivalent valleys in the conduction band, where, following the discussion in Ref. [2] (Chap. 6, p. 243), a unity value for wurtzite structures has been assumed. The results are summarized in Tables 2.1 and 2.2. As can be seen, there is a large discrepancy between the estimates of Refs. [44] and [48], with the one predicted by Ref. [45] for $m_h^*$ in the GaN case. Herein, we have chosen the average of the very close estimates of Refs. [44] and [48], i.e., $m_h^* = 2.00m_0$ and $m_e^* = 0.19m_0$ ($m_0$ is the free electron mass) in GaN. $1.42m_0$ and $0.32m_0$ have been assumed for the corresponding masses in AlN, as shown in the tables.
Table 2.1: Hole density-of-state effective masses in units of free electron mass.

<table>
<thead>
<tr>
<th>Material</th>
<th>$m_{hhi}$</th>
<th>$m_{hhi}$</th>
<th>$m_{hh}$</th>
<th>$m_{ihi}$</th>
<th>$m_{ii}$</th>
<th>$m_{ih}$</th>
<th>$m_i^*$</th>
</tr>
</thead>
<tbody>
<tr>
<td>GaN</td>
<td>2.04</td>
<td>1.81</td>
<td>1.88</td>
<td>2.04</td>
<td>0.19</td>
<td>0.42</td>
<td>2.01</td>
</tr>
<tr>
<td>GaN</td>
<td>1.96</td>
<td>1.87</td>
<td>1.90</td>
<td>1.96</td>
<td>0.14</td>
<td>0.34</td>
<td>1.99</td>
</tr>
<tr>
<td>GaN</td>
<td>2.09</td>
<td>0.37</td>
<td>0.66</td>
<td>0.74</td>
<td>0.39</td>
<td>0.48</td>
<td>0.91</td>
</tr>
<tr>
<td>AlN</td>
<td>3.52</td>
<td>0.73</td>
<td>1.23</td>
<td>—</td>
<td>—</td>
<td>0.471</td>
<td>1.42</td>
</tr>
</tbody>
</table>

Table 2.2: Electron density-of-state effective masses in units of free electron mass.

<table>
<thead>
<tr>
<th>Material</th>
<th>$m_{el}$</th>
<th>$m_{et}$</th>
<th>$m_e^*$</th>
</tr>
</thead>
<tbody>
<tr>
<td>GaN</td>
<td>0.23</td>
<td>0.19</td>
<td>0.20</td>
</tr>
<tr>
<td>GaN</td>
<td>0.19</td>
<td>0.17</td>
<td>0.18</td>
</tr>
<tr>
<td>AlN</td>
<td>0.33</td>
<td>0.32</td>
<td>0.32</td>
</tr>
</tbody>
</table>

2.6 Recombination Lifetime

Regarding the minority carrier lifetime, $\tau_n$, we have followed the discussion in Ref. [47], and assumed that radiative recombination is the dominant process. However, the value of the direct recombination probability, $B$, is quite controversial, as shown in Fig. 2.2. Dmirtriev et al. [50] have done a quantum-mechanical theoretical calculation, which is very close to the one performed here through Hall’s formula [51],

$$B = 0.58 \times 10^{-12} n \left( \frac{m_0}{m_e^* + m_h^*} \right)^{3/2} \left( 1 + \frac{m_0}{m_e^*} + \frac{m_0}{m_h^*} \right) \left( \frac{300}{T} \right)^{3/2} E_g^2, (cm^3/s). \quad (2.8)$$

$E_g$ and $T$ are in eV and K respectively, and $n$ is the refractive index. The same figure also presents our semi-empirical calculation of $B$ through the well-known detailed-balance analysis of van Roosbroeck and Shockley [52]. In both cases, the experimental values of $n$, and the absorption coefficient, $\alpha$, were borrowed from Ref. [47]. Nonetheless, all the mentioned calculations are optimistic regarding the experimental value.
Figure 2.2: $B$ versus $T$; (a) quantum-mechanical calculation from Ref. [50] (dashed line); (b) Hall formula (dot-dashed line); (c) van Roosbroeck and Shockley integral (solid line); (d) experimental value at 300 K [53] (circle); (e) the theoretical values in (c) normalized to the experimental value in (d) (solid-circled line).

of $B = 6.6 \times 10^{-10}$ cm$^3$s$^{-1}$ measured at 300 K [53]. Therefore, in the following chapters, we have used the van Roosbroeck and Shockley temperature-dependent results, normalized to $6.6 \times 10^{-10}$ cm$^3$s$^{-1}$. As Fig. 2.2 shows, $B$ decreases with temperature, giving $3.5 \times 10^{-10}$ cm$^3$s$^{-1}$ at 450 K, and $2.2 \times 10^{-10}$ cm$^3$s$^{-1}$ at 600 K, for instance. We will see that $B$ is a crucial parameter in predicting the gain of GaN bipolar transistors.

2.7 Other Parameters

The dielectric constant, $\varepsilon_r$, is essential for solving Poisson’s equation. The reported values range from 8.5-9.0 for AlN, and from 9.0-9.5 for GaN [29], [32], [33], [12]. Here we use $\varepsilon_r^{GaN} = 9.5$, and $\varepsilon_r^{AlN} = 8.5$ [33]. Ref. [34] assumes a value of two for both the acceptor- and donor-site degeneracy factors $g_A$, and $g_D$. Scrutinizing the recent
band-diagram calculation of GaN [48], reveals that there is actually a degeneracy of two in the valence band of GaN, and \( g_{4}^{GaN} = 4 \) seems more appropriate. In spite of the fact that there is a small split in the light and heavy valence bands of AlN [43], since one can visualize that for the mole fractions of interest, Al\(_{x}\)Ga\(_{1-x}\)N is more inclined towards the characteristics of GaN, we neglect the slight band split, and have assumed the same values of GaN for AlN, i.e., \( g_{A}^{AlN} = 4 \) and \( g_{D}^{AlN} = 2 \). For the case of spontaneous polarization, the calculated values of Ref. [49] have been implemented in the simulations, i.e., \( P_{SP}^{GaN} = -0.029 \) C m\(^{-2} \), and \( P_{SP}^{AlN} = -0.081 \) C m\(^{-2} \).

### 2.8 Summary

A collection of the electrical properties of wurtzite GaN and AlN semiconductors required for modeling AlGaN/GaN HBTs has been presented. Many parameters are still controversial, or not available. The guideline through this work has been to be as up-to-date, and consistent as possible. For a few cases, some new calculations and/or interpolations have been done. For the case of majority-carrier mobility, a temperature- and doping-dependent analytic fit to experimental results was achieved, which should be helpful and convenient for device modeling purposes.
Chapter 3

Polarization in Nitrides

3.1 Overview

As discussed in Appendix A, wurtzite nitrides are polarized materials. The spontaneous polarization is large, and is only 3-5 times smaller than in pyroelectric materials like the perovskites. Due to the large lattice mismatch and piezoelectric constants, piezoelectric polarization is also significant and of the same order of magnitude as the spontaneous polarization in strained structures. Therefore, it is important to model these features, that are not apparent or very weak in conventional compound semiconductors like GaAs, in any electronic or opto-electronic device based on nitrides. The corresponding charges can enormously influence the band diagrams, and the carrier distributions in the devices. There are some experimental and theoretical publications regarding the effect of these charges on quantum wells and HFETs, however, the effect on the performance of HBTs has not been studied yet. The available theories and published parameters appear to be adequate to be transferred into an appropriate framework to model these phenomena in a drift-diffusion simulator. Nevertheless, there are some ambiguities in the literature, the resolving of which is
the main objective of this chapter.

Sec. 3.2 gives a synopsis of polarization in nitrides. Sec. 3.3 is a formal presentation of the theory of polarized materials with pyroelectric and piezoelectric effects. The sign conventions of polarization in nitrides is presented in Sec. 3.4, while the ambiguities in the literature are discussed in Sec. 3.5.

3.2 Synopsis of Polarization in Nitride HBTs

The lattice mismatch between AlN and GaN in the wurtzite structure is relatively large. Numerically the edge length $a$ of the basal hexagon is 2.4% smaller in AlN. Therefore, unrelaxed heterostructures are strongly strained. On top of that, the various piezoelectric constants are at least 5 to 10 times larger in nitrides than in conventional III-V compounds, and resemble those found in typical piezoelectric materials, such as the II-VI oxides [49]. Consequently, the piezoelectric effect is important in strained layers of nitrides. The lattice misfit issue in the growth of heterostructural epitaxies is as old as the technology itself. It is sometimes possible to cancel it through certain mole fractions, e.g., in InP/In$_{0.53}$Ga$_{0.47}$P quantum wells. It is also possible to grow pseudomorphic films in which the perseverance of the lattice constants of the lower unstrained layer in the plane parallel to the hetero-interface is maintained by compressive or tensile strain in the upper layer, provided that the latter layer is thinner than a critical thickness. Otherwise, relaxation causes the formation of dislocations and defects in the lattice, which degrade the transport of carriers. In AlGaAs/GaAs HBTs, there is a small lattice mismatch between AlAs and GaAs (the lattice constant is 0.78% larger in the former). Thus, strain is not a concern in these devices, and quite thick pseudomorphic layers of Al$_{x}$Ga$_{1-x}$As with rather high mole
fractions can be grown without significant strain in the lattice. The lattice misfit is quite large in Si$_{1-x}$Ge$_x$ HBTs (the lattice constant of germanium is over 4% larger than that of silicon). However, due to the fact that the base thickness is typically smaller than the critical thickness, it is feasible to grow strained base layers. To give another example of a pseudomorphically grown, strained-base transistor, we can mention an InGaP/GaAs HBT which has been fabricated with a strained In$_x$Ga$_{1-x}$As base [54].

Piezoelectric charges are important in AlGaN/GaN quantum wells, where they can cause shifts in the photoluminescence spectra$^1$ [55]. The piezoelectric charge is also apparent and influences the two dimensional electron gas concentration in HFETs [17]. In these cases, at least one of the layers is less than the critical thickness for strain relaxation. In the typical Al$_x$Ga$_{1-x}$N/GaN HBTs studied here with mole-fraction $x \leq 0.3$, the thickness of the AlGaN emitter layer, grown on GaN layers of the base and the collector, is 0.5 $\mu$m (see Table 5.5). This value is much greater than the critical thicknesses determined from studies on GaN/AlN/GaN structures (0.003 $\mu$m [57], [58], [59]$^2$) and Al$_{0.1}$Ga$_{0.9}$N/GaN superlattices (0.004-0.06 $\mu$m [10]). Therefore, the piezoelectric effect does not seem to be relevant in HBTs. Nevertheless, the following discussion considers piezoelectric polarization charges, for the purpose of the comprehensiveness of the subject. It is worthy of note that the effect of dislocations due to relaxation in the emitter region might be important in interpreting the high diode-ideality factor in the Gummel plots of some fabricated devices [21]. Similar diode-ideality factors of greater than 2 for the base current in a reliability study of strained-base AlGaAs/GaAs HBTs have been related to defect formation

---

$^1$This is on top of the known effect of the strain on the band diagrams of semiconductors [56], which is a bulk property.

$^2$This reports the critical thickness of GaN layer grown pseudomorphically on AlN.
near the junction after a time-dependent relaxation at high currents [60]. The same phenomenon is likely to happen in the dislocated lattice on the emitter side of the base-emitter space-charge region in AlGaN/GaN HBTs.

Due to the lack of inversion symmetry between the growth directions of interest ([0001] and [000T]), the nitrides have a nonzero polarization in those axes in a zero electric field state, known as spontaneous polarization. Efforts on the measurement of piezoelectric constants can be traced back to 1973 (References 27 and 30 in Ref. [12]). Nevertheless, it is not feasible to directly measure the spontaneous polarization in bulk materials, since the induced charges at the surfaces are compensated by ambient charges. There are, however, reports on the induced voltage with temperature variation [58], known as the pyroelectric effect. The only published values on spontaneous polarization are in the recent theoretical study of both spontaneous polarization and piezoelectric constants by Bernardini et al. [49], based on the elegant quantum-mechanical theory of polarization in solids by King-Smith and Vanderbilt [61]. The corresponding magnitudes show that they are quite large, and only 3-5 times less than in typical perovskite pyroelectrics. The spontaneous and piezoelectric polarizations appear to have the same orders of absolute value in the various nitrides [12], [62]. Thus, lots of previous calculations on the effect of polarization in nitride structures can be ignored, whenever the spontaneous polarization has not been taken into account, e.g., due to the lack of any estimate for the quantity [63].

The following section attempts to present an exact formal treatment of intrinsic polarization. It is important to be careful in the nomenclature, as well as in the mathematical vector notations and signs employed, since the material in the literature is often ambiguous, confusing, and occasionally conflicting.
3.3 Electrostatics of Polarized Materials

In the classical theory of electromagnetism, the electric polarization, $P_E$, in response to the macroscopic electric field, $E$, present in the dielectric is expressed in terms of the electric susceptibility, $\chi(E)$,

$$P_E = \chi(E)E.$$  \hfill (3.1)

It is evident that the polarization is in the same direction of the field ($\chi(E) > 0$), and vanishes if $E = 0$. The scalar $\chi$ is usually a constant in ordinary dielectrics at low fields and frequencies. These are called linear dielectrics and follow the same back and forth path in the $P_E$ versus $E$ plots, when the applied field is varied. However, there are certain crystals, such as BaTiO$_3$ (barium titanate), that are intrinsically polarized in a zero-field state. This is due to the fact that the center of the positive and negative charges in the primitive cell are not at the same point. In other words, they do not have inversion symmetry in a certain crystallographic direction, called the polar axis. These dielectrics are called electrets. It is not possible to measure this intrinsic polarization directly, since it is neutralized by the charges in the ambient in steady state. In spite of this, the value of the polarization changes with strain and temperature. The variation with strain causes the piezoelectric effect (typical materials are II-VI oxides, e.g., ZnO) and the variation with temperature is known as the pyroelectric effect (typical ones are pervoskites, e.g., lithium niobate). When the value of the intrinsic polarization is varied in investigating either of these phenomena, the stray charges cannot respond instantaneously, and the induced voltage in response to the corresponding variation can be measured. There is also another variational effect, which is the nonlinear response to an external electric field in certain types of electrets. These materials have hysteresis loops similar to ferromagnetic
materials, and are therefore called ferroelectrics. The zero-field value of polarization indicated by extrapolation from the high-field, saturation regime is called the spontaneous polarization, which is typically very close to the polarization at that point. Obviously the polarity of this spontaneous polarization depends on the direction of the previously applied electric field. Both pyroelectricity and ferroelectricity disappear at a certain temperature called the transition temperature or Curie point. The precise distinction between the pyroelectric and ferroelectric materials is beyond the scope of this work and can be found elsewhere [64], but it is worthy of note that these phenomena usually occur in insulators.

The wurtzite nitrides of interest here are semiconductors and have a non-zero polarization in a field-free state, but do not show ferroelectric characteristics. This polarization is really an intrinsic polarization, but is usually referred to as spontaneous. The magnitude of the spontaneous (intrinsic) polarization, $P_{SP}$, is quite large, as mentioned previously. The polar axis is the c-axis; however, in which crystallographic direction ([0001] or [0001]) it is oriented is a matter to be discussed later. Piezoelectric polarization is also apparent and strong in nitrides. The details of the relationship between the stress, strain, piezoelectric and polarization tensors are thoroughly dealt with by Nye [65], and are not elaborated upon here. Briefly, in Voigt notation, the first-rank polarization tensor, $P_{PE}^i$, can be related to either the second-rank stress tensor, $\sigma_{ij}$, through the third rank piezoelectric moduli tensor, $d_{ijk}$, or equivalently (by means of Hooke’s law) to the second-rank strain tensor, $\epsilon_{ij}$. The latter is more suitable for our case, and since, due to the symmetries of the wurtzite structure, only 3 components of the 27 elements of $d_{ijk}$ are independent, a simpler matrix notation is more common in the nitride literature [12],

$$P_{PE} = \left( e_{31}(\epsilon_x + \epsilon_y) + e_{33}\epsilon_z \right) p = 2\frac{a-a_0}{a_0} \left( e_{31} - e_{33} \frac{C_{13}}{C_{33}} \right) p,$$  \hspace{1cm} (3.2)
where \( a_0 \) is the edge length of the top (secondly grown) layer in an unstrained condition, which is presently under strain with the edge length of \( a \). For a pseudomorphically grown layer, \( a \) is presumably equal to the corresponding edge length of the bottom unstrained layer. \( \varepsilon_x = \varepsilon_y = (a - a_0)/a_0 \) are the strains in the plane of the interface, and \( \varepsilon_z = (c - c_0)/c_0 \) is the strain in the direction of the polar axis with unit vector \( \mathbf{p} \), parallel or anti-parallel (as discussed later) to \( \mathbf{z} \) in the \((x, y, z)\) fixed coordinates, where \( \mathbf{z} \) is in the direction of the growth from "bottom" to "top". \( c_0 \) is the height of the hexagonal prism in the top layer in an unstrained condition, and \( c \) is the corresponding figure in the strained condition. In contrast to \( a \), \( c \) is not necessarily equal to the corresponding height in the lower unstrained layer. However, \( \varepsilon_z \) is related to \( \varepsilon_x \) through the elastic constants \( C_{13} \) and \( C_{33} \), as can be seen in Eqn. (3.2). \( e_{31} \) and \( e_{33} \) are the piezoelectric coefficients in the matrix notation related to the independent terms of \( d_{ijk} \) through Hooke’s law.  

Consequently, in the electrostatics of nitrides, all the \( i \) components of the total polarization vector \( \mathbf{P} \) must be added together:

\[
\mathbf{P} = \sum_i \mathbf{P}_i = \mathbf{P}_E + \mathbf{P}_{SP} + \mathbf{P}_{PE}. \tag{3.3}
\]

This alters the conventional relationship between the electric displacement and the field \((D = \varepsilon E)\) to,

\[
\mathbf{D} = \varepsilon_0 \mathbf{E} + \mathbf{P} = (\varepsilon_0 + \chi) \mathbf{E} + \mathbf{P}_{SP} + \mathbf{P}_{PE} = \varepsilon \mathbf{E} + \mathbf{P}_{SP} + \mathbf{P}_{PE}, \tag{3.4}
\]

where \( \varepsilon \) and \( \varepsilon_0 \) are the permittivities of the electrically polarized media and vacuum respectively. It is evident from the last equation that one can imagine a situation where there is a non-zero displacement, even though \( \mathbf{E} = 0 \). An example is a speci-
men placed between two conducting plates at the same potential. The electric field
vanishes in the material; however, \( \mathbf{D} \neq \mathbf{0} \) in the media due to the free surface charge
densities on the plates with the absolute values of \(|P_{SP} + P_{PE}|\). On the other hand,
we can have a situation where \( \mathbf{E} \neq \mathbf{0} \), even though \( \mathbf{D} = \mathbf{0} \). One should be aware that
the macroscopic electric field, \( \mathbf{E} \), is in response to all the real charges in the media
(either free or polarized), and is not solely due to the external applied voltage. Thus
a non-zero electric field is present in the material in an electrically isolated ambient
due to the polarized charges in such a way as to satisfy \( \mathbf{D} = \mathbf{0} \) (see Eqn. (3.11)). In
this imaginary experiment, polarized surface charge densities of \( \pm (P_{SP} + P_{PE})/\varepsilon_r \) are
induced at the interfaces, where \( \varepsilon_r = \varepsilon/\varepsilon_0 \) is the relative permittivity of the dielectric.

Any of the \( \mathbf{P}_i \) components in Eqn. (3.3) (as well as the total \( \mathbf{P} \)) can be
mathematically attributed to a polarization volume charge density, \( \rho_{p,i} \), in the bulk
material and a polarization surface charge density, \( \sigma_{p,i} \), at the surface of the material
[66] (Chap. 4, p. 72),

\[
\rho_{p,i} = -\nabla \mathbf{P}_i, \quad (3.5)
\]

\[
\sigma_{p,i} = \mathbf{P}_i \cdot \mathbf{n}, \quad (3.6)
\]

where \( \mathbf{n} \) is the outward normal vector at each point of the surface element of the
dielectric (see Fig. 3.1). This last effective charge formulation is quite useful in deter­
mining the necessary modifications that need to be made to conventional numerical
simulators used in semiconductor device work to take into account the presence of
polarization charges. With regard to Gauss’s law, we can always link \( \mathbf{E} \) to all the
contributing charges (either free or polarized) present in the media,

\[
\varepsilon_0 \nabla \cdot \mathbf{E} = q(N_D^+ - N_A^- + p - n) + \rho_{E} + \rho_{SP} + \rho_{PE}, \quad (3.7)
\]

where \( q \) is the electron charge, \( N_D^+ \) and \( N_A^- \) are the ionized donor and acceptor densi-
Figure 3.1: Unit vectors at the boundary of two media 1 (bottom) and 2 (top) with electric displacements.

ties respectively, and $p$ and $n$ are the hole and electron concentrations, respectively. We can define

$$\rho_{pol} \equiv \rho_{SP} + \rho_{PE} = -\nabla \cdot (P_{SP} + P_{PE}).$$  \hspace{1cm} (3.8)

$\rho_{pol}$ is zero in homogeneously grown structures, i.e., the polarizations are constant through the media. $P_{SP}$ is non-zero in any graded layer, but $P_{PE}$ is non-zero only if the graded layer is strained. On the other hand, $P_{E} = -\chi \nabla . E$ can be absorbed in $\epsilon$ to obtain the modified Poisson's equation governing polarized semiconductors:

$$\nabla \cdot (\epsilon \nabla \psi) = -\nabla \cdot (\epsilon E) = -q(N^+ + N^- + p - n) + \rho_{pol},$$  \hspace{1cm} (3.9)

where $\psi$ is the vacuum potential. This equation can be solved with the ordinary Neumann boundary conditions:

$$\psi_1(0) = \psi_2(0),$$  \hspace{1cm} (3.10)

$$D_1(0) = D_2(0),$$  \hspace{1cm} (3.11)

where 1 and 2 refer to the two sides of the interface at $z = 0$ (see Fig. 3.1). The first boundary condition, Eqn. (3.10), is for the avoidance of an infinite electric field at the interface. The second boundary condition can be simply inferred from Eqns. (3.4), (3.5) and (3.7), if $\sigma_{free}$, the free surface charge density at the interface is zero.
This is the situation we are interested in. Recalling that \( E \) is always \(-\nabla \psi\), according to Eqn. (3.4), Eqn. (3.11) yields:

\[
\epsilon_1 d\psi_1(0)/dz - \epsilon_2 d\psi_2(0)/dz = \sigma_{pol} \equiv \sigma_{SP} + \sigma_{PE},
\]  

(3.12)

where

\[
\sigma_{SP} = (P_{SP1} - P_{SP2}).z = P_{SP1}.n_1 + P_{SP2}.n_2,
\]

(3.13)

\[
\sigma_{PE} = (P_{PE1} - P_{PE2}).z = P_{PE1}.n_1 + P_{PE2}.n_2,
\]

(3.14)

The most right-hand sides of Eqns. (3.13) and (3.14) have been written in consistency with Eqn. (3.6). To have a rule of thumb it might be easier to express the above equations in terms of "bottom" and "top" layers, as defined previously in Fig. 3.1, \( i.e. \),

\[
\sigma_{pol} = P(bottom) - P(top),
\]

(3.15)

where from \( P \) we mean the algebraic addition of piezoelectric and spontaneous polarizations projected in the growth direction, \( z \), \( i.e. \), \( P = (P_{SP} + P_{PE}).z \). In a conventional emitter-up HBT configuration, \( z \) points from the collector to the emitter.

To summarize the section, a drift-diffusion simulator would solve Eqn. (3.9) and the drift-diffusion equations simultaneously with the boundary conditions in Eqns. (3.10) and (3.12) in a spontaneously and/or piezoelectrically polarized heterostructure. In homogeneous materials \( \rho_{pol} \) is zero, but has to be taken into account in graded layers of semiconductor devices.
3.4 Sign Conventions of Polarization in Nitrides

The previous section presented the theory required for modeling polarization effects in strained and/or intrinsically polarized semiconductors. The sign or polarity of the volume and interface charges distributed in the device can be unambiguously determined, as long as we know what the magnitudes and the directions of $P_{SP}$ and $P_{PE}$ are. As mentioned before, the spontaneous polarization and piezoelectric constants of AlN, GaN and InN are calculated by Bernardini et al. [49]. One can simply calculate the corresponding values at mole fraction $x$, by means of linear interpolation for the required quantities.

Observing the calculated spontaneous polarizations in Ref. [49], we can see that the values are negative. Obviously the negative sign must be with respect to a positive direction convention. This is the crystallographic [0001] orientation with the unit vector $c$ [49], [68]. By convention $c$ is defined from a cation (Ga for instance) atom towards the nearest neighboring N atom. These are those atoms separated by $uc$ ($u$ is the anion-cation bond length along the $c$-axis), as shown in Fig. A.3(b). Recall that the wurtzite structures consist of two hexagonal closed packed (hcp) structures, one with cations and the other with anions, penetrated into each other with a separation of $uc$. Equivalently one can visualize that in the [0001] direction, the cation atoms are positioned on top of those $\{0001\}$ cation and anion bilayers which are separated by $(c/2 - u)c$. That is why the [0001] orientation is also known as Ga-faced in GaN. In our fixed $z$ coordinate this means that $c = z$. However, different materials have different equilibrium separations in the lattice. As discussed in Appendix A, ideally $u$ is equal to $3c/8$, since this is the ratio that annihilates the electric force at each dot-sized ion in the lattice. Because of the nonzero radii of the
ions as well as the effect of electron orbitals, the nitrides have substantially smaller $u/c$ ratios in equilibrium positions (see Table A.1). Thus, since $u \neq c/4$ (neither in reality nor ideally) wurtzite structures do not have inversion symmetry along the $c$ direction, i.e., they are polar. In other words, the centers of the positive and negative charges are not at the same point in a primitive unit cell, and it happens to have a negative spontaneous polarization with respect to $c$. Flipping the crystal over in our fixed $z$ direction gives the $[000\overline{1}]$ or N-faced polarity. The definition of $c$ is unchanged, with regard to the anions and cations, i.e., $c = -z$. Also the spontaneous polarization is still negative with respect to $c$. There are still arguments on how to experimentally determine the polarity of nitrides and the chemical properties of the surfaces, as well as which orientation is preferred by different growth techniques [70].

Regarding the piezoelectric polarization, the values of the piezoelectric coefficients are tabulated through a practical sign convention, codified by the IEEE [70]. The piezoelectric axis, $p$, appearing in Eqn. (3.2) is defined in a way that $e_{33}$ is positive. Therefore, the coefficients themselves do not give any correlation between $p$ and $c$ axes, and it must be figured out independently. This is what is implicitly done in Ref. [49], with the result that $p = c$. Thus, the direction of the piezoelectric polarization is decided on the sign of the product of $(e_{31} - e_{33}(C_{13}/C_{33}))$ by $\epsilon_x$ in Eqn. (3.2). For AlGaN layers grown pseudomorphically on GaN, the layer is in tensile strain, so $\epsilon_x$ is positive. The $(e_{31} - e_{33}(C_{13}/C_{33}))$ factor is negative for any mole fraction in AlGaN layers on GaN (this is not always the case in other nitride heterostructures, e.g., InN on GaN). Consequently, $P_{PE}$ is in the $-c$ direction, i.e., in the same direction as $P_{SP}$. 
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3.5 Discussion

One can conclude at this point that the above sign conventions are adequate for calculating the interface charges with the correct polarities, by employing Eqns. (3.15) and (3.8). These sign conventions are employed in Refs. [12], [68], [67], [69], and [62]. All of them consider the [0001] case, since it appears to be the more commonly reported direction of the growth by metal-organic chemical vapor deposition [12], [70]. Nevertheless, even though the absolute value of the charges in Eqns. (3.15) and (3.8) can be guessed intuitively, the charges sometimes appear in the literature with the correct polarity, and sometimes with the wrong polarity. This whole critical exercise has been developed in this chapter to resolve the polarity issue.

According to the values of spontaneous polarization of GaN and AlN in Sec. 2.7, we can claim that the polarization charge at the hetero-interface of a strained
AlGaN layer grown on top of a GaN layer is positive if we have [0001] or Ga-faced layers, and is negative if we have a N-faced structure. Fig. 3.2 shows the the polarization vectors, as well as the polarity of the interface charge for these two cases. However, not all the publications are in accord with this picture:

Regarding Eqn. (3.8), the minus sign has been overlooked in Refs. [17] and [67], and even sometimes the incorrect notation $\nabla P$ can be found [67], [68], [69]. Regarding Eqn. (3.15), Refs. [68], [62], and [69] are in agreement with us, but Refs. [67] and [12] write the wrong sign, all with the same $z$ definition as ours. They have all presented some figures, similar to Fig. 3.2, in their publications to indicate the sign of the polarized charges induced at the interfaces. Refs. [68], [69] and [62] are in accord with Eqn. (3.15), and the figures are consistent with this assumption too. Ref. [67] writes the opposite sign for Eqn. (3.15), but through an inconsistency in the paper, the figures appear to be correct. Ref. [12] has the wrong sign of Eqn. (3.15), as well as in the corresponding figure.

Finally, as discussed previously, pyroelectricity usually vanishes at a certain temperature, called the Curie point. The spontaneous polarization constant values in Ref. [49] are for room temperature. To the best of our knowledge, the temperature dependence of the parameter has not been studied yet, however, we expect that the values would be much smaller at the elevated temperatures of interest in nitride HBTs.

3.6 Summary

- Spontaneous polarization is large in nitrides and should be appropriately modeled in AlGaN/GaN HBTs. However, due to the fact that the emitter epilayer
is typically thicker than the critical thickness, the piezoelectric effects do not seem to be relevant in such devices. On the other hand the effect of dislocations in the relaxed emitter is worthy of study regarding the poor performance of the fabricated HBTs.

- Both the spontaneous and/or piezoelectric interface charges can be calculated with justified polarities, provided that the direction of the polarizations are known. The surface and volume charges of abrupt and graded emitter-up AlGaN/GaN HBTs, respectively, are positive for Ga-faced growth, and negative for N-faced growth.

- The precise temperature dependence of the pyroelectric effect in nitrides is unknown. The spontaneous polarization is expected to be reduced at the elevated temperatures of interest in nitride HBTs.
Chapter 4

Static Performance of AlGaN/GaN HBTs

4.1 Overview

The idea of employing band-gap engineering schemes in microelectronic devices is credited to W. Shockley, the father of the transistor. The theoretical aspects of a wide-gap emitter were first studied by H. Kroemer in 1957 [72]. Beyond some scattered publications in the 1970's, due to the lack of promising fabrication techniques heterojunction bipolar transistors (HBT) did not emerge until the early 1980's, when Kroemer himself announced its era in an invited paper [73]. The main idea is increasing the emitter injection efficiency, by reducing the minority carrier component of emitter current, through a larger valence band barrier for the holes, a consequence of the difference between the emitter and base band-gaps\(^1\). As another benefit, one can increase the base doping density to achieve lower base resistance, causing a higher maximum oscillation frequency, in addition to reducing current crowding in high cur-

\(^1\)n-p-n transistors are referred to throughout this work.
rent regimes. On the other hand, the emitter doping can be reduced in order to reduce the base-emitter junction capacitance. A mole-fraction-graded emitter buffer between the base and the bulk emitter can remove the abrupt barrier, which blocks the injection of electrons into the base. Band-gap engineering is not necessarily restricted to the emitter, and various structures exist. The classical paper by Kroemer [73] remains a must-read for anybody in the field. A concise review of the state-of-the-art of ultra-fast HBTs can be found in the Wiley Encyclopedia of Electrical and Electronics Engineering [74]. Group III-V device fabrication technology became so mature, and HBTs became so commercial for mobile and optical-fiber communications in the mid-1990's, that HBTs can now be viewed as conventional transistors. Complete textbooks have been devoted to these devices [75], [76].

As discussed in Sec. 1.1.2, nitride HBTs are primarily of interest for high-power, and high-temperature applications in hostile environments like furnaces, motors of automobiles, and all-electrical aircraft technology. The high-power application is a consequence of the high breakdown voltage, since the energy for ionizing collisions that create electron-hole pairs increases with the band-gap in the avalanche process. Sometimes, Johnson’s figure of merit for unipolar devices, which is proportional to the square of the product of the breakdown critical field and the saturation velocity, is employed to argue the advantage of nitride bipolar transistors [77], [21]. This figure for GaN is some hundreds of times superior to that in Si [78], but does not seem to be an appropriate figure of merit, since the saturation velocity is very high in nitrides, and the current associated with it ($J_{coll}$ in Eqn. (4.1)) does not limit the overall current in the way it does for unipolar devices. Gao and Morkoç [79] have developed a reasonable figure of merit for high power class $B$ and $C$ HBT amplifiers, which incorporates the breakdown critical field into the maximum available power of
these amplifiers. They conclude that the AlGaN/GaN system is 19 times superior to AlGaAs/GaAs, and 32 times better than silicon technology.

The interest in nitrides for high-temperature electronics is partly due to chemical stability and inertness at elevated temperatures, but is not, as sometimes is thought [77], [81], [83], due to the high thermal conductivity of nitrides. The thermal conductivity of GaN, for instance, is the same as silicon, i.e., 1.3 W/cmK [43]. The figure is higher for SiC, being about 5.0 W/cmK in SiC [24]. It is due instead to the fact that a wide band-gap material has a low intrinsic carrier concentration. Any doped semiconductor is extrinsic at some moderate temperature range above the freeze-out regime, but tends to be intrinsic at adequately high temperatures, when the intrinsic concentration dominates the completely ionized impurity concentration, causing the electron and hole concentrations to be roughly equal. Under such circumstances, obviously, any transistor action relying on having three designated n, p, and n regions collapses. For instance, the electrons are no longer the minority carriers in the base, and the majority carrier concentrations are not dictated by the dopings in the base, emitter or collector. In addition, the high intrinsic concentration will cause a large electron-hole pair generation rate in the collector-base space-charge region, which will dominate the current [80]. This large current will push the device into thermal runaway. With respect to this argument, the smaller the band-gap, the lower the maximum operating temperature. For silicon the limit is about 500 K, and is conventionally avoided by cooling means. It occurs at about 1,000 K in GaAs, but devices are never operated at such high temperatures, because the thermal conductivity is low, and dissociation of the compound semiconductor occurs. The corresponding temperature for the nitrides happens to be in the range of the melting point, i.e., \(~2,000\) K. Therefore, nitride transistors can operate at very high temperatures, in
principle, without the necessity of expensive and bulky heat sinks. This also makes them suitable for satellite high-power applications, where although the temperature is not too high, large heat sinks are required due to the poor convection properties of the low-pressure atmosphere.

Sec. 4.2 reviews the short history of nitride bipolar transistors. The rest of the chapter is a novel contribution to the literature as it attempts to predict the static performance limits of AlGaN/GaN HBTs. Sec. 4.3 presents the analytic compact expressions for modeling these devices, the results of which lead to the emitter configuration study in Sec. 4.4.1. Aspects of polarization, and high level injection are studied by a drift-diffusion simulator in Sec. 4.4.2, while Sec. 4.4.3 is devoted to the high temperature issues. The high-frequency aspects are discussed in the following chapter.

4.2 History of Nitride HBTs

With respect to other compound material systems, like GaAs, the nitride HBTs are still in their infancy. The first nitride HBT was made by Pankove et al. [81], at the University of Colorado in 1994, by employing the GaN/6H-SiC system, working up to 260°C, with high gains at room-temperature, and a gain record of 100 at 535°C [20], [82]. However, since 1999, Pankove's group has switched to the 4H polytype of SiC for the base, and collector materials [83], [84], [85]. They argue that the high quality, defect-free 6H-SiC layers used in [81], [20], [82], have not been reproducible, and 4H-SiC is more promising in this regard. These HBTs have a modest gain of 15 at room temperature, shrinking to 3 at 300°C.

The band-gaps of 4H-SiC and 6H-SiC are 0.2 and 0.4 eV smaller than GaN
at room temperature, respectively [83]. The AlGaN/GaN system offers higher band-gaps, with the freedom of playing with the band-gap difference via the aluminum mole fraction in the emitter. The development of AlGaN/GaN HBTs was impeded until 1998 though, because of difficulties in obtaining a highly doped p-type base. The first report of a working device is credited to Ren et al. [22], at the University of Florida, who achieved a current gain of 10 at 300°C, comparable to the results on the 4H-SiC structure, but with a gain of less than 3 at room temperature [86]. This unexpected behavior was attributed to temperature-dependent base resistance phenomena. The active layers were grown by MBE, but the same group has subsequently reported HBTs grown by MOCVD [86]. They also report on very high Early voltages, and the decrease of the collector-base breakdown voltage from greater than 10 to about 4 V, when the temperature is increased to 250°C from room temperature [88]. Another report also appeared in 1998 by McCarthy et al. [92] with the same low current gain of about 3 at room temperature, partly because of the wide 0.2 μm base, and also because of high surface and space-charge recombination, as well as poor contacts [21]. There is also a report of a GaN homojunction bipolar transistor by Yoshida and Suzuki [23], who claim current gains of 10 to 40 at 300°C, which is remarkable for a homojunction device, considering the above-mentioned reports for heterojunction devices. Finally, Shelton et al. [87] have achieved the fabrication of an AlGaN/GaN HBT with the encouraging gain of 100.

In terms of theoretical work, there is one publication on the base transit time of GaN/InGaN HBTs [24], which to the best of our knowledge is not a material system that anyone has been developing in terms of device fabrication. Chiu et al. [33] do a numerical study of the same quantity in GaN/InGaN/AlGaN, and AlGaN/GaN/AlGaN double hetero-bipolar transistors, focusing on the exit velocity.
at the collector-base junction, where they predict a cut-off frequency of about 19 GHz for the latter system. For \( n-p-n \) AlGaN/GaN HBTs there are three simulation predictions, all appearing in 2000 [77], [89], [90]. The predicted room-temperature current gains are 15 [77], 60 [90], and 1,100 [89]. As we will see, these totally different predictions originate from the dominance of recombination in the base current, and the fact that the three groups used different values of the minority-carrier lifetime. None of the three simulation articles do an analytic study of the bottleneck for carrier transport in different structures, and neither do they consider the effect of incomplete ionization in the base, which is elaborated upon here for the first time. Also, they do not incorporate the effect of polarization in the predictions, as is done here.

As a final note, it must be stressed herein that regardless of technological aspects, the advantage of AlGaN/GaN HBTs over GaN/4H-SiC devices appears to be still controversial, since in addition to the above-mentioned higher thermal conductivity of SiC, the high radiative recombination in the GaN-based devices dominates the base current and the gain, while SiC is an indirect material with longer minority carrier lifetime [83]. In both material systems, problems exist with achieving very high \( p \)-type doping densities and low sheet resistances (both of which are necessary for the base material). This has led to some preliminary investigations of \( p-n-p \) AlGaN/GaN transistors as an alternative to the \( n-p-n \) configuration [91].

### 4.3 Compact Expressions for Collector and Base Currents

For the purpose of providing an analytic expression for the collector current density, \( J_C \), one of the most recent and comprehensive formulations in the HBT literature
Figure 4.1: Typical band diagrams of an AlGaN/GaN abrupt HBT at 300 K, showing the three components of $J_C$ in Eqn. (4.1), and the two components of $J_B$ in Eqn. (4.9). Also shown are the important energies: $E_{pk}$, $\Delta E_C$ and $\Delta E_n$.

is the cornerstone of our results after performing a few modifications. As depicted in Fig. 4.1, these are three possible major bottlenecks for the transport of carriers, namely: diffusion in the base, $J_{diff}$; tunneling and thermionic emission at the base-emitter heterojunction, $J_{TTE}$; and drift in the collector-base space-charge region, $J_{coll}$. Assuming $J_C$ is much greater than the recombination current in the quasi-neutral base, the three components are incorporated into a serial flow model [93],

$$J_C = \frac{1}{J_{diff} + J_{TTE} + J_{coll}} = \frac{-q\bar{n}_0 B e V_{BE}/k_B T}{W_B + \frac{1}{\gamma v_R} + \frac{1}{v_{coll}}} \approx J_{diff} e^{-q\Delta E_n/k_B T}, \quad (4.1)$$

where $q$ is the electron charge, $v_R$ is the Richardson velocity in the base, $V_{BE}$ is the base-emitter junction voltage, $k_B$ is the Boltzmann constant, $T$ is the temperature, $v_{coll}$ is the velocity of electrons entering the collector, after diffusing across the quasi-neutral base with width $W_B$ and field-free diffusivity $D_{nB}$. Typically, $J_{coll}$ is negligible in nitride HBTs, because of the high saturation velocity. $\bar{n}_0 B$ is the equilibrium value
of electron concentration at the edge of the quasi-neutral base. Multiplying \( n_{0B} \) by \( \delta = \exp(-\Delta E_n/k_B T) \) for calculating \( J_{TEE} \) is essential as the concentration of interest is at the top of the barrier in Fig. 4.1, where \( \Delta E_n \) is the energy difference between the peak of the barrier and the conduction band in the base at the emitter edge of the quasi-neutral base, i.e.,

\[
\Delta E_n = \Delta E_C - q(1 - N_{rat})(V_{bi} - V_{BE}). \tag{4.2}
\]

\( V_{bi} \) is the corresponding built-in potential, and \( \Delta E_C \) is the conduction band offset. \( N_{rat} = \epsilon_B N_B / (\epsilon_B N_B + \epsilon_E N_E) \), where \( N_E \) and \( N_B \) are the emitter- and base-doping concentrations respectively, with corresponding permittivities \( \epsilon_E \) and \( \epsilon_B \).

\( \gamma \) in Eqn. (4.1) is the tunneling factor, the ratio of the total tunneling and thermionic current, \( J_{TEE} \), over the thermionic current, \( J_{TE} \), in the parallel flow of the two phenomena across the junction. The compact expressions in Searles et al. [94], have been incorporated for calculating \( \gamma \) in this work:

\[
\gamma = \frac{J_{TEE}}{J_{TE}} = C e^{\frac{E_{pk}(1-\alpha)}{k_B T}} + 1, \tag{4.3}
\]

where \( \alpha = \tanh(U'_{00}/U'_0) \), and \( U'_0 = \hbar q\sqrt{N_E/m_e\epsilon_E/k_B T} \). \( m_e \) is the electron longitudinal mass in the emitter, and \( C \) is another parameter defined as

\[
C = \sqrt{\frac{4\pi E_{pk} U'_0 \sinh U'_0}{k_B T \cosh^3 U'_0}}. \tag{4.4}
\]

\( E_{pk} \) is the peak energy at the top of the abrupt barrier with reference to the conduction band at the emitter contact. As shown in Fig. 4.1, it is the emitter-side portion of the energy drop of the vacuum level across the base-emitter space-charge region, i.e.,

\[
E_{pk} = qN_{rat}(V_{bi} - V_{BE}). \tag{4.5}
\]

Eqn. (4.1) is primarily for an abrupt HBT, but it turns out that with appropriate values for \( \gamma \), and \( \delta \), the same expression can be equivalently employed for
emitter-graded HBTs. The specifications are simply: (i) $\gamma = 1$; (ii) $\Delta E_n = 0$ or $\delta = 1$, since presumably there is no discontinuity in the conduction band. The conventional expressions for $V_i$ can be used for both graded and abrupt cases, if one bears in mind that due to the large effect of incomplete ionization of the Mg dopants in the base of nitride transistors, the hole concentration in equilibrium, $\bar{p}_{0B}$, which is conventionally assumed to be equal to $N_B$, should be altered to $N_B^-$, the ionized concentration. Simple expressions can be developed for $N_B^-$ from standard charge-neutrality theory, [95] (Chap. 4, p. 128),

$$N_B^- = -\frac{N_\zeta}{2} + \sqrt{\left(\frac{N_\zeta}{2}\right)^2 + N_\zeta N_B},$$

(4.6)

$$N_\zeta \equiv \frac{N_V}{g_A} e^{(E_A - E_V)/k_BT},$$

(4.7)

where $N_V$ is the effective density of valence band states, $g_A$ the acceptor degeneracy factor, and $E_A - E_V$ is the acceptor ionization energy, all in the base material. However, one should not argue in the same way, and change $N_B$ in the aforementioned parameter $N_{rat}$ to $N_B^-$. That is because of the band bending in the space-charge region, where the acceptor level energy will lie close to the hole quasi-Fermi level, causing near-complete ionization in that region. Comparison with the numerical solutions verified this assumption. If $N_B^-$ is used in calculating $N_{rat}$, there is a large error in the analytic results, basically due to the presence of $N_{rat}$ in the tunneling model. However, using $N_B^-$ for estimating $V_{bi}$ is in agreement with the simulated estimates of the quantity, and also gives the correct collector current density (see Fig. 4.6).

The most right-hand side of Eqn. (4.1) is written with the approximation that the forward electron flow in the quasi-neutral base is much larger than the reverse electron flow. $J_{diff} = -q(D_{nB}/W_B)\bar{p}_{0B}\exp(qV_{BE}/k_BT)$ is the well-known diffusion
term for homojunction transistors, where the approximations in deriving it are: (i) short-base transistors such that \( W_B \) is much greater than the electron diffusion length; (ii) strong reverse bias for the base-collector junction such that the minority electron concentration at the corresponding edge of the quasi-neutral base can be neglected compared to that at the other end of the base. Quasi-Fermi level splitting, \( \Delta E_{Fn} \), is a consequence of applying the principle of current balancing across heterojunctions [96]. This splitting brings the non-equilibrium electron concentration at the emitter side of the quasi-neutral base down to \( \bar{n}_0 \text{exp}(q(V_{BE} - \Delta E_{Fn})/k_BT) \) in the case of HBTs. From Eqn. 4.1, it can be simply inferred that

\[
\Delta E_{Fn} = k_B T \ln \left( 1 + \frac{D_{nB}}{W_B} \left( \frac{1}{\gamma \delta v_R} + \frac{1}{v_{cool}} \right) \right). \tag{4.8}
\]

In contrast to the collector current, the base current comprises components which flow in parallel. As shown in Fig. 4.1, we consider current densities \( J_{rec} \) and \( J_{hole} \), due to quasi-neutral base recombination and back-injection of holes into the emitter, respectively. The hole diffusion length, \( L_{pE} \), is typically of the same order of magnitude as the quasi-neutral emitter width, \( W_E \), in nitride transistors. Therefore, employing the full hyperbolic solution of the continuity equation in this region is more reasonable than the long- or short-emitter approximations. This is the first term in the following expression for the base current density, \( J_B = J_{hole} + J_{rec} \), which is applicable to both the graded- and abrupt-emitter cases,

\[
J_B = \frac{qD_{pE}n_{iE}^2}{L_{pE}N_E} \coth \left( \frac{W_E}{L_{pE}} \right) e^{\frac{\nu_{BE}}{k_BT}} + \frac{qW_B\bar{n}_0B}{2\tau_n} e^{\frac{\nu_{BE}-\Delta E_{Fn}}{k_BT}}. \tag{4.9}
\]

\( D_{pE} \) is the diffusivity of holes in the emitter, \( n_{iE} \) is the intrinsic carrier concentration in the emitter, and \( \tau_n \) is the minority carrier lifetime in the base. The recombination term, \( J_{rec} \), invokes \( \Delta E_{Fn} \) in a similar way as in \( J_{diff} \) in order to find the concentration of minority carriers at the edge of the quasi-neutral base in an approximately
Table 4.1: Configuration of studied AlGaN/GaN HBTs.

<table>
<thead>
<tr>
<th>Region</th>
<th>Material</th>
<th>Doping (cm$^{-3}$)</th>
<th>Width ($\mu$m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Emitter</td>
<td>Al$<em>x$Ga$</em>{1-x}$N</td>
<td>0.5-5×10$^{18}$</td>
<td>0.50</td>
</tr>
<tr>
<td>Base</td>
<td>GaN</td>
<td>1 × 10$^{19}$</td>
<td>0.10</td>
</tr>
<tr>
<td>Collector</td>
<td>GaN</td>
<td>5 × 10$^{16}$</td>
<td>0.75</td>
</tr>
<tr>
<td>Subcollector</td>
<td>GaN</td>
<td>5 × 10$^{18}$</td>
<td>0.75</td>
</tr>
</tbody>
</table>

4.4 Results and Discussion

The baseline device of our study has been a $n$-Al$_x$Ga$_{1-x}$N/$p$-GaN/$n$-GaN HBT where the metallurgical emitter, base, collector, and sub-collector widths, and doping densities are shown in Table 4.1. These figures are in accord with the fabricated device reported in Ref. [21], with the exception of the base width, which we take to be half as wide in anticipation of future improvements in the technology. Also, the emitter doping and mole fraction are kept as free parameters, and are subject of an analytic study to find the optimum configuration.

In addition to the analytical computations, numerical simulation results were obtained from the commercial drift-diffusion, finite-element solver, MEDICI [98]. The collector-emitter voltage, $V_{CE}$, was fixed to 10 V in all the simulations, and incomplete ionization, and Fermi-Dirac statistics were assumed. In graded-emitter HBTs, a 200 Å linear grading in the emitter has been modeled in the simulations, i.e., the
ungraded emitter is 0.48 μm wide. Typically two-dimensional effects like current crowding are negligible in HBTs due to the high doping density in the base, and one-dimensional simulations seem adequate for reliable and fast results. This was verified by comparisons of simulation of the one- and two-dimensional cases. In two-dimensional simulations, 1.0 × 3.0, and 1.0 × 4.8 μm² planar cross-sections were assumed for the emitter and collector respectively, in an emitter-up configuration. Two symmetrical base contacts with 0.50 μm ledge widths were modeled without any surface recombination feature. With respect to the symmetry of the device geometry, a half-structure was simulated, while all the current density results were normalized to the corresponding emitter cross-section area.

The effort of this static (DC) study was focussed on the Gummel plots, i.e., log\(J_C\) and log\(J_B\) versus \(V_{BE}\), at fixed \(V_{CE}\). Due to the high breakdown electric field, which has not been modeled herein, the above-mentioned bias is below the onset of breakdown in the collector-base junction. It should be noted that all the parameters required for either the numerical or the analytic approaches are taken from Chap. 2. If any property, e.g., band-gap narrowing, is not discussed in that chapter, it means that it has not been incorporated in the models. Second order effects, such as this, are ignored due to the lack of any definite data in the nitride literature at the present time.

### 4.4.1 Emitter Configuration

This section is devoted to a systematic study of the influence of the emitter structure on the static characteristics of the devices. For this purpose, the analytic expressions in Sec. 4.3 are employed rather than the results of the drift-diffusion simulator. This is primarily due to the interest in gaining a deeper understanding of the various
Figure 4.2: $\beta$ versus $x$, for 300, 450, and 600 K, calculated analytically through Eqns. (4.1), and (4.9) for two abrupt HBTs with $N_E = 5 \times 10^{17}$ cm$^{-3}$ (solid line), and $N_E = 5 \times 10^{18}$ cm$^{-3}$ (dashed line).

The main advantage of using a wide band-gap emitter is the suppression of the back-injection hole current [72]. Therefore, finding the minimal aluminum mole fraction, $x$, to achieve this suppression appears to be the first step in studying Al-GaN/GaN HBTs. Regarding that, the static gain, $\beta = J_C/J_B$, is plotted versus $x$ in Fig. 4.2 for a moderate- ($5 \times 10^{17}$ cm$^{-3}$) and a high- ($5 \times 10^{18}$ cm$^{-3}$) emitter doping density in an abrupt device for three temperatures. The results of the graded case are virtually the same (see Fig. 4.8). It is apparent that $\beta$ increases with $x$ to a maximum of 270 at 300 K, for instance, in either doping case, and is more or less constant beyond $x \approx 0.1$. Examining the two components of the base current in Eqn. (4.9) reveals that this is the mole fraction at which $J_{hole}$ is about three orders of magnitude
Figure 4.3: $J_C$ versus $V_{BE}$ calculated by Eqn. (4.1) for four abrupt devices with: (a) $N_E = 5 \times 10^{17}, x = 0.1$ (solid line); (b) $N_E = 5 \times 10^{17}, x = 0.3$ (dot-dashed line); (c) $N_E = 5 \times 10^{18}, x = 0.1$ (dashed line); (d) $N_E = 5 \times 10^{18}, x = 0.3$ (long-dashed line), and graded-emitter devices (circles). All the dopings are in cm$^{-3}$.

smaller than $J_{rec}$. In such circumstances, $\beta \approx \tau_n/\tau_B$, which is a well-known expression for base-limited homojunction bipolar transistors, where the quasi-neutral base signal-delay time is fairly assumed to be $\tau_B = W_B^2/2D_{nB}$ (see Eqn. (5.14)). That is why all the devices have roughly the same gain at high mole fractions. This simple relation also explains why the gain decreases with temperature: although $\tau_B \propto (T\mu_n^e)^{-1}$ decreases slightly with temperature, $\tau_n = 1/Bp_0B$ drops more drastically, causing an increase in $J_B$. The temperature dependence of the gain is discussed further in Sec. 4.4.3. To summarize, in contrast to AlGaAs/GaAs HBTs, where a mole fraction of 0.3 is typical, due to the large band-gaps of AlGaN/GaN heterostructures, 0.1-0.15 appears to be sufficient to suppress $J_{hole}$. However, it should be stressed here that if the material properties of nitrides are improved in a way that $\tau_n$ becomes larger than the value employed in this work, a larger minimal mole fraction would be essential in
Figure 4.4: Various current densities versus $V_{BE}$ for the four (a)-(d) abrupt HBTs of Fig. 4.3: $J_{TTE}$ (solid line), $J_{diff}$ (dashed line), $J_{coll}$ (dot-dashed line), $J_C$ (circles), and $J_B$ (diamonds).

the design of high-gain AlGaN/GaN HBTs.

To study the emitter configuration further, Fig. 4.3 depicts $J_C$ versus $V_{BE}$ plots for five devices at room temperature. The emitter doping densities are the same as those in the previous figure, but the mole fraction is either 0.1 or 0.3 for either doping, resulting in the four abrupt devices characterized in the figure. The same emitter variations were studied for the graded case, but since their plots are virtually the same, one of them represents them all. The three $J_{diff}$, $J_{TTE}$, and $J_{coll}$ components of all the abrupt devices are gathered in Fig. 4.4. As can be seen, each
one has its own peculiar features, and is worthy of a brief discussion. In all of them, $J_{coll}$ is negligible. Device (c), $N_E = 5 \times 10^{18}$ cm$^{-3}$ and $x = 0.1$, is diffusion dominated. The same is true for all the graded cases, as Fig. 4.3 shows the same $J_C$ as device (c). All the three other cases are dominated by $J_{TTE}$. The two $N_E = 5 \times 10^{17}$ cm$^{-3}$ cases (a), and (b), have different turn-on voltages, due to the higher barrier that has to be overcome by the electrons in the $x = 0.3$ case. The last device, (d), has a diode-ideality factor of over 1.5, while the rest have approximately the same value of unity. The reason for this is quite instructive to elaborate. Ref. [94] has a parallel flow rearrangement of $J_{TTE}$, where the two ideality factors, $n_1 = U'_{00}/(N_{rat}\tanh(U'_{00}))$, and $n_2 = 1/N_{rat}$, are due to the tunneling and thermionic currents respectively. For device (d), where $N_E = 5 \times 10^{18}$ cm$^{-3}$, $N_{rat} \approx 0.67$, $n_1 \approx 2$, and $n_2 \approx 1.5$, while for the one-order-of-magnitude lower doping density case, $N_{rat} \approx 0.95$, and both the ideality factors are about unity. So, in the design of any kind of abrupt HBT, one has to bear in mind that if $J_C$ is dominated by $J_{TTE}$, $N_E$ should be much less than $N_B$ to obtain a diode ideality factor close to unity. This is on top of the conventional interest in having not too high emitter doping, in order to avoid band-gap narrowing in the region, as well as to achieve lower junction capacitance.

Fig. 4.4 also shows $J_B$ versus $V_{BE}$ for all the abrupt devices. It is instructive in the sense that one might think, since the tunneling and thermionic emission is influential on $J_C$, the high non-ideality factor issue would not appear in $J_B$. Figs. 4.4(c), and (d) clearly elaborate that this argument is not true. It is the result of the fact that $J_B$ is dominated by recombination. In other words, both $J_C$ and $J_B$ are driven by the same potential difference, $V_{BE} - \Delta E_{Fn}$. Thus, $\gamma$ strongly affects $J_B$ too, as Eqn. (4.8) demonstrates.

In the following sections, we restrict ourselves to the $x = 0.1$ cases, which have
near-unity ideality factors, and small turn-on voltages. Employing a low mole fraction also minimizes the effect of spontaneous polarization in the graded layer of a graded-junction HBT, and at the hetero-interface in the abrupt case. Between the studied emitter doping densities, the lower one, i.e., $5 \times 10^{17}$ cm$^{-3}$, has been picked for the further studies reported here, to achieve smaller base-emitter junction capacitance (see Eqn. (5.12)).

### 4.4.2 Polarized HBTs

Aspects of polarization in nitrides were discussed thoroughly in Chap. 3. To study the effect of this phenomenon on the static characteristics of AlGaN/GaN HBTs, the developed expressions for the polarization volume charge density, $\rho_{pol}$, and polarization surface charge density, $\sigma_{pol}$, in Eqns. (3.8) and (3.15) were incorporated in the drift-diffusion simulator for the graded and abrupt HBTs respectively. As concluded in the same chapter, the 5000Å wide emitter is considered to be relaxed. Therefore, in contrast to AlGaN/GaN quantum wells, and HFETs, where the piezoelectric effect should be taken into account, it is not relevant in the devices of our interest. The spontaneous polarization is present, though, and as we will see has a considerable effect on the band diagrams and the Gummel plots of the devices. According to the discussions in the previous section device with $N_E = 5 \times 10^{17}$ cm$^{-3}$ and $x = 0.1$, is the subject of this one-dimensional study at room temperature. The magnitude of $\sigma_{pol} = P_{SP}^{GaN} - P_{SP}^{AlGaN}$, applicable at the hetero-interface of the abrupt HBT, is $5.2 \times 10^3$ C m$^{-2}$, and the constant polarization charge in the graded region is $\rho_{pol} = -\nabla \cdot P_{SP}$, which has the magnitude of $2.6 \times 10^5$ C m$^{-3}$, and is the derivative of the linear spontaneous polarization with respect to the fixed coordinate, $z$, with the positive direction being from the collector to the emitter. According to the dis-
Figure 4.5: Effect of spontaneous polarization charges on the conduction band of (a) abrupt-emitter and (b) graded-emitter HBTs with $N_E = 5 \times 10^{17} \text{ cm}^{-3}$, $x = 0.1$, $V_{BE} = 3.0 \text{ V}$: zero charge (solid line); positive charge (dot-dashed line); and negative charge (dashed line).

cussion in Sec. 3.5, both these charges are positive if the growth direction is [0001] or Ga-faced, and are negative if we have [000\overline{1}] or N-faced HBTs.

Figs. 4.5 (a), and (b) show the huge effect of the polarization charges on the conduction bands of the abrupt and graded cases, respectively, for $V_{BE} = 3.0 \text{ V}$. The plots can be simply understood by recalling the boundary conditions required to solve Poisson’s equation, as thoroughly discussed in Sec. 3.3. For instance, in the abrupt case, instead of $\varepsilon_1 d\psi_1/dz = \varepsilon_2 d\psi_2/dz$, the boundary condition $\varepsilon_1 d\psi_1/dz - \varepsilon_2 d\psi_2/dz = \sigma_{pol}$ must be satisfied at the hetero-interface for the vacuum potential $\psi$, where 1 refers to the base, and 2 to the emitter materials. If $\sigma_{pol} > 0$, the slope of the conduction band energy would be larger on the base side, compared to the emitter side of the junction\(^2\). This argument is verified by Fig. 4.5(a). To satisfy that, the band has to bend more steeply in the base side, causing a significant decrease in the barrier.

On the other hand, for a negative $\sigma_{pol}$, the conduction band slope turns out to be

\(^2\text{Recall that the conduction band energy, } E_C = -q\psi - \chi, \text{ where } \chi \text{ is the affinity.}\)
negative on the base-side, resulting in a larger barrier for the transport of electrons. Similar arguments are applicable for interpreting the graded-emitter band diagrams in Fig. 4.5(b).

The \( J_C \) Gummel plots for negative-, positive-, and zero-charge cases are shown in Figs. 4.6 (a), and (b) for abrupt and graded HBTs, respectively. The smaller abrupt barrier in the positive case has caused an increase in \( J_C \) of about one order of magnitude in the linear region compared to the \( \sigma_{pol} = 0 \) case, while the negative charge degrades the current by two orders of magnitude. In the graded device, the smaller hump in the conduction band of the positive case does not give any improvement in the current compared to the zero charge case, since the effect of the barrier has been already removed by the grading. However, the big conduction band hump of the \( \rho_{pol} < 0 \) case, causes a reduction in the current of about three orders of magnitude, with respect to the zero-charge case.

The analytic \( J_C \) results are also presented in Figs. 4.6(a), and (b) to demon-
Figure 4.7: Effect of spontaneous polarization on (a) $J_B$ and (b) $\beta$ versus $V_{BE}$ for the abrupt device of Fig. 4.5(a): zero charge (solid line); positive charge (dot-dashed line); negative charge (dashed line). Also shown in (a) are the analytic values of Eqn. (4.9) (circles).

strate the good agreement with the numerical results, if polarization effects are not considered. As can be seen in both the abrupt and the graded cases, the discrepancy between the analytic and simulation results becomes larger at higher biases, due to the onset of high-level injection in the quasi-neutral base, which is ignored in the analytic expressions. This is a classical behavior of homojunction bipolar transistors, where the base doping is smaller than the emitter doping, but it also happens at a somewhat lower collector current density of about $3 - 5 \times 10^3$ A cm$^{-2}$ in nitride HBTs. The reason for this is the large ionization level of Mg dopants, which leads to incomplete ionization in the base. High-level injection occurs when the injected electron concentration is comparable with the hole concentration in the base, and electrons cannot be assumed to be minority carriers anymore. An electric field arises in response to these carrier concentrations, causing a drift current to flow. A rough estimate of the collector current density for the appearance of this phenomena in homojunction devices, $J_{HLI}$, is proportional to $T \mu_n N_B^{-}$ [99] (Chap. 10, p. 253), where
\( \mu_n \) is the electron mobility in the base. The majority hole carrier in the base of the nitride transistor \( N_B^- = 4.4 \times 10^{17} \text{ cm}^{-3} \). Since this value is about 20 times smaller than \( N_B \), the onset of high-level injection is expected to happen at low current densities, when compared to GaAs HBTs for instance.

The polarization charges influence the valence bands in a way that resembles the conduction band shifts, with the same trends for positive and negative cases. The total hole barrier is not affected by polarization, though, and one expects that \( J_{\text{hole}} \) is unchanged. As discussed before, \( J_{\text{rec}} \) is dominant in AlGaN/GaN HBTs, and with similar arguments to the one in the previous subsection regarding the coupling of \( J_C \) and \( J_{\text{rec}} \) through \( \Delta E_{F_n} \), we expect that the polarization should affect \( J_B \), as Fig. 4.7 (a) elaborates for the abrupt HBT. The figure looks very similar to the \( J_C \) plot in Fig. 4.6(a), but of course with a relative shift to lower current densities for zero, positive, and negative \( \sigma_{\text{pol}} \). The amount of the shifts are charge dependent. To see the effect of polarization on the gain, the gain plots versus bias are presented in Fig. 4.7(b) for the same abrupt device. \( \sigma_{\text{pol}} > 0 \) has caused a small improvement in the gain compared to the zero-charge case, but for \( \sigma_{\text{pol}} < 0 \), the gain has been roughly halved. That is because \( J_B \) in the \( \sigma_{\text{pol}} < 0 \) device is no longer dominated by the quasi-neutral base recombination, and the contribution of \( J_{\text{hole}} \) is considerable. To elaborate on this, we examined the numerical quasi-Fermi level plots at \( V_{BE} = 3.0 \text{ V} \). While the zero-charge case has \( \Delta E_{F_n} = 0.047 \text{ eV} \), due to the large barrier of the negative-charge device \( \Delta E_{F_n} \) is increased to 0.19 eV. According to the corresponding hyperbolic term in Eqn. (4.9), \( J_{\text{hole}} = 1.1 \times 10^{-6} \text{ A cm}^{-2} \), which is not a function of \( \Delta E_{F_n} \). However, \( J_C \) and \( J_{\text{rec}} \) are proportional to \( \exp(-q\Delta E_{F_n}/k_BT) \). By picking the analytic values, \( J_C = 2.4 \times 10^{-1} \text{ A cm}^{-2} \) and \( J_{\text{rec}} = 8.7 \times 10^{-4} \text{ A cm}^{-2} \), which are valid for \( \sigma_{\text{pol}} = 0 \) case. If, according to the above-mentioned numerical values for \( \Delta E_{F_n} \), we modify them for
Figure 4.8: (a) $J_C$ versus $V_{BE}$ for the abrupt HBT at three temperatures without any polarization charge effects, with two-dimensional simulations: 300 K (solid line); 450 K (dashed line); 600 K (dot-dashed line); and also one-dimensional simulations: 300 K (circles); 450 K (squares); and 600 K (triangles); (b) $\beta$ versus $T$ for AlGaN/GaN HBTs without any polarization charge effects: simulated abrupt (solid line); analytic abrupt (dashed line); simulated graded (circles); and analytic graded (diamonds).

the $\sigma_{pol} < 0$ device by applying the factor of $(q(0.047 - 0.19)/k_B T)$, it turns out that $J_{rec}$ is only about three times larger than $J_{hole}$. Consequently, $\beta = J_C/(J_{rec} + J_{hole})$ can be estimated to be 155 for the negative-charge device, rather than 270, which is in excellent agreement with the results in Fig. 4.7(b). Similar arguments apply for the effect of volumetric polarization charge on the gain of graded-emitter HBTs.

### 4.4.3 High-Temperature HBTs

As discussed in Sec. 4.1, nitride transistors are among the candidates for high-temperature electronics, since they remain extrinsic at elevated temperatures. In investigating the high-temperature performance, polarization effects are not considered. This is because of the lack of data on the temperature-dependence of the spontaneous polarizations, and also because the importance of polarization will diminish as the temperature approaches the Curie point. On the other hand, the gain
study of the nitride HBTs is very dependent on the radiative recombination lifetime, since it dominates $J_B$. As explained in Sec. 2.6, we have picked the experimental value of $B = 6.6 \times 10^{-10}$ cm$^3$s$^{-1}$ at 300 K, and done a theoretical extrapolation which gives $B = 2.2 \times 10^{-10}$ at 600 K, for instance. So, using a temperature-dependent $B$ for estimating $\tau_n = 1/B\bar{p}_0B$, will compensate the 7-8 times increase of $\bar{p}_0B$ at 600 K to some extent.

Fig. 4.8(a) presents the Gummel plots of $J_C$ at three temperatures without any polarization charge features for the abrupt device. To stress the validity of one-dimensional simulations in our sample devices, the two-dimensional results are also added. Discrepancies only arise in the very high-current regimes. As can be seen, departure from the ideal regime occurs at lower currents at higher temperatures (about $10^3$ A cm$^{-2}$). This is on top of the previously discussed high-level injection phenomenon. It was found out that this is due to the large influence of recombination in the quasi-neutral base on the collector current, violating the constancy of the hole quasi-Fermi level in the base, which is an essential assumption for the applicability of the one-dimensional approximation, as long established by Gummel [97]. The high-level injection occurs at roughly the same current densities for the three temperatures. That might seem odd, since the ionization factor increases from 4% at 300 K to 33% at 600 K. However, the shrinkage of mobility counteracts that to some extent, keeping $J_{HLI}$ somewhat invariant.

By viewing Fig. 4.8 (a), one should not be tempted into thinking that the ideality factor increases with temperature, since the decrease in the slope of the plots is basically due to the $T$ dependence of $\exp(qV_{BE}/nk_BT)$, where the ideality factor, $n$, remains close to unity at all temperatures. As can be seen, a major effect of elevated temperature is to reduce the turn-on voltage. At 600 K, $V_{bi}$ decreases by 0.2
V from its 3.46 V value at room temperature. This will decrease the height of the barrier in Fig. 4.1. Also $\bar{n}_B$ increases enormously in higher temperatures, causing the thermionic emission current to increase about $2 \times 10^{10}$ times from 300 to 600 K at $V_{BE} = 2.5$ V, for instance. Somewhat similar orders of magnitude increases are applicable to the other components of $J_C$. It explains why the current density is much higher for a given bias in the ideal regime at higher temperatures, or, in other words, operating at elevated temperatures has the advantage of lower turn-on voltages.

Finally, Fig. 4.8(b) shows the analytic and simulated gains versus temperature for the graded and abrupt devices. With respect to the dominance of recombination in the base current, we see that all the cases have more or less the same value at a given temperature, starting at about 320 at room temperature (abrupt simulation), and degrading to the values of about 120 at 600 K. This might seem optimistic regarding the best experimental reported to date of 100 at 300 K [87]. However, recalling that our $B$ at 300 K is an experimental value, found useful in modeling UV-photodiodes, we can conclude that a current gain of about 300 at room temperature can be claimed as a reasonable performance limit for future AlGaN/GaN HBTs. Meanwhile, analytic studies show that grading the base can cause significant improvement of the gain to about 2,000 at room temperature [100]. An attainable gain of over 100 at 600 K is also an encouraging figure of merit for the future of these devices for high-power, high-temperature electronic applications.

### 4.5 Summary

A comprehensive study of the static performance of AlGaN/GaN HBTs was performed, and the following conclusions can be drawn:
Due to the large band-gap difference, a mole fraction of 0.1 seems to be sufficient for obtaining the benefits of a wide band-gap emitter in terms of suppression of the back-injection hole current into the emitter. In such circumstances, the abrupt devices are tunneling- and thermionic-emission-limited for low emitter doping densities. For high-emitter doping, abrupt (low mole-fraction) and graded devices are limited by diffusion in the base. In all cases, the high radiative recombination in the base dominates the base current.

Polarization charges have a large effect on the characteristics of the devices. Generally speaking, the negative charge of the N-faced material causes degradation in the collector current and the gain for either graded or abrupt cases, while the positive charge of Ga-faced material improves the collector current of abrupt HBTs, but does not affect the graded devices.

High level injection in the base limits the maximum available current densities to about 3-5 kA cm$^{-2}$ in nitride HBTs. At room temperature this is due to the incomplete ionization of deep acceptors. At higher temperatures, the degradation in the hole mobility compensates higher ionization factors, making the high-level injection current density only weakly dependent on temperature.

The temperature-dependence study of the current gain, with the employed recombination lifetimes in this work, predicts that uniform-base AlGaN/GaN HBTs can attain a current gain as high as 300 at room temperature, shrinking to about 120 at 600 K.
Chapter 5

Regional Signal-Delays in HBTs

5.1 Overview

In order to study the high-frequency performance of HBTs, the common-emitter unity current gain frequency, or the cut-off frequency, has been the figure of merit considered in the present work. The other important dynamic figure of merit, the maximum oscillation frequency, or unity power gain frequency, is related to it through a well-known square-root expression [99] (Chap. 7, p. 177). The charge control theory offers a powerful cornerstone for both numerical and analytical calculations of the emitter-to-collector signal delay time, which is inversely proportional to the cut-off frequency. Traditional compact expressions for estimating the different signal-delay times have been long established for homojunction devices, and are widely used as design tools. In contrast, numerical drift-diffusion simulators can easily give an exact evaluation of the cut-off frequency. Some efforts have also been implemented to tailor the analytical expressions for the case of HBTs in the last two decades [108], [110]. To the best of our knowledge, an exact regional comparison between the two approaches has not been done for these new high-frequency devices. Due to the high doping
density in the base, the band-gap narrowing phenomenon has a significant effect on the transit time of that region. In addition, for short-base devices, quasi-ballistic transport, and hot-electron injection play roles as far as the base delay is concerned. Grading the emitter-base heterojunction is also an issue in real devices. All these features can be easily implemented in simulations, but cannot be simply taken into account in the compact analytic expressions, making the exactness of the traditional analytic approach questionable. This has been the motivation for this study.

Sec. 5.2 is a critical review of the charge control theory. Sec. 5.3 discusses the problems with the available schemes in partitioning the device into appropriate regions to facilitate comparison with the compact expressions, where a new scheme called the integrated charge method is proposed. Sec. 5.4 reviews the compact expressions for the various delay times. It is believed that the limitations of the classical expressions are not widely known, even for conventional material systems [109]. Therefore, the results in Sec. 5.5 relate to mature-technology AlGaAs/GaAs HBTs, to more clearly promote the issue. In contrast, not all the subtle modelings, like band-gap narrowing, are available for the AlGaN/GaN system. Regarding the high frequency performance of AlGaN/GaN HBTs, Ref. [77] employs first-order analytic expressions for estimating the cut-off frequency with an estimate of 44 GHz. However, incomplete ionization of acceptors in AlGaN/GaN HBTs, and high level injection at quite low biases, makes the comparisons more complicated in these devices. Therefore, a separate section on the aspects of charge control theory in nitrides is the last part of this work. This work is the first in terms of studying the non-conventional aspects of incomplete ionization in the charge control theory of these novel devices.
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5.2 Signal-Delay Times

The common-emitter unity current gain frequency, or the cut-off frequency, $f_T$, is an important figure of merit in high-frequency bipolar transistors. According to the hybrid-$\pi$ model, in the absence of significant parasitic resistances, it is proved in any standard textbook, [99] (Chap. 7, p. 175), that,

$$f_T = \frac{1}{2\pi} \frac{g_m}{C_\pi + C_\mu}$$  \hspace{1cm} (5.1)

where $g_m = (\partial I_C/\partial V_{BE})|_{V_{CE}}$ is the transconductance, and $C_\pi = C_{je} + C_S$. $C_{je}$ and $C_\mu$ are the junction capacitances of the base-emitter, and base-collector space charge regions respectively, and $C_S = (\partial Q_S/\partial V_{BE})|_{V_{CE}} = g_m(\partial Q_S/\partial I_C)|_{V_{CE}}$ is the capacitance due to the stored charges in the device, in response to a small variation in the base-emitter voltage, $V_{BE}$, while the collector-emitter voltage, $V_{CE}$, is held constant. Usually, it is assumed that $Q_S$ is merely due to the variation of the minority carrier charge $Q_B$ in the quasi-neutral base\(^1\) [99] (Chap. 7, p. 172). Considering a n-p-n transistor, and assuming that the carrier current across the quasi-neutral base is merely the diffusion of minority carriers, both $Q_B$ and collector current, $I_C$, will be proportional to the minority carrier concentration at the base side of the base-emitter space-charge region, $n(x_{PE})$, and therefore $C_S = C_B = g_m(Q_B/I_C)$. In other words, both quantities are exponential functions of $V_{BE}$, i.e., $n(x_{PE}) \propto \exp(qV_{BE}/k_BT)$, where $q$ is the electron charge, $T$ is the temperature, and $k_B$ is the Boltzmann constant. Herein, we equivalently write $C_B = g_m(\Delta Q_B/\Delta I_C)|_{V_{CE}}$ for a small (much less than $k_BT/q$) incremental $\Delta V_{BE}$ in the bias.

On the other hand, analyzing a one-dimensional device in the $x$ direction\(^2\), we

---

\(^1\)Quasi-neutral base is that region inside the base, which is outside the emitter and collector space-charge regions, and in which the electric field is negligible. The phenomenological definition assumed in this work appears in Sec. 5.3.3.

\(^2\)This is the $-z$ axis of Chaps. 3, and 4.
can define the average base transit (or signal-delay) time, $\tau_B$, as

$$\tau_B = \frac{\int_{x_{pE}}^{x_{pE}+W_B} dx}{v_n(x)} = qA \int_{x_{pE}}^{x_{pE}+W_B} \frac{n(x)dx}{I_C} = \frac{Q_B}{I_C}$$

$$= \frac{\Delta Q_B}{\Delta I_C} \bigg|_{V_{CE}} = q \int_{x_{pE}}^{x_{pE}+W_B} \frac{\Delta n(x)}{\Delta J_C} dx \bigg|_{V_{CE}} \label{eqn5.2}$$

where $v_n(x)$ is the diffusive velocity of electrons, flowing in the cross-section area $A$, with the current density $J_C$. Consequently, assuming that $C_B$ is dominant in Eqn. (5.1), we can write

$$\frac{1}{2\pi f_T} \simeq \tau_B = q \int_{x_{pE}}^{x_{pE}+W_B} \frac{\Delta n(x)}{\Delta J_C} dx \bigg|_{V_{CE}} \label{eqn5.3}$$

This is a rather interesting result, since it links the high-frequency figure of merit $f_T$, with the base signal-delay time, as well as the DC variation of the electron charge in the quasi-neutral base. Physically, one can imagine that the base-emitter and base-collector junction capacitances can be similarly related to the corresponding signal delay times in the space-charge regions. Mathematically, for any region $i$ of the device, with capacitance $C_i$, which has a charge variation $\Delta Q_i$ in response to $\Delta V_{BE}$, through the chain rule we have

$$C_i = \left. \frac{\partial Q_i}{\partial V_{BE}} \right|_{V_{CE}} = \left. \frac{\partial I_C}{\partial V_{BE}} \cdot \frac{\partial Q_i}{\partial I_C} \right|_{V_{CE}} = g_m \left( \frac{\Delta Q_i}{\Delta I_C} \right) \bigg|_{V_{CE}} \label{eqn5.4}$$

Finally, if we define the signal-delay time of region $i$ as $\tau_i = \Delta Q_i/\Delta I_C \bigg|_{V_{CE}} = q \int (\Delta n(x)/\Delta J_C) dx$, and the emitter-to-collector signal-delay time, $\tau_{EC}$, as the summation of all these delays, with respect to the linear dependence of $f_T^{-1}$ to various capacitances in Eqn. (5.1), we can generalize Eqn. (5.3) to

$$\frac{1}{2\pi f_T} = \tau_{EC} = \sum_i \tau_i = \sum_i \frac{\Delta Q_i}{\Delta I_C} \bigg|_{V_{CE}} = q \int_0^L \frac{\Delta n(x)}{\Delta J_C} dx \bigg|_{V_{CE}} = q \int_0^L \frac{\Delta p(x)}{\Delta J_C} dx \bigg|_{V_{CE}} \label{eqn5.5}$$
where \( L \) is the length of the one-dimensional device. The last identity for hole concentration \( p(x) \) is valid, because of the neutrality of the transistor as a whole, \( i.e. \), one can expect that the total variation in electron concentration is equal to the corresponding one for holes, as far as we assume complete ionization of dopants.

The last formulation in Eqn. (5.5) is known as the charge control representation of \( \tau_{EC} \). Mathematically, \( C_\pi + C_\mu \) of the hybrid-\( \pi \) model can be directly linked to \( \Delta Q/\Delta I_C \bigg|_{V_{CE}} \) in a general sense, where \( Q \) is the total electron or hole charge in the transistor [93]. The approach presented here has been followed to emphasize the physical interpretation of the theory in terms of the transit times\(^3\). It should be borne in mind that Eqn. (5.1) is an approximation, and does not take into account the parasitics. However, they can be incorporated in the charge control approach as shown in Eqn. (5.21), and the breaking-up of the signal delay into various regions of the device remains a valid concept.

### 5.3 Partitioning the Device into Different Regions

As discussed in the previous section, \( \tau_{EC} \) can be calculated numerically by means of Eqn. (5.5). But for getting an idea of the relative contribution of different regions of the device, a partitioning scheme must be employed. The partitioning scheme should not only have a well-defined criterion for implementing the numerical approach, but also should have a justifiable physical basis. Such a scheme will simplify the numerical calculation, and the comparison with the traditional analytical expressions. Unfortunately there is no widely-accepted scheme that satisfies both of these conditions. Conventionally the device is split into three regions designated as emitter, base, and

\(^3\)Another interesting approach is by Moll and Ross [101], who link the base transit time to the frequency at which very short pulses of carriers can be injected into the emitter, and still be distinguishable when they reach the collector contact.
collector, while the signal-delay time of each is defined by

$$\tau_E = \frac{\Delta Q_E}{\Delta I_C} \bigg|_{V_{CE}} ,$$

$$\tau_B = \frac{\Delta Q_B}{\Delta I_C} \bigg|_{V_{CE}} ,$$

$$\tau_C = \frac{\Delta Q_C}{\Delta I_C} \bigg|_{V_{CE}} .$$

$\tau_B$ is the quasi-neutral base delay time, $\tau_E$ and $\tau_C$ are the quasi-neutral and space-charge region delay times of emitter and collector, respectively. Usually $\tau_E$ is split into two parts $\tau_{EB}$, and $\tau_{QNE}$, denoting the space-charge and quasi-neutral signal-delay times respectively. These are schematically shown in Fig. 5.1(a) for a simplified pedagogical device. To contrast the subtle features of a real device, simulated plots of $q\Delta n(x)/\Delta J_C \big|_{V_{CE}}$ and $q\Delta p(x)/\Delta J_C \big|_{V_{CE}}$ versus $J_C$ for a typical graded GaAs HBT, discussed in Sec. 5.5, are presented in Fig. 5.2.

It is difficult to locate the edges of the space-charge regions ($x_{nE}$ and $x_{pE}$) in forward bias, since there is no sharp transition between the space-charge regions and quasi-neutral regions. In terms of analytic theories, the only available method to partition the device is the depletion approximation, which as we will see (see Fig. 5.3) is not in accord with the quasi-neutrality concept. Any suggested numerical method in the literature has its own advantages and disadvantages. Some of these methods, as well as the one attempted in this study are discussed in the following subsections.

---

4 The same argument can be utilized for $\tau_C$, in principle. However, since the quasi-neutral collector and sub-collector signal-delay times are virtually zero, it is not common in the literature.
Figure 5.1: Schematic of $q\Delta n(x)/\Delta J_C$ (solid line), and $q\Delta p(x)/\Delta J_C$ (dashed line), versus $x$. (a) The conventional partitioning based on space-charge and quasi-neutral concepts. (b) van den Biesen's numerical scheme with $x_{eb}^*$ and $x_{bc}^*$ as boundaries, and five asterisked delay time components. (c) van den Biesen's boundaries for analytical purposes.

5.3.1 Metallurgical Boundaries

The simplest method that comes to mind and can be simply employed numerically is choosing the metallurgical junctions between the different emitter, base and collector regions as the boundaries. One should be careful when employing this scheme that the electron charge should be chosen for different regions (in $n$-$p$-$n$ transistors), since the quasi-neutrality concept is overlooked in this scheme, and for example in the base region, the $q\Delta p(x)/\Delta J_C$ spikes of the space-charge regions should not be attributed to the base delay time. This method has been employed in Refs. [102] and [103].
The problem with this approach is the fact that these boundaries do not partition the device into regions with a good electrical basis, i.e., it is difficult to interpret the results with analytic expressions, since the boundaries are inside the two space-charge regions, and the related delay times which can be manipulated analytically are distributed in two different numerical regions.

5.3.2 van den Biesen's Regional Scheme

Another scheme which seems at first sight to be promising to reconcile the partitioning scheme issue is due to van den Biesen [104]. He uses the intersections of \( \frac{q\Delta p(x)}{\Delta J_C} \bigg|_{V_{CE}} \) and \( \frac{q\Delta n(x)}{\Delta J_C} \bigg|_{V_{CE}} \) as new boundaries, suggested earlier by Kwok [105]. As Fig. 5.1(b) depicts, there are two points for these intersections, \( x_{EB}^* \) and \( x_{BC}^* \), close to the emitter-base and base-collector metallurgical junctions, respectively. The asterisks are to emphasize that these points are different from the metallurgical
Figure 5.3: The cumulative integrals $\int_0^x \Delta n(x')dx'$ (solid curve) and $\int_0^x \Delta p(x')dx'$ (dot-dashed curve) of the studied abrupt HBT (see Sec. 5.5) for $J_C \approx 1 \times 10^4 \text{A cm}^{-2}$ around the base-emitter junction at $x = 0.4 \mu\text{m}$, with the estimates of the space-charge region width by different methods: (i) 1% criteria of the integrated charge method (dotted line); (ii) 5% criteria of the same method of part (i) (dashed line); (iii) van den Biesen's maxima (long-dashed line); (iv) Depletion approximation (solid line).

boundaries. Only in the case of symmetrical junctions do the two methods give identical boundaries. For asymmetrical step junctions, the asterisked boundaries have an obvious tendency to be in the lightly doped material. By means of these two new boundaries, van den Biesen proposes five new delay time components, where the addition of all is $\tau_{EC} = \tau^*_{eb} + \tau^*_{bc} + \tau^*_e + \tau^*_b + \tau^*_c$. These are schematically shown in Fig. 5.1(b), and can be defined mathematically in terms of $\Delta p(x)/\Delta J_C$, and $\Delta n(x)/\Delta J_C$ [104]. $\tau^*_e$ and $\tau^*_b$ are the delay times due to the uncompensated charges in the space-charge regions, i.e., the amount of electron incremental charge which is in excess of the hole incremental charge in the region. Because of the duality of electrons and holes, it has an equivalent definition in terms of holes (see the two equi-area uncom-
pensated humps in Fig. 5.1(b)). Since $\Delta p(x)/\Delta J_C \approx 0$ in the reverse-biased collector space-charge region, $\tau^*_c \approx 0$. For the same reason $\tau^*_b$ is essentially identical with the ordinary collector delay time defined by Eqn. (5.8), provided that the asterisked boundary is utilized in estimating the space-charge region width.

Although this partitioning scheme is unambiguous, and splits $\tau_{EC}$ neatly into five components, it encounters serious problems when interpreting the results in terms of analytical expressions (except for the two collector related delay times, $\tau^*_c$ and $\tau^*_b$, as discussed in the previous paragraph). The boundaries of $\tau^*_b$ are far from the edges of the quasi-neutral base, when compared to Fig. 5.1(a). To circumvent this problem, in addition to the asterisked boundaries for distinguishing the three regions, van den Biesen proposes picking the two maxima of $q\Delta p(x)/\Delta J_C \bigg|_{V_{CE}}$ as the edges of the quasi-neutral base for analytical purposes, as shown in Fig. 5.1(c). Recalling that for an ideal junction, these maxima coincide with the delta functions of the depletion approximation, this seems to have physical justification. But beyond that, he has to add some fraction, about half, of the so-called compensated charge in the base-emitter space-charge region, $\tau^*_N$ (see Fig. 5.1(c)), to be consistent with his numerical $\tau^*_b$, which he claims can be neglected for homojunction silicon devices. He also implicitly neglects what we have shown as $r_{jy}$ in the figure.

With regard to $\tau^*_e$, the quasi-neutral emitter edge is similarly selected at the maxima of $q\Delta n(x)/\Delta J_C \bigg|_{V_{CE}}$ for analytical purposes. Once again, he has to add the remaining part of $\tau^*_N$, to be consistent with his numerical partitioning scheme. Finally, in another set of articles [106], [107], he has tried to develop some analytical expressions for the capacitance corresponding to $\tau^*_b$.

Since his partitioning scheme has no ambiguity in terms of numerical analysis (only using intersections and extrema), it seems to be a promising way of resolving
the old issue of regionalizing the device in the charge control approach. But, after considerable work on this method, it was found out that it is not a practical approach, especially for HBTs. The reasons are:

1) Defining the edges of quasi-neutral regions at the mentioned maxima is reasonable for biases around equilibrium ($J_C$ small). It was verified numerically that these boundaries have good agreement with the depletion approximation and the integrated charge method (to be discussed later) definition of quasi-neutrality in low biases, but it fails to identify a definite boundary in the high biases of practical interest, especially for the emitter edge of the base-emitter space-charge region, where there is a smooth transition in $q\Delta n(x)/\Delta J_C$ (see Fig. 5.3).

2) If the collector doping density, $N_C$, is greater than the corresponding $N_B$ value for the base, $x^{*}_{BC}$ is located in the base material. However, for the case of HBTs, where $N_B \gg N_C$, $x^{*}_{BC}$ is deeply located in the collector material (see Fig. 5.2). This violates using van den Biesen's approach for interpreting $\tau_6^*$ analytically, since there is considerable amount of collector space-charge region delay time in $\tau_6^*$.

3) With regard to $\tau_6^*$, the approximate analytical expressions are applicable for reverse biases and very high biases, or for all voltage ranges of a symmetrical homojunction [108], but, they are not generally useful for asymmetrical heterojunctions.

4) Finally, it was found out that one cannot simply ignore the two portions of $\tau_6^*$ in modifying $\tau_6^*$ and $\tau_6^*$ analytically for very high-frequency devices.

### 5.3.3 Integrated Charge Method

The proposed partitioning approach, is called the *integrated charge method* [109], and is based on the following physical observations: (i) $\Delta n(x) = \Delta p(x)$ in the quasi-neutral regions; (ii) the variation of majority-carrier concentration greatly exceeds
the variation of minority-carrier concentration near the edges of space-charge regions; (iii) the variation of charges calculated in terms of electrons or holes are not only equal for the whole device, but also in any region designated as a quasi-neutral region or a space-charge region, i.e., \( qA \int \Delta n(x) \, dx = qA \int \Delta p(x) \, dx \), where \( i \) can be any quasi-neutral region or space-charge region. These observations can be visualized more sensibly by careful study of Figs. 5.2, 5.3, and 5.9 for different quasi-neutral and space-charge regions throughout the device. These observations are in accord with the conventional picture in Fig. 5.1(a), giving consistency for region to region comparison with the traditional compact expressions.

With respect to this observation, we have defined the boundaries of the different regions at the positions where the relative deviation of cumulative delays calculated by means of electrons and holes is 1\%, i.e., the positions \( x \) throughout the device where

\[
\left| \left. \frac{\int_0^x \Delta p(x') \, dx'}{V_{CE}} - \int_0^x \Delta n(x') \, dx' \right| \left. \frac{V_{CE}}{V_{CE}} \right| = 0.01 \quad (5.9)
\]

This approach defines the edges of the quasi-neutral base such that there is little variation when the criterion is changed slightly. However, the integrated charge method cannot define a clear boundary between the quasi-neutral emitter and the base-emitter space-charge region. That is because of the slow transition of the quantity in the region, i.e., changing the criteria from 0.01 to a slightly different one, e.g., 0.05 has tremendous effect in estimating the width of quasi-neutral emitter. The same argument is true for all the other observable physical quantities, e.g., conduction band, electric field, \((N_B + p - n)/N_B\), or \( q(\Delta n(x)/\Delta J_C - \Delta p(x)/\Delta J_C) \).

To summarize the discussed partitioning schemes, Fig. 5.3 shows the integrated concentrations with regard to electrons and holes for a typical abrupt HBT (the structure of explained in Sec. 5.5), as well as the edges of the base-emitter quasi-
neutral emitter by different methods, discussed in this section. For the case of the integrated charge method two different criteria (0.01 and 0.05) are investigated. It is seen that the estimates for the width of the quasi-neutral emitter using these two criteria are about 100Å apart, but the deviation on the position of the base side of the the base-emitter space-charge region is just about 10Å. One can see how poor is the estimate of the depletion approximation. Also, worthy of note is that at this rather high bias, van den Biesen's $x_{BE}$ lies exactly on the metallurgical junction at $x = 0.40\mu m$. Its estimate on the emitter side is even smaller than the depletion approximation.

The ambiguity in defining the edge of quasi-neutral emitter by any applied method, strongly supports the idea that there is no way to define the width of this region. It is basically because of the violation of the depletion approximation in the emitter side of the base-emitter space-charge region, a consequence of currents far from equilibrium. As seen later, fortunately it is not important to know this boundary for the case of practically useful graded HBTs, since the quasi-neutral emitter delay time is virtually zero. Finally, it is worthy of note that although the integrated charge method can be employed for estimating the edge of the base-collector space-charge region, allowing $\tau_C$ to be treated as two separate space-charge and quasi-neutral delays, since the reverse-biased quasi-neutral collector and sub-collector delay times are also virtually zero, there is no necessity to do this.
5.4 Compact Expressions for Signal-Delay Times

5.4.1 Emitter Delay Time

With regard to the employed integrated charge method regional scheme, $\tau_E$ consists of two components $\tau_{QNE}$ and $\tau_{EB}$ (see Fig. 5.1(a)):

Quasi-Neutral Emitter Delay Time

By employing Lundstrom’s boundary conditions for heterojunctions [96], the evaluation of $\tau_{QNE}$ is straightforward. This has been done by Gao et al. [110], with the result that

$$\tau_{QNE} = G \left( \frac{W_E W_B}{2D_{nB}} \right), \quad (5.10)$$

where $W_E$ and $W_B$ are the widths of the quasi-neutral emitter and quasi-neutral base respectively, $D_{nB}$ is the zero-field electron diffusivity in the base, and $G$ is a weighing factor. For a homojunction device $G = 1$. For graded HBTs, $G = N_B/N_E e^{-\eta(E_{gE} - E_{gB})/k_BT}$, where $N_E$ is the emitter doping density, $E_{gE}$ and $E_{gB}$ are the band-gap energies in the emitter and base, respectively. For abrupt HBTs, the same expression is valid for $G$, but with the multiplication of another factor, namely $S_{dn}/S_{en}$. $S_{dn}$, the electron minority carrier diffusion velocity in the base, is equal to $D_{nB}/W_B$. $S_{en}$ is a velocity related to the drift and diffusion of electrons across the space-charge region barrier. Lundstrom has developed an analytical expression for this velocity, provided that the base and emitter portions of the space-charge region widths are much greater than the corresponding extrinsic Debye lengths in the regions. Otherwise, $S_{en}$ needs to be calculated numerically [96].

The above formulation assumes a linear hole profile in the quasi-neutral emitter, i.e., $W_E$ is a small fraction of $L_p$, the hole diffusion length in the emitter. When
these lengths are comparable, one can employ the ordinary hyperbolic solution of the steady-state continuity equation governing the injected holes in the emitter. By integration of the profile, it can be shown in a straight-forward way that

$$
\tau_{QNE} = \frac{q L_p n_{iE}^2}{g_m k_B T} \left( \frac{1 - \cosh(W_E/L_p)}{1 + \frac{S_{dp}}{S_{ip}} + \frac{S_{sp}}{S_{ep}}} \sinh(W_E/L_p) \right) e^{q V_{BE}/k_B T}.
$$

(5.11)

\(n_{iE}\) is the intrinsic carrier concentration in the emitter, and \(V_{BE}\) is the effective junction voltage. \(S_{dp}\) and \(S_{ep}\) are the hole effective junction velocities corresponding to those for electrons defined earlier. Since the valence band can be assumed continuous, \(S_{ip}\), the interface velocity of holes, is equal to \(v_{th}\), the thermal velocity, which is sufficiently large that \(S_{dp}/S_{ip}\) can be ignored.

### Emitter-Base Space-Charge-Region Delay Time

Conventionally, the depletion approximation formulated by Shockley in his historical article [111] is used widely for \(\tau_{EB}\) in both homojunction and heterojunction devices, i.e.,

$$
\tau_{EB} = \frac{\varepsilon_E A}{g_m W_{BE}}.
$$

(5.12)

Physically, it is the parallel-plate capacitance formula, the separation of the imaginary plates, \(W_{BE}\), calculated from the depletion approximation. For the case of heterojunctions, a modified version that takes the difference of permittivities into account is available [7] (Chap. 9, p. 286), which is what meant by the (ordinary) depletion approximation in the present work. Nevertheless, it is well known that this approach is only a good approximation for reverse biases or low forward biases [113]. The reason for the violation of this approximation for moderate to high biases is the presence of large amount of mobile carriers in the so called “depleted” region. Therefore, it cannot be assumed depleted anymore, and “space charge region” seems
to be a more reasonable term for this region. Enormous efforts have been made to take into account this charge in estimating the corresponding delay time. They have been summarized in a tutorial by Liou and Lindholm [108]. Basically, it is difficult to deal with this delay time analytically, and most of the published works are numerical. Any kind of analytic approach has to use some simplifying assumptions, and often the resulting error is of the same order as the charge concerned.

In the following discussion, adapting Lindholm's expression [112], we write

\[ C_{JE} = C_D + C_F = FC_D, \]  \hspace{1cm} (5.13)

where \( C_D \) is the traditional depletion-region capacitance due to the modulation of the space-charge region width, and \( C_F \) is due to the free carriers in the region, and \( F \) is a correction factor of this last quantity.

One of the very few published works to take into account the free charge in an abrupt heterojunction is due to Liou et al. [114]. With the assumption of a piece-wise linear intrinsic Fermi-level, \( E_i \), they find a bulky expression for the corresponding \( C_F \) applicable for moderate biases. It is worth mentioning that Shirts and Gordon [115], have done another approximate analytic improvement for the case of abrupt heterojunctions by means of the unconventional "dielectric response function". One can imagine how complicated any attempt would be to deal with the free carriers in the space-charge region of a graded heterojunction. The only work for graded structures is by Liou [75] (Chap. 3, p. 72), who has only managed to modify the depletion approximation by taking into account the effect of linear permittivity in solving Poisson's equation.
5.4.2 Base Delay Time

With regard to the law of junctions, and the assumption of linear electron profile in the quasi-neutral base, i.e., neglecting recombination, it is quite straightforward to show that the quasi-neutral base delay time is [99] (Chap. 9, p. 236),

\[ \tau_B = \frac{W_B^2}{2D_{nB}} + \frac{W_B}{v_{coll}}. \]  

(5.14)

Basically this is the variation in the integration of the trapezoidal-like profile in Figs. 5.1(a) and 5.2. \( v_{coll} \) is the collecting velocity of electrons at the collector edge of the quasi-neutral base, i.e., \( J_C/nq(x_{pC}) \). \( x_{pC} \) is the position of the relevant quasi-neutral base edge. For long-base devices, the second term can be ignored, but it is the dominant term in moderate and short base devices. This is both a simple and exact expression, as long as the correct \( v_{coll} \) is substituted. For homojunction devices, \( v_{coll} \) is identical with \( v_{sat} \), the saturation velocity. But it has quite different values when band-gap narrowing, the nature of the emitter-base heterojunction, quasi-ballistic and hot electron effects in HBTs are considered (see Sec. 5.5.2).

5.4.3 Collector Delay Time

Similar to \( \tau_{EB} \), the simplest estimate of the collector delay time, \( \tau_C \), invokes the depletion approximation. This seems to be promising since in the active mode of transistor operation, the base-collector junction is reversed biased. However, this is not actually a good estimate for moderate to high biases. The reason for this is, again, the presence of a considerable electron charge in the space-charge region to provide \( J_C \approx qn_Cv_{sat} \). \( n_C \) is the electron concentration in the region. Since, it is assumed that the drift velocity in the region is the saturation velocity, \( n_C \) is constant with respect to position too. Regarding this mobile charge, another delay time component, namely
$W_{BC}/2v_{sat}$ ($W_{BC}$ is the width of the region) is added to the depletion approximation expression. In the development of this additional term, it is conventionally assumed that the terminal base-collector voltage, $V_{CB}$, is held constant [99] (Chap.9, p. 238). This approach is not followed here, so allowing the complete expression for $\tau_C$ to be developed, including the effect of parasitics.

The total net charge in the space-charge region is $Q_C = qA(N_C - n_C)W_{BC}$, where $N_C$ is the collector doping concentration. It has been assumed that the minority carrier concentration $p(x)$ in the region is negligible, which is reasonable for a reverse-biased junction. We can write the variation of $Q_C$ in response to $\delta V_{BE} = \Delta V_{BE}$ as

$$\delta Q_C = qA(-W_{BC}\delta n_C + (N_C - n_C)\delta W_{BC}). \quad (5.15)$$

Integrating Poisson’s equation, $\nabla^2 \psi = -q(N_C - n_C)/\epsilon_C$, twice from the base-collector junction to $W_{BC}$, i.e., neglecting the voltage drop in the base, we can write

$$V_{bi} + V_{CB} - J_C(W_C - W_{BC})/\sigma_C = q(N_C - n_C)W_{BC}^2/2\epsilon_C, \quad (5.16)$$

where $\epsilon_C$ is the permittivity in the collector, $W_C$ is the physical length of the collector, and $\sigma_C$ is the conductivity of the collector material, which allows the ohmic drop in the un-depleted collector, $J_C(W_C - W_{BC})/\sigma_C$, to be taken into account. Thus

$$\delta W_{BC} = \frac{\delta V_{CB} + qW_{BC}^2\delta n_C/2\epsilon_C - (W_C - W_{BC})\delta J_C/\sigma_C}{-J_C/\sigma_C + q(N_C - n_C)W_{BC}/\epsilon_C}. \quad (5.17)$$

If we assume that the ohmic voltage drop in the space-charge region is negligible compared to the junction potential difference, i.e., $J_CW_{BC}/\sigma_C \ll q(N_C - n_C)W_{BC}^2/2\epsilon_C$, we can ignore the $J_C/\sigma_C$ term in the denominator of the last equation, and conclude

$$|\delta Q_C| = \frac{qAW_{BC}\delta n_C}{2} - \frac{\epsilon_C A}{W_{BC}} \left( \delta V_{CB} - (W_C - W_{BC}) \frac{\delta J_C}{\sigma_C} \right). \quad (5.18)$$
Furthermore, taking the emitter parasitic resistor into account, \( V_{CE} = V_{CB} + V'_{BE} + (J_C + J_B) W_E/\sigma_E \), where \( V'_{BE} \) is the base-emitter junction voltage. So,

\[
\frac{\delta V_{CB}}{\delta J_C} = \frac{-\delta V'_{BE}}{\delta J_C} = \frac{W_E \delta (J_B + J_C)}{\delta J_B} = -\frac{A}{g_m} \left( \frac{W_E}{\sigma_E} (1 + \frac{1}{h_{fe}}) \right).
\]

Assuming \( h_{fe} \gg 1 \), we conclude

\[
\tau_C = \left| \frac{\delta Q_C}{\delta I_C} \right| = \frac{\epsilon \mu A}{W_{BC}} \left( \frac{1}{g_m} + \frac{W_E}{A \sigma_E} + \frac{W_C - W_{BC}}{A \sigma_C} \right) + \frac{W_{BC}}{2 v_{sat}}.
\]

The \( \epsilon \mu A/g_m W_{BC} = g_m^{-1} C_\mu \) term is the only one appearing in Eqn. (5.1) as the depletion approximation. The collector and emitter parasitic resistors, \( R_C \), and \( R_E \), are usually defined as \( (W_C - W_{BC})/A \sigma_C \), and \( W_E/\sigma_E \), respectively, leading to the compact form

\[
\tau_C = C_\mu \left( \frac{1}{g_m} + R_E + R_C \right) + \frac{W_{BC}}{2 v_{sat}}.
\]

If the depletion approximation is not valid for the biases of interest, its estimation for the corresponding width, \( W_{BC} \), is not either, i.e., the effect of the mobile carriers in the space-charge region should be considered. This has been done thoroughly by Kirk [116], in the early 1960's, and the result is as follows:

By defining two threshold currents \( J_1 = q N_C v_{sat} \) and \( J_2 = q N_C \mu_n V_{CB}/W_C \) (\( \mu_n \) is the mobility of electrons) one can find different regimes of operation according to the relative magnitude of these currents and \( J_C \) [117]. \( J_1 \) is the threshold current density at which the ionized static charges in the space-charge region are completely compensated by electrons. \( J_2 \) is the threshold current density at which the bipolar transistor will enter the quasi-saturation regime. For typical devices of our interest \( J_C < J_1 < J_2 \) or \( J_1 < J_C < J_2 \). For the latter case which is commonly known as the Kirk effect, it is assumed that \( W_{BC} = W_C \). For the former regime, the modification of the depletion approximation is

\[
W_{BC} = W_{BC}^0 \sqrt{(1 - J_C/J_2)/(1 - J_C/J_1)}.
\]
Figure 5.4: Simulated $\tau_E$ (solid line), $\tau_B$ (dashed line), and $\tau_C$ (dot-dashed line) delay times versus $J_C$ for the studied graded HBT. The huge effect on $\tau_B$, by ignoring band-gap narrowing is also shown (circles).

$W_{BC}^0$ is the space-charge region thickness when $J_C = 0$. One should be careful as to what it means. It does not mean the width in equilibrium, but the ordinary thickness due to the depletion approximation at the related voltage bias. Typically $J_2 \gg J_1$, therefore one can drop the $J_2$ term in the numerator of Eqn. (5.22), or more simply, just modify $N_C$ to $N_C - J_C/qv_{sat}$ in the ordinary depletion approximation formulation [118].

### 5.5 Analytic versus Numerical Delay Times

For the purpose of comparing analytical and simulated delay times $n$-Al$_{0.3}$Ga$_{0.7}$As/$p$-GaAs/$n$-GaAs HBTs with the following configuration were studied: the emitter, base, collector and sub-collector dopings were $6 \times 10^{17}$, $3 \times 10^{19}$, $4 \times 10^{16}$, and $4 \times 10^{18}$ cm$^{-3}$ respectively. The corresponding metallurgical widths were 0.40, 0.10, 0.40, and 0.30 $\mu$m. For the case of graded-emitter devices, a 200 Å linearly graded layer was modeled in the simulations, i.e., the ungraded emitter width was 0.38 $\mu$m. For all the
Figure 5.5: (a) $\tau_E$ versus $J_C$ plots for a graded HBT: (i) Eqn. (5.12) (solid line); (ii) Simulation (solid-circle line); (iii) Depletion approximation for graded junctions (dot-dashed line), ([75], p. 72); (iv) Analytic expression to add the free electron charge in the space-charge region to (i) (dashed line), [114]. (b) Correction factor, $F$, imposed over the ordinary depletion approximation ($F = 1$), applied to (ii), (iii), and (iv) as noted in part (a).

Simulations, $V_{CE}$ was held constant at 2.0 V, and $J_C$ was varied typically in the range of $1 \times 10^3$ to $1 \times 10^5$ A cm$^{-2}$. The $\Delta V_{BE}$ imposed for variational analysis was 0.0005 V (less than 2.0% of $k_B T / q$ at room temperature). Fermi-Dirac statistics, and complete ionization were assumed in all the simulations. With regard to band-gap narrowing, field-dependent mobility, and recombination, the enhanced models described in Ref. [102] were utilized. This is not true for the saturation velocity where the default value of the employed drift-diffusion simulator, MEDICI [98], was used. Regarding the $g_m$ required for analytic calculations (see Eqn. (5.20) for instance), no analytic model was employed to calculate the current. Instead, for consistency of the two approaches, the numerically calculated $g_m$ was utilized in the analytic expressions. Unless otherwise stated, the 1% integrated charge method criteria was used to regionalize the device numerically.

To have an idea of the relative magnitudes of $\tau_E$, $\tau_B$ and $\tau_C$, the simulated
results of the graded HBT are plotted in Fig. 5.4. As can be seen, for current densities above about $1 \times 10^4$ A cm$^{-2}$, the dominant term is $\tau_B$. The maximum cut-off frequency, calculated by Eqn. (5.5) is about 18 GHz, and occurs at $J_C \approx 5 \times 10^4$ A cm$^{-2}$. This is in reasonable agreement with the experimental results of a somewhat similar structure [102]. As shown in the same figure, switching the band-gap narrowing feature off in the simulation causes a dramatic decrease (over 60%) of $\tau_B$, but basically does not affect the other two signal-delay times. This will be discussed in Sec. 5.5.2.

### 5.5.1 Emitter Delay Time

Fig. 5.5(a) shows the simulated plot of $\tau_E$ versus $J_C$ for the graded device calculated by means of the integrated charge method. $\tau_{QNE}$ is virtually zero, as observed from the cumulative delay time in Fig. 5.6. This is in agreement with the analytic expression in Eqn. (5.10), for graded devices. Hence essentially all the emitter delay
time is contributed by \( \tau_{EB} \). Three available analytical expressions are plotted in Fig. 5.5(a), namely: the ordinary depletion approximation in Eqn. (5.12); the depletion approximation taking into account the position-dependent permittivity in the graded region [75]; and also the analytic expression for abrupt heterojunctions by Liou et al. [114], which takes the mobile carrier in the space-charge region into account. One can observe that the use of the last two unwieldy expressions does not contribute any encouraging improvement after all. This leads us to the idea that it seems more convenient to use the widely-accepted ordinary depletion approximation, but with the correction factor \( F \) introduced earlier. The resulting numerical \( F \) values, as well as the ones for the two mentioned analytic approaches, are shown in Fig. 5.5(b). As more clearly depicted in this figure, the two unwieldy analytical approaches do not yield more than 50\% improvement on the depletion approximation. However, it can be seen that the numerical \( F \) is generally speaking between 1.8 and 2.5. These values are in accord with the numerical and analytical calculations by Negus and Roulston [119]. Although their work is based on a completely different linearly-graded homojunction device, this coincidence suggests that values for \( F \approx 2 \) are typical for any kind of device. This simple conclusion seems to be an interesting result for practical engineering purposes, where simple and easy-to-use expressions like Eqn. (5.12), are preferred for quick, first-order designs.

For abrupt HBTs, \( \tau_{QNE} \) is not negligible. The physical reason is that due to the blocking effect of the discontinuity in the conduction band of the abrupt HBT, it is necessary to increase \( V_{BE} \) compared with the graded device to pump the same amount of current into the collector. This causes a decrease in the barrier of the valence band, and, consequently, facilitates the injection of holes into the quasi-neutral emitter. The cumulative delay time of the abrupt HBT is also shown in Fig. 5.6.
Interpreting $\tau_E$ of the abrupt HBT is more difficult. The reason for this is two-fold. The ambiguity of defining a well-behaved boundary between the quasi-neutral emitter and the base-emitter space-charge region was described thoroughly before and is not discussed further here. With regard to the analytic expressions, we found out that there is a serious problem in estimating $\tau_{QNE}$. Both the analytical expressions presented in this work in Eqn. (5.11), and by Gao et al. in Eqn. (5.10), are a function of $W_E$. But, we already know that there is no exact value for this width. Scrutinizing both the $G$ factor expression for such devices and Eqn. (5.11) shows that they are functions of the drift-diffusion velocities in the space-charge region, namely $S_{en}$ and $S_{ep}$. The analytical expressions developed by Lundstrom for these velocities are actually orders of magnitude lower than what is needed to give a reasonable fit between the analytical cumulative delay time curve and the simulated one. It was found out that a value of about $2 \times 10^2$ cm s$^{-1}$ for $S_{en}$ is adequate for a $G$ factor in the biases around $J_G = 1 \times 10^4$ A cm$^{-2}$, whereas Lundstrom's analytic expression yields $2 \times 10^4$ cm s$^{-1}$ for the same velocity. As mentioned before, this huge discrepancy is due to the assumption made in the derivation, i.e., that the base and emitter portions of the space-charge region width be orders of magnitude larger than the corresponding extrinsic Debye lengths. This assumption is enormously violated in our cases. For instance, the ratio of the base-side width of the space-charge region to the corresponding extrinsic Debye length, $\sqrt{k_B T \varepsilon_B/2q^2N_B}$, is 0.6, rather than being sufficiently greater than one, as required for the validity of the analytic expression.

Although one can deal with $S_{en}$ and $S_{ep}$ numerically, instead of by compact expressions (a fact that Lundstrom mentions himself too [96]), one can take the velocities in question as free parameters in employing either of the two analytic expressions in Eqns. (5.10) and (5.11), and have an estimate of them by fitting the analytical
and simulated cumulative delay times. For instance, if an estimate of $S_{ep}$ is desired, by the valid assumption that $W_E \ll L_p$, the quadratic cumulative hole density that yields the delay in Eqn. (5.11) can be written as

$$\int_0^x \Delta p dx' = \left( \frac{n_{iE}^2}{2W_EN_E} \cdot \frac{e^{V_{BE1}/k_BT} - e^{V_{BE2}/k_BT}}{1 + \frac{S_{dx}}{S_p} + \frac{S_{dx}}{S_{ep}}} \right)x^2.$$  \hspace{1cm} (5.23)

$V_{BE1}$ and $V_{BE2}$ are the primary and secondary base-emitter voltages, with the difference of $\Delta V_{BE}$. The fitting of the corresponding cumulative delay with $S_{ep} = 6.7 \times 10^4 \text{ cm s}^{-1}$ is also shown in Fig. 5.6, where $W_E$ in Eqn. (5.23) has been estimated by the 1% integrated charge method. It is clear that changing the criteria, will affect the estimate on $S_{ep}$. Obviously, because of these ambiguities in calculating $\tau_{QNE}$ for abrupt HBTs, trying to develop a correction factor for $\tau_{EB}$ in a similar manner to that presented for graded HBTs would be very questionable and better to be avoided.

### 5.5.2 Base Delay Time

As mentioned before, Eqn. (5.14) is an appropriate expression for $\tau_B$, provided that the correct collection velocity at the quasi-neutral base edge is picked. The different conduction band diagram scenarios are shown schematically in Fig. 5.7. Diagram (a) is for a device without band-gap narrowing features. For this case, it was verified for the corresponding data presented in Fig. 5.4 that $v_{coll} = v_{sat}$. The saturation is because of the high electric field in the space-charge region, as first suggested by Roulston for homojunction devices [120]. This is true for either an abrupt- or a graded-emitter device. However, when band-gap narrowing is taken into account, the collection velocity is less than $v_{sat}$. The high doping of the base material causes the band-gap of the region be a few $k_BT$ smaller than the corresponding one in the collector. Consequently, a pseudo-heterojunction is induced, creating a bottleneck.
Figure 5.7: Different scenarios for the base collection velocity: (a) Long-base graded or abrupt HBT without band-gap narrowing effect, $v_{col} = v_{sat}$; (b) Long-base graded or abrupt HBT with band-gap narrowing effect, $v_{col} < v_{sat}$; (c) Short-base graded HBT, $v_{col} \approx v_T$; (d) Short-base abrupt HBT, $v_{col} \approx v_{TTE}$.

for the flow of the carriers. Therefore, the collection velocity is reduced significantly. This scenario is schematically elaborated in Fig. 5.7(b). The effect of the band-gap narrowing pseudo-heterojunction on the $\Delta n(x)$ profile is apparent in Fig. 5.2. For the case of the graded device, it turns out numerically that the velocity at the base edge of the space-charge region is about $0.28v_{sat}$, which gives an excellent agreement for evaluating $\tau_B$, if this collection velocity is employed in the analytic expression.

As a final note on $\tau_B$, it must be stressed herein that a drift-diffusion simulator, such as MEDICI, does not implement hot-electron and quasi-ballistic effects, which are important for short-base modern HBTs. The two right-hand side conduction band diagrams in Fig. 5.7 are for such devices. Diagram (c) is for the graded case, where the electrons are injected as usual into the base at the emitter-base heterojunction with the thermionic injection velocity $v_T = \sqrt{2k_BT/\pi m_e^*}$, where $m_e^*$ is the electron
effective mass. However, since the base width is comparable to the average scattering (or mean-free path) length [121], the electrons transit the base quasi-ballistically, and are collected with roughly the same velocity. For an abrupt short-base device, Fig. 5.7(d), where the electrons are injected into the base with the "hot" velocity $v_{TTE}$ (determined by quantum-mechanical tunneling and thermionic emission), the collection velocity lies closer to the same value, rather than $v_{sat}$, again due to the quasi-ballistic transport across the base [121]. The plots of $\tau_B$ versus quasi-neutral base width calculated by MEDICI are presented in Fig. 5.8 [109], as well as the analytical signal-delay times with different velocities introduced here, namely $v_{sat}$, $v_T$, and $v_{TTE}$.

5.5.3 Collector Delay Time

The current-correction factor for the depletion-region width in Eqn. (5.22), developed for homojunction transistors, provides excellent agreement with the simulated results.
Figure 5.9: The cumulative integrals \( f_0^x \Delta n(x')dx' \) (solid curve) and \( f_0^x \Delta p(x')dx' \) (dot-dashed curve) of the studied graded HBT for \( J_C \approx 2 \times 10^4 \text{A cm}^{-2} \), with the estimates of the collector-base space-charge region width by different methods: (i) 1% criteria of the integrated charge method (long-dashed line); (ii) Eqn. (5.22) (dotted-dashed line); (iii) Depletion approximation (dotted line). Note: method (ii) and method (iii) give the same predictions at the base side of the space-charge region.

of HBTs, either graded or abrupt. The cumulative delay time of the graded device at a bias close to \( J_C = 2 \times 10^4 \text{A cm}^{-2} \) is shown in Fig. 5.9. Also added are the space-charge region edges predicted by the depletion approximation, the one modified by the Kirk effect, and the numerical integrated charge method. It can be seen that the depletion approximation underestimates the width, but the modified one is acceptably in accord with the numerical approach. It must be noted that the depletion approximation estimates a small shrinkage in the width as the bias is increased, but this is not actually the case in the simulation. Eqn. (5.17) is a mathematical explanation for that. Physically, since the increase in the current causes a decrease in the net charge, \( q(N_C - n_C) \), in the space-charge region, \( W_{BC} \) has to increase for the satisfaction of Poisson's equation. This increase is also the reason for the negative integrand portion in the \( \Delta n(x)/\Delta J_C \) plots in Fig. 5.2, another subtle feature of that plot. In low biases, this effect is not so apparent (as ignored in the simple picture of Fig. 5.1), but the
negative values can be seen at moderate to high biases.

Fig. 5.10 [109], shows the numerical plots of $\tau_C$ versus bias. Also shown are the analytic plots when using either the depletion approximation or Eqn. (5.22), which takes into account the effect of $n_C$ in estimating $W_{BC}$. This modification is often overlooked in calculating $W_{BC}$, assuming that it has no influence until after the onset of the Kirk effect at $J_C = J_1 \approx 6 \times 10^4$ A cm$^{-2}$. However, the presented results show that the effect of $n_C$ cannot be simply ignored at lower biases.

### 5.6 Signal-Delay Times in Nitride HBTs

The $\Delta n(x)$ and $\Delta p(x)$ plots versus $x$ for the baseline AlGaN/GaN abrupt HBT of Sec. 4.4.2 are shown in Fig. 5.11(a) at room temperature, without any polarization feature and with $V_{BE} = 3.3$ V. Comparing with Fig. 5.2 leads us to observe that: (i) Observation (i) in Sec. 5.3.3 is violated, i.e., $\Delta n(x) \neq \Delta p(x)$ in the quasi-neutral base; (ii) Observation (iii) in the same section is also violated. The cumulative charges due
Figure 5.11: Charge control approach in the abrupt AlGaN/GaN HBT of Sec. 4.4.2 at room temperature. (a) Three incremental concentrations versus $x$ at $V_{BE} = 3.3$ V: $\Delta n(x)$ (solid line); $\Delta p(x)$ (dashed line); $\Delta (p(x) + N_D^B(x) - N_A^B(x))$ (dot-dashed line). (b) Delay times versus $J_C$ by: electron incremental charge, $\Delta Q_e$, (solid line); hole incremental charge, $\Delta Q_h$, (dashed line); Eqn. (5.14) (circles); Eqn. (5.14) times the $K$ factor in Eqn. (5.27) (squares).

to holes and electrons are not equal in the quasi-neutral base, and the space-charge regions. For instance, the discussed equivalent interpretation of van den Biesens’s $\tau_{eb}^*$ in terms of holes and electrons in Fig. 5.1(a) is no longer valid, as the relevant humps do not contain the same amount of charge. In addition, the emitter-to-collector signal-delay time depends on whether electrons or holes are picked. This is more clearly elaborated upon in Fig. 5.11(b), where $\Delta Q_e/\Delta I_C$ and $\Delta Q_h/\Delta I_C$ versus $J_C$ are shown for the same device, where $Q_e$ and $Q_h$ are the electron and hole charges in the transistor, respectively. In other words, the most right-hand side identity in Eqn. (5.5) is not applicable. So, why is that and what is the delay of these devices?

The origin of all the observations is simply the incomplete ionization of dopants. As the bias is incrementally increased by $\Delta V_{BE}$, more electrons are fed from the emitter lead, and more holes provided by the base lead are piled in the transistor, with distributions being dictated by Poisson’s equation. Since the continuity equations are
solved simultaneously, charge neutrality of the whole device is a consequence of,

\[ \int_0^L (p(x) - n(x) + N_D^+(x) - N_A^-)(x)dx = 0. \tag{5.24} \]

If complete ionization of impurities are assumed, Eqn. (5.24) leads to \( \int_0^L \Delta n(x) = \int_0^L \Delta p(x) \) as employed in Eqn. (5.5). However, if incomplete ionization of acceptors in the base is taken into account\(^5\), \( \Delta Q_e = \Delta Q_h - q \Delta N_A^- \), where

\[ N_A^- = \frac{N_A}{1 + g_A e^{(E_A(x) - F_p(x))/k_B T}} = \frac{N_A}{1 + \alpha p(x)} \tag{5.25} \]

and \( \alpha \equiv g_A e^{(E_A(x) - E_v(x))/k_B T}/N_Y \) is a constant defined for the simplicity of the following derivations. \( N_A^- \) changes if the hole quasi-Fermi level, \( F_p(x) \), has a variation in response to \( \Delta V_{BE} \). Since the acceptors are only interacting with holes, as the right hand side of Eqn. (5.25) demonstrates, the increase in \( p(x) \) will cause a negative \( \Delta N_A^- \), or \( \Delta Q_e > \Delta Q_h \), as Fig. 5.11(b) verifies. It is the electron delay time which gives the correct \( \tau_{EC} \), and the equal amount of holes injected into the device are partly neutralized by \( \Delta N_A^- \). If one wants to use holes in the charge control theory, the ionized dopant charge must also be considered. Fig. 5.11(a) shows that if \( \Delta N_A^- \) is subtracted from \( \Delta p(x) \) in the base, the charge-neutrality concept is restored. Also, the addition of \( \Delta N_D^+ \) to \( \Delta p(x) \) shows that the contribution of the ionized donor charge is not very small in the emitter side of the emitter-base space charge region\(^6\).

It is possible to find the ratio of the increment of hole charge in the quasi-neutral base, \( \Delta Q_{h,B} \), over the electron charge, \( \Delta Q_{e,B} \). Taking the differential of Eqn. (5.24), and assuming \( N_D = 0 \) in the base, gives

\[ \Delta Q_{h,B} - \Delta Q_{e,B} = -q \alpha N_A \int_{x_{pE}}^{x_{pE}+W_B} \frac{\Delta p(x)}{(1 + \alpha p(x))^2} dx. \tag{5.26} \]

\(^5\)The change in the donor ionized concentration, \( \Delta N_D^+ \), should be incorporated in principle too.

\(^6\)Actually, the negative hump should be subtracted from \( \Delta n(x) \), if one wants to do a more exact analysis of the delay times.
With the approximation that the majority carrier concentration, \( p(x) = \bar{p} \), is constant in the quasi-neutral base for a given bias, we can write the ratio \( K \) as
\[
K = \frac{\Delta Q_{h,B}}{\Delta Q_{e,B}} = \left(1 + \frac{\alpha N_A}{(1 + \bar{p})^2}\right)^{-1}. \tag{5.27}
\]

In addition, if we assume that the majority carrier concentration does not differ from the equilibrium value \( \bar{p}_{0B} \), i.e., assuming \( \bar{p} - \bar{p}_{0B} \ll \bar{p}_{0B} \), \( K \approx 0.5 \) for our structure. To compare that with the numerical results, the integrated charge method was applied to \( \Delta n \) and \( \Delta (p - N_A) \). Eqn. (5.14) gives the same delay time as numerically calculated by \( \Delta Q_{e,B}/\Delta J_C \), while \( \Delta Q_{h,B}/\Delta J_C \) is half of that value, in excellent agreement with the above approximate analytic estimate of \( K \). Qualitatively, similar arguments apply to the effect of incomplete ionization on the space-charge region delay times. There is one publication available on the influence of incomplete ionization on \( p-n \) symmetrical homojunction capacitances [122], but it appears to be difficult to quantize our non-symmetrical heterojunction case, in terms of analytic expressions.

The \( V_{coll} \) term in Eqn. (5.14) is negligible, since there is no band-gap narrowing feature in our nitride simulations. \( W_B^2/2D_nB \) and \( KW_B^2/2D_nB \) are also added to Fig. 5.11(b). The metallurgical width is substituted for \( W_B \). As can be seen, they give reasonable agreement with the numerical results at high biases, where \( \tau_B \) dominates \( \tau_{EC} \). Recall from Chap. 4 that the high level injection occurs at about 3.5 kA cm\(^{-2} \), which is roughly at the same point that \( \tau_B \) starts to dominate \( \tau_{EC} \). Although the high-level injection can give an improvement in \( \tau_B \) [99] (Chap. 10, p. 254), to gain the best frequency performance in the ideal regime, the device should operate at a bias very close to the onset of high-level injection, i.e., at \( J_C = 2.6 \times 10^3 \) A cm\(^{-2} \) in Fig. 5.11(a). The nitride HBT of our study has a cut-off frequency of about 10 GHz at this bias, which should be sufficient for some of the communications applications envisaged for AlGaN/GaN HBTs [24].
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5.7 Summary

A comparison between the results of a drift-diffusion simulator for regional signal delays and traditional compact expressions of HBTs was performed.

- The suggested integrated charge method was found to be the most appropriate way of partitioning the device in terms of the quasi-neutrality definition, although no partitioning scheme to designate the boundary of the emitter space charge region and the quasi-neutral emitter exists.

- With regard to emitter signal-delay time, imposing a correction factor of about 2 on the ordinary depletion approximation appears to be the most convenient way to analytically estimate the emitter signal-delay time in a graded-emitter HBT. For an abrupt-emitter HBT, it is not feasible to separate the quasi-neutral emitter and base-emitter delay times, neither numerically nor analytically.

- The ordinary equation of the base signal-delay time gives an exact estimate of this component in the charge control theory for graded or abrupt HBTs, as long as the appropriate exit velocity is picked.

- The current-dependent modification of the depletion approximation should be taken into account for the collector signal-delay time, even at biases below the onset of the Kirk effect.

- The quasi-neutrality definition is not applicable for nitride HBTs, unless the variation of ionized acceptors in the base is also added to the variation of hole charge. Abrupt-emitter AlGaN/GaN HBTs are predicted to have cut-off frequencies as high as 10 GHz.
Appendix A

Wurzite Crystal Structure

Since the ordinary materials employed in the electronic and opto-electronic technology usually have diamond, *e.g.*, Si, or zincblende, *e.g.*, GaAs, structures, the crystallographic aspects of wurtzite materials are not widely known to the workers in this field, and a description of them is presented in this appendix.

The wurtzite structure is the penetration of two hexagonal closed-packed (hcp) structures of different atoms. It is also called the hexagonal zinc sulfide structure, since ZnS is one of the first materials known to have the structure. To understand the hcp structure in the first instance, we start with an analogy to the game of pool, or snooker. Imagining the two-dimensional arrangement of the balls that are placed as close as possible, *i.e.*, minimum interstitial area of the top view cross-section circles, in the triangle at the beginning of the game as a basal layer, let us stack some of these layers in three dimensions. To be more specific, we want to arrange identical spheres of atoms in that positioning which minimizes the interstitial volume, or in other words, makes a closely packed arrangement. One can perceive intuitively that this is the arrangement to which the interacting bonding forces are inclined to. This can be more technically justified in terms of minimizing the bonding energy per unit
volume as a physical principle, provided that the forces are non-directional [2] (Chap. 2, p. 34). Going back to our billiards balls, one can simply visualize how the second layer of spheres (B) will slip in the depression in between of the first layer spheres (A) to satisfy this minimization. These overlayed depressions are not all the ones available between any three contacting spheres of the first layer, but half of them. Therefore, when we try to add a third layer we have two choices: one is on top of the other half depressions of the first layer (C), the other exactly on top of the first layer spheres (A). For the fourth layer we merely have one of the previous three choices A, B, or C. The random sequence of these triple layers can lead to an infinite number of arbitrary stacking orders. However, not all of them are periodic (leading to a repetitive unit cell), and not all of the periodic orders are common. The most common ones are .. AB AB .. (called hcp or 2H), and ... ABC ABC ... which is called face-centered cubic (fcc) or 3C, and ...... ABCBAC ABCBAC ...... simply called six-hexagonal order (6H). All of these structures have the minimum filling factor of the interstitial
Figure A.2: (a) Four direction indices in hexagonal lattices; (b) wurtzite structure with two different atom sites (filled and hollow spheres) in hcp lattice, inter-penetrating with a separation $u$ in the [0001] direction.

Volume, which can be geometrically figured out as 74% [6] (Chap. 1, p. 23). fcc and hcp are the basis for the primitive cell of almost any semiconductor of interest. Two inter-penetrating fcc Bravais lattices lead to the diamond and zincblende structures, or rock-salt (NaCl) structure, depending on the displacement between the penetrating primitive cells. As mentioned, having nitrides in zincblende and rock-salt structures is feasible, but is not of device-engineering interest. Therefore, they are not discussed here further.

In contrast to fcc, the lattice of the hcp structure is not a Bravais one, i.e., it is not the simplest repetitive unit of the lattice. The primitive unit cell is actually the simple hexagonal Bravais lattice, which has the primitive vectors $\mathbf{a}_1$, $\mathbf{a}_2$, and $\mathbf{a}_3$, with lattice sites at the corners of an equivalent triangle with side $a$, and another site at the perpendicular direction of the plane of the triangle above one of the other sites at distance $c$, as shown in Fig. A.1(a). hcp is basically the penetration of two of these Bravais lattices displaced by $\mathbf{d} = \mathbf{a}_1/3 + \mathbf{a}_2/3 + \mathbf{a}_3/2$, as elaborated in Fig.
Figure A.3: Wurtzite structure: (a) tetrahedral bonds of the wurtzite lattice; (b) cross-section of wurtzite lattice with emphasis on [0001] convention in nitrides.

A.1(b). This is the one found by the AB AB order in our analogy of stacked billiard balls. To be consistent with that picture, there should be a certain ratio between $a$ and $c$ which turns out to be $c/a = \sqrt{8}/3 = 1.6333$ [6] (Chap. 1, p. 33).

Finally, the complex wurtzite structure consists of two inter-penetrating hcp lattices of different atoms, separated by $u z$, as shown in Fig. A.2(b). Ideally $u = 3c/8$ [7] (Chap. 1, p. 9), which is the displacement annihilating the electric force induced on any atomic site, provided that we assume dot-size atoms. Obviously, since $u \neq c/4$, the wurtzite structure does not have symmetry in the $a_3$ direction. It is common practice in wurtzite literature not to use the three primitive vectors of Fig. A.1(a), but an equivalent four-component set shown in Fig. A.2(a). As can be seen, although two vectors are sufficient to describe any direction in the $xy$ plane, three separated by $120^\circ$ seem to be more convenient. The corresponding direction indices are [1000], [0100], and [0010], and of course have a $120^\circ$ rotational symmetry. The $c$-axis is [0001], where due to the mentioned non-symmetrical property, is not equivalent to [000\overline{1}]. In other words, the $c$-axis is a polar axis in the wurtzite structure which causes
Table A.1: Lattice parameters of wurtzite nitrides.

<table>
<thead>
<tr>
<th>Material</th>
<th>$a$ (Å)</th>
<th>$c$ (Å)</th>
<th>$u$ (Å)</th>
<th>$c/a$</th>
<th>$u/c$</th>
</tr>
</thead>
<tbody>
<tr>
<td>AlN</td>
<td>3.112</td>
<td>4.982</td>
<td>0.380</td>
<td>1.6010</td>
<td>0.076</td>
</tr>
<tr>
<td>GaN</td>
<td>3.186</td>
<td>5.185</td>
<td>0.376</td>
<td>1.6259</td>
<td>0.072</td>
</tr>
<tr>
<td>InN</td>
<td>3.54</td>
<td>5.705</td>
<td>0.377</td>
<td>1.6116</td>
<td>0.066</td>
</tr>
<tr>
<td>Ideal</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>1.6333</td>
<td>0.375</td>
</tr>
</tbody>
</table>

non-conventional properties in these materials. Fig. A.3(a) shows the same wurtzite lattice as Fig. A.2, but with a schematic of the tetrahedral bonds. Any atom has four covalent bonds with the atoms of the different type. Only one of the bonds is in the [0001] direction, which has the separation of $u$. One might be tempted to say that this is the same as the cubic structure, since these tetrahedral bonds remind one of the well-known similar ones in diamond. Nevertheless, the stacking order is very important here. The top layer of the three filled sphere layers in Fig. A.3(a) is identical with the bottom (both are A layers). To depict more clearly, Fig. A.3(b) presents a simple two-dimensional cross-section of the wurtzite structure. The AB AB layer stacking order is also shown, with each layer being in this case an actual bilayer of Ga and N atoms. This would not be the case in the diamond or the zincblende structures, where the stacking order is ABC ABC.

To become more specific in terms of nitrides, Fig. A.3 elaborates the symbols for the anion ($N^{3-}$) and cation (for example $Ga^{3+}$). This has been assumed in consistency with the direction defined as [0001] in the nitride literature. As can be seen, this is the one in which the cations have a single bond in that direction. In other words, e.g., gallium atoms are on top of the close bilayer ideally separated by $c/2 - u = c/8$. 
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This is why the [0001] direction is also called *Ga-faced*, if we consider GaN. Flipping the crystal over leads us to the [000\bar{1}] direction, also known as *N-faced*. The lattice constants $a$ and $c$, and the anion-cation bond length in the [0001] direction, $u$, in unstrained equilibrium circumstances, are summarized in Table A.1 for various nitrides, borrowed from the review article by Ambacher [12]. As observed, there is a slight deviation in $c/a$ from the ideal 1.6333 value. However, $u/c$ is significantly smaller than the ideal 0.375 value. This is the effect of the non-zero radii of the atoms, as well as the electron orbitals, which are ignored in the geometrical, ideal calculation. This argument is more justified if we note that the ratio decreases as the atomic number of the cation increases. Meanwhile, by calculating the lattice mismatch between various nitrides, it can be deduced that it is large compared to other III-V compounds like the AlAs/GaAs system. Therefore, the heterostructures made out of nitrides could be strongly strained, provided that the lattice is not relieved. This fact, plus the instantaneous polarization (the effect of the aforementioned non-symmetry), and also the typically large piezoelectric constants in wurtzite structures, cause unusual effects on the characteristics of devices made out of nitrides, as discussed in Chap. 3.
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