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A B S T R A C T 

State-space average value modeling of hard switching PWM converters in continuous and 

discontinuous conduction modes has received significant attention in the literature and various 

models have been derived. In this thesis, a" new approach for generating the average value model 

is set forth in which the parasitic effects of circuit elements are readily included. In the proposed 

methodology, the so-called duty ratio constraint and correction term are extracted numerically 

using the detailed simulation and expressed as nonlinear functions of the duty cycle and the 

average value of fast state variable. The proposed methodology is also generalized by 

representing these numerical functions in terms of duty cycle and the switching-cell dynamic-

impedance. An automated small-signal characterization method using a general purpose 

simulator is also proposed. The resulting parametric average value model is compared with the 

hardware prototype, the detailed simulation and the analytically averaged model. The proposed 

model is shown to be very accurate in predicting large-signal time-domain transients as well as 

small-signal frequency-domain characteristics. 
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CHAPTER 1 

Introduction 

1.1 PWM DC-DC Converters 

The filed of power electronics is concerned with processing of electrical power using electronic 

devices, wherein the key module is the switching converter. Switching converters are 

traditionally classified based on their functionality (ac-dc, dc-dc...). Dc-dc power converters are 

employed in variety of applications associated with diverse power levels, including power 

supplies for personal computers, office equipments, appliance control, telecommunication 

equipments, dc motor drives, automotive, aircrafts, etc. In particular, dc-dc converters are often 

used as an interface between different dc levels. In dc-dc converter, input voltage is converted to 

larger or smaller output voltage, possibly with opposite polarity with or without isolation of input 

and output. The converter switching control is sometimes referred to as modulation, and a 

common modulation technique is Pulse Width Modulation (PWM). PWM is usually a simple 

pulse train resulted from a comparison between a reference waveform and a sawtooth or a 

triangular carrier waveform. This thesis specifically covers a class of lumped-parameter, hard-

switching, non-isolated, unidirectional, fixed-frequency, PWM dc-dc converters. Properties, 

systematic synthesis, and classification of this class of converters are formulated in various 

literature sources, i.e. [1] - [6]. 
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1.2 Computer Aided Simulation of Switching Converters 

Computer aided modeling and simulations are essential stages of the analysis and design of 

power electronic systems, providing insight about the circuit operation. Using information 

provided by the numerical simulation, one can, for a given set of specifications, select 

appropriate circuit component types and values, estimate circuit performance, and complete the 

design by ensuring that the circuit performance will meet specifications even with the anticipated 

variations in operating conditions and circuit parameters. 

There are numerous computer packages commonly used to simulate and analyze power 

electronic converters. Although each package provides unique features, they can be grouped into 

two general categories. In the first category, namely "state-variable-based", the system is 

described by differential equations, formulated as a set of state equations. These state equations 

are then solved numerically using well-known numerical algorithms for ordinary differential 

equations (ODEs) provided by the corresponding software. In the second category, namely 

"nodal-analysis-based", the system is described by circuit elements, branch parameters, and 

topology. Based on a particular integration algorithm such as trapezoidal or backward Euler, the 

difference equations are developed for each branch, relating the branch voltage and current 

vectors at a given instance to their values at previous instances. 

The nodal analysis approach doesn't establish composite system state equations; therefore it 

doesn't provide system-level information and the implementation of various control schemes is 

not trivial. Consequently numerous analytical tools for stability analysis (eigenvalue-based, 

Lyaponouv-based), control schemes (pole-place, sliding mode control [7], nonlinear state 

feedback controller [8], control optimization), and model-order reduction [9] based on state-

space description of a system are not applicable. 
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1.3 Operational Modes 

The operational modes of a complex switched circuit can be identified based upon the cyclically 

repeated sequence of topologies that are observed during steady-state operation. The analytical 

derivation of operating mode boundaries is limited to low order dc-dc converters. In general 

cases, computer aided methods are developed to determine the operating mode boundaries 

mostly by solving the nonlinear algebraic equations for boundary conditions [10], [11]. The set 

of all possible operating modes may not be known, and the analytical derivation of boundary 

equations is not trivial. An automated algorithm is represented in [12], where operational modes 

are identified in term of the minimal repetitive subsequence of switching state and the number of 

state variables in each switching state. 

The concept of operational modes is illustrated using an example of buck converter with input 

filter shown in Fig. 1.1(a). All four possible topological instances are shown in Fig. 1.1(b). 

Potential repeated sequences of topologies and corresponding operational modes are represented 

as well. 

Switch : ON Switch : OFF 
Diode : OFF Diode : OFF 

Fig. 1.1: (a) Buck converter with input filter; (b) Possible topological instances and operational 

modes 
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For this type of converters, the most common operational mode is the continuous conduction 

mode (CCM), whereas two topologies Top. 2 and Top. 3 are sequentially repeated within a 

prototypical switching interval. In this mode, the diode switching is synchronized with the active 

switch; when the active switch is on, the diode is off and vice versa1. 

For the given topology, it is possible to have both switch and diode off simultaneously which 

results in the inductor current iL being clamped to zero. This operational sequence has been 

refereed to as discontinuous inductor current mode (DICM). DICM is the most frequently 

encountered discontinuous conduction mode in PWM dc-dc converters. Therefore, emphasize of 

this thesis is mainly on average value modeling of dc-dc converters in DICM. 

The discontinuous capacitor voltage mode (DCVM) is concluded by considering duality of 

DICM. If the capacitor, the active switch, and the diode are connected in a loop, it is possible for 

the capacitor voltage vc to be clamped to zero by having both switches simultaneously on. 

The discontinuous quasi-resonant mode (DQRM) is constructed as combination of DCVM and 

DICM 3 . On one hand, the active switch is turned on at zero current and off at zero voltage. On 

the other hand, the diode is turned on at zero voltage and off at zero current. Despite the fact that 

switching frequency is constant in PWM converter, the PWM in DQRM behaves similar to 

various quasi-resonance converters [13]. 

In this thesis, a discontinuous conduction mode for a state variable x is considered as cyclically 

repeated sequence of topological instances such that at least in one of the topological instances, 

the derivative of the state variable x is zero and its dynamics disappears. 

Discontinuous conduction mode occurs in switching converters with unidirectional 

current/voltage switches implemented, when the switching ripple of fast state variable is large 

enough to cause the polarity of switch current/voltage to reverse. This effect could be 

' The operational mode of converters controlled to operate at the boundary of CCM and DCM is sometimes classified as boundary or critical 
conduction mode [14]. 

2 Discontinuous capacitor voltage mode is sometime encountered in the input filter of the basic dc-dc converter (i.e. Buck converter) in single 
phase power factor correction converter. It has been referred as discontinuous input-voltage mode in [15]. 

3 The combination of DICM and DCVM is sometimes called as double discontinuous conduction mode [16]. Most generally, a converter 
with several discontinuous state variables is operating in so-called multiple discontinuous mode [17]. 
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encountered in a converter operating under a light load with large inductor current ripple. 

Discontinuous conduction mode is inevitable since converters often operate with their load 

removed. In fact, some dc-dc converters are purposely designed to operate in DCM for all loads 

[18] and [19]. For example, in low-power applications, it may be preferred to operate the 

converter in DCM even at full load in order to avoid reverse recovery problem of diode. DCM 

also yields faster transient responses. 

In integrated high-quality rectifier regulator, the converter consists of boost integrated/fly back 

rectifier/energy storage/dc-dc converter (BLFRED) [20]. It has been demonstrated that DCM 

avoids the light-load high-voltage stress problem associated with BIFRED topologies in 

continuous conduction mode (CCM). Furthermore, DCM results in an improved power factor 

and simpler control loop structure in comparison to CCM [21]. Cuk derived high quality 

rectifiers [21] and power factor pre-regulators (PFP) [23] that are mainly implemented in 

discontinuous capacitor voltage mode (DCVM). This mode features unity power factor, zero 

voltage crossing at turn-off, low switch current stress, and reduction of reactive element values; 

while there is no need to modulate the duty cycle. The sepic converter in DICM also functions 

as PFP [24]. Resulted PFP is a voltage follower with adjustable current ripple in design stage 

while no current loop is necessary. In some topologies, double discontinuous conduction mode 

operation provides soft switching without utilizing additional snubber circuits [16]. In single 

phase ac/dc PWM converter with active power factor correction (PFC) the input inductor current 

becomes discontinuous in every half a "line-cycle" as the line voltage crosses zero. Some PFC 

circuits are even purposely designed to operate in DCM over the entire line cycle in order to 

simplify the control [25]. 

The steady-state and dynamic behaviors of two identical dc-dc converters are vastly different 

depending on their operating modes. For example, in CCM conversion ratio is controlled by duty 

cycle, while in DCM it is load-dependent as well as duty-controlled. The output impedance 

usually increases in discontinuous conduction mode. The conventional approaches to analysis the 

dc-dc converter in time and frequency-domain based on CCM assumptions are not valid for 

DCM. For the purposes of design and evaluation of steady-state and dynamic performance, 

accurate models of converters in DCM are needed. 
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1.4 Average Value Modeling 

The detailed simulation of converters wherein the switching of each power electronic device is 

represented is computationally intensive. The complexity of detailed models also makes the 

simulation of large multi-converter power-electronic systems such as those in [26], [27] more 

time consuming. 

The small- and large-displacement stability of systems with multiple converters is an important 

issue. There are various techniques for investigating stability of power-electronic-based systems 

and design of controllers that are based upon frequency-domain characteristics, for example [27]. 

The impedance characteristics can be extracted from a detailed model of the converter or from a 

hardware prototype. The traditional methods of extracting small-signal transfer-function include 

frequency sweep techniques [28] and injection of non-sinusoidal and possibly spike-like signals 

[29]. The later methods work well with linear systems, and the frequency sweep methods work 

well with both linear and nonlinear systems with or without switching. However, because the 

detailed models are computationally intensive, determining the impedance over wide range of 

frequencies, using a frequency sweep methods, is a time consuming procedure, particularly when 

it includes obtaining data points at very low frequencies (<10Hz). 

These challenges led to the development of the so-called average value models wherein the 

effects of fast switching are neglected or "averaged" with respect to the prototypical switching 

interval and the respective variables are constant in steady-state. Although the resulting models 

are often nonlinear and only approximate the longer-term dynamics of the original systems, the 

average value models are continuous and, therefore, can be linearized around a desired operating 

point. Many simulation programs offer automatic linearization and subsequent state-space and/or 

frequency-domain analysis tools [30], [31]. Thereafter, obtaining a local transfer-function and/or 

frequency-domain characteristics becomes a straightforward and almost instantaneous procedure. 

Moreover, it has been shown in [32] that the asymptotical stability of the average value model 

and that of detailed switching circuit are equivalent. Therefore, the calculated transfer-functions 

may be used to design and optimize the associate controllers. Additionally, the average value 

models typically execute orders of magnitude faster than the corresponding detailed models 

making them ideal for representing the respective components in system-level studies. 
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Numerous methods have been developed for the average value modeling of PWM dc-dc 

converters in discontinuous conduction mode; among them reduced-order state-space averaging 

[33], reduced-order averaged-switch modeling [1], equivalent duty ratio model [34], loss-free 

resistor model [35], full-order averaged-switch modeling [36], and full-order state-space 

averaging [37]. Average value models may be categorized by resulting systems of equations 

(reduced-order vs. full-order); or by derivation methodology (sampled data modeling, circuit 

averaging, state-space averaging). Both full-order as well as reduced-order models can be 

obtained by averaging approaches including sampled data modeling, circuit averaging or state-

space averaging. The conventional reduced-order models treat the discontinuous variable as a 

dependent variable and eliminate its dynamic from state equations. It may seem that the reduced-

order models should provide accurate step response, since the discontinuous variable vanishes 

within switching cycle. However, despite the correct dc-analysis and low-frequency match, large 

discrepancies especially in phase response are observed in frequencies higher than one-tenth of 

switching frequency [37]. Also the elimination of fast/discontinuous state variable is undesirable 

for application in which this variable is used for control purpose. The methods based on 

equivalent duty ratio, full-order averaged-switch modeling, and loss-free resistor methods 

generate the average value models that retain the "missed" state variable and have shown great 

improvements over the reduced-order models. 

One approach to eliminate the discontinuity of the system equations is through sampled data 

modeling [38]-[41]. The main goal there is to suppress the internal details of a switching cycle, 

focusing instead on a cycle-to-cycle behavior. In the basic model [42], a sample of the state 

variables at each switching period is related to the sample of the control inputs in the same 

switching period and the sample of the state variables in the previous switching periods. The 

states evolution for switched network can be described very easily using standard matrix 

exponential expression for LTI systems, and trajectories in each segment can then be pieced 

together by invoking the continuity of the state variables. The sampled-data models are easily 

recognize as forward-Euler approximation of state-space averaged models, obtained by replacing 

the derivation by a formal difference. Since the sampled data modeling neglects the dynamics of 

state variables between sampling instances, deficiencies arise in predicting the high-frequency 

dynamics [43], [44]. Therefore their application is mostly limited to study and control of ripple 

instabilities and mixed-signal control of switching converters. 
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First introduced in [45], the so-called circuit averaging (also known as in-place averaging [46] or 

direct averaging [47]) attempts to replace each element in switching converter with an 

appropriate "averaged element". The extension of circuit averaging is the averaged-switch 

modeling which has received significant attention in the literature i.e. [1], [14], [35], [36], [48] -

[52]. Since the switching characteristics of converter waveforms are due to the converter switch-

network, to obtain a time-invariant circuit topology, the switch-network ports are replaced with 

averaged voltage and current sources. 

The essential step in averaged-switch modeling is to identify a switching-cell [1] (also known as 

converter-cell [53]) that is common in different topologies and to develop an equivalent circuit 

that, when inserted in place of the original switching-cell, results in an electrical circuit that has 

the same average behavior as the original converter. An equivalent switch-averaged model of the 

switching-cell in DCM is a three-terminal static network with algebraic relations between its 

terminal variables. The inductor has been considered in switching-cell while the equivalent 

averaged-switching-cell is a static network. Full-order averaged-switch models are established 

by excluding the inductor from the static network, for example in [36], [37]. Also, the averaged-

switch models are the suitable candidates for nodal-analysis-based simulation of the switching 

converters. However, circuit averaging doesn't realize the elements required to replace the 

switch-network. A so-called hybrid modeling is investigated in [54], where the obtained 

averaged circuit model is a realization of the original state-space averaged model. The 

identification of switch-network is not trivial and since a new switch average model is necessary 

for different configurations of switch-network, averaged-switch modeling is difficult to automate. 

State-space averaging is based on the classical averaging theory and involves manipulation of 

state-space equations of a converter system. First, a state-space representation of converter is 

obtained for each subinterval. Then, the obtained piece-wise linear equations are weighted by the 

corresponding subinterval length and added together. Conditions for state-space averaging are 

characterized by linear and/or small ripple approximation [48] and the degree to which certain 

vector fields commutate [55] (see Appendix A). With small ripple approximation, the Fourier 

series expansion for a finite length segment of a circuit waveform is dominated by its DC term. 

With linear ripple approximation, the circuit waveform appears as linear function of time when 

examined over switching subintervals. 
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The application of classical averaging to PWM converters is studied in [45]. It has developed an 

asymptomatic framework where solutions to switched systems (including large ripples) has been 

approximated to arbitrary accuracy by a power series in small parameter s. The small parameter 

s is determined as a function of switching period and systems time constants. In general case of 

switching converters, the averaging is formulated as generalized state-space averaging ([56] -

[59]) by interpreting dynamic phasors as state variables. State-space averaging has been 

demonstrated to be an effective method to analyze PWM converters. Analytical averaging, 

however, is based on a so-called small-ripple approximation and the derivation methods are 

challenging. Most of previous averaging efforts were in derivation for a specific ideal topology. 

In addition, in the derivation of state-space average value model, the equivalent series resistance 

(ESR) of circuit components are often neglected and the state variables are considered as linear 

segments. Such assumptions result in inaccuracy of the corresponding time constants as well as 

the waveforms. If the losses due to the switch and/or inductor are taken into account, whereby 

the linear shape of the current waveform would change into exponential form, the analytically 

derived models would become more complicated. The analytical derivation also becomes more 

complicated when the number of energy storage elements is increased and/or the fast state 

variable is held at a nonzero constant value within the third subinterval [60]. 
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1.5 Automated Small-Signal Characterization of Switching Converters 

Numerous analytical and numerical techniques have been developed for small-signal frequency-

domain analysis of power electronic converters. Frequency-domain characterization is most 

commonly obtained via perturbation and linearization of continuous models (ac models) or via 

sampled-data models, which are now well described in textbooks, i.e. [35],[61]-[63], as well as 

more accurate and general but more complex models (such as [17],[43],[64]-[66]). In practice, 

there are often configurations, control methods, or operating modes where appropriate analytical 

continuous small-signal models are not available and/or difficult to derive. Consequently, 

automated computer-aided small-signal characterization of switching converters is indispensable. 

Limitations of basic sampled-data models in predicting small-signal frequency responses have 

been pointed out in [43] and [44]. The resulted mismatches in the predicted transfer-functions 

illustrate the importance of taking into account not only sampling of the control inputs, but also 

the continuous nature of the converter outputs, in particular, the responses of the converter state 

variables between samples. In reduced-order average value models [33], [37], [50], [67], [68], 

the high-frequency pole and resulted phase lag and magnitude reduction are not predicted, which 

can be significant even at relatively low frequencies. In the continuous-time full-order average 

value models inheriting the volt-second balance over inductor ([34], [36]), the averaged model 

clearly over-estimate the phase lag and the drop in the magnitude introduced by the inductor 

dynamics. The full-order average value model with the duty ratio constraint defined as the 

function of fast state variable ([34], [35], [37], [48], [50], [69], and [70]) is the most accurate 

model to give frequency-domain results identical to the ones obtained from detailed model and 

the hardware. However, derivation is limited to the specific ideal topologies. The analytical 

derivation of average value model is cumbersome; some automated computer aided schemes are 

proposed to extract the small-signal transfer-function from detailed switching converter without 

averaging, i.e. [71], [73], [74]. 

An automated small-signal frequency-domain analyzer is described in [71] based on an 

algorithm similar to the algorithms presented in [43], [65], [66]. In this algorithm, steady-state 

time-domain solution (named "small-signal steady-state") is found for the case when inputs have 

one or more small-signal sinusoidal sources on top of the large-signal, steady-state waveforms. 

However, the algorithm is based on the superposition principle, which is suitable only for linear 
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networks. The steady-state derivation is tied to the algorithm described in [72] and the model 

implementation is tied to a special-purpose switched-circuit simulator. 

In [73], small-signal transfer-function of switching converters is obtained using the system 

identification techniques. A pseudorandom perturbation signal with the spectrum spanning the 

entire range of frequencies of interest is added to a pre-set input. The system is then simulated in 

time-domain using a general-purpose simulator to generate output responses. Finally, the 

simulation results are used as inputs to the identification algorithm to determine parameters in a 

small-signal model of a required order. The approach obtains accurate frequency responses using 

results from a time-domain general-purpose simulator, but is empirical in nature, and may 

require experimenting with the assumed system order, perturbation signal or length of 

simulation. 

The most accurate small-signal characterization method based on impulse responses of dc-dc 

converters is introduced in [74]. The converter impulse response obtained from Pspice or PETS 

[75] is analyzed in the mathematica over a few cycles. The mathematica updates the circuit 

netlist file with the initial values for state variable, and launches the simulator to obtain state 

variable over switching period. The laplace transform of the impulse transient data generates the 

small-signal frequency response in mathematica. Since the responses are obtained using the 

numerical time-domain simulation, the converter model need not to be piecewise linear, and can 

include any complex nonlinear converter configuration supported by the general-purpose 

simulator. However, this automated method is facilitated to obtain only the control-to-output 

small-signal transfer-function. Also, the interaction algorithm is language dependent (SPICE or 

SPICE derivative simulators). The derivation of steady-state initial condition is tied to the 

algorithm in [76]. To evaluate the transition matrix, n+1 simulation runs are necessary (n-

number of state variables). Since this scheme doesn't provide a continuous-time model to 

linearize, the computationally intensive process should be repeated each time a new control-to-

output transfer-function is sought. 

In this thesis, an alternative method for constructing the average value models is proposed. First, 

it is shown how the conventional state-space averaged equation can be corrected in order to 

include the fast dynamics of the discontinuous state variables. The correction matrix is 

formulated and diagonalized to decouple correction for each state variable. The key point 
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includes introducing the correction terms and conduction intervals as numerical functions of the 

so-called switching-cell dynamic-impedance that results in accurate full-order average value 

models. An automated small-signal characterization procedure is set forth for frequency-domain 

analysis. Because the correction term and the duty ration constraint are obtained numerically 

from the detailed simulation, the effect of circuit parasitics and nonlinearities of waveforms is 

readily incorporated into the final model. The proposed methodology is demonstrated on basic 

converters and is readily extendable to other topologies. The accuracy of the generated average 

value model has been verified in time as well as frequency-domain against the hardware 

prototype, the detailed simulation, and the analytically derived averaged model. 
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CHAPTER 2 

State-Space Average Value Modeling 

2.1 General Framework 

Switched converters are often modeled as piece-wise linear networks wherein the topology 

changes at the boundaries between the subsequent subintervals within a prototypical switching 

cycle [77]. The state variables are typically associated with the energy storage components. 

Based on the topological state of each switching element such as transistor and diode, 

appropriate state-space equations can be established. The state-space model notion and the 

procedure to derive it from circuit topology are explained for example in [62]. In addition, there 

are well-defined algorithms [78] and software tools [79], [80] wherein the state-space model is 

generated automatically and updated dynamically for each new topological state of the system 

studied. Regardless of the approach/tool used, inside each k-th subinterval, the system state 

model may be expressed by the system matrices, herein denoted by , , and . 

The most common dc-dc converters include boost, buck and buck-boost topologies. Higher order 

converters are built from these basic converters by cascading (Spiec, Zeta, Cuk) or by including 

an isolation transformer (PFC converters, fly back converters) [81]. Therefore, analysis of basic 

dc-dc converters has justifiably received significant attention in the literature. As a representative 

of basic topologies, a boost is shown in Fig. 2.1(a). Buck and buck-boost topologies can be 

derived from the boost converter by rotating the switching cell consisting of an inductor, a switch 

and a diode. 
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(a) 

(b) 0 

d,T, 
~d,T< 

~d,T, 
~d,Tf 2'S 

-d,T, 3±S 

Fig. 2.1: (a) Boost converter circuit diagram; (b) state variables waveform in DCM 

The boost converter dynamic behaviour is determined by its state variables and input signals. 

Although each set of linearly independent variable can be chosen as state variables, it is 

convenient to adopt the inductor current and capacitor voltage as the state variables. In 

comparison to the fast dynamic response of inductor current, the capacitor voltage typically 

undergoes slower dynamic transient and usually remains continuous. Thus, in the given topology, 

the inductor current and capacitor voltage may be called the fast and slow state variables, 

respectively. Slow state variables usually stay continuous while fast state variables may be 

continuous or discontinuous. If both inductor current and capacitor voltage are continuous, then 

the converter operates as a controlled voltage source. In continuous conduction mode, a 

prototypical switching interval is divided into two subintervals (A: = 1,2), {tQ,t\) and (^1,^2)> 

and the respective duty cycles are d\and - \-d\. It is assumed that the duty cycle of the 

active switch d\ is controlled externally. 
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2.2 State-Space Averaging 

The state-space averaging of continues conduction mode has been presented previously in 

numerous publications, for example [35], [67], [68], and [82]. The converter's switched state-

space model in this mode is 

i(0 = (<7(0A! + (1 - <?(0)A2)x(0 + (^(OBj + (1 - <7(0)B2MO (!) 

where q(t) is the switching function, A{-,B,- are the system matrices, and u(r) is an input 

vector. The so-called fast average of a state variable x(t) over a switching interval is 

t 
x(t) = — \x(r)dT (2) 

St-Ts 

The resulted x(t) is also called the actual or the true average of x(t) . Since 

^ d 1 V . . , x(t)-x(t-T,) 1 rf S J - . / 0 s 
x(0 = - — Jx(r)^r= v ^ = — l_Tx(r)dT = x(t) (3) 

the averaging operator is commutative with respect to differentiation operator. Taking the fast 

average of (1) over a prototypical switching interval results in 

i(0 = (d(t)A{ + (1 - J(0)A2)x(0 + (rf(Y>B, + (1 - J(0)B2)u(0 (4) 

This is a straight conclusion of the fact that the fast average of switching function over a 

prototypical switching interval is what is called the duty cycle function 

1 1 

d(?) = — \q{r)dr (5) 
St-Ts 

Another assumption made here is that the average of the product is equal to the product of the 

averages. Specifically, 

Bu = B u (6) 

Ax = A-x (7) 

Eq. (6) is usually true when the source ripple is neglected. Eq. (7) is acceptable if the original 

switching variables don't deviate significantly from their average values (small ripple 
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approximation) and system matrices Aj and A 2 are commutative [82], [also, see Appendix A]. 

These assumptions are generally appropriate for the case of high-frequency converters working 

in continuous conduction mode. 

Since there is a common node between the switch, the diode and the inductor, it is possible for 

the inductor current iL to be clamped to zero by having both switch and diode off 

simultaneously. This phenomenon results in discontinuous conduction mode. The inductor 

current iL and the capacitor voltage vc in this mode are shown in the Fig. 2.1(b). In the case of 

a boost converter operating in discontinuous conduction mode, there are three topological states 

(k = 1,2,3). In this mode, a prototypical switching interval is divided into three subintervals 

corresponding to di,dj, and = 1 -rfj -<f2> respectively. Herein, d^ becomes a dependent 

variable which now can be expressed as an algebraic function of other variables of the system. 

This dependency of c/2 is frequently called the duty ratio constraint [35], [37]. 

State-space averaging for converters working in discontinues conduction mode has been 

summarized for example in [37] and [50]. For this mode, the direct extension of (l)-(4) results in 

i = ( ^ I A J + c ? 2 A 2 + ^ 3 A 3 ) ^ + ( ^ 1 B 1 + ^ 2 B 2 + ^ 3 8 3 ) 1 1 (8) 

which is not accurate anymore. The conventional state-space averaging method in (8) averages 

only the system matrices and not necessarily the state variables. To see this, one should consider 

a fast state variable (inductor current) which is clamped to a constant value in the third 

subinterval. The simplifying assumptions made in (7) represent a problem in discontinuous 

conduction mode. In particular, in the third subinterval, the actual average of the discontinuous 

state variable is zero as iL is'zero [see Fig. 2.1(b)], whereas the conventional state-space 

averaging implies that the local average value of iL in the subinterval ( ^ 2 ^ 3 ) is d^L • 

Therefore, in this mode, the conventional state-space averaging and the actual averaging arrive at 

different results. Since iL is not zero, the result out of conventional state-space averaging is not 

zero unless the length of discontinuous subinterval d 3 is zero, which is true in continuous and/or 

boundry conduction mode. This example shows the inconsistency of conventional state-space 

averaging in discontinuous conduction mode. Another example of such inconsistency in terms of 

predicting the capacitor charging current is given in [37]. 
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2.2.1 Correction term 

In order to obtain a correct state-space averaged equation one should consider the true 

averaging from the very beginning. To do that, it is instructive to partition the state vector x 

within the prototypical switching interval Ts as x = X i + x 2 + X 3 corresponding to each 

subinterval. In particular, 

xl(t) = { W 1 s (9) 
[0 Elsewhere 

fx(0 dlT<t<(dl+d2)Ts 
X

2(0=H (10) [0 Elsewhere 

[0 Elsewhere 

The corresponding state models are 

. , A fx(0 = A 1x(0 + B 1 u OZtZdft 
X\(t) = < (12) 

[0 Elsewhere 

. fx(0 = A 2x(0 + B 2 u dxTs<t<(dx+d2)Ts 

[0 Elsewhere 

x ( 0 = ji(0 = A 3x (0 + B 3 u (dl+d2)Ts <t<Ts ( i 4 ) 

3 [0 Elsewhere 

By applying formal averaging to both sides of (12)-(14) the so-called local average models are 

produced. For example, in the first subinterval (12) implies 

d \ T s 

i , = — \{Axx(r) + Bxxi)dT (15) 
T S 0 

Since A j and B ju terms are constant, and 

j d \ T S j Ts 

— Jx(r)rfr = — J X 1 ( T ) J T = X 1 , (16) 
T S 0 T S 0 

we get 

xj = A J X J + J J B J U (17) 

Applying the same procedure to (13) and (14) results 
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x 2 - A 2 ^ 2 + ^ 2 B 2 U 

[ i 3 = A 3 X 3 + rf3B3u 

The final averaged system-equation is obtained from (18) as 

x = xj + ±2 +13 = ( A t X ! + A 2 x 2 + A 3 x 3 ) s + (i/jBj + c? 2B 2 + ^ 3 B 3 ) U 

Equation (19) can be rewritten as 

t = (rf 1A 1W 1 + J 2 A 2 W 2 + J 3 A 3 W 3 ) x + (J 1 B 1 +c?2B2 +d 3 B 3 )u 

(18) 

(19) 

(20) 

where the diagonal weighing-correction matrix is = diag[a>ki ,<%2]with the entries defined 

as 

(22) 

Here, since the actual average of discontinuous state iL in the third subinterval is zero, the 

correction coefficient <y31 is zero as defined by (21). Finally, by analyzing (7) and (20), a so-

called correction matrix can be defined as 

3 
-1 

3 

M = 
k = \ k=\ 

(22) 

whereas the corrected state-space averaged equation can be expressed as 

t(t) = (JjA! + d2A2 + J 3 A 3 )Mx (0 + (c^Bj + c? 2B 2 + c?3B3)u(0 (23) 

This is similar to the analytical derivation in [37] where M is also a diagonal matrix. In 

particular, in [37] the inductor current has a triangular waveform, and the diagonal entries 

corresponding to iL and vc have been found to be and 1, respectively. As it is 
di+d2 

summarized in Table 2.1, the first diagonal entry is obtained by comparing the actual charging 

current of the capacitor with the results of the corresponding state-space averaged model. The 

second diagonal entry is assumed 1, since capacitor voltage is continuous and small ripple 

assumption is made. 
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Table 2.1: Charging of capacitor by an inductor operating in D C M [37] 

Inductor charging current State-space averaged equivalent 

charging current 

Actual equivalent charging 

current 

When the active switch is 

on 
iL-dx= ' y •{dl+d2) 

lL,peak ' d \ 

2 

When the active switch is 

off 
r j i-L,peak ' d2 . , , , 
iL-d2= , y

 2 -(di+d2) 
lL,peak ' d 2 

2 

Over the entire cycle 
i L . ( d l + d 2 ) = l - ± ^ . ( d l + d 2 ) 2 i L ' p ; a k <d1+d2) 

It is important to note that because the derivative of discontinuous state iL in the third 

subinterval is zero, the corresponding entries of A 3 and B 3 have zeros too. Therefore, the 

correction coefficient « 3 1 could be any non-zero value which would multiply out with the 

corresponding column of A 3 to zero and give the correct final result. Moreover, if the other two 

correction coefficients for the inductor current, a>n and a 2 \ , are assumed to be equal, which 

holds if and only if 

M > . M > ( 2 4 ) 

Then, one can easily set « 3 j to be 

^ 3 1 = ^ 1 1 = ^ 2 1 (25) 

So, if one assumes a triangular waveform of iL and the condition (25), it can be readily verified 

that the correction matrix M as defined by (22) will come out diagonal with the entries exactly 

as those in [37], namely — - — and 1. However, in general, the correction coefficients (21) for 
d\ + d2 

the inductor current need not be equal and including parasitics of the circuit's components will 

violate (24) and (25). Consequently, the correction matrix M may be non-diagonal. The 

advantage of having a diagonal correction matrix is that each averaged state variable has its own 

19 



correction weight decoupled from the other states. Therefore, it is possible to define a modified 

correction matrix M A which can be made diagonal by construction. Specifically, 

where M A is diagonal and mj are its diagonal entries. Thereafter, M A is used in the corrected 

state-space averaged equation (23). Also, since the slow state variable vc complies with the 

small ripple approximation, the entry of M A corresponding to slow state variable is usually 

around 1. In case of higher order converters, the correction matrix can be partitioned into a 

diagonal matrix for discontinuous state variables and identity matrix for continuous ones. 

2.2.2 Analytical derivation of duty ratio constraint and the model order 

In second-order dc-dc converters (i.e. boost, buck, and buck-boost) operating in discontinuous 

conduction mode, the transfer-functions exhibit dominant low frequency pole and zero due to the 

slow state variable dynamics. Pole and possible right-half-plan zero due to fast state variable 

dynamics are in higher frequencies near or exceeding switching frequency. To provide accurate 

average value model via space-state averaging, the second duty cycle known as the duty ratio 

constraint has been found to be the key point in difference between the full-order and the 

reduced-order models [37]. 

2.2.2.1 Reduced-order model 

In discontinues conduction mode, fast state variable is clamped to a constant value in a 

prototypal switching cycle. As a result, the energy flowing in inductor is independent from cycle 

to cycle in a periodic waveform. From this point, one can argue that the fast state variable losses 

its meaning as state variable and can be removed from dynamic equations without significant 

effect. By neglecting dynamics of the fast state variable, the average value of ii, instead of 

differential equation may now be expressed as an algebraic function of the remaining systems 

variables (control signal d\ and the average value of slow state variable VQ ) resulting in 

Mx = M A x = p (26) 

and 

rtij = M A (yj)=^ 
J -vl 

(27) 
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reduced-order equations. Also, d2 can be expressed as a function of the control signal dx and 

the average value of slow state variable VQ [33], [37], and [50]. 

Analytical derivation of reduced-order model is based on volt-second balance of the inductor 

over a prototypical switching interval. The ac voltage over inductor is assumed zero and 

dynamics of inductor current is neglected. From this perspective, as far as system behaviour is 

studied in frequencies significantly less than switching frequency (approximately, up to one tenth 

of switching frequency for phase study) the fast dynamics can be removed from system 

equations without significant effect. In higher frequencies, the errors especially in the phase plot 

of the bode diagram become very noticeable [37]. 

A procedure to extract the reduced-order models of any switch-mode converter based on the 

volt-second balance has been demonstrated in [50] and [67]. For example, the reduced-order 

models for ideal basic dc-dc converters in DCM are shown in Table 2.2 for consistency. 

Table 2.2: Reduced-order models of basic dc-dc converters in DCM 

Converter Duty ratio 

constraint 

Algebraic function of 

inductor current 

Dynamic equation for 

capacitor voltage 

Boost 
J o = g 

vc-V 
- _vg dx

zvcTs dv. C 'in dx

2Ts 
vc 

g 2L VQ - v g dt 2LC v c - v RC 

Buck 
d 2 = ^ - L - d x 

VC 
lL = 

(v g -vc)dx vgTs 

2Lvc 

dv, C d\v \vgiL vc 

dt Cv C RC 

Buck boost 
do = 

v g ' d l V2 1 VC ~VP 
i L = ^ - d i 2 - T s ( ^ z - ^ ) 

2L vc 

dv, C VC 
dt d\C vc-Vg RC 

A symbolic analysis program has been introduced to generate reduced-order averaged model 

from the net list of circuit under study [67]. The complexity of algebra involved in this frame 

work increases with complexity of system under study. Although the symbolic partitioned 

averaging in [67] and [68] address this issue for higher order converter, it also has several 

disadvantages; In particular, the amount of knowledge required by analyst to properly identify all 

the switching configuration, boundary conditions, fast and slow variables identification; and 

initial steady state conditions for fast variables, etc. is very significant. 
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Also, the slow-fast variable approach is not always applicable and, neglecting low frequency 

component in the fast state variable may lead to significant errors. For example, in a synchronous 

machine/rectifier system, the output voltage of rectifier is a fast state variable. This voltage has a 

high-frequency ripple component which doesn't affect the slow dynamics of system. However, 

during transient this voltage contains a low-frequency component that will affect the slow system 

[83]. Disadvantages of the reduced-order models may also limit their application in control 

design, especially where the fast state variable is to be observed and/or regulated (i.e. current 

mode control). 

2.2.2.2 Full-order model 

Although a discontinuous inductor current doesn't act as a state variable at low frequency, within 

each switching interval, it still has some average dynamic behaviour. In order to obtain a full-

order state-space averaged model and capture the high frequency dynamics of inductor current 

iL, the duty ratio constraint d2 was represented in terms of the control signal dl} the fast state 

variable iL and the slow state variable VQ , specially equivalent duty ratio [34], averaged switch 

modeling [36], loss free resistor [33, Chapterll]. There, the derivations of resulted full-order 

average value models are based on volt-second balance. 

Since the inductor current starts from zero, and it returns to zero in each switching period, the 

average inductor voltage, computed over this period is indeed equal to zero. However, when 

considering a time varying source, the inductor dynamics implies that the voltage across the 

inductor may not always be zero. The average value of the inductor voltage-over a prototypical 

switching interval may be computed by a so-called one switching cycle averaging (OSCA)[84]: 

kTs+r 

vL(kTs+z) = j - lvL(A)dA (28) 
* (k-l)Ts+r 

The output of (28) depends on the phase delay (represented by z) between the starting of the 

switching interval and the start of integration. Particularly, the volt-second balance is true only if 

the phase shift z is zero. This "averaging paradox" has been discussed, where it was clearly 

shown in time- as well as frequency-domain that OSCA is a sampling process of the true 

averaging. It was concluded that OSCA may result in modeling errors due to the violations of the 
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Nyquist sampling theorem [84]. Because the resulted high frequency pole in the transfer-function 

is not predicted accurately and consequently the phase-lag and magnitude drop caused by the 

inductor dynamics are over-estimated. 

An accurate full-order average value model is represented in ([34], [35], [37], [48], [50], [69] and 

[70]) where the duty ratio constraint derivation is independent of volt-second balance. To 

describe the derivation of the duty ratio constraint for the new full-order model, the inductor 

current waveform of a lossless dc-dc converter in discontinuous conduction mode is shown in 

Fig. 2.2. 

d,T, 
~d2Ts 

Fig. 2.2: Inductor current waveform in discontinuous conduction mode 

As seen in Fig. 2.2, the inductor current increases linearly with time during the on-state of active 

switch and reaches its peak value at t = d\Ts . 

iLif) = ~ t ®<t<dxTs 

(29) 
lL,peak 

After that, assuming resulted triangular wave shape, the average value of the inductor current is 

calculated using its peak. 

(d\+d2) 
-*/_, peak (30) 

Finally, by combining (29) and (30), a new duty ratio constraint for the full-order model is 

provided 

(31) 
d\TsVon 

Implementing the new definition of d2 and previously obtained correction matrix M [37] in (8), 

the full-order models for lossless second-order dc-dc converters can be obtained. For consistency, 

23 



these models are summarized in Table 2.3, wherein the location of both low and high frequency 

poles and zeros are shown. For example, in boost converter, the second pole is located at 

2(V0/Vs-\)fs 

— which can easily exceed the switching frequency. Also, possible right hand plan 
di 

2f 
zeros are located at frequency which is more than twice the switching frequency. 

di 

Table 2.3: Full-order state-space averaged models for basic dc-dc converters [35], [37], [50] 

Converters Averaged state-space 

equations 

Low 

frequency pole 

High 

frequency pole 

RHP 

zero 

Boost 

d i L _  2 h ( 1 v c dxvc 

dt d\Ts Vg L 

dvc _ iL dx Tsvg vc 

dt C 2LC RC 

V 
2 ^ — 1 

vs 

2 ( ^ - 1 ) / , 
2fs 

Boost 

d i L _  2 h ( 1 v c dxvc 

dt d\Ts Vg L 

dvc _ iL dx Tsvg vc 

dt C 2LC RC 

<1-%L)RC 
vg 

dl 
d l 

Buck 

diL _ d^Vg 2iLvc 1-VSL 
v 

yg 

none Buck 

dt L dxTs{vg-vc) 

dvc _ k v c 

dt C RC 

1-VSL 
v 

yg 

none Buck 

dt L dxTs{vg-vc) 

dvc _ k v c 

dt C RC 

(l-^-)RC 
v g 

none 

Buck-

boost 

diL dx{Vg+vc) 2iLvc 

dt L d\VgTs 

2 

dvc iL di Tsvg vc 

dt C 2LC RC 

2 

RC 

2 
y0 

Vg 
fs 

2 / , 
dl Buck-

boost 

diL dx{Vg+vc) 2iLvc 

dt L d\VgTs 

2 

dvc iL di Tsvg vc 

dt C 2LC RC 

2 

RC 
2 / , 
dl 

Most of the previous efforts in analytical average value model derivation are limited to ideal 

lossless topologies. Inaccuracies may occur as the result of parasitics in the circuit elements give 

rise to piece-wise non-linear current and voltage waveforms [85]. The generalization of 

analytical average value modeling to include ESR is limited to some specific converters [86]. 

Overall, the generalization of analytical derivation of state-space average value model of 

converters to include the ESR, nonlinearity, saturation, leakage, snubber, auxiliary circuit and 

other higher-order effects remains to be problematic and an open subject for research. 
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Analytical derivation of the duty ratio constraint in ideal converter assumes triangular waveshap 

of inductor current for the simplicity of derivation. Triangular waveshap implies constant voltage 

over inductor in each switching sub-instances. Although constant (or slowly varying) voltage 

source justifies this assumption for the first subinterval, the capacitor voltage dynamic is already 

neglected in second subinterval. 

There are some switch-averaged models independent of converter operational mode [87]. 

However, the analytically derivation of the state-space averaged model is an operational mode-

dependent process. The analytical derivation of d2 in full-order state-space average value model 

is done assuming fast state variable iL is in discontinuous conduction mode. The resulted state-

space average value model is not functional if the converter operational mode changes to 

continuous conduction mode. The same discussion is valid for analytically derived state-space 

average value model in continuous conduction mode. 

The analytical derivation of duty ratio constraint for lossless converters in discontinuous 

conduction mode is unique if the freewheeling current in the discontinuous subinterval d3 is 

zero. In the case of other converters with multiple energy storage elements, the fast state variable 

might clamp to a nonzero constant value [24], [60]. The analytical derivation of the duty ratio 

constraint for converters with nonzero freewheeling current is different based on the converter 

under study. 

If small ripple approximation is violated, the deviation of average value in (7) from true 

averaging maybe significant. In this thesis, it is suggested to compensate this difference in 

diagonal correction term M A . In that case, the diagonal entry of the correction term matrix 

corresponding to continuous state variable may deviate from 1. The proposed numerical full-

order state-space average value model is addressing all above mentioned discrepancies. 
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CHAPTER 3 

Numerical Average Value Modeling 

3.1 Model Construction 

The detailed switching model (which includes all the necessary parasitics) is constructed first. If 

a state-variable approach is used to implement the detailed simulation, the system matrices 

A ^ , B ^ , C ^ and D ^ i n each subinterval can be readily extracted numerically. Herein, without 

loss of generality, we assume that there is only one control input d\ and one discontinuous 

conduction subinterval • However, the methodology is extendable to converters with more 

complex topologies [17], [56], [88], [89]. In the detailed simulation, it is easier to extract 

correction matrix M A numerically instead of extracting the weighting correction matrices 

in each subinterval. In the proposed framework, the diagonal elements of the correction matrix 

M A and the second duty cycle d2 are obtained as functions of the duty cycle dx and the 

average value of the fast state variable iL, which results in a full-order model. Assuming that the 

system state-space matrices are available, the next step of constructing the required average 

value model consists of generating the functions of ^2(^1^1) ^ ^ ( ^ 1 , ^ ) numerically. To 

achieve that, the detailed model is run in the operating region of interest, whereas the state 

variables are averaged numerically over prototypical switching interval. In particular, the 

average value of state vector is computed in a steady state corresponding to a given operating 

point. Then, this value is inserted back into the state-space averaged equation (23) to find the 

overall correction matrix. Specifically, since in the steady-state x = 0, we have 

( 3 
0 = 

( 3 
Z d* A* M A x + YdkBk 

u=i ; u=i ; 
(32) 

from which the vector p is computed as 
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k=\ J [k=\ 

and the diagonal entries of M A are found using (27). To obtain MA(d\,iL) and d2{d\,iL) for 

the desired operating range the detailed simulation is run with different values of the control 

variable d\ as well as the load r L o a d . The variables resulted from this procedure are d\, d2, d^, 

iL, and V~Q, whereas the correction matrix is computed using (27), (32) and (33). These variables 

are stored for the future use in lookup tables, wherein an interpolation/extrapolation may be used 

as necessary. A boost converter with parameters summarized in Appendix B . l is considered here. 

The final numerical functions for and d2 are plotted in Figs. 3.1 and 3.2, respectively. Since 

capacitor voltage is continuous, the m2 entry is around 1 and is not plotted here. As expected, 

the obtained surfaces are continuous and smooth. It can be noted in Fig. 3.1 that is 1 in the 

region corresponding to continuous conduction mode. In discontinuous conduction mode, nt\ 

increases to compensate for the deficiency in conventional state-space averaging. In this mode 

mi becomes a nonlinear function of d\ and ii. In Fig. 3.2, d2 has a flat surface corresponding 

to continuous conduction mode and it varies linearly among the dj-axis independent of i£ (as 

expected, d2 = \-d\). In discontinuous conduction mode, the surface of d2 becomes non­

linear and falls down abruptly. 

5 o 

Fig. 3.1: Fast state variable composite correction coefficient mj 
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C C M 

Fig. 3.2: Duty ratio constraint d2 

Once the functions d2(d\,ii) a n d ^ A I ^ I ^ L ) a r e available and stored, the proposed average 

value model is implemented according to the block diagram shown in Fig. 3.3. The system 

matrices for each subinterval are calculated numerically. For a given value of control variable d\ 

and state vector x, the duty ratio constraint and correction term matrix are acquired through the 

lookup tables. Therefore, for a fixed input, the computed total averaged system matrices are 

state- and control-dependent. 

AT = AT(%d\) = [d}A} + d2A2 + d3A3]MA 

BT = BT(x, dx) = [dfo + d2B2 + d3B3] 
' CT = C r(Mi) = [<*iCi +d2C2 + d3C3]MA 

pT=VT(x,dl) = [dlDl+d2D2+d3D3] 

These matrices are used to build a new continuous non-linear average value model which 

replaces the discontinuous detailed model. 

d2(x,d,) 

K ( M ; ) 

r A * , B t , C T , D J - » -

d3 = -\-drd2 

L t - i J 

BR = 

Cr-
3 

Lt-1 J 

x=A r x+Bj« 

y=c rf+D 7M r-y 

Fig. 3.3: Implementation diagram of the proposed average value model 
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3.2 Case Study of Boost Converter 

The boost converter described in previous section is used as a benchmark in subsequent case 

studies. The converter parameters (including the parasitics) summarized in Appendix B.l 

corresponding to the hardware prototype that has been built. The detailed model was 

implemented in Matlab/Simulink using the A S M G toolbox [90]. The A S M G code for this model 

is provided for consistency in Appendix C. l . The proposed numerical average value model has 

been compared with the hardware prototype, the detailed model, and the analytically derived 

average value model (Table 2.3) in time as well as frequency-domains. 

3.2.1 Time-domain studies 

The main parasitics of the hardware prototype have been included in the detailed model. The 

measured and simulated waveforms of the inductor current and the capacitor voltage 

corresponding to an operating point with d\ =0.5 and rLoa(i =15.12Q are shown in Figs. 3.4 

and 8, respectively. The measured signals were filtered using a 3 r d order Butterworth filter with 

5MHz cut off frequency in order to reduce the noise in the measured signals. As it can be seen in 

Figs. 3.4 and 3.5, the detailed simulation matches the hardware measurement very well. 

5 r 
4 -

< 3 -
2 . 
1 , 
ot 

0 
1 0 • 

9.6 . 

> 9.2 -
8.8 • 
8.4 -

0 .2 0 .4 0 . 6 0 .8 1.2 x 1 0 ^ 

0 . 2 0 . 4 0 . 6 0 .8 

T i m e ( s e c ) 
1.2 C 1 0 " 4 

Fig. 3.4: Measured inductor current and capacitor voltage 

0.4 0.6 0.8 
T i m e ( s e c ) 

1.2 X 1 0 " 4 

Fig. 3.5: Simulated inductor current and capacitor voltage 
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Since the proposed average value model has been extracted from the detailed model, it only 

approaches the detailed model in terms of accuracy. The accuracy of numerical average value 

model in predicting the large-signal behaviour in-time-domain has been verified by studying the 

effect of sudden change in load. In the following study, the output of the boost converter was 

regulated utilizing a proportional-plus-integral (PI) controller as shown on a simplified diagram 

in Fig. 3.6. The PI controller was designed to regulate the output voltage at 15 volt by adjusting 

the duty cycle . The controller parameters are Kp =0.1 and^ = 50 . 

Fig. 3.6: Regulated boost converter 

In the study considered, the converter initially operates in a steady state with a 40 Q resistor 

attached to the output terminals. At t - 0.0002 sec, another 40 Q resistor is connected in parallel 

to the load. The resulting time-domain transient is depicted in Fig. 3.7. As it can be seen in Fig. 

3.7, first the inductor current is discontinuous and the converter operates in discontinuous 

conduction mode. After the step change in load, the output voltage has an initial dip and is 

recovering toward 15V, whereas the inductor current becomes continuous. Despite the change in 

operating mode, the numerical average value model predicts the overall transient envelope of the 

detailed system inductor current and capacitor voltage very well. 

Time (sec) 

Fig. 3.7: Inductor current and capacitor voltage response to step change in load 
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In an ideal boost converter, the output voltage is always larger or equal to the input voltage. 

However, if parasitics are significant, the output voltage reduces and can even become less than 

the input voltage due to poor switch utilization. This phenomenon becomes especially 

pronounced when the duty cycle approaches unity, and as a result the conversion ratio decreases. 

Steady-state and small-signal analysis of switching circuit with parasitic have been studied in 

literature, for example [64], [91], and [92]. Parasitic effects are often considered in the design 

stage when the performance, efficiency and robustness of system are considered [93]. However, 

The advantage of the proposed numerical average value model is that essentially any parasitics 

included in the detailed model becomes automatically included in the generated average value 

model. To demonstrate this point, the following study is considered. The system initially 

operates in a steady-state with r L o a d = 5Q and d\ = 0.4. At time t = 0.0002 sec, the duty cycle 

di increases as a linear ramp function with the slop of 1000/sec from 0.4 to 0.95 which is 

reached at t = 0.00075 sec. As it can be seen in Fig. 3.8, the converter mode changes from 

discontinuous to continuous and finally the overloaded region of operation is reached. 

Throughout this entire study, the results predicted by the proposed numerical average value 

model remain in excellent agreement with the transient produced by detailed simulation. 

J-3 0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 x10 

Time (sec) 

Fig. 3.8: Inductor current and capacitor voltage resulted from ramping the duty cycle 
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3.2.2 Frequency-domain studies 

The small-signal control-to-output transfer-function ( - £ ) and the output-impedance transfer­
ees) 

function ( » V c ̂  ) have been considered for verifying the proposed numerical average value 

model against the hardware prototype, the detailed simulation, and the analytically derived 

average value model. The small-signal injection and subsequent frequency sweep method has 

been implemented to extract the small-signal transfer-function from the hardware prototype and 

the detailed simulation corresponding to an operating condition of rLoac{ = 15.12Q and 

di = 0.5 . The transfer-functions were evaluated up to 25 kHz which is a half of the switching 

frequency (50 kHz). Closer to the switching frequency the results become distorted due to 

interaction between the injected perturbations and the converter switching. In general, 

considering frequencies close to and above the switching frequency has limited use for the 

average model since the basic assumptions of averaging are no longer valid. Since the average 

value models are continuous, they have been linearized about the same operating point and 

respective transfer-functions were then readily extracted numerically using linear system's tools 

[Simulink LTI viewer]. 

The resulting control-to-output and output-impedance transfer-functions are plotted in Figs. 3.9 

and 3.10, respectively. Since the numerically generated average value model only approaches the 

detailed simulation in terms of accuracy, the data points produced by the detailed model are 

considered herein as reference. As it can be seen in Fig. 3.9, the analytical average-value model 

differs from the hardware measurement and the detailed model especially in the magnitude of 

control-to-output transfer-function. This noticeable mismatch is attributed to the fact that the 

parasitics were not included in analytical derivations [37]. However, the development of the 

numerical average value model predicts the control-to-output transfer-function shown in Fig. 3.9 

as well as the output impedance shown in Fig. 3.10 with an excellent agreement between the 

measured data and the results from the detailed simulation. 
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Fig. 3.9: Control-to-output transfer-function 



CHAPTER 4 

Generalized Parametric State-Space Average 

Value Modeling 

4.1 Generalized Approach with Switching-Cell Dynamic Impedance 

The output-impedance and control-to-output transfer-functions have been provided without the 

source dynamics. In particular, in the proposed average value model, values of the second duty 

cycle d2 and the correction matrix M A were derived based on the average value of fast state 

variable iL and active duty cycle d\ with fixed vg . Therefore, in the previously described 

approach with the established functions d2{d\,if) and MA(di,iL) the changes in the input 

voltage source and/or input impedance are not supported. 

vr(s) vg(s) 
However, the mput-to-output (— ) and input-impedance (S—transfer-functions are of 

vg(s) ig(s) 

very significant interest and appear in control schemes and stability analysis, for example in [94]. 

The output impedance determination is a vital stage in the stability analysis of multi-converter 

cascaded or paralleled systems [27], [95], [96]. Moreover, in multi-converter systems, the 

voltage source vg might be provided from a filtered output of an ac-dc rectifier or another 

cascaded converter. Such output will typically include ripple in addition to its dominant dc value. 

Also, there are converter topologies that utilize multiple input sources in hybrid energy systems 

[97]. However, the state-space averaged model developed in Chapter 3 was based on slowly 

varying source [see Eq. (6)]. 

In the final state-space average value model depicted in Fig. 3.3, the duty ratio constraint d2 and 

correction matrix M A can be expressed as functions of state variables (iL , VQ ), control d\ and 
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input vg . For some specific topologies, such as basic second-order dc-dc converters, these 

functions are independent of the slow state variable. However, a more general approach is 

needed that would allow including the input source dynamics. Thus, in order to establish an 

average value model that is valid for input as well as output disturbances, it may be necessary to 

include the slow state variable as well as the input voltage as arguments for the functions d2 and 

M A . On one hand, a straightforward extension of this approach implies that the numerical 

functions of d2 and M A should be defined in terms of a total of four arguments vg, d\, iL, 

and vc. On the other hand, it is desirable to re-combine these variables into the smallest possible 

number of inputs. For example, in order to capture the source perturbations, one might suggest 

lamping two variables into an impedance defined as -A . However, as it will be shown in 

Section 4.4 (case of Cuk converter), the slow state variable should also be included. Therefore, in 

the proposed approach, a so-called switching-cell dynamic impedance is defined as 

zsw-cell 
V g - V c (35) 

Which combines three of the mentioned variables in a compact and meaningful way. Thereafter, 

the diagonal elements of correction matrix M A and the duty ratio constraint d2 are obtained as 

functions of the duty cycle dy and the switching-cell dynamic impedance zsw_cen. Assuming 

that the system state-space matrices are available, the next step of constructing the required 

average value model consists of generating the functions of d2(di,zsw_cen) and 

M^{d\,zsw_ceii) numerically. The process of obtaining these functions is similar to the one 

described in Chapter 3. The final numerical functions for m\ and d2 for basic dc-dc converters 

are plotted in Figs. 4.1-4.6, respectively. Since the capacitor voltage is continuous and the small 

ripple approximation holds, the m2 entries are around 1 and are not plotted here. The 

corresponding parameters of boost, buck, and buck/boost are summarized in Appendices B. 1-3, 

respectively. 

The obtained composite correction term m\ and duty ratio constraint d2 for the basic dc-dc 

converters may be interpreted, similar to the discussion in Chapter 3. As expected, the obtained 

surfaces are continuous and smooth. In all cases, m\ is 1 in the region corresponding to 
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Fig. 4.2: Duty ratio constraint d2 for boost converter model 



0 

Fig. 4.3: z s w _ c e l l composite correction coefficient mx for buck converter model 

Fig. 4.4: Duty ratio constraint d2 for buck converter model 
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Fig. 4.6: Duty ratio constraint d2 for buck/boost converter model 
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4.2 Computer Aided Small-Signal Characterization of Switching 

Converters 

C o n v e n t i o n a l f r e q u e n c y - d o m a i n character izat ion methods are a p p r o x i m a t e d and/or 

computa t iona l l y intensive . A l t h o u g h p r o p o s e d genera l i zed n u m e r i c a l average va lue m o d e l i n g 

predicts s m a l l - s i g n a l transfer-funct ions accurately , it is not requ ired to r u n the s imula t ion over a 

large operat ion range for l o c a l smal l - s igna l character izat ion. H e r e i n , a fast computer -a ided 

f r e q u e n c y - d o m a i n character izat ion scheme v i a the p r o p o s e d genera l i zed n u m e r i c a l average va lue 

m o d e l i n g is in troduced: 

1. G i v e n the load ing /opera t ing condi t ions , the detai led s w i t c h i n g d c - d c converter is r u n w i t h 

s m a l l perturbat ions i n d u t y c y c l e a n d swi tch ing-ce l l d y n a m i c - i m p e d a n c e zsw_ceu values . 

2. T h e average va lues o f state x i n steady state are saved for the perturbed points . T h e 

swi tch ing-ce l l d y n a m i c - i m p e d a n c e zsw_ceu and the d i a g o n a l c o r r e c t i o n t erm matr ix M A are 

calculated u s i n g (27), (32), (33), a n d (35). T h e n u m e r i c a l funct ions o f M A ( j 1 , z s w _ c e / / ) a n d 

d2 {d\, zsw_ceu ) c o r r e s p o n d i n g to the operat ing po int o f interest are stored as s m a l l data sets. 

3. F i n a l l y , w i t h p r o v i d e d data sets, an i m p l e m e n t a t i o n s i m i l a r to genera l i zed average va lue 

m o d e l i n g y ie lds a n o n l i n e a r cont inuous m o d e l . T h i s m o d e l is then n u m e r i c a l l y l inear ized to 

p r o v i d e the s m a l l - s i g n a l character izat ion a r o u n d the spec i f i ed operat ing point . 
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4.3 Basic PWM DC-DC Converters Case Studies 

The generalized parametric state-space average value modeling is implemented on the three 

basic PWM dc-dc converters; buck, boost, and buck/Boost. The large-signal transient of the 

proposed model has been compared with detailed switching simulation in time-domain. Al l 

benchmarks include time-varying input sources. Also input-to-output transfer-function is 

included in frequency-domain studies. The time-domain transient study involves both continuous 

and discontinuous conduction modes. The small-signal transfer-functions of the proposed 

numerical models have been compared with the analytically averaged and the detailed switching 

simulations. 

4.3.1 Boost converter 

A buck-fed boost converter shown in Fig. 4.8 is used as a benchmark. The output of the buck 

converter is considered as input vg for the boost converter. This system assembles a non-

inverting cascaded Buck/Boost converter. The value for Cx is chosen for dynamic stability [96] 

as well as dc bus ripple control. The main parasitics of this two-converter system have been 

included in the detailed switching model. For consistency, the system parameters are 

summarized in Appendix B.4. Also, the corresponding ASMG codes for the buck and the boost 

converters are provided in Appendix C. 2 and Appendix C. 1, respectively. 

Buck Boost 

Fig. 4.8: Boost converter fed by buck converter 

The accuracy of the numerical average value model in predicting the large-signal in time-domain 

behaviour of the boost converter has been verified by studying the sudden change in load. In the 
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study considered here, the converter initially operates in a steady-state with a 40 Q resistor 

attached to the output terminals. At / = 0.0005 sec, another 4.4 Q resistor is connected in 

parallel to the load. The resulting time-domain transient is depicted in Fig. 4.9. As it can be seen 

in Fig. 4.9, the inductor current is first discontinuous and the boost converter operates in DCM. 

After the step change in load, the boost converter goes to CCM. The buck converter is in DCM 

throughout the study and its output voltage is load-dependent. The slow variation in dc voltage 

vg is due to buck converter switching, while the fast ripple vg is due to the boost converter 

switching, both highlighting the time varying characteristic of input voltage for the boost 

converter. Despite the change in operating mode and variation in input voltage, the numerical 

average value model predicts the overall transient envelope of the detailed system inductor 

current and capacitor voltage very well. 

The small-signal input-to-output transfer-function and the output-impedance transfer-function 

have been considered for verifying the proposed numerical average value model against the 

detailed simulation and analytical average value model. To extract the small-signal transfer-

functions of the boost converter, the buck converter has been replaced with a constant voltage 

source vg = AV. The small-signal injection and subsequent frequency sweep method has been 
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implemented to extract the transfer-function from the detailed simulation. The boost converter 

operates in discontinuous conduction mode with rLoad = 15.12Q and d\ =0.5 . The transfer-

functions are evaluated up to 25 kHz which is a half of the boost converter switching frequency 

(50 kHz). Since the average value models are continuous, they have been linearized about the 

same operating point and respective transfer-functions were then readily extracted. 

The resulting input-to-output and output-impedance transfer-functions are plotted in Figs. 4.10 

and 4.11, respectively. As it can be seen, especially in the magnitude plot of Fig. 4.10, the 

analytical average value model results differ from the detailed model ones. This noticeable 

mismatch is mainly attributed to the parasitic effects as well as inaccurate prediction of operating 

point corresponding to a specific loading condition. However, the developed numerical average 

value model predicts the input-to-output transfer-function shown in Fig. 4.10 as well as the 

output impedance shown in Fig. 4.11 with an excellent agreement with the detailed simulation. 
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Fig. 4.11: Boost converter output-impedance 

4.3.2 Buck converter 

A rectifier-fed buck converter shown in Fig. 4.12 is used as a benchmark here. A single-phase ac 

voltage source is rectified using a single-phase H-bridge. The rectified voltage is filtered using a 

low-pass filter composed of Lf and Cy . The capacitor voltage of the low pas filter is used as an 

input voltage v g for the buck converter. The main parasitics of the rectifier-fed converter system 

have been included in the detailed switching model. For consistency, the system parameters are 

summarized at Appendix B.5. Also, the corresponding ASMG codes for the rectifier and the 

buck converters are provided in Appendix C. 3 and Appendix C. 4, respectively. 

Fig. 4.12: Rectifier-fed buck converter circuit diagram 
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The system starts up in DCM with initial conditions corresponding to a steady-state operation 

with di - 0.5 and a load resistance of 20 Q. At t = 0.0004 sec, another 5 Q resistor is connected 

in parallel to the load. The resulting time-domain transient is depicted in Fig. 4.13, wherein the 

buck converter mode changes from DCM to CCM. The slow variation in the voltage vg is twice 

the ac source frequency (fs = 5 kHz), while the fast variation is due to the boost converter 

switching. Despite the variation in the source voltage, the numerical averaged model is able to 

predict the transition from CCM to DCM with excellent accuracy. 

Time (sec) 

Fig. 4.13: Buck inductor current, capacitor voltage, and input voltage source (rectifier output 

voltage) responses to step change in load 

The input-to-output and the output-impedance transfer-functions are considered for verification 

of the proposed numerical average value model in frequency-domain. To exclude the switching 

effects of the H-bridge on resulted transfer-functions, the filtered rectifier has been replaced with 

a constant source voltage vg =12V . The resulting input-to-output and output impedance 

transfer-functions are plotted in Figs. 4.14 and 4.15, respectively. The buck converter operates in 

discontinuous conduction mode with rLoa^ = 20Q and d\ = 0.5 . 
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4.3.3 Buck/boost converter 

A variable source buck/boost converter shown in Fig. 4.16 is used as a benchmark here. The 

main parasitics of the buck/boost converter system have been included in the detailed switching 

model. The switching frequency is adjusted to fs =\00kHz . For consistency, the system 

parameters are summarized in Appendix B.3. Also, the corresponding ASMG codes for the 

buck/boost converter are provided in Appendix C. 5. 

i n r H « -

Fig. 4.16: Buck/boost converter 

In the computer study considered, the system starts up in CCM with initial conditions 

corresponding to a steady-state operation with d\ = 0.5, vg =5V , and a load resistance of 4Q. 

At t = 0.0002 sec, the load resistor is increased to 50 Q., and the inductor current becomes 

discontinuous. After that, at t = 0.0004 sec. the input voltage source is step changed to vg - 10V, 

resulting in a large-signal transient depicted in Fig. 4.17. As it is shown in Fig. 4.17, the 

responses of Numerical model follow almost exactly the traces produced by detailed model 

during entire study. 

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 x 10 

-20 

-25 

/ v \ Detailed 
Numerical 

3 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 x 1 0 * 

1 1 h 

> 9[ 

7 : . \ — 
5 i — i 1 

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 X10" 3 

Time (sec) 

Fig. 4.17: Buck/boost inductor current, capacitor voltage, and input voltage source responses to 

step change in load followed by the sudden change in input voltage 
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Similar to previous converters, the proposed model is also verified in frequency-domain by 

considering the small-signal input-to-output and output-impedance transfer-functions. The 

transfer function are extracted in a steady-state corresponding to an operating condition 

determined by r L o a d =10Q, dy =0.5, and vg - 5V. The resulting input-to-output and output-

impedance transfer-functions are evaluated up to 50 kHz and plotted in Figs. 4.18 and 4.19, 

respectively. As it can be seen here, the analytically derived model matches the detailed model in 

low frequency and deviates in higher frequencies. At the same time, the proposed numerical 

average value model predicts almost identical results as the detailed simulation throughout the 

entire frequency range. 
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Fig. 4.18: Buck/boost input-to-output transfer-function 
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4.4 Discontinuous Conduction Mode in Cuk Converter 

Load 
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Fig. 4.20: (a) Cuk converter circuit diagram; (b) state variables waveforms in DCM 

There are numerous motivations to seek an average value model for cuk converter, where 

applicable analytical average value models are not readily available. The proposed methodology 

has been already shown to work well for the second-order dc-dc converters. This general 

methodology is easily extendible for the higher order converters, where the correction matrix is 

partitioned into an identity sub-matrix for the continuous state variables and a diagonal 

correction sub-matrix for the discontinuous state variables. In higher order converters, the 

discontinuity might happen for individual state variables as well as their linear combination. For 

example in the Cuk converter shown in Fig. 4.20, two different discontinuous conduction modes 

are common: 

1) iL +iL2 is discontinuous (DICM) 

2) VQ is discontinuous (DCVM) 

Since the capacitor C\ suffers current ripples of both iL and , the capacitor voltage 

discontinuity is frequently encountered, especially when the capacitor C\ is small. Therefore, 

DCVM, as the dual case of DICM, is of special concern for investigation. 
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4.4.1 Extension of generalized parametric averaging to the cuk 

converter 

The proposed general parametric state-space average value modeling based on switching-cell 

dynamic-impedance has been validated for discontinuous inductor current mode. The inductor 

current is chopped to zero when both switches in the switching cell are disconnected. In the dual 

case of capacitor voltage discontinuity, there is an interval when both switches in the voltage 

loop with the capacitor Q are connected simultaneously. Since the active switch on-state is 

directly controlled by d\ , the discontinuity subinterval d3 is already included in <ii . The 

proposed methodology is general and easily extendible to discontinuous capacitor voltage mode 

with slight modification in the switching-cell dynamic-impedance definition and model 

implementation based on the converter under study. 

In underlying Cuk converter, the switching cell is composed of the active switch, the capacitor 

C\, and the diode. The voltage over the switching-cell is VQ , and the current entering 

switching-cell network is iL + iL . Therefore, the switching-cell dynamic impedance is defined 

as: 

zsw-cell = r =— (37) 

Aassuming that the state-space matrices are available, the next step of constructing the required 

average value model consists of generating the functions of d3{di,zsw_cen) and 

M 4 ( j(>Zsw-cell) numerically. The process is the same as in discontinuous inductor current case 

described before. The generated numerical functions are shown in Figs. 4.21 and 4.22 for the cuk 

converter with parameters summarized in Appendix B.6. 

Since the capacitor voltage VQ , the inductor current i i , and the inductor current ir are 
2 1 

continuous and the small ripple approximation holds, m\, m^, and m4 entries are around 1 

and are not plotted here. In Fig. 4.21, the discontinuous subinterval d3 corresponding to 

continuous conduction mode is zero and independent of d\ and zsw_ceu . In discontinuous 

conduction mode, d3 is not zero anymore and increases as nonlinear function of d\ and 

51 



zsw-cell • Here d2 is simply a linear function d2 = 1 - d\ and is not plotted. It can be noted in Fig. 

4.22 that m 3 is 1 in the region corresponding to continuous conduction mode. In discontinuous 

conduction mode, w 3 increases to compensate for the deficiency in conventional state-space 

averaging. In this mode, w 3 becomes a nonlinear function of d\ and zsw_ceu . 

Once the functions d-i{d-[,zsw_ceu) and M A ( a f i , z J W _ c e / / ) are available and stored, the 

proposed average value model is implemented according to the block diagram shown in Fig. 4.7 

with appropriate modification for c?3 instead of d2 . 

0.45 

Fig. 4.21: Discontinuous subinterval d3 in Cuk converter 
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Fig. 4.22: Composite correction coefficient m3 for the Cuk converter 

4.4.2 Case study of cuk converter 

The cuk converter in Fig . 33(a) with parameters summarized in Appendix B.6 is considered here. 

Also, the corresponding ASMG codes for the buck/boost converters are provided in Appendix C. 

6. The cuk converter initially starts in CCM with a steady-state corresponding to the operating 

condition with rLoad = 43Q, dx =0.5, and v g =12F. At f = 0.001 sec, another 8Q resistor is 

connected in parallel to the load, changing the converter operational mode to discontinuous. 

Then, at t - 0.003 sec, the input voltage source is stepped up to 18V. The resulting overall time-

domain transient is depicted in Fig. 4.23. As it can be seen in Fig. 4.23, the results produced by 

the developed average values model follow the transitions in operational modes and with 

excellent accuracy pass through the rippled waveforms produced by the detailed simulation. 

The accuracy of proposed cuk converter model in frequency-domain has been verified by 

predicting the input-to-output small-signal transfer-function. The cuk converter is in DCVM , 

corresponding to the operating condition of rLoaci = 20Q , d\ =0.5 , and vg = 24V . The 

transfer-function is evaluated up to 15 kHz. The resulting input-to-output transfer-function is 
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plotted in Fig. 4.24, where perfect match between the proposed and the detailed model is 

obtained. 
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Fig. 4.23: Cuk converter inductor currents and capacitor voltages responses resulted from a step 

change in load followed by a step change in input voltage 
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Fig. 4.24: Cuk converter input-to-output small-signal transfer-function 
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CHAPTER 5 

Conclusion 

5.1 Contribution 

In this thesis, a new methodology for generating the average value models of PWM dc-dc 

converters is presented. The proposed methodology overcomes numerous challenges pertain to 

the previously developed techniques such as transition between modes, common averaging 

approximations, complexity of analytical derivations with the circuit parasitics, etc. It is shown 

that the key point of obtaining an accurate full-order averaged value model is to extract 

appropriate duty ratio constraint and correction term functions. The functions of the duty ratio 

constraint and correction terms are obtained numerically by running the detailed simulation in 

the range of interest. Even though establishing the proper averaged value model requires running 

the detailed simulation in a wide range of operating conditions, once established, the resulting 

model is continuous and valid for large-signal time-domain studies as well as for linearization 

and subsequent small-signal characterization of the overall system. Also, a fast algorithm to 

extract the small-signal characterization from a detail model is set forth. The proposed 

numerically averaged model is verified for basic PWM dc-dc converters in time- as well as 

frequency-domain against the hardware prototype, the detailed simulation and the analytical 

average value model. 
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5.2 Future work 

The parametric average value modeling developed in this thesis provides a convenient 

framework to systematically average an arbitrary PWM dc-dc converter. This opens a new 

horizon for future research in the area of automated average value modeling of other power 

electronic converters. In particular, converter classes of interest include soft switching 

converters, resonant converters and current-mode converters, where the developed methodology 

can be extended with slight modifications. Furthermore, the obtained averaged models are 

suitable candidates for system-level studies concern with design, and stability investigation of 

complex power electronic systems. The application of this methodology to analysis of more 

complex converter systems will be addressed in future by the author. 
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Appendix 

Appendix A : The fundamental approximation in the state-space averaging 
approach 

L e t the two l inear systems be descr ibed b y 

0 < t < dxTs x = A : x 

dxT <t<Ts x = A 2 x 

T h e exact solut ions o f these state-space equations are 

0<t<dxTs x(0 = e A ] ' x ( 0 ) 

d^T<t<Ts x(t) = eA2(t'd^Ts)x(dlTs) 

T h e state var iable is c o n t i n u o u s across the s w i t c h i n g instance d\Ts : 

fx(rs) = e A 2 ( r*- r f» r* )x(d 1 r j ) = e A* d* T'eAidiT*x(0) 

\d2=\-d, 

I f the two matr ixes A j a n d A 2 are c o m m u t a t i v e ( A i A 2 = A 2 A j ) then u s i n g the first 

a p p r o x i m a t i o n o f B a k e r - C a m p b e l l - H a u s d o r f f results: 

| e W *l + dlAlTs ^eA2d2TSeAxdlTs w I + ( d l A l + d 2 A 2 ) T s « e ( d , A 1 + d 2 A 2 ) T s 

\ e A ^ *l + d2A2Ts 

Therefore , the f ina l equat ion for the state var iable is 

x(t) = e ( d > A ' + d 2 A 2 ) T s x ( 0 ) 

W h i c h is the same as the so lu t ion o f l inear system: 

x = ( d 1 A 1 + d 2 A 2 ) x 

T h i s cont inuous equat ion is the average m o d e l obta ined f r o m two s w i t c h e d equations. 
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Appendix B: The converters circuit parameters 

B . l : Boost converter parameters 

vg=4V, rsource = 0.1Q, L = 6.2pH , rL = 0.076Q , rsw = 0.2Q (series resistance of MOSFET, 

IRFZ20), fs = 50kHz , vd (on) = 0.4V (diode 12TQ035 forward voltage drop), C = \4.2juF , 

rc=13.8A:Q 

B.2: Buck converter parameters 

vg=\2V , L = 40juH , rL=0.3Q. , rsw = 0.2Q (series resistance of MOSFET, IRFZ20), 

fs = 50kHz , C = 20fjF, rc = \5kQ. 

B.3: Buck/boost converter parameters 

rsource = °- 1 Q > L = 8/"# > rL = 0.076Q , rsw = 0.17Q (series resistance of MOSFET, IRFZ20), 

fs = lOO&fe, vrf(ow) = 0.4F (diode 12TQ035 forward voltage drop), C = 4.7/JF , rc = \5kQ 

B.4: System parameters of boost converter fed by buck converter 

vin = \W, rsource =0.1Q, L X =470/JH , rL{ = 0.5Q, rsw = 0.2Q (series resistance of MOSFET, 

IRFZ20), fSx = 5kHz , vd (on) = 0.4V (diode 12TQ035 forward voltage drop), Q = 41 pF , 

rCx = \5kQ,L2 = 6.2pH, rLi = 0.076Q, f2 = 50kHz, C2 = \4.2/uF, rc2 = 13.8&Q 

B.5: Rectifier fed buck converter parameters 

vin=\2V , CDS =10000^- , rs =0.1Q , Ls=\0/JH , rL =0.20. , Cf =20juF , 

L F = 47juH, rsw = 0.2Q. ,(series resistance of MOSFET, IRFZ20), fs = 50kHz, vd (on) = 0.4V 

(diode 12TQ035 forward voltage drop), C = 20/uF, L = 40/JH ,rc=l5kQ 

B.6: Cuk converter parameters 

vg=\2V , rs =0.1Q , rLl = 1Q , Lx =2mH , Cx =410nF , rc =\5kQ , rsw=0.2Q (series 

resistance of MOSFET, IRFZ20), fs = 30kHz , vd(on) = 0.4V (diode 12TQ035 forward voltage 

drop), C 2 = 22/zF, rLi = \Q.,L2= 6.3mH,rCl = 30&Q 
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Appendix C: The circuits ASMG codes 

C . l : Boost converter A S M G code 

function h = boost 

% Define a model handle 

h = l ; 

start_br_list(h); 

% System parameters are 

L=6.2*le-6; 

rLl =0.176;%Inductor +source 

rsw=0.17; 

% Syntax of use the BRANCH function. 

% # hdl br p n r L/C E/J 

% # 1 2 3 4 5 6 7 

L_branch(h, 1, 2, 1, 0, 0, 1); 

L_branch(h, 2, 2, 3, r L l , L, 0); 

L_branch(h, 3, 3, 4, rsw, 0, 0); 

S_branch(h, 4, 4, 1, 2, 1); 

S_branch(h, 5, 3, 5, 2, 0); 

L_branch(h, 6,5, 1,0,0, 1); 

C.2: Buck converter A S M G code 

function h = buck 

% Define a model handle 

h = l ; 

start_br_list(h); 

% System parameters are 

L=470*le-6; 



% Syntax of use the BRANCH function. 

% # hdl br p n r L/C E/J 

% # 1 2 3 4 5 6 7 

L_branch(h, 1, 2, 1, 0, 0, 1); 

L_branch(h, 2, 2, 3, 0.2, 0, 0); 

S_branch(h, 3, 3, 4, 2, 1); 

S_branch(h, 4, 1, 4, 2, 0); 

L_branch(h, 5, 4, 5, 0.5, L, 0); 

L_branch(h, 6, 5, 1, 0, 0, 1); 

C.3: Single phase rectifier A S M G code 

function h = spdhbr 

% Define a model handle 

h = 2; 

start_br_list(h); 

% System parameters are 

wb=377.0; 

Lsl = le-5; 

rsl =0.1; 

Lf2 = 47e-6; 

rs2 = 0.1; 

% Syntax of use the BRANCH function 

%#hdlbrpnrL/CE/J 

% # 1 2 3 4 5 6 7 

L_branch(h, 1, 2, 1, rsl, Ls l , 1); 

S_branch(h, 2, 2, 3, 2, 0); % diode 1 

S_branch(h, 3, 1, 3, 2, 0); % diode 2 

S_branch(h, 4, 4, 2, 2, 0); % diode 3 

S_branch(h, 5, 4, 1,-2, 0); % diode 4 

L_branch(h, 6, 3, 5, rs2, Lf2, 0); 

L_branch(h, 7, 5, 4, 0, 0, 1); % cap 



C.4: Buck converter A S M G code 

function h = buck 

% Define a model handle 

h = l ; 

start_br_list(h); 

% System parameters are 

L=40*le-6; 

% Syntax of use the BRANCH function. 

%#hdlbrpnrL/C E/J 

% # 1 2 3 4 5 6 7 

L_branch(h, 1, 2, 1, 0, 0, 1); 

L_branch(h, 2, 2, 3, 0.2, 0, 0); 

S_branch(h, 3, 3, 4, 2, 1); 

S_branch(h, 4, 1,4, 2, 0); 

L_branch(h, 5, 4, 5, 0.3, L, 0); 

L_branch(h, 6, 5, 1, 0, 0, 1); 

C.5: Buck/boost converter A S M G code 

function h = buckboost 

% Define a model handle 

h = l ; 

start_br_list(h); 

% System parameters are 

L=8*le-6; 

% Syntax of use the BRANCH function. 

%#hdlbrpnrL/CE/J 

% # 1 2 3 4 5 6 7 

L_branch(h, 1,2, 1, 0, 0, 1); % source branch 

S_branch(h, 2, 2, 3, 2, 1);; % stator branch 

L_branch(h, 3, 3, 4, 0.17, 0, 0); % stator branch 



L_branch(h, 4, 4, 1, 0.176, L, 0); % controllable switch 

S_branch(h, 5, 5, 4, 2, 0); % diode 

L_branch(h, 6, 5, 1, 0, 0, 1); % source branch 

C.6: Cuk converter A S M G code 

function h = cuk 

% Define a model handle 

h = l ; 

start_br_list(h); 

% System parameters are 

LI = 2000e-6; 

L2 = 6800e-6; 

Cl=470*le-9; 

% Syntax of use the BRANCH function. 

% # hdl br p n r L/C E/J 

% # 1 2 3 4 5 6 7 

L_branch(h, 1, 2, 1, 0, 0, 1); 

L_branch(h, 2, 2, 3, 1, L I , 0); 

S_branch(h, 3, 3, 1, 2, 1); 

C_branch(h, 4, 3, 4, 15000, CI, 0); 

S_branch(h, 5, 4, 1, 2, 0); 

L_branch(h, 6, 5, 4, 1, L2, 0); 

L_branch(h, 7, 5, 1,0, 0, 1); 
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