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Abstract 

The objective of this work is the development of a practical technique for the design of 

feedback controllers for the cross-directional control of paper machines. 

An industrial paper machine produces a wide sheet of paper which is required to 

be of uniform quality in terms of the weight, moisture content, and caliper (thickness). 

Modern machines produce a paper sheet which is up to 11 metres in width and is properly 

described as a two dimensional system. The direction perpendicular to the sheet travel is 

known as the cross-direction, and cross-directional control is implemented by arrays of up 

to 300 identical actuators evenly distributed across the sheet width. The sheet properties 

are measured by a scanning sensor at up to 2000 locations evenly spaced across the width 

of the moving paper sheet. 

A constructive, computationally inexpensive, graphical controller design technique 

is developed for dynamical systems that are distributed in one spatial dimension and 

controlled by an array of identical actuators. The feedback controller is designed using a 

two dimensional loop shaping technique with reference to the process model and the model 

uncertainty such that the spatial and dynamical bandwidth limitations of the physical 

system are respected. 

The two dimensional loop shaping design technique is then applied to the design of 

cross-directional feedback controllers for the paper making process. The two dimensional 

loop shaping approach is well-suited to address the wide variety of processes and condi­

tions for which a cross-directional controller must perform well. 

The design technique is demonstrated by successfully tuning an industrial cross-

directional controller. The tuning results are confirmed by experiments with a real paper 

machine in a working mill. 

ii 
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Chapter 1 

Introduction 

1.1 Paper Machine Cross Direction Processes 

The job of a paper machine is to transform a slurry of water and wood cellulose fibres 

into a saleable sheet of paper as efficiently as possible. The following description of its 

operation is very brief and more complete discussions of this complex process may be 

found in [9, 57]. Figure 1.1 illustrates the main parts of a typical configuration of a 

Fourdrinier style paper machine. The slurry enters the headbox at the left of the figure 

and the dry paper is wound up on a roll at the far right in the figure. 

Wet pulp at about 0.5% consistency (0.5% fibres and 99.5% water) is pumped into 

the headbox of the paper machine. The job of the headbox is to distribute the slurry 

such that the fibres are evenly distributed over the wide flow area (up to 11m). The 

slurry is then deposited on to an endless wire mesh belt which may be moving at speeds 

in excess of lOOkm/h. The wet pulp is dewatered as water is lost through the mesh due 

to blades and suction boxes placed under the wire screen. The sheet, now composed of 

approximately 20% solids, is heated by steam boxes before and during the press section 

where it is pressed and dewatered between counter-rotating rollers. The sheet, now about 

40% dry, then enters the dryer section and a series of steam heated dryer cans. The sheet 

of paper exiting the dryer section typically contains 5-9% water content by weight. The 

dry sheet then enters a series of rotating rollers known as the calendar stack where the 

sheet thickness, or caliper, is controlled. In paper production, the three most important 

properties of the finished product are (1) the sheet weight per unit area in terms of grams 

per square metre (gsm), (2) the sheet moisture content expressed as a percentage of the 

sheet weight (%), (3) the caliper or thickness of the sheet expressed here in /xm. These 

properties are each measured by a scanning sensor which traverses back and forth across 

the moving paper sheet. 

1 
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slice lip steam box 
scanning 

sensor 

consistency 
profiling 

rewet 
shower 

caliper 

Figure 1.1: Wide view of the paper machine showing relative positions of the various 
actuator arrays and scanning sensor(s). (Artwork courtesy of Honeywell-Measurex.) 

The quality of the paper sheet is defined in terms of the variance of these properties 

[1]. If a roll of paper is produced which is measured by the scanning sensor at m locations 

and the roll consists of T scans, then the sheet measurements are given by x(i,j) where 

i = 1,..., m and j = 1,... , T, and the average is given by, 

* - = ± £ ^ (i-D 
»=i j=i m i 

The variance of the two-dimensional measured paper sheet is known within the industry 

as 'two-sigma' and is denned by 

and is an important quality factor. Many control strategies have posed the C D control 

problem in terms of a minimization of (1.2) with the setpoint r substituted for the profile 

average x in (1.2). 

In order to define the control problem, some definitions and orientation is required. 

The direction of sheet travel is known as the machine direction or M D and is from the 

left to right in Figure 1.1. The direction perpendicular to the sheet travel is known as 

the cross direction or C D . Due to the process design and nature of the actuators, the 

m T (x(i,j) - x)2 

mT-1 
(1.2) 
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industrial approach to paper machine control considers the M D and the C D problems 

separately. 

M D control is concerned with controlling the average value of each scan. The control 

of the dynamically varying, but zero-mean, error profile is known as CD control and is 

the task of arrays of actuators distributed across the width of the paper machine, as 

shown in Figure 1.1. However, as the sensor is scanning a moving sheet, it traces a 

diagonal path across the paper sheet, and thus it does not measure pure M D and CD 

paper profiles. Filtering of the sensor signal is used to aid in the separation of the M D 

and CD components. 

The majority of industrial paper machines possess at least one CD actuator array for 

each of the three main paper properties. The most common CD control techniques are 

outlined below. 

1.1.1 Basis Weight Control 

The weight per unit area of a sheet of paper, is an important factor in the quality of the 

finished product, the metric measurement is grams per square metre (gsm). Variations in 

the weight of the paper sheet will affect most other properties [9]. A sheet of newsprint 

has a weight of about 45gsm, a paperback book cover may have a weight of about 300gsm, 

and cardboard may weigh 450gsm. 

CD control of the weight of a paper sheet is accomplished by actuators at the headbox 

(Figure 1.1). The job of weight control actuators is to achieve an even distribution of 

the pulp fibres across the width of the wire belt, despite changing pulp properties. Since 

the weight control actuators are located the furthest upstream, the dynamics of weight 

control often require the consideration of a significant dead time component, as the paper 

sheet must travel through the entire machine before reaching the scanning sensor. 

Since the raw material used is wood, it happens that the pulp stock characteristics 

change over time. The consistency and drainage properties of the delivered stock are 

kept as constant as possible by the approach system, but variability inevitably occurs. 

In addition, the flow of the pulp stock through the headbox and on the wire belt can 
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distribute the wood fibres unevenly in the cross-direction. Basis weight profile control 

is important not only for paper strength reasons, but also due to the fact that a poor 

quality weight profile will propagate downstream and appear as disturbances in both the 

moisture and caliper profiles. 

The operation of the two most common weight control actuators is described next. 

Slice L i p 

The use of a slice lip is the traditional method of controlling the CD profile of basis weight 

of a paper sheet. The slurry exits the headbox through an opening which is as wide as 

the paper machine (up to 11m) but only lcm-2cm tall for fine paper and 4cm-6cm tall 

for linerboard. The amount of pulp exiting the headbox is controlled by locally changing 

the height of this opening by bending its flexible upper lip. A taller opening is used to 

allow more pulp on to the wire thus increasing the amount of fibres at that location and 

increasing the basis weight. 

The bending of this upper lip is controlled by an array of force actuators distributed 

along its length. A typical slice lip installation has n = 50 of such actuators in the array, 

but there exist installations with n = 118 or more slice lip actuators. The actuator spacing 

is quite variable depending on the installation and is anywhere from 7.0cm to 20cm. 

The response of the basis weight profile to the slice lip actuators varies widely. Moving 

a slice lip actuator in a 45gsm newsprint installation results in changing the weight profile 

only for a strip about as wide as the actuator zone itself. Heavy grade paper is altogether 

different. Bending the slice lip for a slow moving heavy weight paper process produces 

a very wide response with significant negative gain side lobes as shown in Figure 1.2. 

The response to a single actuator may cover over a third of the entire width of the paper 

machine. 

The slice lip itself is quite expensive, and much care is taken to prevent damaging it due 

to excessive flexing and bending. Depending on the lip material, each actuator has a range 

of at most 0.17mm-0.75mm. The industrial controller contains many safety interlocks and 

an actuator setpoint profile is prevented from violating the bending constraints specified 
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for the slice lip. 

Modern slice lip actuator dynamics are very fast compared with the scan time. The 

process dynamics are thus dominated by the sensor filtering and the dead time due to the 

transport delay from the actuators to the scanning sensor. 

co 200 

h-
O 
< -200 

III 
—I I I I f 

10 15 20 25 30 35 40 45 

3 4 
CD POSITION [m] 

Figure 1.2: Steady-state response of basis weight to slice lip actuators on a heavy grade 
200gsm linerboard machine. This is one of the wider weight responses in CD control. 
(Data courtesy of Honeywell-Measurex.) 

Consistency Profiling 

A newer method for basis weight control, known as consistency profiling or dilution con­

trol, is described in [65]. These actuators change the basis weight profile by locally altering 

the concentration of pulp fibres in the headbox. This is accomplished by an array of di­

lution actuators distributed across the back of the headbox. The consistency of the pulp 

stock is changed by injecting it with a stream of low consistency water as it enters the 



Introduction 6 

headbox. An increase in the flow of a dilution actuator reduces the local concentration 

of pulp fibres and thus locally reduces the resulting basis weight. 

The industrial implementation of consistency profiling falls into several different con­

figurations. One configuration typically has n = 150 — 200 actuators with up to n = 298 

actuators installed on 3.5cm centres. A second configuration typically has n — 60 — 80 

actuators installed on 6.0cm-7.0cm centres. Within the industry, there exist other consis­

tency profiling systems with different configurations. 

The response of the weight profile to a consistency profiling actuator is typically very 

well localized with none of the side lobes that may be observed in slice control, compare 

Figures 1.2 and 1.3. The typical effect of a consistency profiling actuator is confined to a 

12.5cm strip centred on the actuator, and most of its influence being concentrated in the 

central 7.5cm. 

As with the slice lip, the consistency profiling actuator dynamics are very fast com­

pared with the scan time and the process dynamics are dominated by the sensor filtering 

and the transport delay. 

1.1.2 Moisture Control 

The moisture content of a sheet of paper is a very important factor in determining paper 

strength [9]. Typical moisture content targets are 5-9% of the total weight of the paper 

sheet. Over drying a paper sheet will reduce its strength as the fibres are damaged. 

An excessively variable moisture profile leads to a variable temperature profile and thus 

increases the demand on the caliper profiling actuators. 

The dewatering and drying of the paper sheet as it passes through the paper machine 

is very complex and is affected by many factors. The fibre slurry exiting the headbox is 

approximately 0.5% fibres and 99.5% water. The paper which is wound up on the reel 

is about 95% fibres and 5% water. This impressive feat is accomplished through a well 

designed process. The goal of feedback CD control of moisture is to perform the fine 

control and level a variable moisture profile. 

Disturbances in the moisture profile may be introduced by a variety of sources. The 
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Figure 1.3: Steady-state response of basis weight to consistency profiling actuators on a 
45gsm newsprint machine. (Data courtesy of Honeywell-Measurex.) 

cross-coupling of actuation between processes means that weight actuation appears in the 

measured moisture profile1. 

Steady-state or dynamically varying disturbances may be introduced by plugging of 

the mesh or uneven tension in the felt (the wire screen belt which is used to guide and 

support the newly-formed paper sheet), malfunctioning water drainage from dryer cans, 

or uneven suction from vacuum boxes placed across the sheet. 

Analogous to the weight profile, an uncorrected moisture disturbance will propagate 

downstream and appear in the caliper profiles. 

1This 'disturbance' may sometimes be used to our advantage. For example slice lip actuators are used 
to control the moisture profile in [3]. 
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Steam Boxes 

Counter-intuitively the addition of steam to a wet paper sheet is used to help dry the 

sheet (see [48] and references therein). The steam-heated water in the wet paper sheet 

has a lower viscosity than cooler water and is more easily extracted from the paper sheet 

by the presses. 

Industrial steam showers are implemented in an array of n = 55 actuators on average, 

and up to n = 171 in some wide paper machine installations. The actuator separation is 

between 7.5cm-15cm depending on the specific installation. The response of the paper 

sheet to the application of steam depends on many factors but its main lobe is typically 

between 30cm-60cm wide. The process also responds with smaller-amplitude side lobes, 

resulting in a total response width between 60cm-120cm wide, see Figure 1.4. A lighter 

weight paper sheet is more likely to have a narrower response, as the steam penetrates 

the thinner sheet more readily. 

The steam box actuators are typically capable of providing up to 2% (or sometimes 

more) of the total sheet weight moisture content correction. The process response to 

steam box actuators is much slower than the pure time delay response dynamics of the 

basis weight actuators in Section 1.1.1. The response to the application of steam has a 

time constant around 200-250s. The paper sheet is in constant contact with many presses 

and rollers and the steam box must raise the temperature of all of these before the new 

equilibrium may be reached. 

Rewet Shower 

Dry streaks in a paper sheet can be corrected through the use of a remoisturizing spray 

or rewet shower. These actuators are used to fill in the dry spots in a paper profile by 

applying an atomized water spray directly to the sheet. Rewet showers may be used on 

machines producing almost any grade of paper. 

Industrial rewet showers are implemented in an array of n = 50 actuators on average, 

and up to n = 120 in some wide paper machine installations. The actuator separation 

is between 7cm-15cm and the typical response is confined to a 18cm strip centred on the 
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100 

2 2.5 3 
CD POSITION [m] 

Figure 1.4: Steady-state response of moisture to steam box profiling actuators on a 
machine making 50gsm paper with 6% moisture target. (Data courtesy of Honeywell-
Measurex.) 

actuator, with 80% of the water occurring in the central 15cm. Figure 1.5 illustrates a 

typical response. 

Typically the rewet shower actuators are capable of providing 1-2% moisture content 

correction. The rewet shower can work on some fight weight installations to provide up 

to 3-4% moisture content adjustment. 

The dynamics of the rewet shower actuators are very fast compared with the scan 

time and the process dynamics are dominated by the sensor filtering and the transport 

delay. 

1.1.3 Caliper Control 

The caliper of a sheet of paper is controlled by feeding the paper sheet through rotating 

rollers, known as the calendar stack. The pressure that the rolls exert on the paper sheet 
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Figure 1.5: Steady-state response of moisture to rewet shower profiling actuators on a 
machine making 50gsm paper with 6% moisture target. (Data courtesy of Honey well-
Measurex.) 

may be adjusted by locally heating (cooling) one of the rollers. As the temperature of 

the roller increases (decreases), its diameter also increases (decreases) due to thermal 

expansion, and thus the pressure on the paper sheet increases (decreases), leading to a 

decrease (increase) in the paper caliper [39]. 

The earliest CD caliper control was implemented through the use of hot and cold air 

showers on the roller. Modern caliper control is much more efficient and uses induction 

heating actuators. A high frequency alternating current is used to generate an oscillating 

magnetic field at the roller surface. The resulting eddy currents near the surface of the 

roller cause the temperature of the roller to rise, and subsequently an increase in roller 

diameter. 

Industrial caliper control is implemented in an array of n = 100 actuators on average, 

and up to n — 150 in some wide paper machine installations. The actuator separation 
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is 7.5cm and the typical response has around 30cm-40cm wide main lobe and 10-15cm 

wide side lobes (Figure 1.6). 

Caliper setpoint targets are typically in the range 70//m to 300/mi depending on the 

grade. The induction heating actuators are capable of providing up to 10/im caliper profile 

correction. Induction heating is the slowest of the actuators considered here. The response 

of the caliper to the actuator setpoints varies from very slow to an almost integrating 

response. Typically this rise time is the dominant factor in the process dynamics. The 

dead time due to the transport delay of the paper sheet is usually quite small due to the 

scanning sensor often being installed just after the calendar stack (Figure 1.1). 

Disturbances in the caliper profile can be caused by variation in the moisture profile. 

A wet streak in the paper causes the roll temperature (and hence compression on the 

paper) to decrease close to the streak. 

Other caliper disturbances may be induced by the set-up of the calendar stack. An 

uneven pressure profile may be caused by uneven calendar stack loading or uneven roll 

diameter in the CD. This will appear as a steady-state disturbance in the measured caliper 

profile. 

1.2 Industrial Cross-Directional Control 

The industrial implementation of an industrial cross-directional profile control scheme 

involves a large engineering effort. The components of the control system - the scanning 

sensor, the control processor, and the actuators are often located a large distance apart. 

In a paper mill, the control processor is located in the control room within sight of the 

paper machine. The scanning sensor sends the measured sheet profiles of weight, moisture, 

and caliper via a network connection (e.g. LAN) to the controlling computer. The error 

profiles are processed by the computer and the actuator setpoint arrays are downloaded, 

via the L A N network, into the relevant actuators. A block diagram indicating the relative 

positions of each of the operations in an industrial cross-directional control system is 

illustrated in Figure 1.7. 

The scanning sensor measures up to 2000 locations across the width of the paper sheet. 
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Figure 1.6: Steady-state response of caliper to induction heating profiling actuators on 
a machine making newsprint with 78/xm caliper target. (Data courtesy of Honeywell-
Measurex.) 

The measured profile is then dynamically filtered in order to separate the cross-direction 

(CD) and machine-direction (MD) components of the paper profile. The M D component 

of this signal is an estimate of the scanned profile averaged over the width of the sheet. 

The M D component is controlled by a separate feedback loop (not shown in Figure 1.7) 

and is assumed to be independant of the CD feedback loop. As this operation involves 

the use of a dynamical filter to separate the components of the profile, it has the effect of 

introducing additional dynamics into the CD process. 

As the scanned profile contains many more measurements than actuators, the next 

operation in the chain is to reduce the dimension of the measurement profile to that of 

the actuator profile. In an analogy to time-domain signal downsampling, the signal is 

first passed through a spatial antialiasing filter in order to remove the high frequency 

components of the signal. Following this, the signal is then downsampled to the actuator 
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Figure 1.7: The flow of information for an industrial cross-directional control system. 

dimension. Details concerning the optimal design of the spatial downsampling operation 

may be found in [19, 33]. The low resolution measured profile is then sent to the control 

processor usually through a L A N network connection. 

The error signal is then constructed by subtracting the target profile from the down-

sampled measurement profile. The linear controller is implemented via the algorithm 

blocks illustrated in Figure 1.7. The calculated actuator setpoints are then checked against 

the system's safety interlocks which ensure that the physical limitations of the actuators 

are respected. Finally, the new actuator setpoint are sent from the control processor, via 

the L A N connection, to the actuator array. 

Industrial CD control design then involves tuning the parameters of the blocks com­

prising the linear controller shown in Figure 1.7. These algorithm blocks are described 
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in detail in Section 2.2 of this work. The tuning of the control law shown above requires 

the setting of around two dozen tuning parameters. These parameters represent the dy­

namical response of the Dahlin dead time compensator as well as the spatial convolution 

parameters used in the 'Spatial Filtering' and 'Actuator Profile Smoothing' blocks. Cur­

rently there only exist empirical rules (usually based on open-loop analysis) for the design 

of this controller and tuning requires a major effort on the part of site personnel. There 

is a need to present a controller design strategy that allows the tuning of the parame­

ters of the industrial CD controller with respect to the issues of closed-loop performance, 

robustness, and practicality required by the industrial application. 

1.3 Theoretical Work 

The goal of this section is to present some of the important issues which arise when 

closing the feedback loop for profile control and outline the state of the art in control 

techniques for such a problem. The following discussion includes control techniques de­

veloped specifically to address the cross directional problem. Also included are control 

techniques that have been developed for related or more general applications, but are 

potentially applicable to the CD control problem. 

The CD control problem considered herein is the regulation of disturbances. The ob­

jective is to manipulate the CD actuators to counteract the effect of process disturbances 

on the paper sheet. The success of the disturbance attenuation is measured by the reduc­

tion of the variance in the sheet properties (1.2). Several features of the CD process make 

it a challenging and interesting control problem. The following features are inherent in 

the physical process and must be considered by any modelling or control design technique. 

Many of the theoretical developments considered below have a practical use. As 

will be discussed below, the theoretical aspects of ill-conditioned, uncertain multivariable 

systems, and especially cross-directional control systems, have been very well-studied. 

However, the theoretical contributions are usually limited to the consideration of a few 

isolated aspects of the whole engineering problem. 

There exists a significant gap between the body of theoretical work that may be 
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applicable to the cross-directional control problem, and the implementation of advanced 

control strategies in working mills. There is a genuine need for a complete solution to 

the problem, starting from the principles of multivariable control engineering and ending 

with a practical tool that can be used to design cross-directional controllers on industrial 

paper machines. 

1.3.1 Complexity 

Cross-directional control of paper machines is a distributed parameter control problem in 

which the process' response to the actuator array could be possibly modelled by partial 

differential equations. Section 1.1 describes the wide range of possible spatial and dy­

namical responses which commonly occur on a working paper machine. Figures 1.2-1.6 

demonstrate that the spatial response to a single actuator can be as narrow as a few 

centimetres (e.g. consistency profiling) or as wide as several metres (slice lip control on a 

heavy grade). In addition the dynamical responses range from 'instantaneous' (e.g. basis 

weight control or rewet shower for moisture control) to an almost integrating process (e.g. 

caliper control or steam box for moisture control). The transport delay from the actuators 

to the scanning sensor (process dead time) can be less than one sample time or over 90 

seconds in longer paper machines. 

Practical control strategies have relied on a simplified model of the CD process. A 

common assumption is that the process has a separable dynamical and spatial response. 

In other words, a discrete-time model of the process is given by, 

y(z) = G(z)-u(z), G{z) = g{z)-G, (1.3) 

where y(t) £ Tlm is the profile measured at m locations across the paper sheet, u(t) £ IZn 

is the array of n actuator setpoints, g(z) is a scalar dynamical operator and G £ IZmxn is 

a constant matrix. 

The constant matrix G in (1.3) is obtained by a spatial discretization of the continuous 

model of the spatial response in [19, 21, 26, 34] by careful consideration of the appropriate 

basis functions with which to represent the spatial component of the process interaction. 
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Other schemes start with the assumption of a spatially discretized response G in 

(1.3). The interaction between a discrete set of n inputs and a discrete set of m outputs 

may be interpreted as a multivariable problem and this implicit discretization is used in 

[5, 24, 40, 41]. 

There exists a separate line of work which considers sheet forming processes as a two-

dimensional system ([11, 35] and references therein). The representation is quite general 

and the process is not necessarily assumed to have a separable spatial and dynamical 

components. It is neatly described as a two-dimensional polynomial in shift operators, 

both dynamical z _ 1 x ( i , j) = x(i,j — 1) and spatial ty_1a;(z,i7) = x(i — where i and 

j are the spatial and dynamical indices of the two-dimensional array x(-, •). 

In practice, the process dynamics g(z) in (1.3) are usually represented as low order, 

stable, and minimum phase except for the transport delay. Some authors have restricted 

attention to the steady-state problem, by simply neglecting the process dynamics in the 

control design [7, 21, 64]. One of the earliest studies on the dynamics found that dynamics 

described by first order polynomials in the numerator and denominator was sufficient [5]. 

In [19, 20, 24, 41] a continuous-time model of the dynamics is used with 

p-6s 
g(s) = — (1.4) 

s + a 

being defined in terms of a transport delay 9 and a single pole —a < 0. 

The discrete-time model, often identified from discrete-time input/output data arrays, 

has a similar form 

»•» = (i-s) 

with 0 < a < 1, and has been used by [3, 32, 33, 40, 50]. Dynamics of the form (1.5) 

were used throughout the course of the current work, and were found sufficient for the 

majority of industrial paper making processes. 
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1.3.2 Large Scale Problem 

Industrial CD control processes have up to n — 300 actuators in a single array and 

are measured at up to 2000 locations across the paper sheet. Following the spatial dis­

cretization, there are potentially 600000 interactions to consider. If considered in its full 

generality, this is a potentially intractable problem for control design and implementa­

tion. Efforts for a tractable controller design procedure have been concentrated in two 

directions: (1) design for a reduced model of the process or (2) model diagonalization. 

Efficient implementation of the controller has been addressed by the reduced model design 

and more recently by controller localization. 

The controller design may be simplified by expanding the spatial response of the 

process model in terms of orthogonal basis functions. An nr x nr multivariable controller 

is then designed for a reduced process model representing the response of nr <C n of the 

'low-order' spatial components. This technique has been used to achieve dimensionality 

reduction with various basis function representations in [26, 34, 40, 50]. 

Diagonalization strategies represent the second approach to controller design for these 

large scale processes. In general, multivariable control problems cannot be transformed 

into a one-loop-at-a-time design due to the non-analytic nature of the singular values of 

a dynamical system [16]. However, as described in [37] two classes of problems may be so 

diagonalized, separable systems (such as (1.3)) and circulant systems (described in detail 

in Chapter 3). It is interesting to note that CD processes have been modelled as each 

of these at one time or another. These strategies work by pre- and post-multiplying the 

plant model by unitary matrices, such that a diagonal transfer matrix remains, 

diagfoC*), • • •,*»(*)} = UH • G{z) • V (1.6) 

where for separable or circulant matrices, U and V are independent of dynamical fre­

quency, the matrix UH denotes the conjugate transpose of U. Since U and V are unitary, 

they do not disrupt the singular value spectrum, and the controller design may proceed in 

terms of n SISO problems, designing one kj(z) for each gj(z) for j G {1,..., n} in (1.6). 
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The multivariable controller is then recovered by writing, 

K(z) = VH • diagtoO*), • • •, *» ( * ) } • C (1-7) 

Diagonalization techniques have been used for CD control in paper making by [20, 21, 24, 

33, 41] and for a steel rolling application in [51]. A diagonal design for systems with one 

dynamical and two spatial dimensions were investigated in [15], with an application to 

optics. Diagonalization techniques for a more general class of multivariable systems may 

be found in [37, 38] and for spatially distributed systems in [4]. 

In addition to the controller design problem, there is a current interest in producing 

feedback controllers which may be implemented efficiently. Many controller design tech­

niques produce controllers K(z) which are full nxn matrices. In CD control applications, 

the process model transfer matrix G(z) typically has a sparse band-diagonal structure and 

this has led to the consideration of implementing the feedback control in terms of similarly 

sparse, banded transfer matrices K(z). 

CD control in terms of band-diagonal matrices K(z) has long been the industrial 

practice [36]. A control scheme where each actuator move is based on information from 

nearby sensor measurements and neighbouring actuator positions has become known as 

localized control [4]. 

Current theoretical work [4] has justified this practice by demonstrating that feed­

back controllers K(z) obtained from a quadratic optimization with a spatially distributed 

process G(z) will possess an almost-localized structure. The possibility of obtaining a 

truly localized controller from such a structure has been investigated for CD control of 

paper machines in [64]. More theoretical and general studies of the controller localization 

problem have been presented in [4, 10, 14, 46]. 

It should be noted that advances in processor speed are helping mitigate the problem 

of high dimensionality. Recently, a successful constrained model predictive control scheme 

has been implemented in real time on an industrial paper machine using all information 

from the model by the use of sparse arithmetics optimization calculations [3]. 
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1.3.3 111-Conditioned System 

The majority of industrial CD processes are strongly ill-conditioned [33, 36, 40]. The 

process response is strongly dependent on the direction of actuation. In many industrial 

CD control installations well over half of the process' singular values are vanishingly small, 

even at steady-state co — 0 [62]. In Section 2.4, Figure 2.4 contains a typical example. 

For such a system, it is very important to consider the directionality of the feedback 

controller. 

If a feedback controller K(z) is developed without consideration of the ill-conditioning 

of the process, then a potentially dangerous problem can arise where the controller pro­

vides larger and larger magnitudes of actuation in the weakly controllable directions of the 

process [43, 55]. For example, a controller with integral action will continually increase 

the magnitude of the actuator setpoint signal u(t) in a low-gain direction due to the fact 

that the measured error signal is persisting despite the 'corrective' action taken by the 

actuators [36]. The literature for the control of ill-conditioned multivariable processes 

involves one of two philosophies, full control or partial control. 

Full control requires performance specifications to be satisfied for all directions of the 

closed-loop process. For example, the disturbance attenuation specification for a stable 

discrete-time control system may require that 

Oj {[I - GK{ei{J)}-x) < p{co) for all j e {1,..., n) 

coe[-ir,7r) (1.8) 

where p(co) < 1 at low co and p(co) > 1 at high co [56]. This approach leads to a control 

scheme applying a large control signal in the low-gain directions of the plant [43, 55]. 

Caution must be taken in applying this technique in industrial situations since a large 

control signal can lead to actuator saturation. In addition, it has been shown that the use 

of full control for ill-conditioned processes is especially vulnerable to stability problems 

caused by model uncertainty [55, 56]. The combination of a large controller gain with a 

small plant gain reduces the tolerance of the closed-loop system to model uncertainty. 

Partial control of an ill-conditioned process means that the closed-loop system satisfies 
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performance specifications for a subset of the closed-loop singular values. The goal is to 

be aggressive in the well-controllable directions of the process and conservative in the 

low gain directions. One possible partial control performance specification is to simply 

modify the full control specification (1.8), to apply to a subset of nr < n singular values, 

such that 

a, ([I - GKie™)]-1) < p{u) for all j e {n - nr + 1,..., n} 

c v<E [ - 7 r , 7 r ] (1.9) 

where p(co) is as in (1.8). 

The modal truncation strategies discussed in the previous section are a partial control 

scheme, in which a controller is designed for a subset nr <C n directions of the process. 

The nr-dimensional controlled subspace is not necessarily defined in terms of the singular 

vectors (as in (1.9) and [51, 26]), and more general orthogonal function expansions of 

large multivariable transfer matrix models of the CD process are found in [34, 40, 50]. 

A second, softer, partial control approach is achieved by simply tuning the multivari­

able controller K(z) such that its gain is low, but not necessarily zero, in the weakly-

controllable directions of the process. Various methods exist for detuning a controller in 

this way. Optimization based design techniques have been used with a penalty on the 

closed-loop actuation in the weakly-controllable directions. These include signal-based 

optimization approaches [7, 21] in which some norm of u(t) is penalized, and also sys­

tem based approaches [60] in which some norm of the controller K(z) is penalized in the 

low-gain directions of the plant model. 

1.3.4 Model Uncertainty 

The almost-universal assumption made when modelling a CD process, is that the response 

of the measured paper sheet properties to the actuators is described by a linear, time 

invariant transfer matrix of low dynamical order. Each of these assumptions, as well as 

the separability of dynamical and spatial responses (1.3), is only an approximation to the 

real industrial paper machine CD process. A non-exhaustive list of the main sources of 
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model uncertainty in a CD process are: 

• Alignment. The paper sheet may wander or shrink over time, leading to a mismatch 

between the true location of an actuator's effect and its predicted location. This is 

the spatial analogue to phase uncertainty in a dynamical system's response. 

• M D - C D cross coupling. The scanning sensor is traversing back and forth across the 

moving paper sheet and is actually tracing a diagonal path on the sheet. Thus, 

in addition to the usual measurement noise, the sensor will also alias certain M D 

variations into the CD profiles. These variations are generally not controllable by 

the CD actuator array [9]. 

• CD response shape. The spatial response shape is often modelled as the same (but 

shifted) for each actuator (see Figures 1.2-1.6). However, the CD response shape 

may be very different at the sheet edges [28]. It varies with conditions such as 

machine speed and stock properties. 

• Actuator failure. The model assumes that all actuators have the same response. 

However, these are industrial processes subject to uneven wear and tear and occa­

sionally actuators may fail or partially fail (e.g. plugging in steam valves). 

• Process dynamics. Rise time and transport delay may change over time, with chang­

ing paper machine conditions such as speed. Also, the process may be of higher 

dynamical order than the low-order model used (often first-order-plus-deadtime as 

in (1.5)). 

• Actuator nonhnearities. For several CD actuators, the incremental process gain 

depends on the current actuator position u(t) and rate u(t) — u(t — 1). Examples 

exist for basis weight control using slice lip, moisture control using steam, and 

caliper control using induction heating of rolls. 

Since no modelling strategy is capable of accurately capturing all features of an in­

dustrial paper machine, any practical approach to CD controller design must tolerate 

process-model mismatch. The combination of an ill-conditioned process with model un­

certainty is especially dangerous since the low gain directions can easily become swamped 
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by the model uncertainty [34, 43, 55, 62]. A robustly stable system is one in which closed-

loop stability is maintained for all process models included in the uncertainty description. 

Robust performance is achieved if the closed-loop satisfies performance specifications for 

the set of possible process models. Very general studies in the mathematics of robust 

control for spatially distributed systems exist, and the interested reader is referred to 

[4, 49]. 

In CD control applications, it has been noted [24, 30, 40] that even the sign of the 

process steady-state gain is unknown for certain directions (for example see Figure 2.4 

in Section 2.4). In practical applications, the sign uncertainty corresponds to the direc­

tions of the process with a high spatial frequency component. A problem occurring in 

industrial CD control installations is that the actuator array will slowly develop a large-

amplitude 'picket fence' appearance [36]. As will be shown, this problem is due simply 

to the application of a control signal in a direction of low process gain and high model 

uncertainty. 

Robust multivariable control has matured to the point where the design techniques 

can easily handle an ill-conditioned, uncertain process, provided the design specifications 

are reasonable [56, 66]. For example, no benefit may be obtained by attempting to control 

any singular vector direction of the error which has a gain smaller than the associated 

model uncertainty. Many of these issues are closely related to the philosophy of partial 

control described in Section 1.3.3 above. 

Initial work on robust CD control may be found in [19]. It was later developed into a 

graphical design technique for a CD controller which is robustly stable to multiplicative 

model uncertainty [20]. The question of robust performance of a CD control scheme was 

addressed in [41] where a highly structured parametric uncertainty structure was used. 

However, neither of these designs considered the possibility of uncertainty of the sign of 

the gain of the modes of the process models. 

In [24, 30] it was demonstrated that the performance specification of zero steady-state 

error in all directions was incompatible with the CD control problem. Robust stability of 

the closed-loop cannot be guaranteed if integral control action is applied in all directions. 

This is a result of the fundamental rule for feedback control that the steady-state gain of 



Introduction 23 

an integrating controller must have the same sign as the steady-state gain of the process. 

Closed-loop instability results if the sign of these gains are not matched. Therefore, if 

the process' steady-state gain is uncertain, then the stability of the closed-loop with an 

integrating controller is also uncertain. 

As a result, practical control strategies must be modified to provide more conservative 

control in the low-gain directions. This philosophy is followed in the current work and 

the closed-loop requirements on the controller design are specified only after considering 

the capabilities of the open-loop process. 

1.4 Related Applications 

Much work is currently being done for large scale systems in which the control is im­

plemented through large arrays of identical actuators. Cross-directional control of paper 

machines is an industrially important example of such systems. However, there exist 

many more applications in which a process is described by a spatially distributed struc­

ture. The following discussion outlines some of the other applications, which may not 

seem to be 'related' at first sight. 

Sheet forming is the most closely related application to papermaking. The formation 

of plastic film is a fascinating process whose control has been studied in [19]. Steel making 

is another process control application requiring consideration of the spatial distribution 

of the material [29, 49, 51]. 

The growth of semiconductor crystals is considered in [2] where arrays of heating 

elements maintain a uniform temperature distribution throughout the furnace. 

The active control of vibrations in spatially-distributed structures has been achieved 

by arrays of identical sensors (e.g. accelerometer or piezoelectric strain) and actuators 

(e.g. point force or piezoelectric strain) [25]. A closely related application is the control 

of a sound field in an enclosure in which the sensing is performed by an array of identical 

microphones and the actuation is achieved with several identical loudspeakers [22, 25]. 

Newer applications, which at the time of writing are still in the experimental stages, 

include inflatable structures whose shape is controlled by arrays of force actuators [53]. 
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Micro-electromechanical systems (MEMS) are an emerging technology in which thousands 

of tiny actuators distributed over a large structure must be coordinated in terms of global 

control goals [4, 31, 46]. 

Older applications include the automated control of a long line of vehicles on a highway, 

known as platoons have been studied in [4, 42, 54]. It is interesting to note that today's 

open problem of designing a localized control strategy for a spatially distributed system 

was discussed as an open problem as far back as 1966 in [42]. 

The control of unmanned aerial vehicles flying in formation has been considered in 

[12, 17, 52], and is as far from papermaking as this discussion will stray. 

1.5 Aims and Contributions of the Work 

This work considers the control of linear dynamical systems distributed in one spatial 

dimension and discretized both dynamically and spatially. The systems under consid­

eration are controlled through an array of identical actuators evenly spaced throughout 

the spatial domain. The process output is measured in the spatial domain at an evenly 

distributed number of discrete locations. Each location is assumed to be measured by an 

identical sensor. 

The process response is further assumed to be almost invariant to shifts in space and 

time. This idealization is quite rare in practice and the design procedure includes provi­

sions for the disruption of these invariance properties by boundary conditions which occur 

in physical systems. A more specific classification of the problems under consideration is 

included in the process model specifications of Section 2.1. 

Cross-directional control of paper machines is an industrially important application of 

such processes. One of the aims of this work is in bridging the gap between the existing 

theoretical work and the industrial implementation of cross-directional control strategies. 

As discussed in Section 1.3 there is an abundance of academic work existing for designing 

controllers for multivariable systems. In addition, much work has focussed on the cross-

directional control problem specifically. However, as discussed in Section 1.2, the current 

industrial state of the art for cross-directional controller design is, for the most part, 
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independant of the body of theoretical work and is largely governed by empirical tuning 

rules. 

The main contributions of this work are summarized as follows: 

• The development of a constructive, computationally inexpensive, graphical con­

troller design technique for dynamical systems that are distributed in one spatial 

dimension and controlled by an array of identical actuators. The feedback con­

troller is designed using a two dimensional loop shaping technique with reference to 

the process model and the model uncertainty such that the spatial and dynamical 

bandwidth limitations of the physical system are respected. 

• Application of the loop shaping technique as a tool for the design of feedback con­

trollers for paper machine cross-directional processes. The two dimensional loop 

shaping approach is well-suited to address the wide variety of such processes for 

which a cross-directional controller must perform well. 

• The demonstration of the loop shaping design technique by tuning an industrial 

cross-directional controller. The tuning results are confirmed by experiments with 

a real paper machine in a working mill. 

An outline of the structure of the thesis follows. Chapter 2 presents cross-directional 

controller design requirements of performance, robust stability, and localized implemen­

tation in a mathematical form suitable for a control design strategy. 

Chapter 3 presents an overview of existing techniques for two-dimensional frequency 

domain decomposition in order to improve the design both computationally and concep­

tually. The frequency domain is familiar territory for control engineers, and a spatial 

frequency decomposition allows for the n x n multivariable control synthesis problem to 

be restated in terms of n SISO control design problems. In addition, the graphical nature 

of spatial frequencies is shown to provide a richer insight into the large multivariable 

control system than the common approach in multivariable control of studying only the 

system's maximum and minimum singular values. 

Chapter 4 describes the constructive design technique that is central to this work. 

Dynamical systems distributed in one spatial dimension are considered and the controller 
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design may be interpreted as a two-dimensional generalization of the well-known loop 

shaping design technique for multivariable (and SISO) control systems in a two-step 

graphical design procedure. The first step is the synthesis of a high-performance robust 

controller. The second step is a spatial order reduction in which the full matrix controller 

is approximated by sparse, banded matrices to obtain a localized feedback controller. 

Finally, the loop shaping design technique is applied to an industrial paper machine 

cross-directional control problem. The modelling, design, and implemention are the sub­

ject of Chapter 5. Closed-loop data were collected for the industrial system running under 

the loop shaping controller design. The performance is then compared to the performance 

of a more traditional controller design based on empirical tuning rules. 



Chapter 2 

Problem Specifications 

The goal of this chapter is to define the conditions upon which the proposed design tech­

nique is based. A general structure is presented for the class of discretized, spatially 

distributed process models under consideration. The same structure is used to define the 

feedback controllers to be designed. The duality between the process model transfer ma­

trices and controller transfer matrices provided by this framework is beneficial throughout 

the closed-loop analysis and design described in Chapters 3 and 4. 

Next, the design specifications for closed-loop performance and closed-loop robustness 

are presented. In general, performance and robustness are conflicting requirements requir­

ing aggressive and conservative control, respectively. The trade-off of these specifications 

forms the central design problem considered in this work. 

The cross-directional control problem described in Chapter 1 is an important indus­

trial application of the models and design specifications described herein and forms the 

demonstration in Chapter 5. Therefore each of the general problem specifications is also 

discussed in terms of the special case of the industrial CD control problem. 

2.1 Spatially Distributed Process Model 

This section presents the class of process models for which the subsequent analysis (Chap­

ter 3) and design (Chapter 4) are valid. The class of problems under consideration are 

modelled by linear dynamical systems distributed in one spatial dimension and discretized 

both dynamically and spatially. The control is effected through an array of identical ac­

tuators evenly spaced throughout the spatial domain. The process output is measured in 

the spatial domain at an evenly distributed number of discrete locations. Each location 

is assumed to be measured by an identical sensor. 

27 
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The process response is further assumed to be almost-invariant to shifts in space 

and time. This idealization is quite rare in practice and the design procedure includes 

provisions for the disruption of these invariance properties by boundary conditions which 

occur in physical systems. 

The model structure presented here is familiar from its use in discretization of partial 

differential equation models of spatially distributed systems. Its practical use in this work 

is justified by its ability to capture the relevant features of all processes in Section 1.1. 

Several features of the spatially distributed control process must be described by the 

model. The actuator dynamics, the process response, and the scanning sensor spatial and 

dynamical responses will all be described by the linear transfer matrix model, 

y(z) = G(z)u(z) (2.1) 

where u(z) G Cn is the ^-transform of the actuator setpoint profile, G(z) G Cnxn is the 

process transfer matrix containing both the dynamical and the spatial responses of the 

sensor array to the actuator array. 

In an effort to gain physical insight into the structure of the process model, it is helpful 

to factor the transfer matrix G(z) in (2.1) as 

G(z) = [I + A(z)]-1B(z) (2.2) 

where B(z) and A(z) are strictly causal operators, so that the process model in (2.1) may 

be written as 

y(z) = B{z)u{z) - A(z)y(z) (2.3) 

A further structure is imposed on the n x n transfer matrix factors B{z) and A(z) in 

(2.3). Motivated by the form of discretized systems of linear, constant coefficient, partial 

differential equations, the n x n transfer matrix factors B(z) and A(z) are given by the 
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expansion, 

J7l(, 

B(z) = • ln(z), A(z) = Y,*r (2.4) 
t=i 

Each bi(z) and aj(^) in (2.4) is a scalar transfer function. Each of the constant matrices 

Bi,Aj G lZnxn is a symmetric, band-diagonal Toeplitz matrix. 

For example, a constant n x n band-diagonal symmetric Toeplitz matrix with q inde-

pendant elements is given by, 

B = 

h b2 bq 0 

b2 W b2 • • • bq 0 

0 bq 

: 0 

b2 bi b2 

b2 h 

0 

0 b„ 

0 

0 bn 

b2 bi b2 

••• b2 bi 

(2.5) 

This matrix structure will occur repeatedly throughout the text, and henceforth is abbre­

viated using Matlab's representation of symmetric Toeplitz matrices 

B = toeplitz{&i,..., bq, 0, . . . , 0} (2.6) 

In Section 1.1, Figures 1.2-1.6 illustrate that the CD actuators have localized author­

ity. In other words, the effect of each actuator is localized to a nearby region of the 

sheet. In addition, due to the continuous nature of a paper sheet, the measured sheet 

properties yi(t) with i — 1,..., n are correlated spatially to nearby measurements yi±i(t), 

Vi±2(t), etc. Therefore, considerable physical motivation exists to model the process with 

band-diagonal transfer matrices B(z) and A(z) in (2.2)-(2.4). Furthermore, since an ar­

ray of identically constructed actuators is being used to control a uniform product (paper 
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sheet), it is sensible to exploit this redundant information when modelling the process. 

Therefore, the nominal process model is constructed by assuming that each actuator in 

the array has the same effect on the paper sheet. 

The most commonly used model for the CD control processes on the paper machine 

assumes the spatial and dynamical process responses to be separable (1.3). The dynamics 

of the process are futher modelled as first-order-plus-deadtime [3, 32, 33, 40, 50]. This 

model is given by the general structure (2.1)-(2.4) with m& = ma = 1 in (2.4) and 

B{z) = B • z~d, A(z) = A-z~1 (2.7) 

where Toeplitz symmetric matrices model the spatial correlation of the process response, 

B = toeplitz{6 1,...,6 9,0, ...,0}, A = toeplitz{-ai, 0, . . . , 0} (2.8) 

Typical industrial paper machine processes are described in Section 1.1 and may be 

roughly translated into ranges on the model parameters of the transfer matrices in (2.7)-

(2.8). The process deadtime d is due to the transport delay is typically in the range 

1 < d < 4. Due to its location, see Figure 1.1, caliper has the shortest time delay, weight 

control the longest, and moisture control somewhere in the middle. The process pole is 

in the range 0 < ai < 1. The process models for slow actuators such as induction heating 

for caliper control or steam boxes for moisture control typically result in ai w 1. The 

time constant for the faster actuators is negligible, see Section 1.1, but industrial sensors 

include a filter to limit the introduction of high frequency sensor noise into the feedback 

loop, resulting in a\ > 0 for all actuators. 

The spatial response width of a CD process will result in 2 < q < 20 for the symmetric 

Toeplitz matrix B in (2.8.) A large value of q & 20 will occur for slice lip control of heavy 

grade paper, narrower responses with q « 2 are obtained for consistency profiling, rewet 

showers, and some light weight slice lip installations. The vast majority of practical CD 

control applications result in a process model with the constant matrix B in (2.8) being 

ill-conditioned. The majority of industrial CD control installations have several singular 

values of B in (2.8) indistinguishable from zero, see Figure 2.1. (In the case of slice lip 
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control of heavy weight paper, this may be more than two-thirds of the singular values of 
the process model.) Therefore the corresponding input directions will be uncontrollable 
at all dynamical frequencies LO. It is demonstrated in Chapter 4, this ill-conditioning 
requires the modification of the performance specifications on the closed-loop system. 
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Figure 2.1: (a) Column of the matrix B G ft73*73

 m (2.8) identified from a basis weight 
process controlled by n — 73 slice lip actuators, (b) The singular value decomposition of 
B. (Data courtesy of Honeywell-Measurex.) 

It is interesting to note that the transfer matrix model structure shown in (2.3), with 
band-diagonal symmetric Toeplitz matrices as coefficients of a polynomial in the delay op­
erator is a familiar discretization of spatially distributed partial differential equations. 
Equations with structure (2.3)-(2.4) have been used to describe spatial discretizations of 
the well-known heat equation and wave equation in [6, 63]. For example, if one neglects ac­
tuator and sensor responses, the heat equation may be discretized [6, 63] as B(z) = B-z~x 

and A(z) = A • z'1 with B = toeplitz{6,0,..., 0} and A — toeplitz{oi, a2,0,..., 0}. In 
fact, the CD control problem is a practical example of a sampled distributed parameter 
system. The real-world hardware accesses the spatially distributed process through n 



Problem Specifications 32 

discrete actuator setpoints and the scanning sensor returns a profile of n discrete profile 

measurements. It is not surprising to discover that this physical discretization results in 

a similar description of these processes. 

2.2 Controller Implementation 

This section presents the structure of the feedback controllers considered throughout this 

work. Multivariable transfer matrices may be represented in many equivalent forms [56]. 

The particular factorization described below was chosen for three main reasons. First, 

the feedback is to be applied to spatially distributed processes as described by the models 

in Section 2.1. The proposed feedback controller has a structure which is dual to the 

spatially distributed process model described in (2.1)-(2.4). As described in Chapter 3, 

this fact allows for the convenient representation and calculation of the various properties 

of the closed-loop system. 

Second, this form closely resembles the proposed implementation of the feedback as 

algorithms in the control processor. In Chapter 4, it will be seen that the practical issue of 

controller localization (denned in this section) is more accessible throughout the controller 

design procedure. 

Finally, the algorithm structure of the industrial cross-directional feedback controller 

(comprising the linear controller shown in Figure 1.7 in Section 1.2) is a specific realization 

of this factorization of the transfer matrix. The industrial controller was designed via years 

of extensive field testing and validation. Currently, there are several thousand installations 

of this particular controller performing feedback for paper machine profiles throughout 

the world. 

In this work, the feedback controller is represented by the output feedback transfer 

matrix relation, 

u(z) = K(z)v(z) (2.9) 

where u(z) G Cn is the S-transform of the actuator setpoint profile, the controller is 
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represented by the transfer matrix K(z) G Cnxn. The error profile is given at time t by, 

v(t)=y(t)-r(t) (2.10) 

where y(t) G TZn is the sensor profile measured at time t and r(t) G W1 is the profile 

target at time t. 

A further specification must be satisfied in the implementation of the feedback con­

troller K(z) in (2.9) and Figure 2.2. It is required that the feedback controller be con­

structed from band-diagonal Toeplitz transfer matrices. This practical requirement is 

related to the spatially 'localized' controller design currently being studied in [4, 10, 46]. 

In this work the feedback controller K{z) in (2.9) is referred to as localized if it is factored 

as 

K(z) = [I + S(z)]-1C(z) (2.11) 

and implemented as 

u(z) = C(z)v(z) - S{z)u(z) (2.12) 

where C(z), S(z) G Cnxn are band-diagonal transfer matrices, such that 

C(«) = £ C « •« (* ) , S(z) = Y,Si (2-13) 
i=l i=i 

Each Ci(z) and Sj(z) in (2.13) is a scalar transfer function. Each of the constant matrices 

Ci, Sj G 7£ n x "' is a symmetric, band-diagonal Toeplitz matrix. 

The degree of controller localization is defined in terms of the constant Toeplitz ma­

trices Ci and Sj in (2.13). Let the 'widest' of the mc (respectively ms) matrices Cj 

(respectively Sj) be given for i = i* (respectively j = j*) such that 

d* = toeplitz{ci,..., c„ c , 0, . . . , 0}, Sj* = toeplitz{s!,..., a n , , 0, . . . , 0}, (2.14) 

where the notation 'toeplitz{-}' is borrowed from Matlab's representation for symmetric 
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Toeplitz matrices and is displayed for the process model in (2.5). 

The band-diagonal structure of C(z) means that the actuator setpoint for the ith 

actuator, given by Ui(t), is based on the signals from only sensors vi+j(z) where j = 

0, ± 1 , . . . , ± n c , rather than the entire sensor array of v(z) G Cn. A similar interpretation 

follows for the actuator array, each actuator is receiving information from only the 2(ns — 1) 

neighbouring actuators, rather than from all n actuators in the array. 

The controller localization requirement is analogous to the familiar practical specifi­

cation of low order implementations of dynamical controllers. A controller with a low 

dynamical order acts only on the recent values of the error signal (denned by the order 

of the transfer function's numerator) and recent values of the control signal (defined by 

the order of the denominator). A localized controller has a low 'spatial order' in which 

the controller acts on nearby values of the error signal v(z) (denned by the spatial order 

of C(z), given by nc in (2.14) and nearby values of the actuator setpoint signals (defined 

by the spatial order of S(z), given by na in (2.14). 

The industrial CD control algorithms considered herein have a fixed structure which 

is a special case of the general structure (2.9)-(2.13). The configuration for a closed-

loop CD control system is illustrated in Figure 2.2 for the process modelled with output 

disturbances (described in Section 2.3). The error profile is processed by a series of 

Figure 2.2: Feedback controller configuration, 

blocks which either spatially filter the error profile by multiplying it with a constant 
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band-diagonal matrix, or by dynamically filtering it by passing the array through a scalar 

transfer function, see Figure 1.7 in Section 1.2. Figure 2.3 indicates the block diagrams 

which process the measured error signal v(t) and transform it into the actuator setpoint 

profile u(t). 

y(t)-r(t) 
K... c(z) + u(t) 

+ 

Figure 2.3: The industrial cross-directional controller block diagram. 

The feedback controller in Figure 2.3 is constructed from a scalar dynamical term c(z) 

and two constant n x n symmetric Toeplitz matrices Kw and S and is written in terms 

of the general structure (2.9)-(2.13) with mc = ms = 1 and 

C{z) = S • Kw • c(z) = C • c(z) 

S{z) = -S-z^1 (2.15) 

The scalar dynamical part c(z) of the controller in (2.15) is the Dahlin's dead time com­

pensator [18, 59] implemented in velocity form1. 

y J l + ( l - a c ) £ ? = T X z - 1 
(2.16) 

The controller parameters a c , a c and dc defining c(z) in (2.16) are required to be tuned. 

The industrial implementation requires the two constant matrices Kw and S to be 

JThe more familiar expression of the DarJin controller is its position form Cd(z) = c(z)/[l — z'1} where 

1 - acz 1 — (1 — etc)z a<= 
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symmetric band-diagonal Toeplitz matrices, 

Kw = toeplitz{/si,..., knk, 0, . . . , 0} 

S = toepHtz{«i , . . . , * „ „ ( ) , . . . , ( ) } (2.17) 

Therefore the design of the n x n constant matrices Kw and S in (2.15) is a matter 

of selecting and ns coefficients respectively. For practical CD control, rik,ns «C n, 

resulting in Kw and S in (2.15) being sparse matrices. 

Multiplication of a profile by a symmetric band-diagonal Toeplitz matrix is often 

referred to as 'spatial filtering' by CD control practitioners. In fact, the constant matrix 

S in (2.15) is further parameterized in terms of a Blackman convolution window filter, 

H{ns), 

S = X- H(na) + (1 - A) • / (2.18) 

where 0 < A < 1 and na defines the width of St in (2.17) because, 

H(n3) =toeplitz{hi, . . . , / i n a ,0. . . ,0} (2.19) 

The elements hk of H(ns) defined by a lowpass Blackman window of order n3 normalized 

such that hi + 2 • h2 4- . . . + 2 • hna = 1. Consider for example ns — 3 in (2.19), then 

{hi, h2, h3} = {0.3968,0.2500,0.0516}, so that h3 + h2 + hx + h2 + h3 = 1. 

Chapters 3 and 4 present a general design technique for spatially distributed controllers 

with the structure (2.9)-(2.13). Chapter 5 demonstrates the application of this design for 

the special case of the industrial cross-directional controller (2.15)-(2.19). 

2.3 Performance 

This section presents the closed-loop performance requirements for which the feedback 

controller K(z) in (2.9) is to be designed. The design technique, developed in Chapters 3 

and 4, defines closed-loop performance in the language of loop shaping design. In other 
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words, the performance of the feedback controller K is summarized by achieving high 
gains of the multivariable loop transfer function KG in the appropriate bandwidths and 
directions. 

The industrial requirement for controller performance is defined by the variance of the 
measured output signal as defined in (2.22). The industrial specification is reworked to 
a form amenable to control design. The effect of the disturbances on the output profile 
is written in terms of a closed-loop transfer matrix. The performance objective for the 
controller is then given by the T^-norm of said matrix. Designing a controller K to make 
this norm small requires that the loop transfer matrix KG has a large gain at those 
dynamical frequencies and directions for which the disturbances are significant [56, 66]. 
This idea will be expanded upon in Chapter 4. 

The production of a sheet of paper is largely a regulation problem. The task of the 
feedback control is the removal of disturbances from the sheet profile. The profile setpoint 
array is constant r(t) —r for the vast majority of the industrial operation, only changing 
when a different grade of paper is to be produced. 

It is assumed that disturbances enter the process at the output, as shown in Figure 
2.2. In equation form, the open-loop transfer matrix representation of the process is given 
by, 

y(z) = G(z)u(z) + Gd(z)d(z) (2.20) 

where G(z) is described in (2.1). The disturbances, d(t) e 1Zn, entering the system are 
assumed to be independent, identically distributed white noise with identity covariance 
matrix In. The transfer matrix Gd(z) G Cnxn models the spatial and dynamical correlation 
of the process' disturbances. 

The industrial definition of paper quality was presented in (1.2) where deviations of 
the paper property from the average value for the roll should be small. However, this 
is necessarily an off-line performance index as the paper roll average x in (1.2) may be 
computed only after the completion of the roll. The control design is based on a modified 
version of the quality index (1.2) and compares the sensor profile y(t) with the setpoint 
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profile r(t). The performance will then be defined in terms of the variance of the error 

profile v(t) = y(t) — r(t). 

An expression for the error profile signal in closed-loop is obtained from (2.9) and 

(2.20), 

v = [/ - GK\-xGd -d-[I- GK]'1 • r (2.21) 

where the argument z has been suppressed in favor of neatness. 

The cross-directional controller design strategy will concentrate on the contribution 

of the first term in (2.21) to the error signal v(t). The second term in (2.21) is usually 

zero in industrial CD control systems due to two facts. First, the profile targets r(t) are 

usually a flat paper sheet such that each element ri(t) = r for all i = 1,... ,n . Second, 

as described in Section 1.1, the industrial practice is to use the machine direction (MD) 

actuators to control the average sheet properties. In other words, the mean value of the 

error profile at time t is Y.%Vi(t) = J2iyi(t)—ri(t) is removed and used in the M D feedback 

loop - it is not present in the CD loop. 

The design of the CD controller is motivated by the minimization of the effect of the 

uncorrelated disturbances d(t) on the variance of the error profile v(t). If the contribution 

of the second term in (2.21) is neglected, then the expected value of the variance of the 

error profile is given by, 

E [v(t)Tv(t)} = \\[I - G(z)K(z)]-'Gd(z)(2 , (2.22) 

where the discrete-time H2 norm of a stable transfer matrix, T(z), is defined as 

\\T(z)\\2

2 = ± f _ ± ° A T { e n ? d * , (2.23) 

which may be interpreted as a measure of the gain of the multivariable transfer function 

T(z) summed over all singular values Oj with j = 1,..., n and all dynamical frequencies 

LO E [—7T, VT]. 

The expected variance of the error profile (2.22) may then be translated into a mathe-
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matical specification for the control system's performance. The feedback controller K(z) 

in (2.9) is to be designed such that the closed-loop is internally stable and the "H2 norm, 

[/ - G{z)K(z)]-1Gd(z) f -> small (2.24) 

This performance objective is achieved if a stabilizing controller K(z) is designed such 

that the gain of the loop transfer matrix GK(elw) is large for frequencies u> for which the 

gain of Gd{elw) is also large [56]. The directionality of these transfer matrices is usually 

stated in terms of their singular vectors, and is a crucial consideration of the feedback 

design. However, the directionality of the systems described in Sections 2.1 and 2.2 is the 

subject of Chapter 3 and is discussed thoroughly there. 

2.4 Uncertainty and Robustness 

As discussed in Section 2.3 above, a closed-loop performance requirement such as (2.24) 

may be satisfied with an aggressive feedback controller K(z) in (2.9) designed such that 

o(K) is large. The controller K(z) will then generate a large control signal u(t) in order 

to counteract the effect of the disturbances d(t) on the error signal v(t). However, a large 

control signal u(t) is undesirable in an industrial application where physical limitations 

on actuators must be considered. Processes that are described by ill-conditioned transfer 

matrices such as G(z) in (2.1) are especially sensitive to high-gain controllers and care 

must be taken to avoid excessive actuation in the directions of the singular vectors which 

correspond to small singular values of the process. 

A large actuation signal is not the only concern when designing a high loop gain. The 

tolerance of the closed-loop to model uncertainties is an essential part of any practical 

control scheme. In general the closed-loop robust stability of open-loop stable systems 

is guaranteed by designing the controller K(z) such that the gain of the loop transfer 

matrix KG is sufficiently small. However, a small loop gain is in direct conflict with the 

closed-loop performance specification as discussed in Section 2.3. This is a fundamental 

trade-off in designing feedback control. A successful design is one in which the loop 

gain Oj(GK(eM)) is high at those dynamical frequencies u and directions (indexed by j) 
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for which performance is important, and is small at those dynamical frequencies uo and 

directions j for which the robust stability is important [56, 66]. This is possible due to 

the fact that for many physical applications, these specifications apply at quite different 

frequency ranges. The performance/robustness trade-off is revisited within the context 

of spatially distributed systems in Chapter 4. 

Next, the presence of uncertainty in the modelling of the cross-directional process 

is discussed. The physical interpretation of the main sources of model uncertainty was 

discussed in Section 1.3.4. The most striking effect of model uncertainty in the CD control 

problem arises due to its interaction with an ill-conditioned process model G(z) in (2.1), 

as discussed in Section 1.3.4. In most practical CD control applications, one does not 

know the sign of the gain of the process for all of the singular vector directions of the 

transfer matrix G(z) even at steady-state with oo = 0 [24, 33]. In other words, the small 

model gain combines with the model uncertainty such that the relative uncertainty is 

larger than 100% for certain singular values at all uo. This is a rather rare situation for 

multivariable feedback control and a design technique specifically tailored to this problem 

is presented in Chapter 4. 

In order to describe the model uncertainty in the CD process, it is assumed that 

the true process response is not perfectly modelled by the linear transfer matrix G(z) in 

(2.1). Following the traditional approach used in robust control for representing model 

uncertainty [56, 66], the true process Gp(z) is assumed to belong to a set of possible 

response models, 

Gp(z) e n s (2.25) 

For the CD process this family is assumed to be described by an additive unstructured 

perturbation on the nominal transfer matrix model, 

Ug := {G(z) + 6G(z) : o (<5G(0) < l(oo)} Wu e [-TT, TT] (2.26) 

where l(uo) is a positive scalar function which limits the perturbed transfer matrix Gp(z) 

to a neighbourhood of the nominal model G{z) in (2.1). 
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The additive uncertainty structure is used here due to its ability to model sign un­

certainty in the process model's singular values even at low frequencies UJ. Figure 2.4 

plots the singular values of a typical CD process as a function of dynamical frequency uo. 

The model uncertainty bound l(uo) = 0.01 is also included, and it can be seen that one 

must carefully consider the directionality of the control signal even at uo = 0. There are 

a total of n = 73 singular values in this process model and 17 of them are smaller than 

1(UJ) = 0.01 for all dynamical frequencies UJ. Figure 2.4 also illustrates the need for a bet­

ter graphical representation of the frequency response of the C D process. It is apparent 

that plotting all n singular values is unnecessary and leads to a cluttered diagram. The 

representation of these large scale transfer matrices is the subject of Section 3.7. 

10"2 10' 

co [Hz] 

Figure 2.4: Singular values of the process model G(eii0) G C 7 3 x 7 3 in (2.1) and model 
uncertainty l(uo) = 10"2 in (2.26) for the basis weight process illustrated in Figure 2.1. 

The final specification on the design of the feedback controller K(z) in (2.9) is that of 

robust stability of the closed-loop. The feedback controller K(z) is to be designed such 
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that the closed-loop is internally stable and the %oo-norm 

5G(z) - K(z)[I - G(z)K(z)] - l < 1 (2.27) 
oo 

where the discrete-time Hoo norm of a stable transfer matrix is defined as 

||r(z)| |L= sn P a [ T ( O ] 2 (2.28) 

This norm may be interpreted as the largest gain of the transfer matrix T(z) with respect 

to all input directions and all dynamical frequencies co G [—7r, IT]. 

For the unstructured model uncertainty in (2.26), the condition (2.27) is equivalent 

to the frequency-by-frequency condition, 

Notice that the robust stability requirement in (2.29) may be satisfied by cr(K) —> 0, 

but that the performance requirement of (2.24) requires a large controller gain gi(K). 

This fundamental trade-off in feedback control is central to the loop shaping approach 

for controller design [56, 66]. Chapter 4 presents a technique for the class of spatially 

distributed control problems, described in Section 2.1 and 2.2, that allows the designer to 

quantify the performance/robustness trade-off during the design of the feedback controller 

(2.29) 

K(z) in (2.9). 
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Spatial Frequency Decomposition 

The problem statement of Chapter 2 requires a spatially distributed feedback controller 

to be designed for a spatially distributed process to satisfy closed-loop performance and 

robust stability specifications. The class of process models, G(z) in Section 2.1, was 

composed of symmetric band-diagonal Toeplitz matrix factors. The feedback controller, 

K(z) in Section 2.2, is required to possess the same structure as the process models and 

is also to be constructed using symmetric Toeplitz matrix factors. The justification for 

the use of these structures in describing and controlling spatially distributed processes is 

presented in Chapter 2. 

Spatially distributed systems are often of very large scale. For example, in Chapter 5, 

the cross-directional control of an industrial paper machine is considered where the input 

array consists of n = 226 evenly-spaced actuators distributed across an 7.91 metre wide 

paper sheet. Such a large size discourages the direct use of off-the-shelf optimal controller 

synthesis methods. The computational complexity of "%2 and Woo optimal controller 

synthesis increases rapidly as a function of the dimension. 

In addition, the large size of these systems inhibits the conceptual understanding of 

the problem. Figure 2.4 in Section 2.4 illustrates the open-loop singular value plot of a 

typical slice lip basis weight cross-directional control process with n — 73 actuators. It is 

not an easy task to begin sorting the 73 directions as 'controllable' or 'uncontrollable'. 

Recently, there has been much interest in the design of feedback controllers for spa­

tially distributed systems whose properties are invariant in space and time [4, 38]. It 

has been demonstrated that the design of feedback controllers for these systems may be 

decoupled into consideration of independant single-input-single-output (SISO) controller 

design problems. In addition, in the case of dynamical systems distributed in one spatial 

dimension, the eigenfunction directions coincide with the singular vector directions and 

43 
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are in fact the spatial Fourier components of the system1. This feature provides an intu­

itive insight into the problem as each eigenfunction of the process may be characterized 

by its dynamical frequency to and its spatial frequency v. Spatially-invariant systems 

with a finite number n of degrees of freedom are defined via n discrete spatial frequency 

components v G {vi,..., un}. Frequency-domain design is familiar to control engineers 

from experience with dynamical systems. 

As described in Section 2.1, the processes under consideration are time-invariant and 

almost spatially-invariant. The truncated Toeplitz matrices, forming the plant model (2.4) 

and feedback controller and (2.13), are related to spatially-invariant circulant matrices 

by a small perturbation. It is therefore proposed that the design problem of Chapter 2 

be replaced by a spatially-invariant system. In Section 3.1, each of the Toeplitz matrices, 

in both the plant and controller models (2.4) and (2.13), is replaced by an appropriate 

symmetric circulant matrix. The controller design may now proceed with the computa­

tionally and conceptually simpler problem of designing n independant SISO problems, 

one for each spatial frequency Uj e {ux,..., vn}. In terms of the cross-directional paper 

machine control problem, this approximation may be interpreted physically as imposing 

spatially-periodic boundary conditions on the process. In other words, instead of produc­

ing a flat sheet of paper, it is assumed that the machine is producing a 'tube' of paper 

whose circumference is equal to the cross-directional width of the original sheet. 

This chapter includes a summary of the main properties of symmetric circulant systems 

that may be found in [4,13, 38]. In Sections 3.4 and 3.5, it is demonstrated that a circulant 

symmetric controller is sufficient to control a symmetric circulant process. In other words, 

there is no risk of degrading performance or robustness by restricting attention to the 

design of a symmetric circulant feedback controller. 

In Section 3.6, an example is shown that demonstrates the convenience of designing an 

n x n circulant controller in terms of n independant SISO problems. Finally, Section 3.7 

provides a graphical interpretation of the spatial and dynamical frequency decomposition 

of circulant systems as a generalization of dynamical frequency representation of SISO 

dynamical problems. Two dimensional loop shaping controller design, in terms of spatial 
1 Analogous results also exist for dynamical systems distributed in more than one spatial dimension, 

but are outside the scope of this work. See [4, 15] for more details. 
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and dynamical frequencies, is the subject of Chapter 4 and will be explored in more detail 

there. 

3.1 Circulant Extension of a Toeplitz System 

The class of process models and feedback controllers in Sections 2.1, 2.2 were defined 

in terms of truncated Toeplitz matrix factors (2.4) and (2.13) respectively. The goal of 

this section is to illustrate the relationship between these truncated symmetric Toeplitz 

matrix factors and the associated symmetric circulant matrix factors. The closeness of 

this relationship is exploited to allow the controller synthesis to proceed in terms of a 

symmetric circulant design problem. The advantages of performing controller design for 

a circulant system are the subject of Sections 3.4-3.7. 

The design procedure in Chapter 4 performs closed-loop stability, performance, and 

robustness calculations on the associated symmetric circulant system - not on the 'true' 

system of truncated Toeplitz matrices. A small gain argument is presented in this section 

that relates the internal stability of the idealized spatially-invariant system to the inter­

nal stability of the true system subjected to disruptions of the spatial-invariance by the 

boundary conditions of the physical process. 

The problem statement in Chapter 2 requires to design a feedback controller Kt(z) = 

[I + St{z)]-lCt{z) in (2.11) for the process modelled as Gt(z) = [I + A^z))'1 Bt{z) in 

(2.2). The process is modelled with the transfer matrix factors Bt(z) and At(z) in (2.4) 

having a band-diagonal symmetric Toeplitz structure. The design requirements for the 

feedback controller Kt(z) specify the same structure for the transfer matrices Ct(z) and 

St{z) in (2.13). 

It is proposed to proceed with the design of the band-diagonal transfer matrices Ct(z) 

and St(z) by restating the problem in terms of the circulant extension of this system 

as will be defined below. First the band-diagonal system matrices Bt(z) and At(z) are 

replaced with their circulant extensions B(z) and A(z) as in (3.2). Next, the procedure 

described in Chapter 4 is used to generate banded symmetric circulant transfer matrices 

C(z) and S(z) satisfying the design requirements. Finally, the band-diagonal Toeplitz 
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factors Ct(z) and St(z) in the controller Kt(z) are recovered by extracting the non-zero 

diagonal bands from C(z) and S(z). 

The circulant extension is proposed to be used in the solution of this problem for 

two reasons. First, the difference between narrow band-diagonal Toeplitz matrices and 

banded circulant matrices is small. Second, the design of controllers for circulant systems 

has many advantages over the Toeplitz version. These advantages are discussed in detail 

in Sections 3.4-3.7, but are previewed here: 

1. All symmetric circulant systems of the same size are diagonalized with the same 

unitary matrix F (defined as the real Fourier matrix in Appendix A in (A.4)) by 

pre- and post-multiplication by F(-)FT. 

2. The singular values of a symmetric circulant matrix are equal to the magnitude of 

the eigenvalues. This fact allows for the n x n multivariable controller to be designed 

in terms of a family of n independent single variable problems. 

3. The singular vectors of symmetric circulant matrices possess an intuitive physical 

interpretation as harmonic functions of the spatial variable (the rows of the real 

Fourier matrix F). 

Let us now define exactly what is meant by the term 'circulant extension'. A symmetric 

Toeplitz matrix is defined completely in terms of its first row. The n x n band-diagonal 

symmetric Toeplitz matrices that are important in this work (Sections 2.1 and 2.2) may 

be written as, 

Mt = toeplitz{rai,ra 2,... , m „ m , 0 , ...,0} (3.1) 

Herein, typically the width of the band-diagonal is much smaller than the order of the 

matrix so that n m <C n . 

Next, define the circulant extension to the band-diagonal symmetric Toeplitz matrix 

Mt in (3.1) by the n x n symmetric circulant matrix, 

M = toeplitz{m!, m 2 , . . . , mnm,0,...,0,m„m,...,m2} (3.2) 
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where the difference between these two matrices is then given by, 

6Mt = M -Mt 

= toeplitz{0,..., 0, m „ m , . . . , m2} (3.3) 

and contains the 'ears' of the circulant matrix M as illustrated in Figure 3.1. 

Figure 3.1: Non-zero elements of a banded symmetric circulant matrix M, the associated 
band-diagonal Toeplitz symmetric matrix Mt, and the difference described by the 'ears' 
in SMt = M — Mt. 

The first design requirement on any feedback controller for any application is that it 

provides an internally stable closed-loop. Since the design of the feedback is performed 

on the circulant extension of the 'true' system, a result is required to relate the internal 

stability of the true system to the internal stability of the circulant approximation. 

Assume that a feedback controller K(z) = [I + S(z)]~1C(z) has been designed with 

banded circulant factors C(z) and S(z) to be internally stable with the plant G(z) = 

[I + A(z)]~1B(z) with factors B(z) and A(z) being the circulant extensions of Bt(z) and 

At(z) respectively. Internal stability of this circulant closed-loop is equivalent to the to 

the condition that the 2n x 2n transfer matrix 

L(z) := 
I + S(z) C(z) 

B(z) I + A(z) 
(3.4) 

is invertible in HTLoo for all \z\ > 1. 

The corresponding 'true' system has band-diagonal transfer matrices At(z), Bt(z), 
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Ct(z), St(z) which are related to the symmetric circulant transfer matrices A(z), B(z), 

C(z), S(z) as in (3.1), (3.2), 

Lt{z) := 
I + St(z) Ct(z) 

Bt(z) I + At{z) 

I + S(z) C(z) 

B(z) I + A(z) 

SSt(z) 6Ct(z) 

SBt(z) SAt(z) 
(3.5) 

The internal stability of the 'true' closed-loop system is equivalent to the invertibility of 

Lt(z) in (3.5) in HU^ for all \z\ > 1. 

However, a computationally more attractive result may be found by appealing to 

robust control theory for the stability of feedback systems with perturbations. A sufficient 

condition for the internal stability of the true system defined by Lt(z) in (3.5) follows from 

the small gain theorem. The closed-loop system with Lt(z) in (3.5) is stable if 

SSt(z) SCt(z) 

SBt(z) 5At(z) 

I + S(z) C(z) 

B(z) I + A{z) 
< 1 (3.6) 

The systems under consideration (i.e. arising from paper machine process models) are 

typically described by transfer matrices with relatively narrow non-zero bands such as 

that shown in Figure 3.1. For example, Chapter 5 contains an industrial example in 

which the Toeplitz symmetric transfer matrix Bt(z) is n x n with n = 226 but has only 

5 non-zero diagonals. Intuitively speaking, the narrower the band, the smaller is the size 

of the perturbation introduced by the circulant extension (3.3). A smaller perturbation 

corresponds to less error introduced by neglecting the edge effects of the original system 

while designing the feedback controller in terms of the symmetric circulant system (3.4). 

3.2 Generalized Plant and Linear Fractional Transformations 

Prior to analyzing the closed-loop performance and robustness of systems composed of 

symmetric circulant blocks, in Sections 3.4 and 3.5, it is necessary to define a general 

structure upon which to base an analysis. A standard technique in multivariable con-
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trol system design and analysis is to reorganize the control problem into the generalized 

plant format. The following discussion is based on the representation in [56] for feedback 

controller analysis and design. 

As described below, the generalized plant is a transfer matrix P(z) containing all 

process model, disturbance model, and performance weighting transfer functions. The 

loop is closed with the feedback controller K(z) and the generalized transfer function is 

compactly represented by a linear fractional transformation (LFT) of P(z) and K(z). 

The convenience of this format lies in the fact that a wide variety of practical control 

problems find a compact representation as a L F T . Sections 3.4 and 3.5 of this work discuss 

quite general performance and robust stability results for control systems composed of 

symmetric blocks, for which this format is essential. 

The general statement of the feedback control problem is: given exogenous inputs 

w(z) to a system, find a controller K(z) which uses sensor data y(z) to calculate actuator 

inputs u(z) which counteract the influence of w(z) on the signal e(z) [56]. The generalized 

input w(z) will contain external inputs such as disturbances d(z) and setpoint references 

r(z). The generalized output e(z) will usually contain signals such as the difference 

between measurement and setpoint y(z) — r(z) and the control signal u(z). The problem 

of keeping the generalized error e(z) small may be stated in terms of some norm on the 

closed-loop transfer function from the inputs w(z) to e(z). A generalized plant is often 

used to describe the path from the exogenous inputs to the outputs of a feedback control 

system [8, 56]. 

The open-loop generalized plant P(z) is introduced such that 

' e(z) ' 
= P(z) 

w(z) ' e(z) ' 
= P(z) 

w(z) 
= 

Pll{z) P M 

P2l{z) P22(z) 

w(z) 

u(z) 
(3.7) 

where P(z) contains, not only the open-loop plant G(z) in (2.1), but also includes all 

transfer matrices associated with disturbances and performance weights. 

The feedback control is then described by, 

u(z) = K(z)v(z) (3.8) 
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where u(z) is the control signal and v(z) is the feedback signal. The equations (3.7) and 

(3.8) are illustrated in Figure 3.2. 

w p 
u V 

K 
V 

K 

Figure 3.2: Block diagram of the linear fractional transformation Ti(P,K) in (3.9). 

In feedback control an important transfer matrix is given by the closed-loop transfer 

matrix from exogenous inputs w(z) to the generalized error e(z) and is denoted by Tew(z). 

This transfer matrix is related to the generalized plant P(z) in (3.7) and feedback K{z) 

in (3.8) by the linear fractional transformation (LFT), 

Tew{z) = Pn(z) + P12(z)K(z) [I - P22(z)K(z)}-1 P21(z) := ^ ( P , K) (3.9) 

where the I in P((P,K) indicates that this is a lower L F T [56]. 

Most practical feedback control problems may be written in terms of the generalized 

plant P(z) in (3.7) and the feedback K(z) in (3.8) [56]. For example the performance 

specification in (2.24) may be written as 

\\Ft{P,K)\\l -> small ^,(P,K) = [I- G{z)K(z))-yGd{z) (3.10) 

Where the generalized plant P(z) in (3.7) is constructed by defining the generalized output 

signal e(z) as the error signal, e(z) = v(z) — y(z) — r(z). The exogenous inputs w(z) 

to the closed-loop system are the disturbances d(z). Then the generalized plant P(z) in 
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(3.7) is 

P(z) 
Pll(z) Pl2(z) 

P2l(z) P22(Z) 

Gd{z) G(z) 

Gd(z) G(z) 
(3.11) 

and the loop is closed with u(z) = K(z)v(z) as above. 

Including other signals in the optimization is straightforward. For instance, the 

weighted actuator signal W(z)u(z) may be penalized in the optimization 

\\7t(P, K)\\\ = \\[I - G(z)K(z)]-lGd(z)(2 + \\W(Z) • K(z)[I - G(z)K(z)}-f2 (3.12) 

then the generalized plant P(z) is simply augmented such that the error signal and the 

generalized plant are given by 

e(z) = 
v{z) 

W(z)u{z) 

Gd(z) G(z) ' 

P(z) = 0 W(z) 

Gd(z) G(z) 

(3.13) 

The important feature to note in this section is the appearance of the system transfer ma­

trices in the generalized plant P(z). The generalized plant P(z) is a block transfer matrix 

containing all of the component transfer matrices that are important to the performance 

of the feedback controller. 

The following section discusses the discretized spatially-distributed feedback control 

problem in terms of the generalized plant described by P(z) in (3.7). Sections 3.4 and 3.5 

analyze the closed-loop based on the L F T description of the closed-loop system Ti(P, K) 

in (3.9). 

3.3 Systems Composed of Symmetric Circulant Blocks 

This section considers dynamical systems such that the generalized plant P(z) in (3.7) 

in Section 3.2 is composed of symmetric circulant transfer matrices. The class of process 

models considered in Section 2.1 is composed of symmetric truncated Toeplitz matrices 
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which are approximated by symmetric circulant transfer matrices as shown in Section 

3.1. The goal of this section is to demonstrate the decoupling of matrices of symmetric 

circulant blocks into block diagonal matrices. In the language of dynamical systems, this 

decoupling represents a modal decomposition, such that the large scale dynamical system 

may be represented by a family of SISO subsystems. This decomposition is central to the 

closed-loop performance and robustness analysis of symmetric circulant systems presented 

in Sections 3.4 and 3.5. 

For control system analysis and design, one of the most convenient properties of a 

system described by a circulant matrix is that every circulant matrix of the same size 

may be diagonalized with the same constant matrix [13, 38]. This diagonalizing matrix 

is very closely related to the Fourier transform operator. 

The discrete Fourier transform [45] of an array consisting of n discrete elements is 

equivalent to a multiplication by a unitary complex matrix T G Cnxn (see Appendix 

A for its construction). As described in [13, 45] for example, the constant matrix T 

may be used to diagonalize circulant matrices. Symmetric circulant matrices, such as 

those important in this study, have a further advantage. Any symmetric circulant matrix 

A G Cnxn, is diagonalizable with the real Fourier matrix, F G Cnxn given in (A.4), such 

that, 

where each d(uj) G Clxl [13].' The variable Uj indexes the spatial frequency of the jth 

spatial mode and is given by Uj = 2n(j - l ) /n (see Appendix A). 

The set of symmetric circulant transfer matrices is included here and is especially 

important for the feedback control applications under consideration. It is important that 

the same diagonalizing matrix F may be used to decouple a transfer matrix (̂e"") at all 

dynamical frequencies u> such that, 

A = FTAF, A = diag{a(i/i),. . . ,o ( i /„)} (3.14) 

A(z) = FTA(z)F, A(z) = diag{a(i/!, z),..., fi(i/„, z)} (3.15) 

where a(fj, z) G Clxl for each j G {1,..., n} is a scalar, rational transfer function [4, 6,13]. 
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In multivariable control terminology, one would say that the directionality of symmet­

ric circulant transfer matrices is independent of the dynamical frequency cu. The transfer 

matrix has the same singular vectors at all frequencies and it will be shown that this fact 

will be very beneficial when designing feedback controllers for symmetric circulant plants. 

To be considered next are matrices composed of symmetric circulant blocks. These 

matrices have a direct application to the system models that are being considered in this 

work. It was stated above that the generalized plant transfer matrix P(z) in (3.7) will be 

considered to be composed of symmetric circulant blocks. The goal of this section is to 

show how a matrix composed of symmetric circulant blocks may be transformed into a 

block diagonal matrix. In particular, the transformation may be interpreted completely 

in terms of pre- and post-multiplication by unitary matrices. The benefit of this property 

becomes clear in the following section, where it is used to simplify the calculation of the 

optimal feedback controller K(z) in (2.9). 

For the purposes of this explanation, the following 3n x 2n generalized plant P(z) will 

be used as an example, 

d(z) 
e2(z) 

v(z) 

= P(z) 
w(z) 

u(z) 

A1(z) A2(z) 

As(z) A4(z) 

A5(z) A6(z) 

w(z) 

u(z) 
(3.16) 

where each Ai(z) G Cnxn is assumed to be a symmetric circulant transfer matrix. 

Next, the diagonalizing matrix is introduced. It was shown above that the real Fourier 

matrix F in (A.4) may be used to diagonalize symmetric circulant matrices. In order 

to demonstrate the block-diagonalization of a transfer matrix composed of symmetric 

circulant blocks, the following block-diagonal matrix operator is introduced, 

h ® F := 

F 0 0 

0 F 0 

O O F 

(3.17) 

where (g> denotes the Kronecker product and J 3 is an 3 x 3 identity matrix. In general, the 

Kronecker product (In ® F) results in an nH x nH block-diagonal matrix, with H copies 
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of F comprising the blocks (but is more difficult to draw than the third-order example 

shown in (3.17)). 

Next, form a new system by pre-multiplying both sides of the system (3.16) by (73 <g> F) 

ex{z) M z ) A2(z) 

e2(z) = (h®F) (I2®F)T(I2®F) 
w(z) 

u(z) 
, (3.18) 

where the product (I2 ® F)T(I2 ®F) = I2n due to the unitarity of the operator (IH ® F). 

The new system (3.18) may be re-written as 

e i ( z ) ' M z ) M z ) 

e2{z) = M z ) M z ) 

_ M z ) Mz) 

w(z) 

u{z) 
(3.19) 

where the transformed signal u(z) := Fu(z) £ Cn. There exists a similar definition for 

all remaining signals in (3.19). The transformed transfer matrices Ai(z) :— FAi(z)FT. 

Since each A{(z) £ Cnxn is symmetric circulant, then as in (3.14), each Ai(z) in (3.19) is 

a diagonal transfer matrix, 

Ai(z) = diag{ai(ui,z),... ,ai(wn, z)} (3.20) 

Next the system composed of diagonal blocks (3.19), will be transformed into a block-

diagonal system. The matrix algebra required for this transformation is quite straight­

forward, but is difficult to show all of the steps neatly. Let it be summarized, by saying 

that there exist permutation matrices Mi and M2 of appropriate dimension, such that 

the transformation 

c i ( z ) M z ) Mz) 
M i e2(z) = M i M z ) Mz) MlM2 

v(z) M z ) Mz) 

w(z) 

u(z) 
(3.21) 

where using the fact that each Ai(z) is diagonal (3.20), allows (3.19) to be re-written as 
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the block-diagonal system, 

5i(i/i,z) a2{v\,z) 

a3(uuz) 04(^1, z) 15(1/!, 

v(vx,z) o5(i/i, z) a 6(«vi,z) z) 

— 
• ' 

; 

a\{vn,z) a2(vn,z) W(^n, z) 

e2(Vn,z) a*{yn,z) z) 

v{Vn,z) a^{vn,z) OaC^ni^) 

(3.22) 

The 3n x 2n block-diagonal system (3.22) may then be written as n independent 3 x 2 

subsystems, 

ei(vj,z) 

e%{vj,z) = 
v(vjtz) 

ai(vj,z) a2(vj,z) 

OS{VJ,Z) a4(uj,z) 
W{VJ,Z) 

= p(vj,z) 
w{yhz) 

_ u(ujtz) _ u{VjiZ) _ 

(3.23) 

Equations (3.18)-(3.22) have demonstrated the steps required for the transformation of 

the example multivariable system composed of symmetric circulant blocks (3.16) into the 

block-diagonal system (3.22). 

It is true in general that a matrix composed of circulant symmetric blocks such as 

P(z) G C(M+ 1) n x(A r+ 1) n may always be reduced to n independent subsystems, such as 

(3.23), each of size ( M + 1) x (N + 1). The procedure followed is essentially the same as 

that shown in (3.18)-(3.22) for the example system (3.16), and may be summarized by 

the following matrix equation, 

P(z) = [M1-(IM+1®F)]TP(z)[M2-(IN+1®F)}, 

P(z) = diag{p(^i,z),...,p(i/n,z)} 

where the subsystem p(vj, z) G x(w+i) for each j G {1,..., n). 

(3.24) 

A result for block-diagonal matrices, that will become very useful later, is that the 

'H2 and norms of the large matrix may be restated in terms of the blocks. Note 
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that the block-diagonal transfer matrix P(z) is related to the original P(z) by pre- and 

post-multiplication by unitary matrices such that the %2 a n d % 0 0 norms are unaffected 

by the transformation. In general, the norm of an ( M + l)n x (N + l)n transfer matrix 

P(z) composed o f n x n symmetric circulant blocks is given by, 

\\P(Z)\\1 = E l l P ( ^ ) l l 2 ( 3 - 2 5 ) 
3=1 

where the ( M +1) x (N +1) transfer matrix p(i/j,z) is obtained by a transformation such 

as (3.24). 

The Hoo norm of the same transfer matrix P(z) is given by, 

||P(*)||L = . c

m a x AWnMl (3.26) 

In practical applications, each of the subsystems p(i/j,z) in (3.24) is significantly smaller 

than the original generalized plant P(z). For example, there exist real-world applications 

in which there are n = 300 actuators. Assume a typical control application requiring 

the consideration of N = 2 exogenous inputs (say setpoint and disturbances w(z) = 

[r(z)T d(z)T]T) and M — 1 output signals (say deviation from setpoint e(z) = y(z) — r(z)). 

Since the subsystems p{vj,z) are a factor n smaller than the generalized plant P(z), 

then each subsystem is of size 1 x 2 , and the original system is of size 300 x 600. The 

following section demonstrates that it is sufficient to consider each of these subsystems 

independently during the controller synthesis and analysis stages of design. 

3.4 Closed-Loop Performance 

The control problem defined in Chapter 2 involves very large transfer matrices. There are 

up to n = 300 actuators in an industrial cross-directional control system. The proposed 

design technique (Chapter 4) first diagonalizes the problem as in Section 3.3 and then 

proceeds to design n independent SISO controllers one for each j G { l , . . . ,n}. This 

approach assumes that the designed controller K(z) will be diagonalizable with the real 

Fourier matrix F in (A.4). In other words, a symmetric circulant structure is imposed on 
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the feedback controller K(z) before the controller design begins. 

The goal of this section is to collect the results available in a variety of sources [4,13, 38] 

in order to justify the a priori selection of a symmetric circulant controller for a symmetric 

circulant process. It is demonstrated that if the problem is stated in terms of symmetric 

circulant transfer matrices (i.e. each nxn transfer matrix comprising the generalized plant 

P(z) in (3.7)), then H2- and "H^-optimal performance is achievable with a symmetric 

circulant controller (Theorem 1). 

These results are helpful even if one is not performing a strict %2 or based syn­

thesis. The decoupling of a multivariable control design problem into independent SISO 

design problems is useful in many synthesis techniques. It is comforting to know that the 

restriction of the structure of the controller is not restricting the achieved performance. 

In the previous section, a technique was shown for transforming a large transfer matrix 

composed of symmetric circulant blocks into a block-diagonal matrix. The goal of this 

section is to demonstrate the use of this transformation in the analysis and design of 

feedback controllers for systems modelled by symmetric circulant transfer matrix blocks. 

It will be shown that the problem of designing a large multivariable feedback controller 

K(z) G Cnxn in (2.9) for the (M + l)n x (N + l)n generalized plant P(z) may be reduced 

to the consideration of designing a family of n independent SISO feedback controllers one 

for each ( M + 1) x (N + 1) subsystem p(uj, z) with j G {1,..., n} as in (3.23). 

It should be noted that this is not an approximation technique. Designing a controller 

for the decoupled process p(uj, z) will satisfy the %2 and Hoo optimality conditions for the 

full process P{z). There is no 'extra performance' available through designing directly 

with the full generalized plant P(z). 

Define the decoupled generalized plant as in (3.23), partitioned in the same way as 

the original multivariable plant in (3.7), 

e(uj,z) 
= p(uj,z) 

W(VJ,Z) 

_ v{vjtz) _ P2l(vj,z) P22(Vj,z) 

W{VJ,Z) 

U{UJ,Z) 
(3.27) 

the closed-loop systems under consideration are described by the one-degree-of-freedom 
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error feedback controller 

u(vj,-z) = k^z^u^z) (3.28) 

ensuring that pn^yjiz) is always a 1 x 1 transfer matrix for each mode j G {1,..., n} . 

The size of the other three transfer matrices in (3.27) depends on the dimension of the 

signals e{y3,z) and W(VJ,Z). 

Next, the modal closed-loop transfer function iew(vj,z) is defined in terms of an L F T 

of the modal generalized plant p(vj, z) in (3.27) and the modal feedback controller k(vj,z) 

in (3.28), 

where iew(pj, z) is a M x N transfer matrix with j G {l , . . . ,n}, the linear fractional 

transformation Pi(-,-) is defined in (3.9). 

Now that the terms have been defined, it is necessary to show how the modal transfer 

functions are related to the full multivariable problem. 

Theorem 1 (cf. [4, 38]) (H2 and Hoo Optimality) Consider a generalized plant P(z) 

in (3.7) that is composed of symmetric circulant transfer matrices and the modal gener­

alized plants p(uj, z) for j G {1,..., n), related by the transformation (3.24)-

(i)V.2 optimality. If the multivariable optimal feedback is given by, 

Pn(vj,z)+Pi2(vj,z)k(vj,z) [l-p22(vj,z)k(vj,z)\ 1p21(uj,z) 

(3.29) 

Km(z) = arg (3.30) 

and the optimal feedback for the subsystems is given by, 

M ^ ) = arg inf 
k(z) stabilizing 

Pi(P{vj,z),k(z))\ (3.31) 
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for each j G {1,..., n}. Then 

Km(z) = Ks(z), 

K3(z) := FTdiag{k3(vi,z),...,ka(vn,z)}F, (3.32) 

and trivially, 

||̂ (P(*),JC(*))||a = \\ft(P(z)tKm(z))\\a (3.33) 

(ii) "Hco optimality. If the multivariable optimal feedback is given by, 

Km(z) = arg inf . (P(z), Kiz))^ (3.34) 
K (z) stabilizing 

and the optimal feedback for the subsystems is given by, 

k.(vitz) =arg inf. . \\Fi(p(vJtz)tk('))\L (3-35) 
k\z) stabilizing 

for each j G {1,... ,n}. T/ien writfry = FTdiag{^(,vi, z),..., fc,(i/B, jivea 

i/ie result 

||^«(P(«),iir.(z))||0 0 = | |^(P(z), / fm(«))IL ( 3- 3 6) 

P r o o / . 

The transformation decoupling the generalized plant P(z) outlined in (3.18)-(3.22) is 

independent of the feedback controller K(z) and involves pre- and post-multiplication by 

unitary matrices, leaving the % 2 and unaffected. The remainder of the proof involves 

proving that a decentralized controller is optimal for a decentralized plant and is detailed 

in [37]. 

• 

Remark. As described in [38], in general Ks(z) ^ Km(z) for the Hoo optimal con-
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trollers defined in (3.34) and (3.35). This is due to the fact that the optimum is 

defined as minimizing the magnitude of the 'worst direction' of the closed-loop transfer 

matrix Pi(P, K) in (3.9). The remaining n — 1 directions are not considered. However, the 

"Hoc, optimal controller Ks(z), obtained by modal optimization in (3.35), has optimized 

the Woo norm of J~i(P, K) in all n directions, so that Ka(z) is known as the 'super-optimal' 

solution to the multivariable optimization problem (3.34). 

3.5 Closed-Loop Robust Stability 

The previous section presented results justifying, in terms of achievable closed-loop per­

formance, the use of symmetric circulant feedback controllers for the control of systems 

modelled by symmetric circulant transfer matrix blocks. The goal of this section is to jus­

tify the use of symmetric circulant controllers for symmetric circulant systems in terms 

of the achievable robust stability margins. First, a general result for the existence of 

Hoo-admissable controllers is proved. Second, the robust stability condition for the cross-

directional control problem in Section 2.4 is described in terms of the spatial frequency 

decomposition of Section 3.3. 

A common representation of model uncertainty is to state it in terms of bounded 

perturbations on the transfer matrix process models in the feedback loop [16, 44, 56, 

66]. The robust stability conditions for such systems may then be stated in terms of an 

admissibility condition on the gain of one of the closed-loop transfer matrices. 

The following theorem considers the existence of %oo-admissible feedback controllers 

for systems composed of symmetric circulant transfer matrix blocks as described in Section 

3.3. It is shown that if some r^co-admissible feedback controller exists for such a system, 

then a symmetric circulant .ty^-admissible feedback controller also exists. 

Theorem 2 (cf. [4]) (%oo admissibility) Consider a generalized plant P(z) in (3.7) 

that is composed of symmetric circulant transfer matrices and the modal generalized plants 

p(vj, z) forj G { 1 , . . . , n}} related by the transformation (3.24)- The following statements 

are equivalent: 
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(i) There exists a multivariable controller Km(z) stabilizing the generalized plant P(z) 

such that, 

\\Ti{P{z),Km{z))\\00<1 (3.37) 

(ii) There exists a symmetric circulant controller Kc(z) stabilizing P(z) such that, 

| |J i (P(z) , j r Y c (^)) | | 0 0 < 7 (3.38) 

(iii) There exist SISO feedback controllers ka(fj,z) stabilizing p(uj, z) such that, 

\Fl(p{vj,z),k3(vj,zj)\rx><1 (3.39) 

for each j G {1,..., n}. 

Proof. 

(i) =i> (ii): By the result for Hx, optimality in Theorem 1, there exists a symmetric 

circulant Kc(z) stabilizing P(z) such that 

\\MP(*),Kc(z))\L < \\X(P(z),K(z))\L (3-40) 

for any K(z). Then 

||^,(P(z),ife(«))IL < | | ^ ( ^ ) , « m W ) | L < 7 (3-41) 

for the case K(z) = Km(z). . 

(ii) => (iii): Factor the symmetric circulant transfer matrix Kc(z) in (3.38) as 

Ke(z) = FTKc(z)F, Kc(z) = diag{/%c(tv1, z),..., ke(un, z)} (3.42) 
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Then the Hex, norm of block-diagonal transfer matrices is given by (3.26), 

|| (P(z), tfe(*))IL = . m ^ } \\Pi (fe, z), k(vj, z)) L 
Then by (3.38) and (3.43), each fcc(^-,z) satisfies 

(fe> 2), fec(^-, ̂)) L < 7 
for each j € {1, • • - , n}. 

(iii) =• (i): Simply write #m(z) = FTdiag{ks(uu z ) , . . . , As.(i/„, z)}F. 

(3.43) 

(3.44) 

• 

The advantages afforded by Theorem 2 are illustrated by its application to the require­

ment of robust stability for the cross-directional control problem described in Section 2.4. 

The uncertainty of the process model G(z) is modelled by an unstructured, stable, addi­

tive perturbation SG(z) in (2.26). The robust stability condition for general multivariable 

feedback systems was described in (2.27)-(2.29). However for symmetric circulant sys­

tems, it is possible to restate this condition in terms of the spatial frequency decomposition 

in Section 3.3. 

If both the nominal plant transfer matrix G(z) and the feedback controller K(z) are 

symmetric circulant then the maximum singular value in (2.29) may be written in terms 

of the spatial frequency decomposition 

a (Kie^ll - Gie^Kie™)]-1) = max 
V / j=l,...,n l - f e , ^ ) / ^ ^ ) 

(3.45) 

Then the robust stability condition (2.27)-(2.29) may be restated in terms of an upper 

bound on the magnitude of a two-dimensional function of spatial and dynamical frequen­

cies Vj and LO. 

A stable closed-loop system composed of symmetric circulant G(z) in (2.1) and K(z) 

in (2.9) is robustly stable to the unstructured model perturbation 8G(z) in (2.26) if 

< 
l(L0) 

(3.46) 
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for all spatial frequencies Uj G { r / 1 } . . . , un} and dynamical frequencies LO G [—7r,7r]. It 

should be noted here that (3.46) defines the robust stability to a multivariable perturba­

tion 8G(z) in (2.26) on the process model G(z). In other words, the model uncertainty 

generally disrupts the symmetric circulant structure of the process model. The result in 

(3.46) requires only that the nominal process model G(z) be diagonalized by the Fourier 

matrix F in (A.4). 

The original, large scale problem is defined in terms of the nxn transfer matrix model 

G(z) in (2.1) and n x n feedback controller K(z) in (2.9) for the closed-loop performance 

specification (2.24) and robust stability specification (2.27). Section 3.4 showed that 

the closed-loop performance may be defined in terms of n decoupled single-input-single-

output loops. This section has demonstrated the multivariable robust stability condition 

in terms of the same SISO feedback loops. A considerable reduction in complexity has 

been achieved by diagonalizing the problem. 

3.6 Example 

The following exercise is included to illustrate the use of the modal decomposition of 

Section 3.3 for the design of feedback controllers for systems composed of symmetric 

circulant transfer matrix blocks. The factorization of the controller K(z) into a structure 

(see Section 2.2) amenable to implementation is shown to be accommodated easily within 

this framework. 

Consider a four-block problem which may arise in robust stabilization [23]. Given 

a symmetric circulant transfer matrix, G(z) G C 7 5 x 7 5 , which models an open-loop plant 

as y(z) — G(z)u(z) with n — 75 actuators and sensors. Determine a transfer matrix, 

K(z) G C 7 5 x 7 5 to be used for feedback u(z) = K(z)v(z) where v(z) = y(z) - r(z), such 

that the generalized stability margin e is maximized, 

max w o n oo ' 

(/ - G{z)K{z))-1 [ I G(z)}, (3.47) 
K(z) 
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where the lineax fractional transformation Ti(P,K) is defined in (3.9). This is a very 

large, 150 x 150, Tioo optimization problem. The first step in its solution is to write down 

the corresponding generalized plant P(z) as shown in (3.7), 

(3.48) 

G(z) 0 G(z) 

P(z) = 0 0 I 

G(z) G(z) 

where P(z) G C 3 n x 3 n and the partitioning is such that 

d(z) 
e2(z) 

v(z) 

Pu(z) PX2(z) 

P2l(z) P22(Z) 

wi(z) 

w2{z) 

u(z) 

(3.49) 

where the feedback signal v(z) = y(z), and the physical interpretation of the signals e(z) 

and w(z) is left as an exercise for the interested reader. 

Since the transfer matrix G(z) is symmetric circulant (/ and 0 also satisfy this condi­

tion), then P(z) in (3.48) is composed of symmetric circulant blocks. Then by Theorem 

1, the "Hoo optimal K(z) is also symmetric circulant. Then, since the transfer matrix on 

the right-hand-side of (3.47) is a 2 x 2 block matrix, composed of four spatially-invariant 

blocks each of dimension 75 x 75, Theorem 1 may be used to simplify the optimization 

(3.47) to the solution of a family of 75 independent SISO four-block problems 

Cmax = min{e(i/ i) , . . . ,e(u75)}, 

where each e(«Vj) is computed for a 2 x 2 problem, 

iew{z) = 

inf iew(z) 
k(vj,z) stabilizing 

1 - 9(vj,z)k{vj,z) 

1 9(VJ,Z) 

k(uj,z) k(vj,z)g(yj,z) 

(3.50) 

(3.51) 

then the multivariable K(z) optimal for the performance index (3.47) is constructed using 
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Theorem 1 and each SISO controller k(uj,z) which resulted in solution of (3.51), 

K(z) = FTK(z)F, K(z) = diag{fcK z ) , k ( u 7 5 , z)} (3.52) 

where each of the modal controllers is a rational SISO transfer function with its coefficients 

parameterized through the spatial frequency variable Vj, 

U, ,\ - coiuj) + c ^ z - 1 + • • • + cmc(uj)z-m^ 
K \ y j i z ) — l + S i t o ) * - 1 + h(vj)z-2 + ••• + smB(vj)z-m° 

c(vj,z) 
l + s(-Vj,z) 

(3.53) 

where 

C(UJ,Z) = CO(UJ) + --- +cmc(uj)z m c 

8{VJ,Z) = h(vj)z-1 + --- + sm.(vj)z~ma (3-54) 

The inverse Fourier transform in (3.52) is performed such that a multivariable controller 

of the form (2.13) is obtained. 

C(z) = FTdiag{c(p1,z),...,c(u75,z)}F 

= FTdiag{c0{u1),..., co(u75)}F + • • • + FT diag{cmc(vi),..., c m c ( i / 7 5 ) }Fz - m c 

= Co + --- + C m c z - m c = E ^ ^ _ i ( 3 - 5 5 ) 
i=0 

A similar definition applies to S(z). Then the multivariable controller may be written as, 

u{z) = C{z)v(z) + S(z)u(z) (3.56) 

which is implementable as the real-time feedback control law, 

u(t) = C0v(t) + Civ{t - 1) + . . . + Cmcv{t - mc) 

- SMt - 1) - . . . - Sm,u(t - ms) (3.57) 

where Cj for i = 0, . . . , m c and Sk for k = 1,..., ma are all constant, real, symmetric 
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circulant matrices. 

3.7 Graphical Interpretation 

In the previous section it was shown that systems composed of symmetric circulant blocks 

may be decoupled into independant subsystems with the real Fourier matrix F in (A.4). 

In Theorems 1 and 2, it was shown that this diagonalization allowed a large scale multi-

variable design problem to be restated in terms of the design of a family of independant 

SISO problems, one for each spatial frequency Vj € {vi,..., un}. The goal of this section 

is to provide a more intuitive description of this class of dynamical systems. In Section 

3.3, the modal decomposition of such systems may be interpreted as a description of 

the system's response to signals characterized by a spatial frequency Vj and a dynamical 

frequency UJ. The goal of this section is to change the multivariable interpretation of 

the spatially distributed system into a more intuitively understandable two-dimensional 

system in terms spatial and dynamical frequencies Vj and UJ. 

In Appendix A, it is stated that circulant symmetric matrices have a certain rela­

tionship with signals which are a harmonic function of the spatial variable. The spatial 

frequency v of the input signal is preserved under transformation by a symmetric circulant 

matrix. For comparison, linear time-invariant SISO systems, have a similar relationship 

with signals which are a harmonic function of time. The dynamical frequency UJ of such a 

signal is preserved under transformation with a linear time-invariant (LTI) system. The 

frequency response of LTI systems is used to simultaneously display 'all' design relevant 

features. The Bode plot illustrates the magnitude and phase of a system's response as 

a continuous function of the dynamical frequency UJ. For example, in a closed-loop feed­

back system, the control-relevant concepts of disturbance attenuation, setpoint tracking, 

robust stability margins, and expected input magnitude, all find a natural representation 

in the frequency domain. 

For multivariable systems, the generalization of the frequency response for linear, 

time-invariant systems is in terms of either the eigenvalue decompisition or the singular 

value decomposition [16, 56]. The SISO frequency domain specifications are restated for 

MIMO systems in terms of the eigenvalues and singular values of the closed-loop system. 
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The eigenvalue decomposition is used to determine the internal stability of the closed-

loop system. The singular value decomposition is then used to represent the quality of 

the designed feedback in terms of performance, robustness etc. Two popular performance 

norms for M I M O systems, %i and Woo, may be defined in terms of the closed-loop system 

singular values (2.23) and (2.28). 

A natural question to ask is what (if any) features of traditional frequency domain 

design techniques generalize to the spatial frequency representation. First, it will be 

shown that the spatial frequency components of a multivariable system described by 

symmetric circulant transfer matrices possess all of the design-relevant attributes of both 

single variable Bode plots and multivariable sigma plots. Therefore, the spatial frequency 

components provide a useful measure of the quality of the performance of the closed-loop 

and may be used to direct the feedback controller design. 

Second, for the design approach, it is important to produce a graphical representa­

tion of the spatial frequency decomposition that exposes the relevant properties of the 

feedback. A two-dimensional generalization of SISO system Bode plots is presented. The 

a;iv-plot of a symmetric circulant transfer matrix where the gain of the system is plotted 

as a two-dimensional surface as a function of the dynamical and spatial frequencies, u> 

and v. 

3.7.1 Singular Values, Eigenvalues, and Spatial Frequencies 

In Section 3.3 it was demonstrated that a circulant symmetric transfer matrix A(z) could 

be transformed to a diagonal transfer matrix A{z) by using the real Fourier matrix F, 

such that FA(z)FT = A(z) — diag{a(u1, z),..., a(vn, z)}. The diagonal elements of this 

transfer matrix is indexed by the spatial frequency u £ {ui,..., un}. It may be interpreted 

as meaning that an input array in the shape of a sine wave of spatial frequency Uj will 

result in an output profile taking the shape of a sine wave of the same frequency Vj. For 

example, if the elements uk of a vector u = [ui,..., un]T are given by a harmonic function 
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of the spatial variable, then the n x n symmetric circulant matrix operator, 

Uk — sin[(A; — 1)VJ 

Ul 

A(z) 
'• 

Un 

(3.58) 

where a(vj, z) is a scalar l x l transfer function. (A similar relationship holds for the cosine 

functions as shown in (A.5).) The spatial frequency Vj of the input signal is preserved 

under multiplication by the symmetric circulant matrix A(z) in (3.58). 

From (3.58), it appears that the transfer function a(vj,z) is an eigenvalue of the 

symmetric circulant transfer matrix A(z). It is true in general that the unitarity of the 

real Fourier matrix FT = F _ 1 results in a restatement of the diagonalization (3.14), 

FA(z)F 1 = A(z) = diag{a(/Vi, z ) , a ( v n , z)} (3.59) 

so that it is evident that the eigenvalues of the circulant symmetric matrix A(z) are given 

by a(uj, z) with corresponding eigenvectors as the rows of the real Fourier matrix F [13]. 

The stability of a multivariable linear system is defined in terms of its eigenvalues 

[56]. However, in feedback control it is well-known that the eigenvalues of a multivariable 

system are not directly related to the quality of the feedback. Once a system has been 

determined to be stable, then the performance and the stability robustness are analyzed 

via the singular values of the system [16]. 

The singular values of symmetric circulant systems are discussed next. Circulant 

symmetric systems have an advantage over general multivariable systems in that their 

singular values are equivalent to the magnitude of the eigenvalues of the system [38]. 

Define a diagonal decomposition of the transfer matrix A(z) by 

A(z) = U{z)Y,A{z)V{z)H, (3.60) 

such that the singular values T,A(z) - diag{| a ( i^ , z)\}, V(z) = FT, and U(z) = FTD(z), 

where D(z) = diag{dj(z)}, dj(z) = a(vj,z)/\a(i/j,z)\. The singular values will not gen-
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erally be in their usual descending order but rather according to their spatial frequency 

Uj = 2TT(J - l ) /n . 

This equivalence means that through the spatial frequency components of a symmetric 

circulant system combine the properties of the eigenvalue and singular value decomposi­

tions. The spatial frequency decomposition uses the stability of each of the eigenvalues 

d(fj,z) to determine the nominal stability of the multivariable system A(z). Then the 

robust stability and the performance of the system are analyzed through the magnitude 

of the singular values \d(uj, z)\ for j G {1,..., n}. 

3.7.2 Two Dimensional wi'-Plots 

The conceptual benefits of a spatial frequency decomposition are explored next. In this 

section, it is demonstrated that the sigma plot of singular values for a symmetric circulant 

multivariable transfer matrix is a generalization of the Bode plots of the magnitude of the 

dynamical frequency response of SISO systems. The goal of this section is to restate the 

results of Sections 3.4, 3.5 to provide an intuitive graphical representation that will be 

useful from the perspective of design. The performance of a feedback system is commonly 

stated in terms of the and 'Hoo norms defined in (2.23) and (2.28). These may now 

be interpreted for symmetric circulant transfer matrices in terms of the two dimensional 

frequency domain decomposition. 

As illustrated in Figure 3.3, the squared %2-norm of a SISO transfer function may be 

interpreted as the sum of the squared gain of the system across all dynamical frequencies. 

The squared T^-norm of a MIMO transfer matrix may be interpreted as the sum of the 

squared gain of the system across all dynamical frequencies and all singular values. The 

squared %2-norm of a symmetric circulant transfer matrix may be interpreted as the 

sum of the squared gain of the system across all dynamical and spatial frequencies. This 

corresponds to a sum across the discrete set of spatial frequencies u G {ui,..., un} and 

an integration over dynamical frequencies UJ G [—T T , T T ] , 

\\A{z)\\l = i - f_±\a{vj^)\^ (3.61) 
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The r^oo-norm has an analogous interpretation. The squared "Hoo-norm of a SISO transfer 

function may be interpreted as the supremum of squared gain of the system across all 

dynamical frequencies, and is illustrated in Figure 3.3. The squared %00-norm of a MIMO 

transfer matrix may be interpreted as the supremum squared of the largest singular value 

of the system taken across all dynamical frequencies. The squared Hoo-norm of a sym­

metric circulant transfer matrix may be interpreted as the supremum of the squared gain 

of the system across all dynamical and spatial frequencies. 

To demonstrate these ideas, an example circulant-symmetric transfer matrix G(z) in (2.1)) 

taken from a model of an industrial paper making process is considered [60]. Figure 3.4 

contains an illustration of the transfer matrix decomposed with the real Fourier matrix F 

in (A.4) and plotted as a function of spatial and dynamical frequencies v and LO. This plot 

will be referred to as a 'surface' although it is understood that the spatial frequency axis 

is defined only at discrete, evenly-spaced locations v G {u\,... ,vn}, and the dynamical 

frequency axis is defined at all points in the continuum LO G [—7r, TT]. The squared %2 - n orrn 

of the transfer matrix G(z) is proportional to the volume enclosed by the surface. The 

squared 'H00-nom\ is given by the maximal height of the surface. 

Another feature worth noting here is that the gain of the transfer matrix G(z) is 

very small at spatial frequencies v > 2.0. Since the spatial frequency components of the 

system may be interpreted as its singular values, then it can be seen from Figure 3.4 that 

a plant exhibiting high spatial frequency roll-off is in fact ill-conditioned. In other words, 

the plant gain is strongly dependent on the input direction. For the plant illustrated 

in Figure 3.4, an input signal with low spatial frequency v is much more easily passed 

through the system G(z) than an input signal of high spatial frequency. This is a common 

feature of physical spatially distributed control systems such as those occurring in paper 

and plastic sheet production [19, 58, 61]. In fact, it was pointed out by Heath in [34] that, 

for sheet forming processes, if there exist sufficient actuators to control all controllable 

variations, then the open-loop transfer matrix G(z) in (2.1) is likely to be ill-conditioned. 

Ill-conditioned plants are traditionally difficult to control and are very sensitive to 

\\A(z)\\l 00 
(3.62) 
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modelling errors [55]. Figure 3.4 encourages a somewhat different interpretation of the 

conditioning of a distributed plant. The symmetry between the dynamical and the spatial 

frequencies indicates that the gain of the process has a 'roll-off' as a function of both 

frequencies. In other words, the high frequency components of the process are much 

harder to control than the low frequency components both dynamically and spatially. 

It has long been known that the gain roll-off for high dynamical frequencies of phys­

ical plants must be accounted for in any practical feedback design technique [16]. All 

modern loop shaping based approaches account for this feature when designing feedback 

controllers that are robust to model uncertainty [56, 66]. In Chapter 4, loop shaping 

techniques are generalized to spatial and dynamical frequency domain approach which 

may be used to accommodate the ill-conditioned nature of these plants as roll-off in the 

spatial frequency domain. 
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lg(e i < n)l 2 

CO 

Figure 3.3: Geometric interpretation of the decomposition of a SISO transfer function 
g(z) in terms of dynamical frequencies g{eiu). The V.2 and Hoo norms of the original 
transfer function g(z) may be represented in the frequency domain. As indicated, the 
square of the "Hoo-norm, ||fl l(^)||2

0, is given by the maximum height of the curve. The 
square of the ^ - n o r m , ||<7(2)||2, is proportional to the area under the curve. 
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lg(v,eim)l2 

2.5>. 

Figure 3.4: cou-rAot for the symmetric circulant transfer matrix G(z) in terms of spa­
tial and dynamical frequencies F G ( e i u , ) F T = G(eiw) = diag{c7(z/i,eiu')}. The U2 and 

norms of the original transfer matrix G(z) may be represented in this domain. As 
indicated, the square of the rioo-norm, IIG^)!!^, is given by the maximum height of 
the surface as indicated at (u,co) « (0.7,1.3). The square of the %2-norm, ||G(z)|| 2, is 
proportional to the volume bounded by the surface. 



Chapter 4 

Two Dimensional Loop Shaping 

In this chapter, a constructive controller design technique is developed which addresses 

the design specifications of performance, robustness, and controller localization of Chapter 

2. The feedback design proceeds in two steps; high-order controller synthesis followed by 

controller reduction. 

First, the w/v-plots introduced in Chapter 3 for describing the open-loop symmetric 

circulant transfer matrices are used to display the two dimensional spatial and dynamical 

frequency domain characteristics of the closed-loop transfer matrices. Traditional dynam­

ical loop shaping techniques are extended to the two dimensional spatial and dynamical 

frequency domain and a non-localized feedback controller K(z) is synthesized to satisfy 

performance and robustness requirements. 

Chapter 2 described the practical specification in which the implementation of the 

feedback is to be localized such that each actuator's input is restricted to depend only 

upon information from nearby sensors and actuators. Therefore the second design step 

is to reduce the 'spatial order' of the feedback by approximating the non-localized con­

troller K(z) with a localized controller Kt(z), such that the closed-loop shapes are not 

significantly degraded. 

This chapter is divided into four sections. In Section 4.1 the traditional multivariable 

loop shaping concepts are reviewed. These specifications are modified, in Section 4.2, in 

order to better suit the spatially distributed problem. Section 4.3 contains a result that 

allows the designer to reduce the spatial order of the designed controller without compro­

mising the internal stability of the feedback loop. Finally, in Section 4.4, a constructive 

design technique is presented in which one may synthesize localized feedback controllers 

which satisfy performance and robustness specifications. 

74 
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4.1 Traditional Loop Shaping 

This section reviews the basic principles of multivariable frequency domain loop shaping 

for feedback controller design1. The performance and robustness specifications are stated 

in terms of the singular values of the closed-loop feedback system defined by G(z) in (2.1) 

and K(z) in (2.9). 

For example, the following specifications are important when designing a practical 

feedback controller for disturbance attenuation, 

1. Disturbance attenuation requires the norm of the sensitivity function a ([I — GK]~X) 

to be small. 

2. Limited control action requires d (K[I — GK]~X) to be small. 

3. Robust stability for additive plant uncertainty GP = G + 6GA requires 

a (K[I - GR}'1) to be small. 

4. Robust stability for multiplicative plant uncertainty GP — (I + 8GM)G requires 

o (GK[I - GK}-1) to be small. 

It is well-known that these specifications are in conflict [16, 44, 56, 66]. One cannot 

simultaneously satisfy all performance and robustness requirements. For example, it can 

be shown that disturbance attenuation requires o(K(e%u)) to be large, while closed-loop 

robustness to additive model uncertainty requires <x {K{elu>)) to be small. 

The conflict is resolved by relaxing each of these specifications such that they apply 

only at the appropriate dynamical bandwidths. In the design of feedback controllers for 

physical systems it is common to find that the robustness requirements are important only 

at the high dynamical frequencies uo where the small model gain and large model uncer­

tainty combine such that the relative uncertainty is greater than 100%. One then proceeds 

by designing K(z) conservatively at high dynamical frequencies uo with o (K(ew)) small. 

Disturbance attenuation is then achieved by designing K(z) aggressively at low frequen­

cies UJ with o (K(e1")) large. 

1 These concepts may be found in a variety of sources and the interested reader is referred to [16, 44, 
56, 66] and references therein. 
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For the relevant bandwidths, one can obtain open-loop approximations for the closed-

loop specifications listed above, 

1. Disturbance attenuation requires o(GK(elU1)) to be large where £ ( G ( e m ) ) is large, 

typically at low frequencies to. 

2. Limited control action requires o (Kfe1")) to be small where o (G(el<")) is small, 

typically at high frequencies to. 

3. Robust stability for additive plant uncertainty GP = G + SGA requires o (K(elu)) 

to be small where a{G{eiu)) « a(8GA(eiu)) and/or a(G(eiu)) < a(8GA(ei(V)), 

typically at high frequencies to. 

4. Robust stability for multiplicative plant uncertainty GP = (I + 8GM)G requires 

a(GK(eiw)) to be small where a ( J G M ^ ) ) ~ 1 and/or a {8GM{e^)) > 1, typically 

at high frequencies u>. 

The open-loop specifications 1-4 may be summarized as the requirement that the loop 

gain a_(GK) be large at low frequencies and that a(GK) be small at high frequencies. 

These requirements are illustrated graphically in Figure 4.1, where the feedback K(z) 

must be designed such that the singular values a(GK) and a(GK) avoid the regions 

indicated. 

The design procedure is complicated by the fact that the singular value loop shaping 

must be performed with an internally stabilizing K(z). The requirement of closed-loop 

internal stability requires consideration of the phase of the system via the eigenvalues 

of GK and places limits on the achievable loop shape [16]. For example, time delay 

does not affect the singular value spectrum of a plant, since aj(z~2DG) = Oj(z~DG) for all 

singular values j. However it is well-known that the achievable performance bandwidth of 

a closed-loop system with the plant (^(z) = z~2DG is roughly half of the bandwidth that 

can be achieved for a closed-loop system with the plant G\(z) = z~DG. The specifications 

on the loop shape must consider the properties of the plant G(z) and the capabilities of 

the controller K(z). 
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Figure 4.1: Traditional multivariable open-loop singular value shaping. The performance 
requirement places a lower bound on o(GK) for low frequencies u) < UJ\. The safety 
requirements (robust stability, limited control action, etc.) place an upper bound on 
o(GK) for high frequencies OJ > ojh-

As the requirement of internal stability is difficult to handle when shaping the open-

loop singular values a(GK), o(GK), o(K), o(K) of the system, several loop shaping 

methodologies have emerged to handle this problem. These include the L Q G / L T R tech­

niques in which either (/ - GK)~\ GK{I - GK)~\ or (/ - KG)'1, KG(I - KG)-1, are 

shaped through the design of performance weights in an L Q G optimization problem in 

which nominal stability is guaranteed [16]. 

The more sophisticated % 2 and Hoc mixed sensitivity techniques allow all relevant 

closed-loop transfer functions to be included directly in an optimization problem. As 

with the L T R methods, the loop shape is modified through the use of weighting functions 

in the optimization. With the added flexibility of these methods comes the risk of over-

specification. One must still respect the trade off (Figure 4.1) required when designing 
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the optimization weights [8, 56, 66]. 

Finally the Hoo loop shaping [44, 66] technique performs controller design in two steps. 

The first step is to shape the open-loop singular values according to rules such as outlined 

above and in Figure 4.1. The second step uses Tioo synthesis to robustly stabilize the 

closed-loop. 

4.2 Two Dimensional Frequency Domain Specifications 

The rules described above for the shaping of MIMO loops are quite practical and apply 

to a wide variety of control design problems. However the general multivariable design 

problem as described above is not achievable for many spatially distributed problems. It 

can be seen from Figure 4.1 that the control loop's performance specifications must be 

satisfied for all singular values Oj(GK) for j G {l , . . . ,n}. However, there exist many 

industrial examples of spatially-distributed control systems in which the process model 

G(z) is very ill-conditioned. The majority of cross-directional paper machine control 

systems have Oj (G(eiu>)) « 0 for several singular values, even at the steady-state with 

UJ = 0. See Figure 2.4 for such an example. The model uncertainty compounds this 

problem and it is not uncommon to find industrial applications in which the relative 

uncertainty is larger than 100%, with the additive uncertainty Oj (G(eiu)) < o (£GU(e"'')) 

at UJ = 0, for over half of the n singular values. 

In some multivariable control applications, the ill-conditioning of a plant transfer ma­

trix G(z) is an indication that the process has been poorly designed, and that efforts 

may be better spent on process redesign rather than feedback compensation [55, 56]. 

However, for cross-directional control applications, it has been shown that if a process is 

well-designed in the sense that there are enough actuators to control the low spatial fre­

quency components of the error, then it is likely the process model G(z) is ill-conditioned 

with vanishingly small gain for input directions corresponding to high spatial frequencies 

[19, 34]. 

The modification of the traditional MIMO loop shaping requirements of the previous 

section for ill-conditioned spatially-distributed processes may be interpreted as the relax-
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ation of the performance requirement for some of the singular values (corresponding to 

high spatial frequency modes Uj) at low dynamical frequency OJ [62]. 

It was shown in Chapter 3, that a symmetric circulant structure for feedback con­

trollers K(z) in (2.9) is sufficient for a wide variety of control applications for spatially-

distributed systems modelled by symmetric circulant transfer matrices G(z) in (2.1). 

Restricting the feedback controller K(z) in (2.9) to be symmetric circulant was shown 

in Chapter 3 to reduce the large design problem to that of designing a family of n SISO 

controllers one for each spatial frequency Vj € {y\,..., vn}. 

In addition to the design, the analysis of the closed-loop system is also simplified to 

consideration of the family of SISO problems. Repeated here are the expressions for the 

open-loop plant (analogous to (2.1)) 

y(uj, z) = jftuj, Z)U(UJ,Z) (4.1) 

and the feedback controller (analogous to (2.9)) 

u(vj1z) = k(vj,z)v(vj,z), (4.2) 

where the feedback signal is the deviation from the reference signal v(fj,z) — y(uj,z) — 

f(uj,z). The notation of Chapter 3 has been used and the circulant symmetric transfer 

matrix G(z) in (2.1) is decoupled by the real Fourier matrix F, such that FG(z)FT = 

diag{y(^i, z),..., g(un, z)}. The corresponding definition is used for k(uj, z) in (4.2). 

Since, as discussed in Section 3.7, the singular values of a circulant symmetric transfer 

matrix are given by magnitude of SISO transfer functions such as (4.1), (4.2), then the 

multivariable loop shaping design specifications listed in Section 4.1 can be restated in 

terms of the individual feedback loops. The design specifications for these systems are 

then rewritten in terms of their spatial and dynamical frequencies, 

1. Disturbance attenuation requires 1/[1 — gk(vj,exw)] to be small. 

2. Limited control action requires fc(i/j,ew)/[l — gk(uj,eiw)] to be small. 
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3. Robust stability for additive plant uncertainty GP = G + 8GA requires 

to be small. 

4. Robust stability for multiplicative plant uncertainty GP = (I + 8GM)G requires 

gkfae^/ll-gkfae*")] to be small. 

As with the MIMO case in section 4.1, the closed-loop specifications for the decoupled 

system are in conflict and a trade off is required between performance and robustness. 

The design problem is to maintain the best performance possible without compromising 

the robustness margins of the closed-loop. 

Qualitatively speaking, the performance specification may be satisfied, for a closed-

loop stable system, by designing \k(uj,eiu)\ to be large at those frequencies {VJ,LO} where 

\g(vj, e"")| is large and the relative uncertainty is small. The robustness of the closed-loop 

is a matter of designing \k(uj, eiu)\ to be small at those spatial and dynamical frequencies 

{VJ,LO} where \g(uj,eiM)\ is small and/or the relative uncertainty is large. In this way, 

it will be shown that one can accomodate the large number of ill-conditioned spatially 

distributed applications exhibiting gain roll-off for high spatial frequencies vi as well as 

high dynamical frequencies LO. 

With these trade-offs in mind, the closed-loop performance specifications above may 

be approximated (as with the MIMO case) in terms of open-loop design objectives. 

1. Disturbance attenuation requires \gk(vj, elu)\ to be large where |(7(i/j,elw)| is large, 

typically at low frequencies v and LO. 

2. Limited control action requires |fc(i/,-, e"")| to be small where \g(uj,elu,)\ is small, 

typically at high frequencies v and LO. 

3. Robust stability for additive plant uncertainty GP = G + 8GA requires \k(vj, e™)\ to 

be small where \g(vj, eiuJ)\ « a(8GA) and/or \g(uj,ei,J)\ < o(8GA), typically at high 

frequencies v and LO. 

4. Robust stability for multiplicative plant uncertainty GP — (I + 8GM)G requires 

\gk(yj,eiu)\ to be small where a(8GM) ~ 1 and/or a(8GM) > 1, typically at high 

frequencies LO. 
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Figure 4.2: The analogous open-loop uw-surface shaping. Note that contrary to tradi­
tional loop shaping, the performance constraint is not selected to cover all singular values 
j G {1 , . . . , n}. The roll-off of the gain of the plant g(vj, z) for high spatial frequencies re­
places a limit on the spatial bandwidth of a closed-loop system. 

The open-loop specifications 1-4 above are analogous to the multivariable design re­

quirements discussed in Section 4.1. The two dimensional design specifications are illus­

trated in Figure 4.2. The lower bound on the loop gain for performance at low frequencies 

is illustrated as applying to spatial frequencies v < 0.6 and dynamical frequencies to < 0.6. 

The upper bound on the loop gain that applies at high spatial and dynamical frequencies 

{UJ, to} (analogous to Figure 4.1) is omitted for legibility. 

In order to better illustrate the two dimensional frequency domain, contour plots in 

{vj,to} are introduced. In an analogy to Figure 4.1, the relevant contours of the two 

dimensional loop gain is to be plotted on the same diagram as the design constraints 

indicated in requirements 1-4 above. 

The two dimensional performance specification requires that the loop gain lie above a 
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performance boundary 

\g(vj,<P)k{vJ,<*')\>v>i (4.3) 

for low spatial and dynamical frequencies {VJ,OJ} G fi/. 

In order to satisfy the requirement of robust stability, the loop gain is designed to lie 

below a robustness bound, 

\g(vj,ei»)~k(vj,ei»)\<Wh (4.4) 

for high spatial and dynamical frequencies {fj,oj} G fi/,. 

From the contour plots in Figures 4.3-4.5 it follows that the two dimensional loop 

shaping requires to design k(Pj,z) such that the contours \g{vj,exu>)k(vj,e"")| = u>i and 

\g(i/j,eiu)k(vj,eiM)\ = Wh avoid the shaded areas fi/ and fi^. The performance condition 

(4.3) is satisfied if the wi contour does not intersect the set fi/. The robustness condition 

(4.4) is satisfied if the wh contour does not intersect the set fi^. 

Figure 4.3 illustrates an aggressive design satisfying the performance condition (4.3) 

but not the robustness condition (4.4). Figure 4.4 illustrates an conservative design 

satisfying the robustness condition (4.4) but not the performance condition (4.3). Figure 

4.5 illustrates a design which has successfully traded off the conflicting requirements. 

As with traditional loop shaping, these design specifications apply only to closed-loop 

systems that are nominally stable - a property only accessible through the eigenvalues of 

the system. The two dimensional loop shaping approach for these symmetric circulant 

systems has the advantage that the eigenvalues are very closely related to the singu­

lar values of the closed-loop. Section 3.7 showed that the eigenvalues of GK(el") are 

g(vj, eiu,)k(uj, eiu) for Vj G . . . , fn}, while the singular values of GK(exu) are given by 

\g(vj,eiw)k(i>j,ei")\. This feature allows one to consider the loop shaping design of the 

large multivariable system in terms of the SISO problems defined by g(uj, z) and k(uj, z) 

for Vj G {ui,..., vn}. The multivariable closed-loop internal stability of G(z) and K(z) is 

ensured by the internal stability of all n pairs of transfer functions g(uj,z) and k(uj,z), 

while the closed-loop performance and robustness are analyzed by applying the above 
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Figure 4.3: The LOV contour plot shows that this design was too aggressive. The robustness 
condition (4.4) is not satisfied for all {VJ, LO} G £2/,, as the \g(vj, ew)k(vj, e"")| = u>h contour 
intersects £2/,. 

specifications to the open-loop singular values |p(^j,e lu,)fc(z^-,eIu;)| and \k(vj,ellJ)\. 

Chapter 5 contains a design example which relies on this close relationship between 

closed-loop eigenvalues and singular values to ensure stability while shaping the closed-

loop transfer matrices in spatial and dynamical frequencies Vj and LO. 

4.3 Controller Spatial Order Reduction with Stability Requirement 

In Chapter 3 it was shown that the two-dimensional frequency domain is an appropriate 

domain for the analysis and design of symmetric circulant feedback controllers for sym­

metric circulant processes. A wide range of practical design specifications in terms of 

performance and robustness may be specified in the LOV domain. 

In Chapter 2 it was stated that the goal was to design localized feedback controllers 
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Figure 4.4: The OJU contour plot shows that this design was too conservative. The perfor­
mance condition (4.3) is not satisfied for all {VJ,OJ} £ fi/, as the \g(uj,elu>)k(i/j,ezu)\ = wi 
contour intersects f2/. 

K(z) = [I + £(.2:)]-1C7(z) in which the factors C(z) and S(z) are band-diagonal Toeplitz 

symmetric transfer matrices. As discussed in Section 3.1, the first step in the design of 

the band-diagonal Toeplitz system is the design of banded symmetric circulant matrices 

C{z) and S(z). 

As shown in Chapter 3, the goal of the spatial frequency domain design techniques is 

the synthesis of a family of n single variable controllers k(Pj,z) — c(i/j,z)/[l + s(fj,z)] 

are designed, one for each Uj £ {v\,... ,vn}. However, this frequency-by-frequency de­

sign generally results in a multivariable feedback controller K(z) defined by full (i.e. 

not banded) transfer matrix factors C(z) = FTdiag{c(ui,z),... ,c(un,z)}F and S(z) = 

FTdiag{s(i>i, z),..., s(vn, z)}F, in spite of the localization of the process [4]. The de­

velopment of optimization-based problem statements which directly synthesize an imple-

mentable feedback controller of low spatial order is currently the subject of much active 
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Figure 4.5: The uv contour plot illustrates a design which has successfully traded off the 
conflicting requirements. 

research, but is still essentially an open problem [4, 11, 46]. 

In this work, a practical approach to low spatial order controller design is followed 

and is analogous to that used in the design of low dynamical order controllers [66]. One 

first synthesizes a high-order feedback controller to satisfy performance and robustness 

requirements and then approximates it with a lower order feedback controller. 

In this section, it is assumed that we are given an internally stabilizing symmetric 

circulant feedback controller K(z) which satisfies all design requirements (possibly result­

ing from a two-dimensional loop shaping design), but whose factors C(z) and S(z) are 

full symmetric circulant matrices. A spatial order reduction is then achieved by approx­

imating the factors C(z) and S(z) with banded symmetric circulant matrices Ci(z) and 

Si(z). A simple approximation technique is proposed, and a condition is derived for which 

closed-loop stability of the system with Kt(z) = [J + Si(z)]~lCi(z) is guaranteed. 

First, write the factors of the high-order, high-performance controller K(z) = [7 + 
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S{z))lC(z) as, 

toeplitz{ci, c 2 , . . . , c n / 2 , c ( n + 2 ) / 2 , c n / 2 , . . . , c2} n even 
G(zj = < (4.5) 

toeplitz{c!, c 2, : . . , C ( n + 1 ) / 2 , c ( 7 l

; +i ) /2 , • • •, c2} n odd 

where each element Ci(z) is generally non-zero (the argument z has been supressed in 

(4.5) for legibility considerations). A similar definition holds for the denominator transfer 

matrix S(z). 

Next, if the full-matrix C(z) and S(z) in (4.5) are approximated with banded sym­

metric circulant transfer matrices by simply truncating the elements, 

Ci(z) = toeplitz{ci, c 2 , . . . , Cnc, 0, . . . , 0, c „ c , . . . , c2} 

Si(z) = toeplitz{si, s2,.. . , sn >, 0, . . . , 0, s n „ , . . . , s2} (4.6) 

where again the argument z has been supressed in the elements in (4.6) to preserve 

legibility. 

The controller perturbation introduced by the spatial order reduction is then given 

by, 

6Ct(z) = C(z)-Q(z) 

_ toeplitz{0,..., 0, c n c + i , . . . , c n / 2 , c ( n + 2 ) / 2 , cn/2,..., c n c + 1 , 0 , . . . , 0} n even 

toeplitz{0,..., 0, c n c + 1 , . . . , c ( n + i ) / 2 , C ( n + 1 ) / 2 , . . . , c „ c + i , 0, . . . , 0} n odd 

(4.7) 

a similar definition is used for 8Si(z) = S(z) — Si(z). 

The following theorem presents a sufficient condition to be satisfied by the eliminated 

elements ck{z) for k > nc + 1 and Si(z) for ns + 1 in order to guarantee the preservation 

of closed-loop stability for the localized controller K~i(z) — [I + Si(z)]~1Ci(z). 
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Theorem 3 (Stability-Preserving Controller Localization) / / the symmetric cir­

culant controller K(z) = [I 4- 5 , (z)] _ 1 C(z) in (4-5) is an internally stabilizing controller 

for a symmetric circulant plant G(z), normalized such that WG^z)^ — 1, then the closed-

loop system with the symmetric circulant localized controller Ki{z) = [I + 5/(z)]_1C;(2;) 

in (4-6) is stable if the truncated elements in (4.-7) are small enough such that 

p p 1 
Yl \ck(z)\+ Yl \8i(z)\<2\1 + 5(vi>z)~9(ui>z)£(uJ>z) 

fc=nc+l i=n,+l 

(4.8) 

for z = e"" and all OJ G [—7r, U] and Vj G {v\,..., vn}. The term p = (n + l)/2 ifn is odd, 

and p = (n + 2)/2 if n is even. 

Proof. The small gain theorem is used to determine a sufficient condition for closed-loop 

stability in terms of the controller perturbations 8Ci(z) and 5Si(z) defined by (4.7) [66], 

-G 
[6Ci 6St}-

I 
(I — KG)~X(I + 5 ) _ 1 < 1 (4.9) 

Since each of these transfer matrices in (4.9) is symmetric circulant, then the real unitary 

Fourier matrix F in (A.4), allows the condition (4.9) to be written in terms of the diagonal 

system by pre- and post-multiplication (i.e. F(-)FT ). Then, 

Sctiuj, e™) • g(uj,e*") + «,(!/,•,e i w)| < |1 + 3(1/,-,c**) - c(uj, e^vj, e*")| 

(4.10) 

for all Vj G {vx,...,vn} and OJ G [—IT,TT]. Then using the fact that \g(vj,e"")| < 1, we can 

write the left-hand-side of (4.10) as 

| - SSiiuj^) • S(i/ i,e t o) + Wifa-.e*")! < {Sc^e^l + | < ^ ; , O I (4.11) 

Then using the result in [13], the singular values of a symmetric circulant matrix 8Ci(z) = 
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C(z) — Ci(z) defined by (4.7), are bounded by 

maX\Scl(uj,z)\=a(8Cl(z)) = o(C(z)-Cl(z))<2 £ \ck(z)\ (4.12) 
3 fe=nc-)-l 

where p = (n+l)/2 if n is odd, andp = (n+2)/2 if n is even. Writing a similar expression 

for SSi(z) allows to write, 

\8cl{vj^)\ + \8sl{uj^)\<2 £ \ck(z)\+2 £ \st(z)\ (4.13) 
fc=nc+l i=n3+l 

Combining results (4.10), (4.11), and (4.13) completes the proof. • 

Remarks: 

1. The RHS of condition (4.8) is defined in the LOV domain and is calculated using the 

properties of the plant and the full matrix non-localized controller k(vj, z). The LHS 

is given directly in terms of the truncated matrix elements in the spatial domain. 

2. Since the spatial order reduction only guarantees nominal stability of the closed-loop 

(4.8), the designer is still obliged to re-calculate the LOV components of the system 

with the localized control Ki(z), and verify that the low-order controller satisfies 

the design requirements. 

3. The industrial rule of thumb is that the elements of the controller factors Ci(z) 

and Si(z) in (4.5) are less important for larger i. This has recently been justified 

theoretically in [4] in which it is shown that a quadratic optimal problem statement 

for a spatially localized process will synthesize a feedback controller K(z) for which 

the gain of its elements decreased exponentially as a function of distance from the 

main diagonal. 

4. Theorem 3 is a special case of the more general problem of analyzing controller 

perturbations which may be due to uncertainty in its implementation or due to 

deliberate reduction by the designer. This result can easily be expanded to include 

dynamical order reduction of C(z) and S(z) and techniques for stable order reduction 

may be found in [27, 66]. 
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4.4 Two Dimensional Loop Shaping Design Procedure 

In this section, a procedure is presented for the design of a feedback controller K(z) 

in (2.9) to satisfy performance and robustness requirements, in which the feedback is 

localized such that each actuator's input is restricted to depend only upon information 

from nearby sensors and actuators. 

However, it is not straightforward to directly design a localized controller K(z), al­

though currently there is much interest in the topic [4, 10, 46]. The proposed design 

procedure is more closely related to the traditional loop shaping procedure. The con­

trollers produced by traditional loop shaping techniques (especially through Ti2 and Hoo 

synthesis) result in controllers that have orders comparable to the generalized plant. But 

for practical reasons, a lower order is favored over a high order. The design often proceeds 

in two steps. First one synthesizes a high-performance, high order controller through a 

loop shaping procedure, and subsequently reduce the design to obtain a low order con­

troller [56, 66]. 

The two dimensional loop shaping design proceeds in an analogous fashion. First, a 

high-performance controller is designed to satisfy the performance and robustness spec­

ifications described in Section 4.2 above. This controller will generally not be localized 

and the second step of the design is to reduce the spatial distribution of the feedback 

controller by approximating it with a localized controller that maintains closed-loop sta­

bility (Section 4.3). The localized controller is required to not significantly degrade the 

performance of the high-order controller obtained from the loop shaping. 

Theorems 1 and 2 show that in terms of performance and robustness it is sufficient 

to consider symmetric circulant feedback controllers K(z) for many practical problem 

statements concerning symmetric circulant plants G(z). Two dimensional loop shaping 

is used to trade off the performance and robustness specifications as described in section 

4.2 and results in a family of feedback controllers k(vj, z) one for each Uj G {v\,..., un}. 

Each member of the family of controllers is factored as k(uj, z) — C(UJ, z)/[l + S(VJ, z)] 

for each Vj G {ux,..., vn}. The multivariable feedback controller K(z) = [I + S(z)]~1C(z) 

is obtained by computing the factors C(z) = FTdiag{c(ui,z),...,c(un,z)}F and S(z) = 
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F rdiag{s( tv 1, z),..., S(i/„, z)}F. 

Localized control was defined by restricting each actuator's input to depend only 

upon information from nearby sensors and actuators. As was discussed in Section 2.2 

localized control is preferrable over non-localized control for many practical reasons related 

to the implementation of the control law. However, the loop shaping design typically 

results in a controller K(z) that is not localized. In this localized controller 

K(z) = [/ + S(<z)]_1C(z) requires C(z) and S(z) to be banded transfer matrices with the 

majority of elements being zero. 

The high-performance non-localized controller K{z) is approximated by a more prac­

tical localized controller by replacing C(z) and S(z) with banded transfer matrices Ci(z) 

and Si(z) such that Theorem 3 is satisfied. The closed-loop performance and robustness 

requirements are then verified for the localized controller Ki(z) = [I + 5j(z)] _ 1C/(z). 

The design procedure is presented next. Two different options for controller synthesis 

are presented. These differ only in the details of how the closed-loop transfer matrices are 

shaped. The first option is an open-loop shaping procedure in which the parameters of the 

feedback controller K(z) are designed directly. One must consider the internal stability of 

the closed-loop while shaping the singular values. However, once closed-loop stability has 

been guaranteed, then open-loop shaping is straightforward and has an application in the 

case of a pre-defined controller structure. For example, Section 2.2 presents an industrial 

controller composed of a standard dead time compensator augmented with pre- and post-

multiplication by spatially distributed transfer matrices. This particular example is not 

the only structure capable of controlling the papermaking process, but was arrived at 

via years of industrial experience. Indeed, one of the results of Chapter 5 is to illustrate 

that the industrial controller structure is able to successfully trade off the closed-loop 

requirements as defined in Section 4.2 above. 
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Open-Loop Shaping 

1. Set up the problem. Find a structure for the feedback controller K(z) with tun­

ing parameters that can shape singular values Oj(K(elu>)) and Oj(GK(elw)) while 

maintaining internal stability of the closed-loop. 

2. Diagonalize the problem. Using Chapter 3 write G(z) and K(z) as the decoupled 

family g(fj, z) and k(vj, z) for Vj G {y\,..., un}. 

3. Controller synthesis. Shape the closed-loop transfer matrices by manipulat­

ing the internally stabilizing k(i>j,z) such that the open-loop approximations 

\g(v},eiu)k(vj,eiw)\ and \k(i/j,elu')\ satisfy the specifications of Section 4.2. 

4. Factor the family of SISO controllers such that k(vj, z) = c(i/j, z)/[l + s(fj, z)] and 

construct transfer matrices C(z) := FTdiag{c(ui, z),..., c(un, z)}F and S(z) := 

FTdiag{s(u1, z),..., S(vn, z)}F. 

5. Approximate the full matrix factors C(z) and S(z) with banded Ci(z) and Si(z) 

such that Theorem 3 is satisfied. Verify that the symmetric circulant controller 

Ki(z) satisfies the loop shaping design requirements. 

6. Check the associated Toeplitz system satisfies condition (3.6) for internal stability, 

and implement the band-diagonal Toeplitz factors Kt(z) = [I + St{z)]~lCt{z). 

The second option, described below, is a closed-loop shaping procedure in which the 

performance weighting functions in an optimization problem are used to shape the closed-

loop singular values. The 'controller synthesis' step can potentially be done in a number of 

ways depending on the specific problem requirements. Examples which consider some or 

all of these issues include generalized minimum variance predictive control [59, 61], mixed-

sensitivity H2 synthesis [4, 60], mixed-sensitivity Hoo synthesis [4], Hoo loop shaping [47], 

or //-synthesis [37]. The advantage over open-loop shaping is that these optimization 

techniques have been developed to guarantee an internally stable closed-loop system. 
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There is no need to select an appropriate controller structure. The controller design is 

achieved via careful shaping of the optimization weights. 

The remainder of this work is dedicated to the industrial control problem and uses the 

open-loop shaping design approach described above. Therefore the closed-loop shaping 

approach is not expanded on further. An example of its application to a mixed-sensitivity 

7̂ 2 loop shaping design procedure is described in [60]. 

Closed-Loop Shaping 

1. Set up the problem. Select appropriate inputs and outputs and write the general­

ized plant P{z) in terms of G{z) and weighting functions. 

2. Diagonalize the problem. Using Chapter 3 write the generalized transfer matrix 

^i(P(z), K{zj) as the decoupled family Fi(p{vj, z), k(fj, z)) for Vj e {/vx,..., un}. 

3. Controller synthesis. Shape the closed-loop transfer matrices to satisfy the 

specifications of Section 4.2, by adjusting the relevant performance weights in 

Ti{$>(yj,z), k(fj, z)) -> min, for each Uj 6 {ux,..., un}. 

4. Factor the family of SISO controllers such that k(fj, z) = c(i/j, z)/[l + S(VJ, z)] and 

construct transfer matrices C(z) :— FTdiag{c(vi,z),... ,c(vn,z)}F and S(z) :— 

F T diag{s(/Vi, z),..., 5(i/„, z)}F. 

5. Approximate the full matrix factors C(z) and S(z) with banded Ci(z) and Si(z) 

such that Theorem 3 is satisfied. Verify that the symmetric circulant controller 

Ki(z) satisfies the loop shaping design requirements. 

6. Check the associated Toeplitz system (3.5) satisfies condition (3.6) for inter­

nal stability, and implement the band-diagonal Toeplitz factors Kt{z) — [I + 

St(z)]-lCt(z). 



Chapter 5 

Industrial Paper Machine Control 

This chapter presents many of the issues involved when applying the loop shaping design 

approach developed in Chapter 4 to the control of industrial paper machine processes as 

described in Chapter 1. 

Section 5.1 presents an overview of the functioning of a prototype software tool devel­

oped for the tuning of cross-directional paper making processes. The process is modelled 

by existing software [32] as the linear transfer matrix G(z) described in (2.1)-(2.8). The 

performance and robustness specifications in (2.24) and (2.27) are diagonalized as in 

Chapter 3 and then restated in terms of the loop shaping criteria in Chapter 4. The 

function of the tuning tool is to generate parameters of the industrial cross-directional 

controller K(z) in Figure 2.3 and (2.9), (2.15) according to the principles of the open-loop 

shaping procedure described in Section 4.4. 

Section 5.2 describes the inaugural field trial of the prototype tuning tool for tuning 

the feedback controller for the basis weight of a newsprint machine in a Canadian paper 

mill. The main steps in the execution of the testing procedure of the controller tuning 

tool are presented. The success of this field test provides an industrial validation of the 

controller analysis and design concepts presented in Chapters 3 and 4. 

5.1 Prototype Tuning Tool 

A prototype tuning tool has been developed in Matlab for the industrial cross-directional 

control problem. Currently there exists a software tool (described in [32]) that identifies 

the parameters of the open-loop process model G(z) in (2.7)-(2.8). However, there existed 

no tools that allow the design of the free parameters of the industrial feedback controller 

K(z) in (2.15)-(2.19). The industrial problem requirements are such that the tuning tool 
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must be capable of using the knowledge provided by the identified process model G(z) 

in order to generate parameters of the controller K(z) such that acceptable closed-loop 

performance is achieved for any of the CD processes in Section 1.1. 

Above all, an acceptable controller design requires guarantees of stability for the 

closed-loop. In an industrial setting, this means, not only the nominal stability of the 

closed-loop is satisfied, but that some margin for model uncertainty has been allowed. 

Secondary to the requirement of closed-loop stability is the performance specification in 

which the feedback controller should counteract the effect of the disturbances on the pa­

per sheet. This section provides an overview of the functioning of the prototype tuning 

tool. Details of its operation may be found in Section 5.2.1, which presents the data from 

the tuning tool's inaugural field trial. 

The tuning tool relies on the two dimensional loop shaping concepts developed in 

Chapters 3 and 4. Following a successful model identification session, the parameters of 

the process model G(z) are available and controller design may begin. 

1. The variables of the tuning tool are first initialized with the identified parameters 

of the process model G(z) defined in (2.7)-(2.8). 

2. The circulant extension of the process model is constructed (see Section 3.1), and 

the process model is diagonalized such that subsequent design may proceed with 

the family of SISO process models g(uj, z), one for each v3- G {i^,..., un}, where n 

is the number of actuators in the process. 

3. The tuning tool calculates default values for the parameters of the diagonalized 

feedback controller k(uj,z). These default values are based on the diagonalized 

process model g(fj,z), and are quite conservative. 

4. The designer is presented with several tuning 'knobs' through which the performance 

and robustness of the closed-loop design may be accessed. Section 5.2.3 explains 

the functioning of the tuning knobs in some detail. 

5. (Automated) The tuning tool then calculates parameters for the controller k(uj,z) 

based on the process model g(i/j,z), and the positions of the tuning knobs. This 
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calculation is performed such that the (user-specified) robust stability margin is 

achieved (as defined by the additive unstructured perturbation in Section 2.4). 

6. (Automated) The tuning tool then automatically forms the multivariable controller 

K(z), from an inverse Fourier transform of the family of SISO controllers k(vj,z), 

and truncates the high-order elements in order to obtain a (user-specified) spatial 

order, as described in Section 4.3. 

7. The user evaluates the design based on the trade-off between the performance, 

robustness, and spatial order of the controller. If the design is unacceptable, then 

return to Step 4. 

8. Following the completion of a successful design in terms of the spatial frequency 

components of the symmetric circulant extension, the software then performs a 

final stability check on the 'true' truncated Toeplitz system (see Section 3.1). 

9. The tuning tool then saves the tuning parameters for the spatial filter, the Dahlin 

controller, and the actuator profile smoothing into a file tune.mat. 

Following the successful generation of the file tune.mat in Step 9 above, the designer 

is then free to implement the generated controller tuning parameters. As the prototype 

tuning tool exists only as Matlab m-files, the procedure for this implementation is cur­

rently 'manual' (i.e. the designer must walk over to the operator station and type the 

numbers in by hand). 

The following section presents a demonstration of the procedure for the tuning of a CD 

controller for an industrial paper machine process in a working paper mill. More detail 

for the inner workings of each of the software-implemented operations of the controller 

design will be presented. 

5.2 Field Test: Consistency Profiling for Newsprint 

This section describes the first field trial of the prototype tuning tool described in Section 

5.1. The purpose of such a trial is to begin the validation procedure for the controller 

analysis and design techniques introduced in Chapters 3 and 4. 
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The inaugural test site for the prototype tuning tool was selected to be a Canadian 

paper mill producing newsprint. As described in Chapter 1, newsprint is a lightweight 

paper product and mill in question was producing 45gsm (grams per square metre) paper 

for the duration of our site visit. The testing of the tuning tool was limited to the design 

of the control for the basis weight profile only. This paper machine uses the consistency 

profiling actuators (see Section 1.1.1) to flatten the basis weight of the produced paper 

sheet. This particular machine has n — 226 consistency profiling actuators spaced on 

xa = 35mm centres and distributed across the 7.91m wide paper sheet. The actuators 

change the weight profile by injecting low consistency Whitewater into the pulp slurry as 

it exits the headbox. An increase in the flow of water injected by an actuator reduces the 

local concentration of pulp fibres and thus locally reduces the basis weight. 

A commonly-occurring form of closed-loop instability in industrial CD control occurs 

as a slowly developing steady-state actuator profile of a very high spatial frequency [36, 65]. 

This phenomenon is well known to papermakers and is referred to as actuator picketing, 

due to the fact that the actuators profile slowly develops a steady-state 'picket-fence' 

appearance. In the language of Chapters 3 and 4 this signal has a high spatial frequency 

v and a low dynamical frequency OJ. It is caused by the application of a large control 

signal in a low gain direction of the process that is swamped by the model uncertainty, 

typically at high spatial frequency v. 

Cross-directional controllers with large gain in the direction of high spatial frequency 

modes result from the application of a controller design rule-of-thumb without due con­

sideration of the process. Usually feedback control is expected to remove the steady-state 

error from a closed-loop process. It is well-known that this may be accomplished by de­

signing a feedback controller K(z) with integral action [56]. A multivariable controller 

with integral action has infinite gain in all directions at steady-state OJ = 0. However, 

the closed-loop stability of such a configuration cannot be guaranteed for the majority of 

industrial CD control processes. It was discussed in Section 2.4 that the sign of the gain 

of the C D process is uncertain at certain input directions. In Chapter 4 it was stated that 

robust stability requires the loop gain to be small at those spatial and dynamical frequen­

cies {VJ,OJ} for which the gain of the process \g{y^eiw)\ is small. Figure 5.2 illustrates 



Industrial Paper Machine Control 97 

the gain roll-off of g(fj, z) for the newsprint model considered here. 

Indeed, initially this mill had tuned their CD basis weight controller in Figure 2.3 

with integral control action. The subsequent appearance of a picketing actuator profile 

resulted in the field engineers' implemention of the 'Actuator Profile Smoothing' feature of 

the industrial controller (see Figure 1.7). The functioning of this feature may be observed 

from Figure 2.3 in which it may be seen that an integrating controller corresponds to 

setting the n x n matrix S — I. The smoothing function is included in the industrial 

controller specifically to combat actuator picketing. Setting S ^ I according to the spatial 

filter parameters described in (2.18)-(2.19) in Section 2.2 removes integral control action 

at high spatial frequencies. The smoothing function, defined by S is very effective at 

reducing controller gain at high spatial frequencies. Care must be taken not to introduce 

an overly-conservative controller while attempting to reduce actuator picketing. Such an 

example is presented in Figure 5.7 where the closed-loop performance was unnecessarily 

degraded. 

The configuration of the control system at the mill was standard. The operator's 

computer (an N T station) is connected to the control processor via a L A N network con­

nection. The operator's computer contains an 'operator station' and the industrial model 

identification software. The operator station is used to implement the day-to-day mainte­

nance of the control system. It is mainly used to monitor the scanned paper profiles and 

to take the controller off-line in the event of problems (sheet breaks etc.). The tuning pa­

rameters of the feedback controller are also accessed via the operator station. The model 

identification software (described in [32]) is an off-line identification tool. Its function is 

to send excitation signals to the actuators profile and to record the measured response of 

the paper profile. 

Prior to departing for the field trial, the prototype tuning tool was installed on a 

laptop N T machine and tested at Honeywell-Measurex's Devron division in Vancouver. 

All of the tuning calculations were to be performed on this laptop station. The procedure 

followed for the field trial of the prototype tuning tool is outlined as follows: 

1. A local TCP-IP address was secured within the mill in order to connect the laptop 

computer to the network. 
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2. The industrial model identification software tool was used to log closed-loop data 

for the system running with the controller tuned by mill personnel. 

3. The real-time control system was taken off-line by freezing the consistency profiling 

actuators at a constant profile. 

4. The model identification software tool [32] was then used to send an excitation 

signal to the actuator profile (see Figure 5.1) and the profile response was logged. 

5. The control system (still with the original controller tuning) was placed back on-line 

to maintain the paper quality. 

6. The industrial model identification software, was used to identify the parameters 

of the spatial and dynamical response of the process model G(z) in (2.1) with 

parameters (2.7), (2.8). 

7. The output of the model identification experiment was saved as model.mat. 

8. The file model.mat was transferred across the network into the laptop computer 

containing the prototype tuning tool m-files. 

9. A new set of feedback controller parameters were generated and saved as tune.mat, 

using the prototype tuning tool described in Section 5.1. 

10. The real-time control system was taken off-line by freezing the consistency profiling 

actuators at a constant profile. 

11. The new controller tuning parameters were keyed into the industrial controller 

database using the operator station. 

12. The control system was placed back on-line, this time with the feedback controller 

defined by the new tuning numbers. 

13. Closed-loop data were logged using the model identification tool over the course of 

several hours. 

The data collected from this field trial are reported in the following subsections. 
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5.2.1 Process M o d e l 

The nominal model for the weight process has been identified from industrial paper ma­

chine data and has the output disturbance form (2.20) shown in Figure 2.2, 

y(z) = Gt(z)u(z) + Dt(z)d(z) (5.1) 

where y(z),u(z) G C 2 2 6 are the ^-transforms of the measurement vector (error profile) and 

the control vector (actuator profile) respectively, Dt(z) G C 2 2 6 x 2 2 6 represents the transfer 

matrix shaping filter through which the vector of white noise disturbances d(z) G Cn 

enters the process, Gt(z) G £ 2 2 6 x 2 2 6 is the process transfer matrix containing both the 

dynamic and the spatial responses of the system to the actuator array. 

The two transfer matrices in (5.1) are given by the factors, 

Gt(z) = (J - Az-1)-1 (Bt • z~d) Dt(z) = (I- Htz'1)-1 (I - Etz~x) (5.2) 

where the dead time d = 3 (the sample time was T = 25s). The matrices At,Bt,Ht,Et G 

72-226x226 are all symmetric band-diagonal constant matrices, 

(5.3) 
Bt — toepl i tz^ , . . . , b5,0..., 0} Et = toeplitz{ai, 0, . . . , 0} 

At = toeplitz{ax, 0, . . . , 0} Ht = toeplitz-f/ix, 0, . . . , 0} 

where ax = a x = 0.8221, hx = 0.9990, and 

h = -0.0814 

b2 - -0.0455 

h = -0.0047 

bi = 0.0017 

h = 0.0003 ( 5 4 ) 

The circulant extension to the process model (5.2), is obtained by writing the circulant 
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symmetric matrices according to the procedure in Section 3.1), 

B = toeplitz{6i,..., 6 6 ,0, . . . , 0,6 5 , . . . , b2} E = Et 

A = At H = Ht 

(5.5) 

The design will then proceed based on the system defined with the circulant symmetric 

model, 

G(z) = [I- Az-\xBz~z D{z) = Dt(z) (5.6) 

where the circulant symmetric process model in (5.6) has been normalized such that 

IIGOsOHoo = 1. The true process Gp(z) is assumed to belong to the set Tlg that is defined 

w 
or. P < 
r -o < 

201 1 1 1 r 

-20 

n 1 1 r 

20 40 60 80 100 120 140 160 180 200 220 

3 4 5 
CD POSITION [m] 

Figure 5.1: Model identification: The upper plot illustrates the actuator profile shape 
used to excite the process during the model identification. The second plot indicates 
the 'true' measured basis weight response profile. The last plot indicates the modelled 
response. The lower plot contains the residual signal due to process disturbances and 
model uncertainty. 
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as in (2.26) by an additive unstructured perturbation on the nominal model, 

nff = {G(z) + 8GA(z) : o (8GA{J»)) < 1(UJ)} (5.7) 

where G(z) is the nominal circulant model given in (5.6). 

In this example the level of model uncertainty is estimated as 

/(w) = 0.1-||C?(z)||oe = 0.1 (5.8) 

The relationship between the nominal process model and the uncertainty is illustrated in 

Figure 5.2 where the contour plot of the two-dimensional frequency response is shown. 

For the process under consideration, a process model-mismatch of 1(UJ) = 0.1 • HG^z)!^ 

defines the 100% relative uncertainty bound on the model by the 0.1 contour. This bound 

is especially relevant to the design of control systems, as no benefit can be guaranteed from 

the feedback for those spatial and dynamical frequencies Uj and UJ outside the 0.1 contour, 

and provides an upper bound on the spatial and dynamical closed-loop bandwidths that 

may be achieved with feedback control. 

5.2.2 Design Specifications 

The industrial requirements for the feedback in the cross-directional control of a paper-

making process may be summarized as "tune the existing controller to make the paper 

sheet as uniform as possible". 

1. Controller Structure. The controller structure is given by (2.11) 

in this case, the transfer matrix factors are 226 x 226. The industrial implementation 

of the feedback controller is illustrated in Figure 2.3 and given by (2.15) 

Kt(z) = [! + St(z)} lCt{z) (5.9) 

Ct(z) = SfKw-c{z) = Ct-c{z) 

St(z) = -St-z - l (5.10) 
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Figure 5.2: Contour plot of the open-loop basis weight frequency response \g{vj,elw)\ 
for the model in (5.1)-(5.8). The area outside the 0.1 contour indicates the region of 
the LOv-xAane, for which there is more than 100% relative model uncertainty. Even at 
steady-state, over a quarter of the spatial frequencies (60 out of 226 singular vectors) are 
uncontrollable. 

where S,KW G U n > < ' 1 are symmetric band-diagonal Toeplitz matrices, defined in 

(2.15)-(2.19). 

The design procedure requires the use of the circulant extension to the feedback 

controller Kt(z) in (5.9). This is obtained by writing the circulant symmetric ma­

trices, 

C = toep l i t z {c i , . . . , c n c , 0 . . . , 0 , c„ ( : , . . . ,C2} 

S = t o e p l i t z { a i , . . . , a n j > 0 . . . , 0 , a „ . , . . . > a 2 } (5-H) 

The loop shaping design will proceed based on the controller defined with the cir-
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culant symmetric matrices in (5.11) 

K(z) = [I - Sz'^C • c(z) (5.12) 

with C, S, and c(z) as denned in (5.11) and (2.15)-(2.19). 

2. Performance. As described in Chapter 1, paper is sold based on the quadratic 

variance of the error profile v(t) = y(t) — r(t). This metric for paper quality lead to 

the measure for feedback controller performance in (2.24) in terms of the T^-norm 

of the closed-loop transfer matrix 

This requirement is a restatement of the loop shaping specifications of Section 4.1 

that the sensitivity function 

bances are important. In the case of the disturbance transfer matrix with parameters 

as in (5.2), the gain of D(z) is largest at low dynamical frequencies LO. Thus, for 

the exogenous white noise signal d(t) in (5.1), the performance condition (5.14) is 

most important at low dynamical frequencies LO. 

3. Robust Stability. As stated in Section 4.1, an advantage of the loop shaping control 

design techniques is their ability to quantify the trade off between performance and 

robustness. It is not possible to satisfy the performance condition (5.14) for all 

singular values j G {1,..., 226} and all dynamical frequencies LO G [—7r, 7r]. Distur­

bance attenuation will always be sacrificed for closed-loop stability. An internally 

stable closed-loop defined by G(z) and K(z) is robustly stable for all Gp(z) G II9 in 

[/ - G(z)K(z)]-1D(z) -> small (5.13) 

(5.14) 

for singular values j G {1,. ,226} and LO G [—7r,7r], where the exogenous distur-

(5.7) if 

a (K(eiu)[I - G{eiu)K(eiu3)]-1) 
1 1 

(5.15) < 1{LO) 0.1 
= 10.0 
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for > 0 in (5.7) and all UJ € [—7r,7r]. 

5.2.3 Two Dimensional Open-Loop Shaping 

Set up the problem 

The structure of the industrial multivariable paper machine controller K(z) was described 

in (2.15)-(2.19) above. It remains to be shown that the existing controller structure is 

capable of shaping the singular values of Oj{K{e%w)) and Oj(GK(el<")) while maintaining 

internal stability of the closed-loop. In order to demonstrate these features, the plant 

G(z) in (5.5), (5.6) and the controller K(z) in (5.11), (5.12) will be diagonalized with 

the real Fourier matrix F in (A.4). As noted in Section 3.7.1, this diagonalization allows 

the simultaneous examination of both the eigenvalues and singular values of a circulant 

symmetric system. 

First, the plant G(z) in (5.5), (5.6) is diagonalized 

= T ^ < 5 1 6 > 

where FG(z)FT = diag{g(ux, z ) , g { u 2 2 6 , z)} is formed by computing 

FBFT = diag{6(i/i),..., 6(-v226)} and FAFT = diag{o(^),..., o(i / 2 2 6 )} . 

Next, the industrial controller K(z) in Section 2.2 is diagonalized as 

= idS^-*) (5-17) 

where FK(z)FT = diag{fc(i/i, z),..., k(u22e, z)} is formed by diagonalizing FCFT — 

diag{c(i/i),..., c(^22e)} and FSFT = diag{s(i/i),..., 5 ( i / „ ) } . 

Next, it is important to determine bounds on the spectra C(UJ) and S(VJ), as well as 

tuning parameters {dc,ac,ac} for the dynamical part c(z) in (5.17) such that closed-loop 

stability is guaranteed with the plant g(vj,z) in (5.16). 

The dynamical part of the controller c(z) is restricted to setting the controller pa­

rameters {dc,ac,ac} in (2.16) in terms of the model parameters {dc,ac,ac} — {d, a i , a i } 
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given in (5.2) as {d ,Oi ,a i } = {3,0.8221,0.8221}. This setting of the parameters for c(z) 

is motivated by stability considerations and the fact that minimum variance control is 

achieved for certain values of C(UJ) and S(UJ) in (5.17) [18]. In fact, the proposed loop 

shaping design procedure may be interpreted as the detuning of a minimum variance 

controller for robustness considerations [59]. 

The loop shaping will proceed by assigning the remaining degrees of freedom; the two 

spectra C{VJ) and S(VJ) in (5.17) for Uj € { u i f . . . , f 2 26}- ft m a y be shown that closed-loop 

stability is guaranteed for k(vj,z) and g(vj,z) in (5.16) and (5.17) if, 

0 < S(UJ) < 1, 0 < f (j/,) (5.18) 

with 

**) = y 1 ( 5 1 9 ) 

for all spatial frequencies Vj € {vi,..., ^226} 

The design can then safely proceed by shaping the open-loop transfer functions 

\g(uj,z)k(vj,z)\ and |fc(i/j,z)| via the spectra {P(VJ),S(I/J)} according to the closed-loop 

stability condition (5.18). 

Two Dimensional Frequency Domain Specifications 

This step presents the performance and robust stability design specifications which are 

required to be met during the loop shaping step of the design. 

The frequency domain design specifications on the feedback are derived as bounds 

on the shape of controller gain |A,(î ,2:)| rather than loop gain \g(fj,z)k(vj,z)\ as was 

developed in Figures 4.3-4.5. The design procedure is identical, but the robustness re­

quirement for an ill-conditioned plant with additive uncertainty is more easily stated in 

terms of requirements on |fc(^-,2;)| [44, 56]. 

1. Performance. The design procedure requires the performance specification in (5.14) 

to be rewritten in terms of the open-loop transfer function k(uj, z). 
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First, the requirement is quantified by requiring 90% attenuation of disturbances, 

l-g(u3,eiu)k(u3,eiu) 
< p(u3,u>) — 0.1 (5.20) 

for the low spatial and dynamical frequencies in {VJ,LO} G £2/ where, in engineering 

units, 

Qi = {{U3,LO} : \VJ\ < 5.5m - 1 , |u;| < 10 _ 4- 6Hz} (5.21) 

The closed-loop specification (5.20) is satisfied by the open-loop requirement 

| ^ . , 0 | > vn = (Jj + l ) • ± = 22.0 (5.22) 

for the low spatial and dynamical frequencies in {VJ,LO} G £2> in (5.21). 

The set of low frequencies £2/ in (5.21) for which condition (5.22) must be satisfied is 

illustrated in Figure 5.3. The design satisfies the open-loop performance condition 

(5.22) if the contour(s) of |fc(i/j,e*w)| = 22.0 lie in the white space of Figure 5.3. 

2. Robust stability. Next, the requirement of closed-loop robust stability (5.15) is 

rewritten as the two dimensional closed-loop condition 

< = 10.0 (5.23) 
\\ - g(v3^)k(v3^)\ 

for spatial frequencies v and dynamical frequencies LO. 

The closed-loop specification (5.23) is satisfied for the high spatial and dynamical 

frequencies in {VJ,LO} G £2/I where, 

£2, = {{^,a;}: | fe ,e i w ) |<0. l} (5.24) 

by the open-loop requirement 

\k{vj,eiu)\<wh = 
2 • 1(LO) 

= 1/(2-0.1) = 5.0 (5.25) 
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for the high spatial and dynamical frequencies in {VJ,U} E fi/, in (5.24). 

The set of high frequencies fi/, in (5.24) for which condition (5.25) must be satisfied is 

illustrated in Figure 5.3. The design satisfies the open-loop robust stability condition 

(5.25) if the contour(s) of \k(uj, elc")| = 5.0 lie in the white space of Figure 5.3. 

14 r—1 1 1 1 1 !—T 

co [Hz] 

Figure 5.3: Contour plots in UJV of the sets fi/ in (5.21) and fi/, in (5.24). The performance 
condition (5.22) is satisfied if the contour(s) \k(uj, elu)\ = 22.0 lie outside the set fi/. The 
robust stability condition (5.25) is satisfied if the contour(s) |fc(i/,-,e*u')| = 5.0 lie outside 
the set fi/,. The contours of the full-matrix controller K{z) obtained in the 'Controller 
Synthesis' step are illustrated as the solid lines. The contours of the controller Ki(z) 
obtained by spatial order reduction are illustrated as the dashed lines. 

Controller Synthesis 

In this step, the procedure is presented for synthesizing the two spectra c(i/j) and S(UJ) 

for the controller k(vj,z) in (5.17) via the available degrees of freedom to satisfy design 

specifications of nominal stability (5.18), nominal performance (5.22), and robust stability 

(5.25). 
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The available degrees of freedom for spectrum s(v3) are the order of the Blackman 

window ns and the blend factor A in (2.18). The spectrum c(v3) has n = 226 degrees 

of freedom and is denned by the spectrum f{y3) > 0 with Vj £ {vx,..., 1*226} in (5.18), 

(5.19). 

Following the selection of the order of the Blackman window na in (2.18), the design of 

the control system is specified completely by the value of the tuning knob A in (2.18). The 

only remaining degree of freedom is the spectrum r(v3) in (5.19). It is then automatically 

calculated such that the conflicting specifications imposed by (5.18), (5.22), (5.25) are 

simultaneously satisfied. 

1. Performance. In order to satisfy the performance condition in (5.22), it is required 

that 

r{vj) ->• 0+ s{u3) -> 1" (5.26) 

for low spatial frequencies v3- < 5.5m _ 1 as defined by the set £2/ in (5.21) and Figure 

5.3. 

A value of f(v3) = 0 corresponds to a model-inverse gain for the controller given 

by c(v3) = b(vj)~x in (5.19) and should only be used at low spatial frequencies v3 

where \b(uj)\ is large. Setting s(u3) = 1 leads to integrating dynamics in k(v3,z) in 

(5.17). 

2. Robust Stability. In order to satisfy the robust stability condition in (5.25), it is 

required that 

f{u3) > 0 s{v3) < 1 (5.27) 

for high spatial frequencies u3 > 5.5m _ 1 as defined by the set Cln in (5.24) and 

Figure 5.3. 

A value of r(v3) > 0 corresponds to a more conservative controller gain as \c(u3)\ < 

|6(^) _ 1 | in (5.19) and is especially important at high spatial frequencies for which 
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the open-loop process gain rolls off and \b(uj)\ —v 0. The quantity S{UJ) < 1 cor­

responds to the removal of integral control action in k(i>j,z) in (5.17), as the con­

troller pole S(VJ) is moved away from the unit circle. Integrating control results in 

\k(vj,elw)\ —> oo as u —> 0, this is undesirable at high spatial frequencies Vj for 

which an integrating k(vj,z) violates the robust stability condition (5.25). 

For practical controller design, it has been found sufficient to restrict the robust 

stability analysis to evaluating condition (5.25) along the i/-axis of Figure 5.3. The 

gain of the Dahlin controller c(z) in (2.16) rolls off quickly for high dynamical 

frequencies UJ. The contours of \k(i/j,eiu)\ = Wh are still examined for all UJU, but 

the robust design of the spectrum f(i/j) only requires to examine the i/-axis. 

It can be shown that |fc(^-,ei0)| will satisfy (5.25) for {̂ -,0} € fi^ in (5.24) if, for 

z = eiw and UJ = 0, 

r(vj) > 2 • 1(UJ) 
c(z) • b(uj) 

1 - 8{VJ)Z-I 

« ^ - f e ) | - ^ ; ) 2 (5-28) 

where l(w) is the level of model uncertainty in (5.8), c(z) in (2.16) tuned as in (5.17), 

and S(UJ) PH 1 — A for high spatial frequencies Vj > 10m _ 1 (see Figure 5.4). 

3. Controller Localization. The matrix S = F Tdiag{s(^i),... ,s(u226)}F is automat­

ically a banded circulant matrix denned by the Blackman window of order ns in 

(2.18). However, the localization of the matrix C = FTdiag{c(«vi),...,c(«v226)}-F 

with C(UJ) defined by spectra b(vj) and r(i>j) in (5.19) remains an issue. Theorem 

3 shows that it is desirable to keep the magnitude of the elements of 8C = C — Ci 

small, in other words the full matrix C be as close as possible to a banded matrix 

Ci. An empirical rule for this is that the localization of C is related to the smooth­

ness of C(UJ). Therefore, in anticipation of the truncation of the elements of C, it is 

desirable to design r(vj) such that 

\fiuj) -f(vj+i)\ - 4 small (5.29) 

file:///fiuj
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for j G {1,..., 225}. 

Note that the satisfaction of conditions (5.26)-(5.29) requires some trade off. The 

performance specification of (5.26) requires s(v3) —> 1, which means that the tuning 

knob A —>• 0. However, notice that A appears in the denominator of the robust stability 

condition (5.28), meaning that a small value of A results in a large value of f(v3) needed 

at high frequencies v3 to satisfy the robust stability condition. However, the performance 

requirement (5.26) already has f(u3) = 0 at low frequencies v3. Such a large difference in 

f{vj) at the low spatial frequencies and the high spatial frequencies leads to a violation 

of the localization constraint (5.29). 

The controller tuning proceeded as follows: 

• the order of the Blackman window in (2.18) (and hence S) was selected as ns = 4 

for spatial bandwidth considerations. 

• for each iteration of A, the spectrum r(v3) was automatically calculated such that 

the performance condition (5.28) was satisfied at low v3 < 5.5m - 1 and the robust 

stability condition (5.28) was satisfied at high Vj > 10m - 1 . 

• the tuning knob A in (2.18) was manually iterated until an acceptable trade off 

between performance (5.26), and the localization of C in (5.29) was achieved. 

The resulting tuning parameters for the spectrum s{v3) were ns = 4 and A = 0.01. 

The spectrum s(u3) is illustrated in Figure 5.4. The tuning spectrum f(v3) and the 

corresponding controller gain spectrum c(u3) in (5.19) are both illustrated in Figure 5.4. 

The central row of the full circulant matrix C — FTdiag{c(ui),..., c(u226)}F is plotted 

in Figure 5.5. The size of the elements of C decay quickly as a function of their distance 

from the central element. This almost-localized structure facilitates the elimination of 

the smaller elements of C to satisfy Theorem 3. 

In summary, at the end of this step we are left with the settings for the dynamical 

controller for c(z) in (2.16) and the spectra C(VJ), s(u3) in (5.17), such that the controller 

k(vj, z) satisfies the performance requirement (5.22) and the robust stability requirement 

(5.25) are satisfied as illustrated in Figure 5.3. 
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Figure 5.4: The spectra S(UJ) and C(UJ) resulting from the controller synthesis for the 
controller k(uj,z) in (5.17) and (5.19). The dashed line represents the spectrum of ci{v3) 
obtained by spatial order reduction. 

Controller Spatial Order Reduction 

The previous step produced spectra C(VJ) and S(UJ) such that the controller k(i/j,z) in 

(5.17) is stable and satisfied the design requirements for performance (5.22) and robust 

stability (5.25). The multivariable controller is constructed from these spectra by writing, 

C = FTdiag{c(u1),...,c(u226)}F, 

S = F T diag{ S > 1 ), . . . , 5 > 2 2 6 )}F (5.30) 

where C, S G 7 £ 2 2 6 x 2 2 6 are both symmetric circulant matrices. 

It was stated in Section 5.2.2 the final goal of the design is band-diagonal Toeplitz 

matrices Ct and St. Section 4.3 describes the first step towards that goal as the spatial 

order reduction of the circulant matrices C and S by truncating elements to obtain banded 
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Figure 5.5: The central row of the full circulant matrices C(113,:) and I — 5(113,:) result­
ing from the spectrum C(PJ) and S(UJ) in Figure 5.4 and C = FTdiag{c(ui),..., c(i/226)}F 
and S = FTdiag{s(u1),s(u226)}F. 

circulant matrices Ci and Si. 

Due to the parameterization of the industrial controller, the matrix S in (2.18) is 

already banded with ns = 4 and is given for A = 0.01 as the 226 x 226 constant matrix, 

Si = S = toeplitz{si,..., S 4 , 0 , . . . , 0, s 4 , . . . , s2} (5.31) 

where, 

{si, 5 2 , ss, s4} = {0.9930, 0.0023, 0.0010, 0.0002} (5.32) 

However, the 226 x 226 symmetric circulant matrix C, illustrated in Figure 5.5, has 

no non-zero elements, 

C = toeplitz{ci,..., Cn3, c i 1 4 , c n 3 , . . . c2} (5.33) 
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but the magnitude of \ck\ in (5.33) decreases rapidly away from the centre. 

It is desired to truncate these smaller elements of C in (5.33) to obtain a banded 

226 x 226 symmetric circulant matrix with nc = 7 in (5.11). 

Ci = toeplitz{c x,..., c 7 ,0 , . . . , 0, c 7 , . . . c2} (5.34) 

such that closed-loop stability is maintained. The perturbation on the controller K(z) 

introduced by the spatial order reduction is then, 

6Ci = toeplitz{0, . . . ,0 ,c 8 , . . . , c i i3 , cn4 , c i i s , . . . , c 8 , 0 , ...,0} 

8Si = 0226x226 (5.35) 

As discussed in Section 4.3, closed-loop stability must be verified following the spatial 

order reduction of a controller. In this case, only the gain matrix C was required to be 

reduced to Cj in (5.34). This fact allows for the evaluation of the closed-loop stability 

based on the gain margin for each of the 226 SISO loops. Calculation of the gain margin 

is less conservative than the small gain theorem based condition in Theorem 3, and is 

used to verify the stability of the closed-loop system with Ci in (5.34) with 

{ci, . . . ,c7} = {-4.1226, -1.9487, 0.9150, 0.9408, 0.0027, 0.0011, 0.0002} (5.36) 

The multivariable controller is then written as 

Kl(z) = [I-Siz-1]-1Ci-c{z) (5.37) 

with banded circulant factors Ci and Si. The central rows of the banded circulant matrices 

Ci and Si are illustrated in Figure 5.6. 

Since only stability has been guaranteed for the closed-loop with circulant symmetric 

controller Ki(z) with the circulant plant defined by the transfer matrix G(z) in (5.6). The 

satisfaction of the design requirements of disturbance attenuation (5.22) and robust sta­

bility (5.25), is verified for the reduced order controller Ki(z) by plotting the appropriate 
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Figure 5.6: The central row of the banded circulant matrix (7/(113,:) resulting from the 
spatial order reduction (5.34). The central row of the banded circulant matrix 7—5/(113,:) 
is also shown, due to the structure of the industrial controller Si = S and no spatial order 
reduction was required. 

LOV contours of \ki(i/j, elu,)| in Figure 5.3. 

The design requirements (5.22) and (5.25) have been satisfied with a controller Ki(z) 

in (5.37) which may be implemented such that each actuator in the array requires infor­

mation only from 2nc — 1 = 13 measurement locations and 2ns — 1 = 7 actuators. In 

other words, to realize the control law Ki(z) each actuator requires only about 6% of the 

n = 226 available measurements and information from about 3% of the n = 226 actuators 

in the array! 

Implementation 

The previous step produced banded circulant matrices Ci in (5.34) and Si in (5.31) which, 

when used in the feedback controller Ki(z) in (5.37), satisfy the design requirements (5.22) 

and (5.25) for the circulant process model G(z) in (5.6) defined in terms of the banded 
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circulant matrices B,Ae ft226*226 in (5.2), (5.5). 

The final step in the controller design is to verify that the controller formed by ex­

tracting the band-diagonal Toeplitz matrices from Q and Si, i.e. 

Ct — t oep l i t z{c i , . . . , CT, 0 , . . . , 0} 

St = toep l i t z{s i , . . . , s 4 , 0 , . . . , 0} (5.38) 

such that 

Kt(z) = [I- Stz'^Ctciz) (5.39) 

stabilizes the more accurate process model Gt(z) in (5.3) with band-diagonal Toeplitz 

factors given by Bt and At in (5.2). The Toeplitz system matrices {Bt, At, Ct, St} are 

obtained by trimming the 'ears' from the circulant matrices {B, A, Ci, Si}, as shown in 

Figure 3.1. 

In Section 3.1 it was shown that closed-loop stability of the band-diagonal Toeplitz 

system is given by the invertibility of the 2n x 2n transfer matrix Lt(z) defined in 3.5. 

These factors are realized here by the 452 x 452 transfer matrix, 

Hz) := 
I - Stz'1 Ctc(z) 

Btz~d I - Atz~ 

I - Siz'1 Cic(z) 

Bz~d I - Az~l 

-SStz'1 8Ctc(z) 

8Btz~d 0 2 -»226x226 

(5.40) 

where B and A in (5.5), St in (5.31), Q in (5.34), and c(z) in (2.16). The matrix 

8Bt = B — Bt, and similar definition apply to 8Ct and 8St. The matrix 8At = 0 226x226 

due to the fact the circulant A and the band-diagonal Toeplitz At both being given by 

A = At = 0.8221 • / 2 26x226-

The invertibility of the first term in (5.40) is guaranteed by the internal stability of the 

circulant symmetric controller Ki(z) in (5.37) and the circulant symmetric plant model 

G(z) in (5.6). The second term in (5.40) contains the 'ears' of each of the relevant transfer 
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matrices. Following the verification of invertibility of Lt(z) in (5.40), the two matrices Ct 

and St are implemented as factors in the controller Kt(z) in (5.39). 

5.2.4 Paper M i l l Results 

This section presents data obtained from a paper machine describing and comparing the 

closed-loop performance obtained by tuning the industrial controller in (5.9) with two 

different feedback controller designs. The first of these is denoted by Kb(z) and has 

been designed using the empirical tuning rules for paper machine control. The second 

set of results displays the closed-loop performance of Kt(z) in (5.39), resulting from the 

two dimensional loop shaping procedure in Section 5.2.3. Both of these controllers were 

implemented on a paper machine whose model is described in Section 5.2.1. 

The controller designed with traditional empirical tuning rules is given by (5.9) with 

Kb(z) = [I- SiZ-^C^z) (5.41) 

this design has na — 2 and A = 0.1 in (2.18), such that 

Sb = toeplitz{0.9595,0.0202,0,..., 0} (5.42) 

The matrix Cb — —6.5494 • Sb and the parameters of the dynamical controller cb(z) given 

by c(z) in (2.16) with parameters {dc,ac,ac} = {3,0.7316,0.8365}. 

The two dimensional frequency components of the controller are calculated from the 

circulant extension of Kb(z) as in (5.5) and diagonalizing with the Fourier matrix F in 

(A.4) 

^=i4S^-c'(z) (5-43) 

The relevant ct>^-contours defining performance |fc&(i/j,e"")| = 22.0 in (5.22) and robust 

stability \kb(i>j,eiu})\ = 5.0 in (5.25) are plotted in Figure 5.7 along with the sets fi/ in (5.21) 

and Cth in (5.24). The performance criterion is violated since the contour \kb(vj,e%u)\ = 

22.0 intersects the set fi/. In this case, the empirical approach, in an effort to maintain 
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closed-loop robust stability, has resulted in an overly conservative controller. 
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Figure 5.7: An LOV contour plot showing the controller \kb(vj,z)\ in (5.43) relative to the 
sets fi/ in (5.21) and Vth in (5.24). The performance criterion is violated since the contour 
\kb(vj,eiw)\ = 22.0 intersects the set fi/. 

Figure 5.8 displays the closed-loop steady-state (a; = 0) error profiles for the con­
trollers Kb(z) in (5.41) and Kt(z) in (5.39), respectively. The profiles shown are the high-
resolution measured profiles obtained from the scanning sensor as described in Chapter 
1.1. The paper sheet is measured at 693 locations evenly-spaced across the 7.91m wide 
paper sheet. The high resolution error profile Vh(t) G T2.693 is related to the low resolution 
error profile v(t) = y(t) — r(t) G 7£ 2 2 6 by a linear spatial downsampling transformation, 

v(t) = C£tfc(i) (5.44) 

where Cm G 7e693x226. 

While it is difficult to quantitatively compare the closed-loop profiles in Figure 5.8, 
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Figure 5.8: The steady-state of the measured paper profiles under closed-loop control, (a) 
with the controller Kb(z) in (5.41) which was designed according to the more traditional 
industrial tuning rules, and (b) with the controller Kt(z) in (5.39) which was designed 
according to two dimensional loop shaping procedure in Chapter 4. 

there is much information available in the spatial frequency content of these signals. 

Figure 5.9 contains the steady state spatial frequency components of the error profile 

v(pj,z) = y{vj, z) — f(uj,z) with z = el<v and LO — 0. 

The spectra in Figure 5.9 indicate that the two controllers Kb(z) and Kt(z) provide 

approximately the same performance for higher spatial frequencies v > 8 m _ 1 . In Figure 

5.2 it can be seen that the open-loop gain of the process g{yj,z) in (5.16) rolls off as 

a function of spatial frequency. The process is much harder to control at high spatial 

frequencies and both controllers have this bandwidth limitation. 

At very low spatial frequencies v < l m _ 1 the closed-loop performance is not signifi­

cantly different for Kb(z) and Kt(z). The contour plots in Figures 5.3 and 5.7 predicted 

that each of these controllers would achieve over 90% attenuation of disturbances for these 
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Figure 5.9: Spatial frequency power spectra of the steady-state error profiles of the closed-
loop system with the controller Kb(z) in (5.41) shown as the dashed line, and the controller 
Kt(z) in (5.39) shown as the solid line. 

low spatial frequencies. 

It is the mid-range spatial frequencies 2 m _ 1 < v < 7 m _ 1 where the greatest difference 

in closed-loop performance is realized. The contour plots in Figure 5.3 and Figure 5.7 

indicated that the controller Kt(z) would achieve approximately twice the closed-loop 

spatial bandwidth of the more conservative controller Ki{z). It can be seen easily in 

Figure 5.9 the performance of the controller Kt{z) is significantly better than that of the 

controller Kb(z) for these mid-range spatial frequencies. 



Chapter 6 

Conclusions 

This work has concentrated on the analysis and design of feedback control for dynami­

cal systems that are distributed in one spatial dimension and controlled by an array of 

identical actuators. The cross-directional control of paper machines is an industrially 

important example of such a process and it has played a central role in shaping this work. 

This Chapter summarizes the goals, approach, and results contained in this thesis. 

Chapter 1 illustrated the broad range of cross-directional processes occurring in indus­

trial paper machine applications. The spatial response of the process to a single actuator 

can be as narrow as two actuator-widths, or as wide as about a third of the paper sheet. 

The dynamics of these processes are also diverse. Relative to the sample time, the ac­

tuators can respond almost instantaneously or be slow enough to be described as an 

integrating process. Process deadtime due to the transport delay of the paper sheet from 

the actuator array to the scanning sensor must also be considered. Time delays as long 

as five sample times have been observed in working mills. 

There exists a large body of theoretical work in advanced control which may possibly 

be applied to the cross-directional control problem, as discussed in Section 1.3. In addition 

to the theoretical work directed specifically at cross-directional control of flat sheet pro­

cesses, there have also been many advances in multivariable control, robust control, and 

spatially distributed systems, that can be collected and applied to the cross-directional 

control problem. 

However, in spite of the existing control theory, the state of the art for industrial 

paper machine control is to design the cross-directional controller using empirical rules-

of-thumb. This is a complex task and, as a result, many paper machines are running 

with poorly-tuned feedback controllers. The two most common problems associated with 

profile control represent the two extremes associated with feedback controller design. 

120 
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First, the closed-loop may be conservatively designed, resulting in an underactive control 

which does not do enough to remove variation in the process. This was the situation 

faced by the mill as described in Chapter 5. The second problem faced by papermakers is 

that of closed-loop instability. The cross-directional controller is often designed without 

calculation of a stability margin, and the incautious application of empirical tuning rules 

has lead to a large number of paper machines with a marginally-stable closed-loop. This 

is a potentially dangerous situation as the process model uncertainty, inevitably occurring 

when modelling real-world problems, easily destabilizes such a closed-loop system. This 

instability always results in operator intervention and often results in financial loss for 

the mill due to culled paper. 

In order to reconcile the above issues, in Chapter 3 a general framework is presented 

for the analysis of dynamical systems that are distributed in one spatial dimension and 

controlled by an array of identical actuators. Within this framework, Chapter 4 devel­

oped a constructive technique for the design of practical feedback controllers for such 

processes. Referred to as two dimensional loop shaping, the analogy to the traditional 

'one dimensional' loop shaping is preserved in order to allow the transfer of knowledge 

and experience from a design technique that is familiar to most control engineers. This 

technique is graphical in nature and allows the designer to view the trade-off between the 

conflicting criteria of closed-loop stability and aggressive closed-loop performance of the 

control system. 

As spatially distributed systems tend to involve a large number of input and output 

variables, the feedback control can potentially involve a large amount of computation -

both offline for controller design and also online for real-time implementation. Here the 

offline computations, involved in the design of the controller, are kept low by exploiting 

the natural structure of the process. The real-time computation is negligible due to the 

low complexity of the resulting feedback control law. 

As stated above, the analysis and design techniques developed and presented in this 

work were motivated by the need to tune cross-directional controllers for industrial paper 

machines. The two dimensional loop shaping technique is applied as a tool for the design 

of feedback controllers for paper machine cross-directional processes. This framework 
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for analysis and design was shown to be well-suited to address the wide variety of such 

processes for which a cross-directional controller must perform well. 

The theoretical component of this work has been balanced by the requirements of 

tuning an industrial paper machine in a working mill. This practical control problem 

was maintained as an example throughout this work. Chapter 5 contains the details 

of the inaugural field trial on an industrial paper machine in a Canadian mill produc­

ing newsprint-grade paper. The analysis of the control system indicated that the mill 

had tuned their controller to be overly conservative. The industrial controller was then 

retuned using the tool that was developed based on the two dimensional loop shaping 

technique described in Chapters 3 and 4. The results of the 'before' and 'after' closed-

loop performance of the control system were recorded and analyzed. The design technique 

was validated when the retuned control system was found to remove significantly more 

variation from the product without compromising the closed-loop stability margins of the 

system. 
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Appendix A 

Fourier Matrices 

The complex Fourier matrix is defined as follows [38], 1 

TH
 = - i [ m i m2 ••• mn] (A.l) 

where the vectors mk G C n x l are given by, 

mk = [1 vk vl • • • vrT, = J*"-1*'" (A.2) 

In other words, the kth row of T contains the kth spatial harmonic and has frequency 

vk. The complex Fourier matrix T e C n x n in (A.l) may then be used to diagonalize any 

nxn circulant matrix, 

A = THXAF, E A = d iag{a(z / 1 ) , . . . ,aK)} (A.3) 

The subset of circulant symmetric matrices may be diagonalized with a pure real Fourier 

matrix. The real Fourier matrix F is constructed from the complex Fourier transform 

matrix T in (A.l) by the following unitary operations, 

F(l , : ) = i[ l , 1,...,1] 

F(k,:) = 4= :)] - Sm[f(n + 2 - k,:)]) 
v2 

F(n + 2-k,:) = (^e[T(k,:)} + ̂ e[T{n + 2 - k,:)}) (AA) 
v2 

for k — 2,... ,p, where p = (n + l)/2 if n is odd and p = n/2 if n is even. The jth row of 

F contains the jth spatial harmonic and has frequency Uj — 2ir(j — l)/n. The real Fourier 

1The unitary, complex Fourier matrix T may be created, for example, using the MATLAB command 
F = fft(eye(n))/sqrt(n). 
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matrix F is unitary, satisfying the property FTF — I. 

More intuitively, the rows of the real Fourier matrix F in (A.4) may be re-written in 

terms of the familiar trigonometric functions, 

F(j, k) yj -s inp- l )^] j = 2,...,p 

{ V?' c o s ^ k _ j = p + 1,..., n 

(A.S) 


