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Abstract

Networks for Personal Communication Services (PCS‘) are currently being deployed in
various parts of the world. A wide rahge of wireless vdice and data service offerings is promised,
and consumer barticipation is eXpected to be high. The IEEE 802.6 Metropolitan Area Network
(MAN) has previously been proposed to provide for the distributed control of such networks.

This work continues investigations in caH transport on the MAN using pre-arbitrated (PA)
bandwidth, and for si gnaling .using queue arbitrated (QA) t;andwidth. A scheme for the transport
of low bit-rate encoded voice, which is characteristic of mobile voice coders, is proposed that )
attempts to balan(;e packetization delay with network complexity. Capacity gains are realized with
PA access by locating a gaieway, which provides interconnection to the Public Switched Tele-
phone Network (PSTN), at the Head of Bus (HOB) in a closed-bus MAN. A two-dimensional
Markov Chain and resulting blocking probabilities are derived which result in the deténnination
.of the Erlang and subscriber capacity of a Personal Communications Network (PCN) based on a
single MAN. This provides the basis for extracting reductions in signaling delays on the MAN by
applying the Preemptive Priority‘Mechanism (PPM), a recently proposed iiriprovement to the
MAN media access control protocol. In summary, improvements to the PA and QA transport
mechanisms, as applied to PCNs, are developed and assessed.

Architectures of single and multiple MAN-based PCNs are presented in the Qontext of the
Intelligent Network (IN). The IEEE 802.6 MAN is viewed as being an evolutionary step towards
 the introduction of the Broadband Integrated Services Digital Network (B-ISDN). Issues arising
from the migration of such architectures towards Asynchronous Transfer Mode (ATM) networks

are considered in depth.
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Chapter 1. Introduction

When cellular communications services v‘vere offered initially to the public about 11 years
ago, a forecast by AT&T predicted that there would be appfoximately 900,000 subscribers for
such services in the United States by the year 2000. These estimates turned oﬁt to be grossly con-
servative. Statistics from 1994 indicate that 13 times this number were using cellular services,
with another 20 million in other countries around thé world [1].

Continued growth in wireless communications is anticipated as the industry looks forward
to a new generation of service offerings known as Wireless Personal Communications [2] or Per-
SOnal Communications Services (PCS). The scope of potential services is wide ranging. Personal
Communications Networks (PCNs) will likely carry integratedl wireless traffic for services such
as .voicc, e-mail, fax, file transfers, and varying forms of messaging and telemetry, while provid-

“ing for various degrees of mobiiity by using a combination of picocells, microcells, and macro-
cells. Recent Federal Communicati(;ns Commission (FCC) auctions in the U.S. for slices of radio
spectrum, earmarked for PCS in the 1.9 GHz rdnge, yiélded billions of dollars in government rev-
enues and an array of corporate alliances involving firms wanting a piece of thi;. potentially prof-
itable sector of the communications market. Companies and shareholders are'anticipating_ high
penctration rates among the public to obtain a return on their investment in liccnsc rights to pro-
vide services.

Beyond PCS, network designers-envision a Future Public Land Mobile Telecommunica- \
tions System (FPLMTS) that aims to unify existing systems of varying divérsity into a seamless
radio infrastructure. The network seeks to deliver current and future Wiréline services, such as

voice, video, and data communications to users situated anywhere in the world [3]. Future wire-
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less networks will also seek integration with the Broadband Integrated Services Digital Network

(B-ISDN), likely to be based on Asynchronous Transfer Mode (ATM) transport.

1.1. Motivation

Ahalog cellular systems, such as the Advanced MoBile Phone Service (AMPS), have a
nétwork infrastructure with céntralized intelligence to handl'e call processing and mobility man-
agement tunctions. There is a growing trend towards decentralized nct§vork control. For example,
in the digital GSM (Global Standard for quiles) system [4], radio link measuremenfs Are made
by the Mobile Station (MS) instead of tﬁe Base Station (BS) and some handoffs do not require

“intervention by the Mobile Switching Center (MSC). Processing p(;\;ver and control are increas-
ingly Beihg pﬁshcd towards the edges of wireless networks. |

Proposed wireless netwo;ks are expected to use miérocells to facilitate frequency reuse, -
‘resulting in capacity enhancements. Microcells have the effect of generafing a large flow of sig-
naling traffic relating to location upc.lates.by mobﬂes as cell boundary crossings become more fre-
quent. Such increases in signaling will be exacerbated by the anticipated large volume of
consumer participation in PCS. These increased traffic flows will place considerable pfessure on
centralized netWork controllers to expedite call setup and handoff'si The speed of the latter will be
critical to the Quality of Service (QoS) tilat a network operator can provide. Rapid drops in radio
-link quality will be more commonplace in microcellulér environments, especially at higher fre-
quencies, and congestion of the signaling network will result in a greafer likelihood of the net-

work ‘dropping’ a call. It is useful, therefore, to consider architectures where signaling is

distributed among network elements.
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1.2. Previous Work

A Metropolitan Area Network (MAN) bésed on the IEEE 802.6 standard [5] has been pro-
| posed as novel means of distributed netwdrk control [6,7] for a‘PCN. Based on a Distributed
Queue Dual Bus (DQDB) media access control (MAC) protocol, the MAN m Figure 1.1 can
interconnect BSs and Base Station Controllers (BSCS) to a m;)bﬂc control centre and other net-
work nodes such as bridges to Local Area Networks (LANs) and gateways to the Public Switched

’ Telephone Network (PSTN) and to public data networks (PDNs).

@

" Mobile control
center

PSTN

Figure 1.1. PCN architecture based on the IEEE 802.6 MAN

Subsequent work has proposed and analyzed network protocols [8,9] for PCS; and voice
transport for pre-arbitrated (PA) [9] and queue arbitrated (QA) _[10] media access. A hierarchical,
distributed database design is also presented in [7]. Interworking the MAN-based PCN with the
Digital European Cordless Téléphone (DECT) standard has been investigated [1}1].AThe reserva-

tion-arbitrated (RA) media access protocol [12] is being proposed to transport isochronous (real-

-time) traffic with a constant delay while enabling full statistical multiplexing among calls. .
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1.3. Objectives

This thesis attempts to further establish the IEEE 802.6 MAN, using PA access for voice,

1

as a viable network architecture to support PCS. It is important to clarify the use of PA access as

an alternative to other forms of transport on the IEEE 802.6 MAN, the ultimate choice of which

will depend on the network operator’s criteria for voice quality, fixed network capacity, flexibility,

and ease of implementation. The objectives of the thesis work are: -

1.

11.

1ii.

1v.

to consider a modified PA voice transport-scheme for low-bit fate encoding (LBE)
mobile speech coders (e.g. at 8 kbps);l

to determine the enhanced Erlang and subscriber capacity of the MAN with modiﬁed
PA voice transport and an advantageous placement of a gateway te‘ the PSTN;

to reduce PCN signaling delays on the MAN in the presence of low priority packet
data using decentralized location updating and the Preemptive Priority Mechanism
(PPM) [13]; and

to consider a PCN network architecture based on multiple MANSs and to develop its

evolution towards ATM/B-ISDN.

This work differs from previous investigations in the following important ways:

a lower coding rate (8 kbps) for mobiles is assumed

mobile-to-mobile, mobile-to-fixed, and fixed-to-mobile calls are considered
capacity gains from interconnection of the MAN with the PSTN are realized |

the performance of each type of signaling (e.g. call setup, location update, call hz-mdb-
off) is influenced by packet data and other signaling flows |

the MAN-based PCN is presented in the centext ef the Intelligent Network (IN) and

ATM
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1.4. Outline of the Thesis

In chapter 2, relevant background information is provided on the IEEE 802.6 MAN, net-
work modeling, and Intelligent Network concepts. Chapter 3 expands on priorities in DQDB and
their relevance to a PCN, and investigates the Preemptive Priority Mechanism. Aspects of the
model development of the MAN-based ’P‘CN are given in Chapter 4, with specific treatment given

"to voice tran'sport, network confi guraﬁoh and capacity improvements. Chapter 5 éonsiders a siﬁT
gle-MAN PCN architecture to determine the Erlang and subscriber capacity, and to generate sig-

naling traffic to determine if the application of the PPM to a MAN-based PCN is uséful. Chapter 6

examines a PCN architecture based on multiple MANs and interwbrking with ATM. Chapter 7

summarizes the findings and makes suggestions for future work,
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- Network

This chapter provides a brief technical description of the IEEE 802.6 MAN, specifically
its architecture and protécols, network modeling, and an ihtroduction to concepts of the Intelli-

gent Network.

2.1. Metfopolitan Area Networks

Metropolitan Areg Netw.orks (MANS), as their name suggests, seek to interconnect net-
work nodes over a pbtehtially large metropolitan area. There aré two varieties of MANs that have
received much attention - the Fiber Distn'buied Data Interface (FDDI) network aﬁd the Distrib-
qted Queqe Dual Bus (DQDB) netwérk as specified in the IEEE 802.6 standard [5].

FDDI and its enhanced version, FDDI-II, are based on counter-directional optical fiber
rings with data rates of 100 Mbps and token-passing fof media access. These standards have been
adoptéd by industry and there are many commercial implementations, often as high-speed LANs
or campus area networks. |

The IEEE 802.6 MAN uses two counter-directional slotted buses to interconnect nodes
which send asynchronous traffic using a distributed queueing algorithm. The standard also sup-
ports circuit-switching for iso;hronous (real-time) service?s. 1mplemcntati0ns of the technolbgy
for private networks are rare, if any, but companies such as Alcatel, Siemens, and QPSX are dis-
tributing public networking equipment base(i on DQDB. In académia, interest in DQDB contin-

ues and the standard is viewed by many as an evolutionary step towards the ATM/B_-IVSDN

[14,15]. The decision to make the Switched Multimegabit Data Service (SMDS) DQDB-based is
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early evidence of this evolutionary trend. -

2.1.1. The IEEE 802.6 MAN Architecture

Figure 2.1 illustrates the basic open-bus architecture for the IEEE 802.6 MAN. Slots of
fifty-three bytes are generated by the Head of Bus (HOB) nodes and sent downstream on each
bus. Nodes have read and write access to the slots on both buses, permitting full duplex communi-

cations between any two nodes.

upstream A - - - - - E - » downstream A
(] )
Nodé 0 . Node N
(HOB A) NOde 1 * o o Node I] . * o @ NOde N'l (HOB B)
TJT JT JTU)

downstream B <& ------------------- upstream B

Figure 2.1. IEEE 802.6 MAN open bus topology

A closed-bus architecture, which collocates the two HOBs, improves fault tolerance. If
there is a bus fault, the MAN can reconfigure the HOB functions to nodes adjacent to the fault so
that an open bus MAN is effectively created.

A 125 usec clock controls the generatton and framing of slots at the HOBs. Witﬁin a
frame, a numb?r of slots are created and are designated for either asynchronous or isochronous

. services. Both slot types share the same headé; format, shown in Figure 2.2. Thé slot is composed

of an Access Control Field (ACF), Segment Header (SH), and Segment Payload. Details of all

ﬁelds can be found in the standard [5].
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S bytes 48 bytes
Header ~ Segment Payload
[Tt [ Tt [ 16t | 2bis | Thits |
Busy Tifll;e PSR | Reserved Request Bits Access Control Field
VCI
VCI (cont.) N egment
Payload Segment
VCI (cont.) Type Priority Header
Header Error Check

Figure 2.2. IEEE 802.6 MAN slot format

2.1.2. Scope of the IEEE 802.6 Standard

The IEEE 802.6 standard specifies the physical and media access control (MAC) layers éf
a MAN. There are several Physical Layer Convergence Procedures (PLCP) providéd for physical
layefs such as DS3 at 44.736 Mbps, and Synchronous Digital Hierarchy (SDH)-based systems at
155.52 Mbps. This is consistent with the spirit of ATM, which also allows for various transmis-
sion speeds.

The MAC protocol layer is commonly known as the DQDB layer and refers not only to
asynchrqnous media access by the distributed queueing al goritﬁm, but also to isbchronous access.
The DQDB layer is organized iﬁto three léVels, as is shown in Figure 2.3. The\Common Functions
block has the responsibility of relaying slot octets and management information octets bétween
‘the two service access points (SAP) to the Physical Layer. It also allows thé Arbitrated Functions
block to gain read and write access to the slot octets as they are received. There are &0 Arbitrated
Functions ihat are responsible for controlling access to the buses; the queue arbitrated (QA).Func-

tion controls asynchronous transmissions, while the pre-arbitrated (PA) Function controls isoch-
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ronous transmissions. Above this layer is the Convergence Functions block whose responsibility
is to map services from higher layers to the 48-byte segment payload. There may be several con-
vergence functions that have varying degrees of functionality. For instance, a long message from
higher layers may require the assembly of an Initial MAC Protocol Data Unit (H\/IPDU), which is
- subsequently broken into more manageable pieces by a Segmentation and Reassembly (SAR)

function. Isochrhnous services may require functions such as buffcrihg to smooth rate differences

at higher layers.

DQDB Layer

Convergence Functions

Arbitrated Functions

Common Functions

Physical Layer

Physical Layer Convergence Procedure

A .
Bus A -———" ' : ——— Bus B

Figure 2.3. Scope of the IEEE 802.6 standard

2.1.3. Isochronous Transport

Services that have fixed bandwidth and delay requirements can use the PA Function for
consistent media access. A connection setup phase (abstracted from CCITT Recommendation
Q.931 in the standard) between two nodes will establish a dedicated full-duplex circuit by assign-

ing a Virtual Channel Identifier (VCI) to a fixed number of pre-arbitrated slots in each frame. The
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HOB function, having knowledge of the call, writes the VCI in the headefc of the designéted_slots
before sending them downstream. The two nodes involved, recognieing .the VCIs.that have been
" ‘assigned to their call, can receive and write to the correct slots. In the standard, nodes may read or
write to sub-slot payloads as small as 8 bits. With the basic frame length of 125 psec, this enables
real-time 64 kbps communications. Nodes, however, must be aware not only of the VClIs, but also
the positional offsets in the slot thlat specify individuai circuits. These are negiotiated during the

connection setup phase.

2.1.4. Asynchronous Transport

Services that use asynchronous transport, which rhay be connection-oriented or connec-
tionless, contend for slots that are not designated as PA. The distributed queueing algorithm pro-
vides decentralized media access control to QA slots at three levels of priority. A VCI, which may
specify a destication node or a pre-established connection [8], is written to the slot header by the
ncde that gains access to it. The standard [5] provides a full description and state diagrams of the
QA Function.

- The fairness of the queueing algorithm is susceptible to long propagation delays, as nodes
will sometimes have inaccurate impressions about loading in the rest of the network. Many stud-
ies and recommendations have resulted regarding how to remedy two of the problems that a_rise in
DQDB networks: bandwidth imbalance amcng ncdes [16] and an ineffective priority mechanism
[17]. A solution to the former, Bandwidth Balancing (BWBA) [16], has been included in the stac-
dard, but it has been shown to work incorrectly in certain situations for multiple, pfeemptive pri-

orities [18].
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2.1.5 Network Modeling

g_1_§_1_ ‘Develonment Eﬁvironment
,Simulatiohs’ were developéd with MIL 3,'Inq.’s Opnet general communicatiop_s'network
simulétor, réleas_e 2.5A, on a Sun S.PARCstation. The Op'nej: environment allowé for hierarchical
| model development ét three main levels of abstraction: brocess;node, and (sub)network. Open
S;Istem Intérconnection (OSI) protoqol 1ayering is readily accommodated. The process le§el uses
a state diagram framework ;zvith user-embedded»C code at desired states to invoke discrete time
. interrupts. This permits tﬁc ﬂéxibility to 7('ievelop and alte; netWofk protocbls Wwith relative‘ease,

while maintaining excellent readability. -

2.1.5.2. Implementation of the IAEEE" 802.6 MAC Protocol

The MAC pfptocol of the IEEE 802.6 standard was implemented;at the procéss levelv
within Qpnet, using an Intemationai Orgahization for Standardization (ISO) dqcumeht [5] as the
main rgfcrence. Two different procésses were required to allow for the different actions at ‘ﬁe
HOB and non-HOB nodes. Thc complexity required fd accommodate three QA priority levels
Sug gested that code, réther than a gfaphical state machiné reprcscntaﬁon was the best means to
: échieve. flexibility and ease of alteration. As -ei resﬁlt, few explicit states were required.

Bandwidth Balancing, although paft of the standéfd, was IiQt implemented due to reported
inconsistenc‘iesi_in its action with respect‘ to priorities and with thé difﬁcultiés of choosing an
approﬁriate BWB _inodulus [19]. The Preemptive Priority Mechanism [13], to be introducéa in
Chapter 3, was added to fhe éﬁginal protocol and is easily sWitched on and off by‘ a simulation;
level parametér. |

Many studies have been performed on eraser nodes [20] and other slot reuse techniques to

improve capacity and media access ‘_deiay. These will be exempted from this study for simplicity.

11
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To achieve a'balan.cé betweén processing cqoﬁqmies and modeling accuracy, simulaﬁons
incorporate QA access only, With three levels Qf’priorit‘y. PA access is not included 111 t_:he model.
As such, the arﬁount of bandwidth available for QA traffic is ﬁxedv. This is contrary to common
sense, since PA bandwidth that is laying unused Would be assigned to QA traffic by the HOB in a
MAN implementation. Consequentl};, delay. figures obtained for signaiing in Chapter 5 will be
higher than for simulations that dynamically assign unused PA slots fbr QA traffic. This short-
coming should not pose a problem, however, as the purpose of thé simulations, in general, isto -
obtain reductions in signaling delays.

Since a iarge percentage of bandwidth is uséd for speech, simulation times can be drasti-
cally reduced by excluding PA access from the simulation models. Adjustments are made to seg-
ment and signaling delay ﬁgures to properly accommodate this processing éfﬁciency. The
approximate time for a 50-node MAN to process 2,026,000 QA slots is 33 hours on a Sun SPARC
5. If QA slots consume 25% of the bandwidth, the inclllusion of PA slots in the simulations would

require 4-5 days to produce the commensurate level of signaling traffic.

2.2. The Intelligent Network

The Intelligent Network (IN) separates the specification, implemehtation, and control of
telecommunications services from the physical switching network [21]. It allows network opera-
tors to rapidly develop and depldy new services without drastic,alierations to the network’s
switching fabric. The elements of the IN include [22]:

* Service Switching Point (SSP) - stored-program control switch to intercept calls that

require special handling, and to query databases for call information.

* Service Control Point (SCP) - database that provides call-handling information

12
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* Signal Transfer Point (STP) - packet switches to route signaling messages between
nddes such as SSPs and SCPs. These are often found in matched p'éirs for redundancy.
* Service Management System (SMS) - provides operations support. ’fhe SMS may
inbdrporate a Service Creation Environment (SCE) [23].
The Advanced Inteiligent Network (AIN) specification from Bellcore includcs the definition of
new elements such as the Intelligent Peripheral (ﬁ’), the Service Node (SN), and the Adjunct.
To offer personal mobiiity and advanced services, a PCN will iﬁcorporatc Intcliigent Net-
work elements in a logical layering that separates intelligence, transport, and network access as

depicted in Figure 2.4 [24].

Intelligent SMS SCP
Layer

(signaling) /§CP7/ st L

Transport
Layer

Access
Layer

Figure 2.4. Intelligent network elements in a PCN

The underlying foundation for the Intelligent Network is Common Channel Signaling
(CCS). CCS can be defined as the system that enables SSPs, SCPs, and other network nodes to
exchange: 1) messages relaﬁng to call and connection control; 11) information needed for distrib-

uted application processing; and iii) network management information [25].

13
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Signaling System _No.7 (SS7) is an International Telecommunications Union (ITU) CCS-
based layered signaling protocol that has been widely implemented by telephone network opera-
tors. The ISDN User Part (ISUP) provides signaling functions to support the control of telephone
calls, non-voice calls, and advanced ISDN and IN services. The Mobile Application Part (MAP)

supports mobility for voice and data services. Both can be employed in an Intelligent Network to

provide a wide range of services to mobile subscribers.
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3.1. Introduction to Priorities

The IEEE 802.6 standard speciﬁeé three levels of priority for QA traffic. The implication
of priority levéls is that some data segments must be delivered more quicklf than others. A prior-
ity classiﬁcation scheme appears in [26]. A pﬁority scheme. can be considered to.be implementing
one of the following: |

*  Pseudo-priorities - all that can be guaranteed is that high pﬁoﬁty traffic with an

offered load greater than that for a lower pﬁority will receive more bandwidth.

*  Weak Priorities - like pseudo-priorities, but with the condition that higher prion’ty.

throughput is loweréd if the offered load from lower priority stations increases.

» Strong Priorities - high priority throughput has no dependence on the offered-load of

lower priorities.

* Preemptive Priorities - lower priority trafﬁé -is not admitted when the offered ldad of

higher priority traffic exceeds the available bandwidth.

The total delay of a segment within a DQDB network is comprised partially of media

access delay. Propagation delay can be significant, but is deterministic between specific nodes. An

effective preemptive priority mechanfsm for the DQDB MAN will work in the MAC laly,erl to
achieve the following stéted objectives [13]:
1. The average media access delay of lﬁgh priority traffic must be substantially less than
that of lower priority traffic under heavy traffic loading. _A

2. The access delay characteristics of any given and fixed distribution of high priority

1. It would be possible for priority schemes to work above the MAC layer.
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traffic should be (almost) independent of the low priority traffic.

3.2. Applicability of Preemptive Priorities to a MAN-based PCN

A network designer has ihc option of using PA or QA cells for the-tranépon of voice pack-
ets (;n the IEEE 802.6 MAN. In a personal communications net\lvork (PCN), voice will naturally
command a large proportion of the total bus bandwidth. A MAN-based PCN utilizing, say, QA-1 |
slots for voice transport (level 1 is the middle lével of priority) and QA-2 slots for signaling (level
2 is the highest) may experience a degradation in the perceived voice quality unde_r high sigrial-
ling loads since voice packets that experience excessive access delays will be dropped from voice
segment queues. This may be acceptable depending on the quality of sérvice that is required of
the network. It may, however, be contrary to a PCS goal of .achieving wireline-like voice quality
"~ (i.e. 64 kbps PCM).

A preemptive priority mechanism is consistent when isochronous PA cells afc used for
high-quality voice transport in the (wi.red)'net‘work. Voice transport then has guaranteed access to |
the buses with deterministic delay and, sﬁbsequently, no packet loss at .the; MAC layer of the
MAN. A high signaling load will not affect voice transport as the two methods_‘of access aire sepa-
rated in the MAC layer.

After voice has been assigned to PA cells, one may choose to coﬁsider the aésignment of

traffic to QA priorities as shown below in Table 3.1.
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Wireless Packet Data | Call Processing and ~ Handoffs
Location Updates :

Table 3.1. Potential QA priority assignments in a MAN-based PCN

N
Handoffs should experiencé the least delay, since excessive delay may result in dropped
calls, a very negative service implication for. the PCN operafor. From their point of view, some
incremental risé in delays for call setup, call release, and location updates can be tolerated to
reduce handoff delays. Any perceptible increase in call setup times under high handoff loads
should be small. The argument for handoffs gaining priority over call processing and location
| updates becomes clear. This separation of signaling into different levels of priority should be pre- -
ferred over the casé for QA vbicc transport where all signaling occurs at ’the same level bf priority

(if packet data traffic is allocated to QA—O).
3.3. The Preemptive Priority Mechanism

3.3.1. Introduction

Previous studies haye shown the 802.6 QA MAC (media access control) protoc;ol to be
ineffective in implementing preemptive priorities with respect to the stated objectives. An imper-
fect knowledge of the rest of the network due to propagatién delays means that a node can only be
, guéranteed to obey priorities locally and not globally (i.e. with respect to the rest of the network).
Furthermore, it has been shown that the current IEEE 802.6 standard implements pseudo-priori-
ties [26].

" To the end of achieving preemptive priorities for the DQDB MAN, a preemptive priority
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mechanism (PPM) mechanism has been suggested [13]. The mechanism is an enhancement to the
existing IEEE 802.6 standard. Additionally, it conforms to the MAN ACF format by utilizing two
bits that have been designated as Reserved. Other schemes such as that using global priority infor-
mation [16] have attempted to remedy the problems of ineffective priorities and bandwidth bal-
ancing, but simulations in [26] have demonstrated long transient periods following nctwo_rk load
changes, adversely affecting the access delay time of higher 'priority traffic. DQDB +/- [26] has
been proposed to overcome the aforementioned problems, but the new protocol violates the ACF
format. | |

We choose to use a reliable mechanism that requires littlé modification. The issue of band-
width balancing remains. However, this problem is of serious concern only foy nodes transmitting
continuous stfeams of trafﬁc, with a resulting domination of baﬁdwidth. For a PCN, domination }
will not occur at priority levels 1 and 2 with the propoéed allocation of signaling, and is ‘unlikely
at level O since there will always be local preemption from higher priority segments.

Studies have demonstrated that QA ac_ccés delays at one node-are dependent on the load-
ing of lower priority segments at other nodes. This situation is ﬁot acceptablé in rﬁany circum-
stances. The PPM will rectify this, subject to network propagation delays. Because nodes mayv
become heavily loaded with QA traffic of lower priorities, and considering the time-critical hature

of handoffs, the use of a preemptive priority mechanism in the 802.6 MAN is desirable.

3.3.2. Changes to the DQDB MAC Protocol .

The PPM makes use of two Reserved bits in the slot ACE. These bits are used on the
reverse bus to continuously indicate the highest priority of traffic awaiting transmission down-
- stream. A node indicates to upstream nodes the value of the highest priority segment that is wait-

ing to be transmitted downstream. This value will be referred to as the HPT, or the highest priority
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~ traffic. The two newly utilized bits compose the priority field or PF. Letting xy, denote the binary

contents of the PF, xy, may take on the fo]lzolwing magnitudes:

0,if xy, =00,
Ixy2| =9 1,if xy, =01,
2,if x,=1,

Each node OR-writes eithér 002, or 01, or 10, to the PF field corresponding to an HPT of
0,1 o;‘ 2, respectively. If there is ‘.no' traffic present, the default is 00, since writing-this Valqe wﬂl
have no effect on the queues of any priority. OR-writing of the HPT is flexible in»t‘hat a preemp-
tion distance, d, can be specified. This refers to the minimum number of segments that must exist
at the HPT in order for an attempt at OR-writing to take place. The default is d = 2. The reason for
this is that, if a lone segment is waiting at a node, the request that is issued through nbrmal DQDB
operation will ensure 1ts proper treatment. It is only when the queue grows past one segment that
the PPM mechanism should be enabled. Standard DQDB operation corresponds to the case where
d = oo and the PPM is deactivatéd so that no OR-writing of the PF field occurs.

Af:ter reading the PF bits just received on the reverse bus, a node will mak¢ a decision as
to whether it should transmit a segment of its own. Upstream nodes will stop transmitting packets
of lower prioﬁty when the PF bits they read on the opposite bus indicate that a downstream node
has higher priority traffic. This is ddnc by étopping the request counters and countdown counters
of lower priority traffic from Bcing decremented. It is then impossible for a lower priority segment

to move up in the virtual queue of that priority.

3.3.3. Previous Analysis of the PPM

As was found in [13], there is some bandwidth wastage in the protocol when switching
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from ‘high to low loads as segments Waitihg ata 10wér priorify could have been trahsmittgd in
passing sloté. This waste is not quantifiable and depends on the size aﬁd traffic patterns of the net-
work. In underload situations the wastagc will be“ minimal. In times of overld'ad, though, the |
throughput of lower pﬁoﬁﬁes will Be sacrificed somewhat to ensure that high priiority traffic may
acc'ess the network with iﬂdcpepdcnce. The amouﬁt of wasted bandwidth decreases w1th 'jn(;rcas-.
ing d, as-nodf;s with lower priority traffic are less inclined to cease transmissions. The trade-off
here is tI;at high pribrity traffic will begOme increasingly dé‘pendent on lower priority segments.
The choice of d, then, depends on the criteria of the network designer. |

The size of the network affects ;che time taken by the PPM to take full effect. This is due to -
' the natﬁre .of distributed networks in that each node has old information about the rest of the net-
work due to link propagation and node prbcessing vdela.ys. It takes time for nodéé to fecg:ive new
PF Valﬁes as they propagate upstream, ButA the PPM limits the time to pfeempt lower priorityv traf-

fic ata particfllar node to a maximum of one full round-trip delay.

-~ 3.3.4. A Simple Test of the'PPM |
- Using a simple; network configuration coﬁsisting of three podes with each offering seg-v
ments of a ﬁ;lique priprity, the effectiveness of the PPM caﬁ be illustr’atgd. Consider the MAN
configuration shown in Figure 3.1. Three nodes produce segments for transmission on Bus A. The -
- most ﬁpétream node sends packets of the lowest priority (level 0), while the‘ most downs&eaml o
node sends packets of the highest‘ priority (level 2) and the 'nodc situated iﬁ the middle of the bus |
sends pglcketé ‘o‘f medium;priority (levc;l ‘1). Times at Whiéh nodés start to i)roduée segments for
tfansmissioﬁ will be staggered Such that lower pri‘o_ri'ty traffic has full access £o the bus before
. higher‘pribrity traffic cr;tcré the network. The delay between nodes is equal to oﬁe slot length in

duration (one slot length is also cquivalent to a distance of about 550 meters with-an SDH rate of
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155.52 Mbps). Segment interarrival times are assﬁmed to be independent and exponentially dis-
tributed with an arrival rate of A se gments per passing MAN slot. Under preémptive priority con-
ditions, lower priority traffic should yield to high priority traffic for significantly lower access
delays.

~ Two cases are simulated and compared: ﬁormal DQDB opération (i.e. with the PPM dis-
abled), and DQDB with the PPM enabled and a preemption distance of d = 2. The chosen conﬁg-
uration represents a simple worst-case scenario for the former since upstream stations heavily |
loaded with low priority traffic are known to affect the access delay for higher prioriiy segments

that are awaiting transmission downstream.

. : v Data Segments—m
Hof A r delay = 1 slot r delay = 1 slot ( delay = 1 slot r
(=9
2 Node 1 Node 2 Node 3 Node 4 =
G QA-0 QA-1 QA-2 . S
N A=.8 A=.8 A=.8 No Traffic —_
2 start = 100 start=400 | . | start=700 ' g
s _ o
delay = 1 slot delay = 1 slot delay = 1 slot Y
: HOBB

-«— Reservation and PF bits
Figure 3.1. MAN configuration to illustrate the effectiveness of the PPM

Figure 3.2 shows bus access delays for each node’s packets as a function of the simulation
time in the case of normal DQDB operation. The window shown is small but illuStrative, and is
representative of the network behaviour beyond the window. The original DQDB mechanism,
corresponding to a deactivated PPM (preemption distance; d = o), exhibits undesirable behaviour
as nodes with higher priority traffic begin to generate segments. While only nodes 1 and 2 are on,

the access delay of packets from node 2 is less than for packets from node 1 but is dependent on
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the presence of lower priority traffic. For this particular simulation seed, node 3, With the highest

priority traffic, exhibits access delays that begin to eXceéd those of node 2 towards the end of the

window. All three queues grow without bound in the long-run. Preemptive priorities have clearly

not been achieved.

300 -
Node 1: QA-0 - A = .8 seg/slot - Start Time = 100 —— /\/
Node 2: QA-1 - A = .8 seg/slot - Start Time =400 - -~ /
250 | Node 3: QA-2 - A = .8 seg/slot - Start Time = 700 - - - - - /
g
z . // z
| , o
§ 150 : / -
= i
[ P
a //‘/ , S
g 100 / B 7
< s
. A J
50 i T 7
~ 4 ” '
0 . L . / / \/ - ] 7
0 100 200 300 400 500 600 700 800 . 900 1000
Time (MAN slots)

Figure 3.2. Ineffective priorities under normal DQDB operation (d = o)

- In the same scenario, but with PPM activated and results shown in Figure 3.3, node access

delay is consistent with the stated objectives of preemptive priorities. As nodes with higher prior-

ity traffic transmit, nodes with lower priority traffic reduce their transmissions in response to the

PF bits that are set downstream. At time = 400 slots, node 1 cuts its transmissions significantly

and the access delays for node 2 segments are bounded and independent of the offered load at

node 1. Similiarly, node 3 access delays are bounded and independent of what happens at nodes 1

and 2. It is worthwhile noting that node 1 ceases transmitting altogether as soon as all nodes begin

to offer traffic. The total offered load of higher priorities is A = 1.6 segments/siOt, giving node 1
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no opportunity to transmit its segments.

300

Node 2: QA-1 - A = .8 seg/slot - Start Time =400 - -
250 | Node 3: QA-2 - A = .8 seg/slot - Start Time = 700 - - - -

Node 1: QA-0 - A = .8 seg/slot - Start Time = 100 —— |

7 - 7 /
) ’ /
z 200 : 7
e :
% 150 . : £
5 1 | _ /
A : / /
2 100 ;
8 - b
3 , | /
50 : £
: /
0 P P PSRN TVEVE Y o / £ . -
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-Time (MAN slots)

Figure 3.3. Effective priorities using the PPM (d = 2)

3.4. Further Analyses of the PPM

3.4.1. Uniformly Distributed Load |

Having illustrated the effectiveness of the PPM with a simple network configuration, the
long-term effc;tivcness of the mechanism must be shown. Essentially, improvements in the bus
access delay for high priority traffic are sought. A five ﬁode, open;bus network configuration,
similiar to that shown in Figure 3.1, is employed. Once again, transmissions on Bus A are consid-
ered. Each node offers the same aﬁlount of traffic to Bus A for a cumulative offered load of 2.4 |
data‘ segments/MAN slot. Two priorities of QA trafﬁc, QA-1 and QA-2, are offered in varying
proportions but consistently throughout all nodes. The proportions are- such that total QA-1 traffic

exceeds the bus capacity (ovérloaded) while total QA-2 traffic is less than capacity (underloaded).
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The delay between nodes is extended to the equivalent of five slot lengths.

Three instances of both DQDB without the PPM and DQDB with the PPM activated are |
simulated with a duration corresponding to 1 million MAN slots (2.73 seconds). Statistics are col-
lected after a period of 10,000 slots to allow for a generous transient pe_riod. Figure 3.4 indicates
the average aécess delays of QA-2 tréfﬁc at each node along the bus for all simulations. As
expected, due to the unfairness in the DQDB protocol, the values increase with distance from the
Head of Bus A (node O in this case). What is most notipeable is the dramatic improvement in
access delays when the PPM is activated, especially at higher indexed nodes. With an 80/20 split

between QA-1 and QA-2 traffic the access delays ét node 4 are reduced by over 75%.

10 - —

d=-QA-1:QA-2=0.80:0.20 —
z d=-QA-1:QA-2=0.75.025 - -
% 8 d=0o-QA-1:QA-2=0.70:030--- -
% d=2-QA-1:QA-2=0.80:020 —=— QR
5 d=2-QA-1:QA-2=0.75:025 - o - /
g 6 d=2-QA-1:QA-2=0.70:0.30 --B-- -
% -
=)
g
2 4
)
>
<
S 2
<
<o

0 0 1 2 3 4
Node Index

Figure 3.4. Improvements in QA-2 access delay - uniform distributed load

" The PPM mechanism also appéars to bring about some consistency with respect to delays
resulting from differing loads. For example, witness the relative delay values without the PPM at

node 4. The average access delay actually increases as the QA-2 load decreases. This problem
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appears at other nodes also. With the PPM activated, however, the average access delay increases

at all nodes as the load increases.

3.4.2. Linearly Distributed Load

In this case, the foered load per node will decrease linearly with the distance from the
HOB. This situation corresponds to a pniform distribution of destination addresses for segments
being delivered to both buses. The total offered load will remain at 2.4 segments/slot/bus; as will
the chosen proportions of QA-1 ‘and. QA—Z' traffic at each node. |
Contrafy to results in [13], the noticeable change in average access dela}}s for QA-2 traf-
fic, indicated by Figure 3».5, is very small, but still favours the PPM. This _dfscrepancy in results
may be due to detailed timing considerations not made available in the original work. However,
these results can be partially explained. The increased (compared to uniform loading) QA-2 lpad
on more upsfream nodes will mean that QA-1 traffic in these nodes will have fewer opportunities
to influence behaviour in the rest of the network since their transmissions are being preeinptcd
locally in the standard DQDB protocol. Downstream, where loAads have been decreased relativéiy,
stations will have féwer occasions to preefnpt. Tﬁe combined effect is to signiﬁcéntiy reduce the
effect of using thé PPM for this particular ioaa’iné case.
There are too fnany potentiél loading combinations to consider. These féw examples indi-
cate that the PPM wﬂl provide either no improvemeﬁt to higher priority access deiays or signifi-
' caﬁt improvement, depending on the loading distributions. Many instances will exist, however,
where delay statistics can be ‘reducea. Considering the simplicity of i£s operation and implementa-
tion, the PPM is recommended as an effecfive technique for reducing signaling delays in a MAN-

based PCN.

25




Chapier 3. Priorities in the DOQDB MAN

QA-2 Avg. Access Delay (MAN slots)
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Figure 3.5. Improvefnents in QA-2 access delay - .linearly distributed load
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| Eriang C'apacity

In this éhap,ter, sg:veral key issues are explored that will impact the work that follows in
subsequent chapters. Voice transport has implications for delay, speech quality, and overall net-
wérk c;apacity. The configuration of signaling elements, databases, and gateways on the IEEE
802.6 MAN-based PCN impacts capacity and signaling. Finally, the related issues of blocking

probability and Erlang capacity are presented in the context of the IEEE 802.6 MAN.
4.1. Supporting PCS Voice Tran‘sport on the IEEE 802.6 MAN

4.1.1. Voice Quality

There is a strong desire to provide high t_oll—quality7 wiréline—like, speech services in future
PCNs [2]. This is required to draw potential subscribers to a service that will compete for access
with the conveﬁtional local telephony loop. New speech coders are achieving better QUaﬁty at
_ lower bit rates, thereby reducing the amount of radio frequgncy spectrum required per call at the
air interface. | |

There is a growing trend towards variable-rate speech coders as is evidenced in the IS-96
" voice coding standard for Code Division‘Multiple Accéss (CDMA) [27]. One of four different bit
rates is used to code a 20 msec frame of speeCh, depénding on ‘the speech energy level of .the
frame. For examplé, instead of using a full bit rate of 8 kbps to code portions of silence, a 10§v rate
of 800 bps i§ used with little or no loss of ciuality. The corresponding reduction in transmitted bits
over the air-interfaéé allows more sﬁbscriber transmissions over the same RF link.

Network designers are considering speech interpolation techniques that cease transmis-
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sion during periods of silence. This extreme of variable-rate coding, in which the speech coder
moves betwecn rates of O bps and the full-rate, is also know_n as Voice Activity Detection (VAD).
It allows channels on the air interface to be torn down and reused by voice channels which enter a
period of Speech abtivity, as is the case with Hughes’ Extended-TDMA [28] and the Packet Reser-
vation Multiple Access (PRMA) scheme [29]. Capacity increases on the order of two or more can
be realized. In order to reduce co-channel interference and save on battery life, GSM has a Dis-
continuous Transmission (DTX) option that works on the same princibal but maintains the same
radio channel throughout a voice call.
Somé voice quality issues arise as a result of VAD schemes:
* Voice clipping results from delays in switching from one coding rate to the other (this
effect will become less apparent with more; coding levels). It is often difficult to detect
the onset of speech, especially in a noisy environment, such as in an automobile [2].
* Voice clipping can occur due to an unavailability of channels to be assigned when
. speech activity resumes.
* The absence of background noise during speech silence may be disconcerting to lis-
teners. Some ‘comfort’ noise may have to be artificially generated at the receiver to
remove the perception of abrupt transitions betweeﬁ silence and speech [28].
These factors improve the case fér multi-rate vocoders or constant rate vocoders without VAD in

a PCN network where high voice quality is desired. .

4.1.2. Media Access Alternatives for Voice Traffic

As discussed in Chapter 3, either QA or PA slots may be used for voice transport on the
DQDB MAN. For air interfaces like those of E-TDMA and PRMA, QA transport is an efficient fit

due to its asynchronous packet nature. Care will have to be taken not to overload the MAN net-
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work such that excessive delays cause MAN voice slots to be'dropped, §vith a subsequent loss of
voice quality.

For air interface speech coding schemes not using VAD, QA transport is ppssible but the
overhead for QA slots is 80% higher than for PA slots. The problem of slot delay variability must
also be weighed against any potential benéﬁts. - |

QA transport with VAD at the MAN/PSTN interface is possible, but there is a risk of
degrading speech quality in order to use less wired netwbrk capacity and thereby increase the
potential MAN coverage area. Any capacity bottleneck should be designed to occur at the air
interface and not in thel wired network. Network operators may not wish to sécriﬁce voice quality
to reduce the landline qapacity required per call.

'PA> transport on the MAN is intended for isochronous users communic‘ating at 64 kbps.
The standard MAN frame length of 125 psec méy be exteﬂded to permit the lower bit‘rates of
speech coders used in mobile communications. PA transport guarantees zero delay variability in
the slot access times, so there will be no loss of voice quality due to segment dropping. VAD may
bé employed \.wvith a vaﬁation of PA access known as Bi-State PA [9], although this recalls the
issue of speech quality. PA is‘well suited to constant rate coding. In the case of multi-rate coders,
there will be some wastage of MAN band;vidth when PA slots accommodate all but the highest
rate of coding. Efficient MAN transport of multi-rate coding schemes is not considered hére,
although it is anticipated that this would increése the network complexity and introduce some

voice clipping. Table 4.1 summarizes the speech quality and transport issues.
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E-TDMA, PRMA

IS-54, GSM

QCDMA (IS-95)

QA PA QA w/ VAD PA QA w/ VAD PA
Yes Yes Yes Some Yes No
High Low High Low High Low

Table 4.1. Speech quality and MAN transport for mobile spee_ch coding schemes . -

4.1.3. Transcoding

Transcoding for speech refers to the translation of digitized voice at a barticula.r bit rate to
another rate. This is a common operation in digital cellular where speech that is coded at, say, 8, \
13, 32,0r 64 kbps must be transcoded to a rate suitable for transport in a different part of the net-
work. Some loss of speech quality‘ may result from traﬁscoding. The frequeﬁcy of transcoding
stages should, therefore, be minimized. |

For a MAN-based PCN architeéture, transcoding is required to accommodate translation
between low bit-rate encoding (LBE) ‘and coding in the PSTN and, potentially, between different
LBE rates if the PCN is used to accommodate diffefent éir interfaées. In the simqlations tﬁat fol-
low, a single LBE rate for mobﬂe vocoders 1s assumed. Speech can be tfansported at this rate on
the MAN and not at some higher, common rate such as PCM (64 kbps). This will al}ow greater
calling loads to be offered to the MAN. The transcoding operation is needed only for calls involv- .
ing the fixed network (i.e. mobile-to-fixed and fixed-to-mobile) and can be located eithef at the

'MAN gateway or between the gateway and the fixed network, as shown in Figure 4.1.
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> O BSC
X Interworking unit (gateway)

B Potential transcoding location

Figure 4.1. Location of transcoding operation

4.1.4. Delay and Call Packing

Excessive end-to-end delay of speech,. as in a satellite communications link, is more a
source of irritability than a factor of speech playback quality. However, delay affects oyerall con-
versation quality. Delays for cordless telephony standards are usually less than 50 msec, with. |
delays for CT2 being less than 10 msec [2]. Simple air-interface standards that require relaﬁvely
- little signal proces_sing minimize (ielays. For cellular, the harsher radio link environment i'equir;s
advanced s.ignal processing for operations such as low bit-rate encoding, channel cc;ding and
decoding, bit interleaving and equalization. The end—tq—end delay is often in the range of 200
msec [2].

Using the IEEE 802.6 MAN as a PCN infraétructufe can cause delay since some packet’i-
zationl into MAN slots is required. At the basic frame length of 125 psec, a single octet (8 bits)
- within each frame provid¢s transport to a 64 kbps source. Each PA slot can ’then accommodate 48

PCM (pulse-code modulation) voice sources. The additional end-to-end delay resulting from

packetizaﬁon - in this case 8 bits / 64,0()0 bps =125 psec - corresponds.to the MAN frame

1. Packetization delay results from accumulating enough source bits to fit a target payload.

31




Chapter 4. PCS Voice Trari;port, MAN Configuration and Erlang Capacity

‘length. This format of voice transport is illustrated in Figure 4.2.

| -«— 125 psec—»

frame (n+1) frame n frame (n-1)

QAsslot | PAslot oo PA slot AR QA slot | PAslot

-
L = N

R =T I

64 kbps Voice Circuit

Figure 4.2. IEEE 802.6 standard voice (isochronous) transport

: in QA access and Bi-state PA access, the full. data payload is used (44 bytes for QA, 48 for
PA) by a single \;bicc sburce. At low bit rates, lﬁacketization delay can be excessive. For a 8 kbps
source, 48 msec is required to fill the 48-byte gegmenf payload of a PA slot. This figure doubles to
96 msec when the codihg rate drops to 4 kbps. To mitigate this problem, multiple calls per slot
may be used, but with the constraint that a simplex connection is not spfead across multiple slots
within a frame. It is advantageous to maintain a small number of circuits per cell sinc¢ there i;: 1)
reduced nodal processing, and it) more efficient routing of ‘slots to other pérts of the PCN (e.g. in
an ATM network). |

When conéiden'ng the frame and slot format for voice transport, it is useful to consider the

speech coder frame lehgth used at the mobile and base statiog. Mahy speech coders used or pro-
posed for digitgll cellular have 20 msec frame lengtl_ls. That is, 20 msec of a speech waveform is
digitally'encoded at é time tov generate a bit stream. To re.;duccvha'lrdware éomplexity at the BSC, a
MAN frame length that matchés &1at of the speech cioder can be used.

In the simulations that are performed, two assumptions are made that affect voice trans-
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port and the capacity of the MAN:

1. Speech coders for the air interface use 20 msec frame 1ength$.

2. A maximum speech coding rate of 9.6 kbps is transported on the MAN.

: The second assumption implies that channel coding and decoding for the mobile environment
takes ﬁlace somewﬁere between the BS and the B‘SC’and not at a centralized location on the
MAN.

Based oﬁ the above assumptions, a MAN transport format that uses a frarne length of 20
msec (this is also the packetization delay) and fits tWo simplex connections per PA slot is pro-
posed. The PA slot payload is partitioned to fit 192 bits (9.6 kbps X 20 msec) per connection as
shown in Figure 4.3. Some wastage will inevitably occur if rates less _then 9.6 kbps are carried on
the MAN. Such is the case with the standards IS—54 and IS-136 (8 kbps) and with IS-96 (8.6 kbps
peak rate [27]). 16.7% ‘of the payload is wasted with 8‘_kbps éoding.

A similiar transport scheme has :;lso been proposed for an ATM-based PCS architecture
 [30] and requires a modified ATM -Adaptation Layer (AAL). Similiar call transport schemes in the

MAN and in ATM will facilitate migration of the MAN-based PCN towards ATM/B-ISDN.

«—20 msec—m»

frame (n+1) frame n - frame (n-1)

QAsslot | PAslot v PA slot s QA sslot | PAslot

192 bits 192 bits-

Voice Circ. 2 Voice Circ. 1

Figure 4.3. Proposed voice transport for low bit rate encoded speech with PA slots |

Alternative voice transport schemes with varying frame lengths and calls per slot may
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require consideration for other popular coding rates such as the one used by GSM at 13 kbps and
Qualcomm Inc.’s Pure Voice vocoder, also at 13 kbps. In this case, 20 msec frame lengths will
leave much waste as only one call at 260 bits per frame can fit into the 384-bit PA slot payload

without overflowing into other slots. Smaller frame lengths must be considered.-

4.2. The IEEE 802.6 MAN Configuration

4.2.1. MAN Signaling Architecture

The effects of various signaling architectures on call setup delays has been investigated
[9]. The largest delay reductions were ’found with the scheme having the following features:

e the Signaling Termination (ST) function distributed among all nodes;

* aclosed-bus (loop) configuration; and

* asingle Bandwidth Manager (BWM) function co-locate(i with the two HOBs.
This configuration only will Bc considc.red for simulation;. These features take advantage of the
substantial signaling that occurs between the BSCs and the ST function, and between the BWM
and the HOBs to reduce the cumulaﬁve access delay that 1s experienced by lﬁessages during call
setup. The configuration used has positive implications for handoffs that méy require the estab-
lishment of anew dublex voice channel on another MAN. The use of thé»closed-bus c'onﬁgu.ration

. may require longer cabling runs but the added fault tolerance is desirable.

4.2.2. Network Databases

PCN databases store static mobile subscriber information such as service profiles as well
as dynamic information to support user mobility. In GSM [4], a mobile subscriber is permanently

registered at a Home Location Register (HLR). The HLR stores service profiles of its mobile sub-
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scribers and a pointei to another database, the Visitor Location Register (VLR). The VLR is spe-
~ cific to a particular coverage area and track!s visiting subacribers. As subscribers roam from the
current coverage area into a new ‘one, their service profiles must be made available at the new

B VLR database; as well, the VLR pointf,:t at tlie subscriber’s HLR mnst be updated.

The HLR/VLR conacpts have been applied to an IEEE 802.6 MAN-based PCN with a
‘hierarchical, distributed database design [7]. Database partitions exist at the node (BSC) level as
well as the MAN level to reduce subscriber location search times. Location area boundary cross-
ings by mobile subscribers trigger location updates that may involve the transfer, copying, and/or
deletion of a subscriber’s service profile to or from another database. TheA reqnired operation is
determined by the type of boundary crossing and the iiepth to whicn service profiles are made
availablc to the network.

An.advantage to having service profiles available at the BSC level is the -speéd with which
caller and callee authentication can be made. The obvious disadvantage is that, under aggressive -
location updating, the bandwidth required to move service profiles between BSCs could be pro-
hibitive. An alternative is to eliminate BSC level partitions and store service profiles at a MAN
level VLR. However, the signaling traffic load placed on the node where the database is located,
although manageable, may lower the throughput of lower priority data traffic. These database
arrangements are illustrated in Figures 4.4a and 4.4b.

A compromise, proposed in [7], is that BSC level database partitions list the subscribers
currently within its coverage area, while theii service profiles are stored at a VLR located above
the BSCs in the MAN, as shown in Figure 4.40. To locate a subscriber at the BSC level, a broad-
cast query, facilitatcd by the MAN architecture, can be made to all BSCs located below the sub-

scriber’s current VLR. Bandwidth is saved by not transporting service profiles betwéen BSCs,
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and throughput for data traffic will be higher at the node where the VLR resides. This scheme, and
the cése where no BSC databaée partitions exist will be considered for thcﬁ effects on signaling
behaviour in Chapter 5. |

From a signaling perépective, itis .m.(.)st efficient to locate the HLR and VLR, and, if
required, an Equipment Identity Register (EIR) and Authentication Center (AC), sucﬁ that they
can bé accessed through the gateway to the PSTN. This arrangement will lower the number of
méssages sent over the MAN during a call setup involving a subscriber connected directly to the

fixed network.

MAN _
Level
: Sub. Register
1{3 SCI I I:QC.'P?D & Serv. Prof. I—_‘qc_—p? D Subscriber
cve LOC_ACK ess  esesssssscss . LOC_ACK .........
-t - - --- cee aerernenees - o e e

b. BSC DBs with ¢. BSC DBs without

a.No BSClevel DBs |. Service Profiles Service Profiles

Figure 4.4. VLR configurations with intra-MAN location update message flows

4.2.3. Connectivity to the Fixed Network

As implied in earlier sections, PCNs must provide connectivity to the local fixed network

which may be a Public Switched Telephone System (PSTN), an Integrated Services Digital Net-
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work,(ISDN) or an ATM/B-ISDN. For example, in tdday’s GSM networks, éach Mobile Switch-.
| ing Center (MSC) that coordinates the activities of a group of BSs is connected to the fixed |
network. For the MAN-based PCN, this connectivity may be provided thrqugh a gateway that’
allows the PCN an‘d the fixed network (her'ein‘ referred to és the PSTN) to ‘talk’ to each other by
incorp'orating‘ user transport and signaling protocol. conversion.

An OSI model for the router that provides layer 3 conversion for voice transport between
the MAN and Time Division Multiplexed (TDM)-based DS3 trunks is showh in Figure 4.5. At
layer 3, individual voice streams are found in their réw format, 'stripi)ed of all frame and slot over-
head. Banks of transcoders may be utilized here to provide conversion between different vocoder
rates, that is, 64 kbps PCM and a LBE rate.A In the future, trunks that provide the physical link for
user transport may be ATM-based, in which case the transcoding operation can be moved out of
the gateway and closer to the PSTN. A dynamic routing table is required to switch from a combi-
nation VCl/sub-frame offset to an 6utgoing circuit and vice-versa.

CCS-based SS7 can sﬁpport call-connection and mobility management fgnctions outside
of the MAN. Separate links (e.g. 56 kbps,'1.544 Mbps) or associated signaling (e.g. ATM) may be

used. A signaling protocol converter will be considered in Chapter 5.
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MAN Bus A

MAN Bus B

Figure 4.5. Router for handling of ivoice between MAN and PSTN

The issue of where on the MAN to locate the gateway is not trivial. Locating it at the HOB

‘ina clbsed;bus MAN can increase the PA capacity of the MAN, as will Be deécribed. In standard
- DQDB operation two isochronous channels (PA) are established in opposing directiohs to allow

full-duplex communications Betwéen two nodes. If one of the nodes is fhc HOB, a closed-bus
configuration alldws one established circuit té provide the same service since the packet tﬁat wés
created by the HOB will end up at thé HOB after tréversing either of the buseé. , |

The 0fh¢r node_ can reusé the circuit after it has removed the V(ﬁce payload‘ destined fér
itself. 'To, accompﬁsh thi.s. remolval, the node inust have erasurei capability 6n a sub-slotlevel. After
Cépyiﬁg and erasing the contents of the original payload, the node can then write its éwn payload o
and send th.e. packét along the same bus to its next destination, the HOB. Thié operation is illﬁs—
trated by the diagrams in Figu}e 4.6.

Thc iiqproﬂm’ent to fhe call capacity of the MAN will be signi(ﬁcant c;)nsideﬂng the
amount of calls that will likely involve a PSTN party. For example, if 75% of the callé iriiv‘olve‘
iny one mobﬂe pla‘lfty, then the capacity of the MAN is increased by 60%. Iri’ general, a propor-

tion, f, of mobile-to-fixed and fixed-to-mobile calls relates to a capacity increase of
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100% x f/ (2 —f) . It is assumed that there is no BSC functionality at the HOB. All calls involv-

ing two mobiles, then, will still require two opposite-direction circuits.

PSTN

mobile-to-fixed path A ‘
-2 :
— ~ fixed-to-mobile path

O BSC
X Gateway

PSTN

PSTN gateway placed at HOB - one circuit required

_ Figure 4.6. Voice circuits required for call involving a PSTN party

4.3. Erlang Capacity of the IEEE 802.6 MAN-based PCN

4.3.1. PCN Call Blocking Probability

A ﬁletﬂc often used in telephony is the call blockjng probabﬂi_ty. It is the likelihood of not
obtaining an end-to-end connection _due to a lack of available resources soinewhere in the net-
work. This probability is the sum of' individual bl_ocking p?obabilities in each section of the net-
work through which a convérsation will _pasbs.' Ina qellular network; it is often equated to the

Grade of Service (GoS). Table 4.2 captures typical probabilities, Pp, for a mobile-to-PSTN con-
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nection in an AMPS cellular network.

Mobile to Cell Site (radio) 0.020

Cell Site to Mobile Exchange (trunks) 0.005
Mobile Exchange Switch i 0.001
Mobile Exchange to PSTN (trunks) 0.005
TOTAL 0.031

Table 4.'2; Typical blocking probabilities in an AMPS cellular network

Blocking probabili';ies can be applied to the design of a MAN-based PCN. GoS goals for a
PCN are likely higher than for current cellular systems. With the extensive use of miqrocells a
blocking probability of 0.01 for the radio link is reasonable. Trunks are required to connect BSCs
to individual BSs and to connect thé¢ MAN to the PSTN. The connection from BS to BSC should _
be capable of achieving reduced blocking since band\l;vidth is inexpensive. Due to’the volume of
traffic that must be handled, a similiar decrease will ﬁot be as'easy for the trunks that provide
PSTN access. The target blocking probébility on the MAN is assumed to be equivalent to that for
trunks between cell sites and the mobile exchange. Table 4.3 suggests potential désign blocking

probabilities.
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Mobile to Cell Site (radio) ©0.010
Cell Site to BSC (trunks) 0.001
| MAN 0.005
MAN to PSTN (trunks) 0.005
TOTAL - .0.021

Table 4.3. Suggested blocking probabilities in a MAN-based PCN

4.3.2. Determining the MAN Erlang Capacity for Two Session Classes
The blocking probability, Pp, for a trunk group that can be modeled as an M/M/m/m

.queue is easily found with the Erlang-B formula [31]

p m
p = _UMAN

B_ m
. n
2 Prpan /M
n=0 :

/m!
4.1

- where m is the maximum allowable number of two-way calls and p,,, ,; is the traffic load, in

Erlangs?, offered to the MAN portion bf the PCN. For example, with 75% of the 311 Mbps MAN
bandwidth 4reserved for voice transport (including overhead) and using the multiple call per cell
transport scheme, a desired blocking probability of 0.005 allows a traffic load of approximately
10510 Erlangs, assuming that each call requires two isochronous circuits. Note that this figure
represents the offered load to the MAN and not to the air interface.

The analysis becomes more complex when we take advantage of a PSTN interconnection

. 2. The Erlang is a dimensionless unit measuring traffic load, and is equal to the mean call arrival rate multi-
plied by the average call duration.
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that is located at the HOB, as detailed in 4.2.3. Recall that there are now two session classes:
1. fixed-to-mobile and mobile-to-fixed calls that can utilize one circuit
‘ | 2. mobile-to-mobile calls that require two circuits
Although thé average call duration of thé‘two classes will be considered identical, the two ses-
sions types are not indistinguishable and the whole systerﬁ can not be represented by the one
dimensional Markov Chain implied by (4.1).-This is because the second session type consumes
twice as many resources than the first.

A two-dimensional Markov Chain must be constructed to determine the call blocking
probability of the different session types. The value m (which is even) now refers to the total num-
ber of circuits available in the MAN, and not the maximum allowable number of two-way calls.
Let the number of calls of the first and second session class occupying the network be denoted by

n; and n,, respectively. The current state of the network, defined by the number of active calls of
each type, is denoted (n,, n,). The possible system states, shown in Figure 4.7, are constrained
according to the condition n, + 2n, <m. -

The shaded states represent potential blocking cases given that there is a call arrival. The

. probability of call blocking for the first session class is given by

m/2 ) _
PBi = 2 P((m—2n2),h2) o (4.2)
n, = 0 .
and for the second session class by
m-n )
Py = Y P(nl, [(__I)D 4.3)

n1=0 2

where | x | is the largest integer less than or equal to x and P (x, y) is the probability that the net- '.
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work will’be in stéte (x,y).

The steady state probabilities found in (4.2) are a subset of those in (4.3) and so the block-
ing probability for the second session class is greater than that for the first. This is intuitive as one

circuit will be found more easily than two when the system is close to capacity.

(ST

' 1st and 2nd class blocked

2nd class blocked

n2

nj

Figure 4.7. Markov chain for the two session class MAN

" The Markov Chain in Figure 4.7 repreéents a truncation of a system consisting of two

independent M/M/> queues. The stationary probability distribution, P (x,, x,, ..., x), of a sys-
tem of K independent M/M/-= queues is given by [32] -

n n, n
K

Pr P2 Pg
1 '... ]
nl. n2. nK.

P (g s mg) = L (4.4)

where G is a normalization constant,
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n! nt nl’
(nl,nz,...,nK)eS 1 2 K

! 2 g _ ‘
G= Y QAN | | 4.5)

P, 1s the Erlang load of the kth queue, and S is the set of states of the truncated Markov Chain.

Using this product form solution, the blocking probabilities of the respective service classes are

m/2 P (m—2n2)

(m—2n2)! !

n, = n2
P, = 2 4.6
B, m/2 (m-— 2"2) ny ( )
z y 2 iRy
20 m-0 1. n2!
and
(m-n)/2
z i ot
= n1! I_(m—nl)/ZJ! B
= 4.
PB2‘ m/2 (m- 2") n n2 T ( 7)
z 2 _1_ _2
,=0 n =0 "M n!

where p and p, are the Erlang loads of the respective session types offered to the MAN and

P1tP2 = Puan-
To evaluate (4.6) and (4.7) requires much cqmputational power for large values of m.
Additionally, the offered loads of the two sessions classes must be determined by trial and error

since Py and P are design parameters. Py will be the constraining value as Py is guaranteed
1 2 2 . 1

to be lower. To simplify matters, the MAN portion of the PCN can be designed such that each ses-

sion class has a maximum blocking probability of 0.005. This will ensure a cumulative blocking

probability of less than 0.005.
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4.3.3. ‘Soft’ Capacity Scheme for Handoffs

The Erlang capacity of -the MAN has implications not just for call setup but for call hand-
offs as well. There are several instances in a MAN-based PCN x‘)vhc_:re a call may be dropped dur-
iag a handoff because of unavailable channels on the MAN: :

* one of two mobiles involved in an intra-BSC call (no MAN voice circuits required)

roams into a new BSC coveragé area

» amobile in conversation outside of a particular MAN roams into that MAN’s éoverage

area

* acombination of the ‘pabove requires a new channel on each of two different MANs

" Call dropping rep-resents a greatér threat to the GoS for network operators than blocked
calls. In current cellular netWofks, call dropping Will.occur either becausa qf poor radio link qual-
ity or because of unavailable channels in a target cell. The use of microcells should help to lower
~ the probability of the latter event occurring. | |

To avoid call dropping due to unavailable MAN channels, a flexible PA bandwidth -alloca-
tion scheme should be implemented that will allow for tlemporary increases in the numbf;r of
available voice channels. ’fhis ‘soft’” capacity scheme would allocate extra PA channels whcn the |
original PA capacity of m circuits is reached and handoffs require the es’tablishment. of new MAN
channels. This implies a momentary feductiOn in the amount of available QA bandwidth. Signal-
ing delays, however, should hardly be affectad since aata traffic will assume the lowest QA prior; '
ity-level. When the current PA consumption equals or exceeds m, all calls are blocked until there
are enough call releases to bring the PA activity down below m During this period handoffs are
given preferential treatment over call setups to effectively nullify the likelihood of call droppihg

on the MAN, at the expense of reducing data traffic throughput temporarily. Figure 4.8 presents a
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flow diagram to illustrate the scheme.

l

Handoff _— Handoff or New New Call

Call Arrival?

At or Over Standard Ator Over
PA Capacity? . Channel PA Capacity?
Setup

Y .
Extra PA Channel : ' Call Blocked/
Assignment » . Call Proceeding Call Admission
and Setup : Control

Figure 4.8. ‘Soft’ capacity scheme to avoid call dropping during inter-MAN handoffs |

4.3.4. Implications of CDMA Soft Handoff on MAN Capacity

In a CDMA-based ceilular network, ilandoffs are performed in which a mobile communi-
cates with two different base stations simultaneously. By uéing a Rake receiver, the mobile can
isolate both signals and select the best speech frame of the two radio paths based oﬁ speech qual-
ity indicators [32]. A frame selector is also required in the fixed portion of the cellular network to
provide the same benefits for the reverse hnk In this way a ‘soft’, high-quality handoff is ensured.
The soft handoff concept can be extended to provide macrodiversity for mobiles in areas where
r@ception from multiple base stations is péssible.

In a MAN-based PCN utilizing a CDMA air interface, frame selection in the PSTN must
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be decentralized to the ﬁode level (including the gateway to the PSTN) to accommodate mobile-
to-mobile connectivity. A benefit is that macrodiversity involving base étaﬁons of the same BSC‘
(intra-BSC macrodiv'ersity) will not require additional MAN capacity. However, several cases |
arise where additional MAN. channels are needed over and above the number required for a. non-
' CDMA conversation. For example, a mobile-to-ﬁxed callin whiéh the mobile communicates with
~ two base stations under the‘ control of different BSCs (inter-BSC macrodiversity) will require two
channels rather than the one chaﬁnel normally required under the PSTN/HOE collocation scheme.’
- A mobile-to-mobile call in Which bbth mobiles communicate with two different BSCs will:
require fou; Chaqnels. The former example is illustrated in Figure 4.9. The number of possibilities
quickly escalates as the number of potentiél connections, or the degree of macrodiversity,
increases. These factors must be detailed to enable accurate estimates of the MAN Erlang capac-
ity and call blocking probabilities. Simulations reported in subsequent chapters assume a Time

Division Multiple Access (TDMA) air interface with no macrodiversity.

mobile-to-fixed - 1

—

fixed-to-mobile -2 7/
. N &
. — ¢
-~

-

BSC
Gateway HOB
Mobile unit

Cell coverage area

Figure 4.9. Mobile-to-fixed call with inter-BSC macrodiversity
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Using a network architecture based on a single IEEE 802.6 MAN, a PCN that provides
wireless voice and data services to an urban population is investigated. Capacity and signaling

imprevements are sought, using ideas previously discussed.
5.1. Services, Architecture and Signaling

5.1.1. Services

A PCN based en a single IEEE 802;6 MAN can provide voice and wireless packet. data
transport to a city, or a portion thereof. It will connect to the PST N as well as to public data net-
Works (PDNSs). Current terrestrial wireless data services, such as the offerings from Ardis and
RAM Mobile Data, do not carry voice; In current cellular networks, data is transported on a cir-
cuit-switched basis, although the introduction of Cellular Digital Packet Data (CDPD) will
- change this to some extent. Wireless packet data traffic will likely see considerable growth, due in
part to the ever-growing popularity of the Internet. The trend in PCNs is moving towards the
transport of integrated traffic, and ﬁetworke with highly flexiblé media access contfol can help to
deliver network architecture solutions. |

. Voice traffic on the MAN portion of the PCN can be separated from signaling and data
traffic by using PA media access. This separation implies some bandwidth planning on the part of
the network designers. It is difficult to predict the relative future growth patterns of wireless voice
and data usage. The degree to which voice vs%ill dominate the MAN bandwidth is highly debatable.

It is instructive to choose a high PA-to-QA traffic ratio and proceed with the analysis. Predicting

the impact of altering this ratio is straightforward. For example, increased voice traffic will
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increase signaling delays and lower the packet data throughput. Emphasis is placed on the analy-
sis and improvements to performance, rather than on the initial conditions since the number of

possibilities is endless.

5.1.2. Architectdre

The PCN can provide coverage to an entire city area. Consistent with other analyses [19], '
a SO—node (including collocated HOBs) MAN network is considered. The physical spacing
between successive BSCs has been enlarged to four slot lengths (about 2 km), giving a total effec-
tive separation (including a slot transmission délay) of five slots.

The MAN network elements such as the ST, BWM and databases are arranged as dis-
cussed in 4.2 for capacity gains and signaling efficiency on the MAN. The router required for
voice transport between the MAN and the PSTN was discussed in 4.2.3. The type of trunks
employed for user transport between the gateway and the PSTN may be TDM or ATM-baséd DS3

or SDH at 155.52 Mbps.

PSTN

ST BSC w/ subscriber register and ST function
X Gateway HOB with BWM and SSP
%

Signaling transfer point or STP pair .
SS7 link

Figure 5.1. PCN architecture based on a single IEEE 802.6 MAN
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The architecture, shown in Figure 5.1, includes IN elements such as a Service Switching
- Point (SSP), Signal Transfer Points (STPs), and Service Control Points (SCPs). These will be di's-

cussed further in the context of PCN signaling.

5.1.3. Signaling

It is assumed that the PCN communicates with the PSTN using Common Channel Signal-
ing based on Signaling ngstem No.‘7. The connectionless hature't)f the provtocol facilitates the
. real-time mobility applicatidns required inba PCN [23]. Any call processing that requires the
R establishmenf of a PCN-PSTN trunk connection will use the ISUP (ISDN User Part) portion of
the SS7 protocol to provide basic bearer services. The gatéway HOB incorporates a Service
Switching Point (SSP) module that sends ISUP messages to the PSTN via the local Signal Trans-
fer Point (STP).

Signaliﬁg between the various PCN databases (Service Control Points) and the gateway
HOB function will also employ SS7, with messages being routed through the local STP. The
MAP (Mobile Application Part) of the SS7 protocol will be called upon to support functions such
aS location updates, service bp.roﬁle retrieval and-authentication. For efficiency, proprietary signal-
ing, instead of SS7, could be used for location updates at the BSC level since these databases are
not adjacent to the PSTN.

There is some disparity between the signaling that takes place on the MAN and the SS7
protocol. Thié must be accommodated through a signaling protocol converter at the gateway tﬁat
~ maps one application level to the other. Thié is shown in Figure 5.2. MAN signaling messages
must be converted above the application layer to one of the MAP or ISUP aspects of SS7, depend-

ing on the functionality required.
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_________________

Y Y | R
Call Setup OMAP| MAP | ASEs
. Handofts |
. and : TCAP
and Y i ISUP
Release ) '
’ Location Y y
(based on
Updating SCCP
Q.931)
DQDB . MTP levels 1-3
SDH : ‘
AA A -
 BwsA Signal
BSCs : » Transfer
- Bus B Point

Figure 5.2, Signaling protocol converter at MAN gateway

Sigﬁaling on the MAN that is used to support PCS in the simulaﬁoﬁs that follow is based
on methods proposed in [7, 9]. Call setup procedures are based on the ISDN Q.931 protocol. Sig-
naling message abbreviations can be found in Appendix B.

The distributed database scheme with BSC level databases tracking sub‘sériber locations
has implications for location update and call-setup signaling message flows. Intra-MAN location
update messages will move between BSCs only and will not place a heavy burden on any single
node, unlike a centralized location update process that will involve message flows to and from the
VLR. As a result of the proposed database scheme, the signaling required for intra-MAN location
updates is kept‘to a minimum (since sérvice profiles are not transferred between BSCs) and is
highly decentralized (if authentication is not required for intra-MAN boundary crossings).

An intra-MAN call sétup involving two mobiles is illustrated in a modification of the sig- .
nalihg diagram borrowed from [9] and shown in Figure 5.3. Bus access and processing delays are

not implied. Arrows indicate signaling messages sent on the MAN only, recalling the signalirig
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efficiencies gained by using: i) a distributed Signaling Termination element; and 11) a BWM and
VCI server located at the HOB in a closed-bus MAN. Call sefup involving a fixed party differs

only slightly on the MAN portion of the PCN and is easily accommodated.

SETUP REQUEST| -

and

CALLEE SEARCH| ~ AUTHRgg 17---- .

SETUP
ISOCHRONOUS
CHANNEL

SETUP CALLEE |
ALERT CALLEE : ALT

CALLEE
ANSWERS

- Figure 5.3. MAN signaling for a modified intra-MAN call setup between two mobiles

The orfginatiﬂg BSC (which has ST functionality) requests servicé from thé VLR for call
setup using the STP_REQ message. The databaée must locate the service profile for the calling
parfy to devtérmine if service can be provided. Depending on the extent of network security, the
database may initiate an authentication requést [8] from tﬁe calling party. This step may begin in
parallel with the database partiAtion search for the callee (INQ_CLE) to reduce the overall setup

time. As well, authentication of the callee may be required in which case a similiar exchange
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takes place between the VLR and the destination BSC. Authentication message flows are indi-
cated by dashed lines and are omitted from simulations. If required, their inclusion will lengthen
the initial phases of call setup and only slightly increase the amount of bandwidth consumed by

signaling;
5.2. Erlang and Subscriber Capacity

5.2.1. Erlang Capacity

In [7], the Erlang load cén‘ied per MAN in a PCN was found by applying thg Erlang-B
formula in (4.1). This quantity was then used to determine the city block coverage based on the |
offered load per block and a given proportion of intra-MAN traffic. In [33], the number of cells -
per MAN is calculated, and other capacity measures are derivable from this. | |

For the simulations thaf follow, the Erlangs carried per MAN will be determined based on
bandwidth allocation'-and prdportions of various call types. This approach attempts to be non-spe-
cific with regards to the cell size or offered load per cell, since these quantities may vary dramati-
cal]y between and within cellular networks.

PA traffic for voice transport 1s assigned to 75% of the available MAN bandwidth (inélﬁd-
ing slotland SDH frame overhead), with the remaining 25% to be used for the transport of multi-
plexed signaling and wireless p.acket data traffic in QA slots. This generous allocation in favour of
voice is based on the belief that voice will dominate PCS traffic. Usiﬁg the two circuit pér cell -
transport scheme and a single bus data rate of 155.52 Mbps (149.76 without SDH frame over-
head), the number of available one-way circuits is 21120. |

With a fixed network gateway located at the HOB in closed-bus MAN, the various per-

centages of call types will have a great impact on capacity. Three two-way call types are consid-
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ered: fixed-to-mobile, mobile-to-mdbile and mobile-to-fixed, with proportions fm, mm, and mf,
respectively. Cin%ently, fixed origin calls are a small percentage (less than 15%) of the total calls
in a cellular network. There is reason to believe that the proﬁortion of fixed originballs will
increase with the. introduction of PCNs, as personél communications serviceé become common-
place. Destinations of mobile origin calls are heai;il'y dominated by fixed network pafties, as
opposed to mobile terminations. This will change as the mobile subscriber population grows,
increasing the percentage of mobile-to-mobile calls. |

An allocation of call types for the purpose of capacity planning is proposed in Table 5.1.
Values are based on two factors: 1 ﬁxed-£o-mobile calls represent 25% éf the total célls on the‘
network; and 2) 25% of mobile origihated calls have mobile destinations. On average, then,
81.25% of all calls on the MAN consuﬁle only one circuit, léaclling to an ef(pecfed capacity gain (;f

approximately 68%.

Fixed-to-mobile fm=0.25
Mobile-to-mobile mm = 0.1875
Mobile-to-fixed mf =0.5625

Table 5.1. Distribution of PCN calls by type

Given a deéired probabilify of call blocking of 0.00S for the secohd session type (involv-

ing two circuits), and the ratio of the traffic loads, p,and p,, the maximum sustainable offered

load, p,s4p > can be determined. Unfdrtunately, the amount of computation required to evaluate

(4.6) and (4.7) is prohibitive for very largé values of m. A crude approximation is made by focus-
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ing on that area in the two—dimeﬁsional Markov. Chain that surrounds the location of the expected -
system state. Even further apprbximatioﬁ is necessary and so points in the area of interest are

. sampled in a grid-like fashion. The error of this method is difficult to predict withoﬁt actual val-
ues. The problem requires more rigorous treatment than is possibie here. More details on the

method of approximation are found in Appendix D.

Based on the given proportions of call types, an offered load of py,,, = 17680 Erlangs
has been determined numerically to give the following blocking probabilities: P B, = 0.0025 and

P, =0.0050. As expected, the enhanced capacity represents an increase of 68% over the origi-

2

nal 'ﬁgure of 10510 Erlangs found in 432. Additionally, simulations of the Markov Chain in Fig-

ure 4.7 confirm these quantities.

5.2.2. Subscriber Capacity

The offered load to the PCN that is mobile originated,l P01 » Will give an indication of the

maximum sustainable number of mobile subscribers. This is given by

- mm__ G.1)
Pmob = (1 _p, )2 (I _p, ) Pman :
. : radio radio

is the blocking probability on the air interface and the exponent of two in the first

where P B

radio

term accounts for the probability of blocking in two different cells. Also,

Pmob = PN , (5.2)
’ AXN

where p is the Erlangs generated per mobile subscriber, N is the maximum sustainable number of

subscribers to the PCN, A is the call generation rate per mobile subscriber during the busy hour,
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“and X is the mean call duration. From (5.1) and (5.2),

N = 2 + .
{( 1 B PBradio) ( I- PBradia) }"X

‘The busy hour refers to that hour in the week when mobile users collectively generate the

most voice traffic, normally late on Friday afternoons. For the calculations and simulaﬁons that
follow, the values A = 0.2 arrivals/hour and X = 90 seconds are chosen to represent realistic busy
hour.statistics. Using this data, the maximum number of subscribers to the MAN-based PCN is

"N = 266,000 . If a market penetration rate of 20% is assumed, the single MAN-based PCN may

effectively serve a metropolitan area with a population of approximately 1.3 million people.

5.2.3. Effect of Subscriber Capacity on Location Updates

The number of subscribers to a PCN greatly affects the amount of signaling generated to
support mobility management. In particular, it will be most significant for location update traffic.

The subscriber rate of location updates, L, in the busy hour can be given by [33]:

L=(1- Pactive) 7\‘LA ) . (5.4)
is the probability that the mobile terminal is in conversation, and A , is the rate of

- active

- location area boundary crossings for a mobile. Additionally,

P = (120, 120 2 (= Pr (=) 2

s [ (1 ;pBl)fm +(1 _sz)mm]pA](;‘N - | (5.5)

where the first and second terms represent activity from being the caller and callee, respectively.

Recall that the Erlangs per mobile subscriber, p, are subject to blocking probabilities on the radio
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interface, while p,,, ; is not. Finally, the global rate of location updates is given by

Lyjgpos = LXN. (5.6)

5.3. Improvements in PCN Signaling Over the IEEE 802.6 MAN

Results from Chapter 3 iﬁdieate that ehe Preemptive Priority Mechanism (PPM) should be
implemented to achieve proper.behaviour for multi-priority QA access. Two sample loading sce-
narios have been investigated; however, these traffic distributions may not necessarily be repre-
sentative of the signaliﬁg load in a PCN. The only way to truly test the PPM’s effectiveness for a

MAN-based PCN is to integrate the signaling processes reqeired to‘ support PCS voice services
| with previous simulations, which exclude PCN signalieg traffic considerations. |

Additionally, comparisons are made between the effects on signaling'ueing two possible
intra-MAN location updvating methods based on different MAN database schemes discussed in '
section 4.2.2:

* Centralized location updates - the MAN-level VLR is updated with the most reeent

location area of mobiles under its coverage area. There are no BSC-level databases.

* Decentralized location updates - BSC-level aatabases list subscribers in their location '

area, but servicev profiles are kept at the MAN-level VLR.
‘The latter scheme is desirable since congestion can be reduced significantly at the node which
enables VLR access.

Handoff signaling assumes a higher priority level of QA access than signaling for call pro-

cessiﬁg and location updates. In a subsequent sectioh, this priority assignment is compared with a
| scheme where all signaling accesses the MAN at one priority level only. The loading of packet

data traffic at QA-0 is assumed to be persistent at all nodes, such that a QA-0 slot.is always ready
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.~ for transmission after one has left. Another QA-0 loading arrangement, in which the sum of the

loads at all BSCs equals the load at the fixed network gateway, is considered later.

5.3.1. Setup

The following assumptions are consistent throughout the simulations that follow.

* - The physical distance between nodes is four slots - the effective distance is five slots.

", The total dual bus MAN bandwidth is 311.04 Mbps, including SDH overhead

«. The ratio of PA bandwidth to QA bandwidth (including overhead) is 3§1.‘

* Simulations are run f§r a period of 1 million QA slots, equivalentvto approximately
10.9 seconds in real network time, given the PA-to-QA ratio. A generous transient
period is aliowcd for, after which statistics are collected.

» The distribution of call types is given by Table 5.1.

* . 20 msec MAN frames are used and the speech coding rate on the air interface is less
than or equal 0 9.6 kbps.

 There are two simplex voice circuits per PA cell.

*  Packet data have exponeﬁj;ially distributed interarrival times and use QA—O slots.

* Allsignaling messages use one QA slot, except for ‘LOC_UPD and SPY_INFO (hand-

| offs) which use two, and for the STP_REQ and STP messages which use five slots.

« All locatién uﬁdates, handoffs, and mobile-to-mobile call setups are intra-MAN and
inter-B SC.

e The occurrence of signaling events are modeled as Poisson processes with exponen-
tially distributed interarrival times. |

* The mean call duration is 90 seconds. The subscriber call attempt rate is 2 calls/hour.

* Aggressive location update and handoff rates of 1 and 2 events/minute/subscriber,
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respectively, are assumed. Each mobile subscriber is assumed to be in a position where

either a handoff or a location update may occur, but not both.

. A constant processing delay of 100 usec occurs betwecn‘the receipt of a signaling
message énd the subsequent transmis‘sioﬁ of a new oné in response. This shouid
improve the variance of delay statistics over the case where delay is exponentially dis-
tributed without sacriﬁcing much éf the modeling accufacy.

* No signaling for wireless packet data services at QA-1 or QA—2 is assumed.

The parameters p, -, Pp ,and P B, along with the distribution of call types are supplied
l .

to the simulation at run time to create an ‘active calls’ variable that tracks the PA bandwidth usage
based on the occurrence of call setups and call arrivals. The initial value of this variable is given

by the expected number of calls at any given _time:‘.
E {calls} = [(1 —PBI) (mf +fm) + (1 —PBz)mm:l Porin - (5.7)

Some definitions of the various signaling delays are in order. These are specific to the
MAN:-based PCN and are useful as a benchmark for potential improvemeﬁts.

- ¢ call setup delay - time elapsed from the receipt of the STP_RST message to the receipt
of the PRG message at the originating node, including progessing delays. This period
does not include database searchesl and potential auther_lticati;)n requirements.

* call clear delay - time elapsed from sending the REL_ISOC message until.r'eceipt of
its acknowledgment at the initiating node

* location update delay - time elapsed from sending the LOC_UPD message until
receipt of its acknowledgment at tﬁe initiating ndde

*  handoff delay - time elapsed from sending the HO_REQ message at the target node
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until receipt of the CFM_HO message at the previous node

5.3.2. Simulation Results

The positive effect of an enabled PPM (d = 2) is readily seen in the nominal reduction in
average signaling delays. Table 5.2 details these results.

The real irriprovément due to the I;PM is fouﬁd by removing the processing delay of 100
wsec for messages, as well és the transmission and pro'pagaﬁon delay components from the above
statistics. The average delay figures are then due only to message segments Waiting for media
access. In general, the nominal improvement will depend on two factors:

1. The size of the cumulative processing delay experienced in the signaling exchange.

2. The size of expected propagation delays.

An increase in either of these two quantities will diminish the noticeable gains of the PPM. Table
53 ﬂlhstrates the realvimp.rove'ment that is gained by uSing the PPM. Average access delays, mea-
sured in slot lengths, indicate higher real improvements. qu example, when décentralized loca- | .
tion updating is used, thé PPM improves the delay of QA-Z se gments by 26%, a significant

difference from the nominal improvements to handoffs seen in Table 5.2.
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!

mééntrlalizca”i(')'c. updates V_Decent. ioc. updateé
d=o | d=2 | %dec | d=o | d=2 | %dec
3.07 1.97 358 | 243 207 | 14.8
0.76 | 0.51 329 | 0.60 | 0.55 8.3
1.02 | 057 | 441 | 064 | 0.62 31
1.79 1.56 12.8 1.67 1.60 4.2

Table 5.2. Nominal improvements in MAN signaling delays

Centralized loc. updates Decent. loc. updates
d=oo d=2 Jodec | d=eo. | d=2 %odec
164.66 | 31.48 80.9 28.38 17.34 38.9

24.04 8.04 66.5 15.30 11.22 26.7

Table 5.3. Real improvements in MAN segment delays at BSC nodes

With the PPM disabled (d = o), the decentralized location update scheme lowers signal-
ing delays c,ompareq with the ccntrélized scheme. This result is due to congestion relief at the
HOB, since the signaling bur;ien there is reduced by using ihtra-MAN location updates that do
not require centralized control. With a lighter offered load, the bus access advantage at the HOB
will be less pronounced with a heavy traffic load. This is made apparent through the bus access
délays for QA-1 segments at the BSCs.

Wheh the PPM is activated, a decentréli_zed location update scheme appears to increase

signaling delays very slightly. QA-1 segment delay figures indicate a decrease in the average bus
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access delay, although this decrease is distinctly less than for the case where the PPM is disabled.
A factor that increases the location update signaling delays is greater bus propagation delay.
Larger distances must be traversed in decentralized location update signaling exchanges, since the
HOB, which is no more than half of the bus length away from any node; is no longer used.
Instead, some messages may now have to traverse almost the entire bus length to reach its desti-
nation. This small degradation, which will diminish with decreasing inter-BSC delays, must be
weighed against the benefits of decentralized location updates, one of which is the reduced traffic
bottleneck at the HOB. .'

It is interesting to examine the signaling delays for the given scenarios ona BSC-by-BSC
basis. A surprising rééhlt is that delays for decenfralizéd signaling exchanges (i.e. not involving
tlié HOB) depend inversely on the distance froin the HOB to the invoived BSC. This is the situa-
tion for intra-MAN location updates undei the dec-entraliz‘ed location update scheme, and for all
intra-MAN handoffé as shown in Figures 5.4 and 575. At first, this may not seem to be appropri-
ate, as the DQDB protocol is knqwn to favour nodes nearer to the HOB. Upon consideration of
the propagation delays, however, the results can be explained. Tile expected distance between a
given BSC and any other becomes greater as it moves closer towards the HOB. Depending on the
distance between successive nodes and the iotal length of the bus, the effect of propagation meiy
manifest itself significantly in higher delays for dccelitralized signaling exchanges at nodcé nearer
the HOB, thereby diminishing any access advantage that these nodes have over nodes located fur-
ther in on the buses. |

Delay values for centralized signaling exchanges, such those for call setup shown in Fig-
ure 5.6, show t}ie expecteci nodal favduritism, due in part to the propagatioii advantage made pos-

sible since the HOB isiaccessible by both buses from any BSC.
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Figure 5.5. BSC-by-BSC handoff delays
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Figure 5.6. BSC-by-BSC call setup delays

To determine the effect of propagation delay on signaling delays, the effective inter-BSC

delay has been reduced from five slots to one slot for the case where the PPM is enabled and
decentralized location updating is employed. The BSC-by-BSC signaling delays are shown beside
values from previous plots in Figure 5.7. Indeed, the lower propagation delay not only reduces

signaling delays, but also reduces the. spread of average delays among BSCs.
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Figure 5.7. Effect of inter-BSC propagation on signaling delays

5.3.3. Comparison Using Signaling at One Priority

The assignment of signaling traffic to QA priorities in the previous section places greater
importance on handoff traffic than on all other signaling. This.assignment may be prefer;ed over
the case where all signaling is assigned to one priority level, but verification through simulation is
required. As expeéted, the handoff délay is improved, although only very slightly, éccording to
Table 5.4. The exceptioﬁ is the case with centralized location updating and a deactivated PPM.
Thes¢ improvements will be more substantial as the amount of available QA bandwidth
decreases, since preemi;)tion will occur more often. Directing handoffs to QA-1 access has

increased the average access delay for all signaling segments, producing a slight increase in call

setup delays, also.
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HO — QA-1 HO — QA-2

Cent. loc. upd. | Decent. lop. upd. | Cent. loc. upd. | Decent. loc. upd.
d=oco | d=2 | d=oo | d=2 |d=oo | d=2| d=oo | d=2
. 298 | 1.98 2.42 2.05 3.07 | 197 2.43 2.07
200 | 1.58 1.69 1.62 179 | 1.56 1.67 1.60

Table 5.4. Signaling delays for different handoff priority levels

; 5.3.4. Packet Data Throughput

To best demonstrate the potential benefits of the PPM, a hegvy load of QA-0 (packet data)
traffic was introduéed. This was similiar to Chapter 3, where t’he offered loéd of lower priority
traffic pushed the cumulative load past bus capvaicity in order to show the effectivenesé of the
PPM. Now that benefits for PCN signaling have been show.n, it is useful to examine the through-
put of QA-O traffic from the previous simulations. Figure 5.8 shows that the throughput of nodes
1s greatly affected by both the use of decent;alized location updating and the PPM. W1th central-
ized location updating and the PPM disabled, QA-0 throughput is higher as onellm'oyés closer to
the HOB-. This is consistent with DQDB behaviour. The excéptional node is the HOB, whose »QA-
0 throughput is severely limited by the signaling traffic at highéf prioritiés._

The throughput curve cﬁaﬁges dramatically as decentralized location updating and the
PPM are introduced. BSCs ‘located closef to 'the HOB, nQ longef seem to have the same access
~advantage and nodes closer to the middle of the closed-bus have achieved higher, nearly equiva-

lent throughputs. Although not apparent from Figure 5.8, the HOB throughput has improved with
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decentralized location updating. The media access for low priority data at the HOB is constrained

by signaling traffic due to call setup and clearing, and by the heavy peicket data loading at other

nodes.
0.05
Centralized loc. upd., d = =
0.04 Centralized loc.upd.,d =2
; Decentralized loc. upd., d = oo
- Decentralized loc. upd., d=2
=
=
=  0.03
=
-
[_‘
o
2 0.02
S
0.01
|
, .
90'4812 16 20 24 28 32 36 40 44 48

Node Index (node 0 = HOB)

Figure 58 QA-0 throughput of BSCs under heavy loading

The high throughput potential of tﬁe MAN undcr'heavy traffic loading is evident-from the
results of the case where decentralized locaﬁng ui)dating is used and the PPM is disabléd. The QA
_ throughput averages 98{9% of capacity fo'r the _sinjulation duration. When the PPM is; _eﬁabled; thé
throughput of léwef priority segments is sacrificed, and the tétal throuLghput average is 93:4%.
| The previous-QA-‘O loading scenarios may be unrealistic in that the load at the BSCs is
assumed to be the same as that at the HOB. If a gateway to a public data’netv?ork is located at the
HOB, the loéding wi11 likely be asymmetrical. To model this approximately, the total QA-0 load

| offered to the MAN is divided such that the sum of QA-0 loads at all BSCs equals the offered load

at the HOB. The total QA-0 load on the MAN is chosen such that it is slightly less than the QA -
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capacity after signaling is considered. In this scenario, the load at the BSCs is manageable and

delay characteristics are typical for DQDB, as shown in Figure 5.9. ‘Intere'stingly, access delays

for QA-0 segments are improved with the PPM enabled.

QA-0 ’Bus Access Delay (msec)

Centralized loc. upd. d = e Decentralized-loc. upd., d= oo - — -
Centralized loc. upd., d =2 Decentralized loc. upd., d=2 ——

13 17 21 25 29 33 37 41 45
BSC Index

Figure 5.9. QA-0 segment delays at BSCs using asymmetrical traffic loading

HOB throughputs for the various schemes are shown in Table 5.5. In the cases where the

PPM is disabled, thé normalized offered 1_0ad at-the HOB, A’HO B = 0.44, is carried successfully.

Decentralized location updates provide the best HOB throughput but, as before, use of the PPM

lowers throughput. The trade-off between lower signaling delays and higher packet data through-

put must be weighed by the network designer. To help alleviate the traffic congestion at the HOB,

Public Data Network gateways (there could be more than one per MAN) may be located at nodes

other than the HOB. To increase the potential QA capacity, erasure nodes may also be considered.
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Centralized Decentralized
Location Updates Location Updates

d=o.| d=2 | d=o | d=2
44 - 31 44 | 38

Table 5.5. Packet data throughput at the Head of Bus - Ay, = 0.44
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This chapter extends the architecture for a PCN-based on a single IEEE 802.6 MAN to
that of a PCN based oﬁ multiple IEEE 802.6 MAN:Ss in the context of the Intelligent Network (IN).
One of the salient features of the IEEE 802.6 MAN standard is the fifty-three byte slot structure
that reflects the ATM cell 1ajout.'This is not mere coincidence, as the standard is expected to be
an evolutionary step towards broadband ATM networks [15]. As such, it is useful to consider the

evolution of a MAN-based PCN towards ATM/B-ISDN.

6.1. PSTN Interconnection to Multiple-MAN PCNs

6.1.1. The Backbone Interconnection Scheme

Work has been performed in the area of QA voice access for multiple interconnected IEEE
802.6 MANS [34]. A backbone MAN provides connection between non-adjacent access MANS,
as »well as redundant connection between adjacent ones. Voice packet delays and throughputs have
been tabulated for various levels of intra-MAN traffic. -

In keeping with the spirit of tﬁé previously presented PCN architecture based on a single
MAN, the niultiple-MAN interconnection scheme is consideredv‘with an intercénnection to the /
PSTN. The six-MAN network with a PSTN gateway located (;n the backbone MAN is illustrated
in Figure 6.1.

Considering the proportion of calls involving a fixed party, it quickly becomes apparent
that the trafﬁé carried per acécss MAN is limited by the capacity of the backbone MAN, which is

assumed to be the same as that for the access MANS. This is true regardless of the bus access

~ mode (QA or PA). Higher capacity backbones may solve the problem, but bus speeds past 155.52
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Mbps are nbt part of the ISO IEEE 802.6 standard [5]. For the interconnection scheme shown, the
proportion_ of calls in an access MAN involving the PSTN would be limited to less than 17%. This
is not consistent with cutrent cellular network calling patterns and is unlikeiy to 56 so for PCNs. If
the nﬁmber of access MANSs decreases, backbone interconnection becomes increasingly possible,v
but the expense of installing a backbone MAN commands a proportionally.higher burden on cap-

ital expenditures.

Backbone M A m Homogeneous network bridge
X Gateway ‘ '

Figuré 6.1. Six-MAN PCN with interconnection to the PSTN

6.1‘.2. Thé MAN Gateway-PSTN Interconnection Scheme

A PCN network architéctufe based on multiple MANS is p;oposed that involves some
combination of HOB-PSTN interconnection and inter-HOB c_;onnectivit’y, depending dn factors
such as the intended coverage area of each MAN and the physical location of PSTN switches.
Interconnected HOBs will a]low for some trunking efficiencies for user transport to and from fhe '
PSTN. GSM provides similiar inter-MSC connectivity so that a conversation involving two
mobiles need not switch through the PSTN [4].

‘Figure 6.2 presents a variation on this idea by showing the connectivity that may exist for -
two physically separated PCNé that require the PSTN as an in;cﬁnediate carrier. PCN-1 features

three MAN s that have interconnected HOB functions, one of which, named the gatewqy HOB,
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provides connectivity to the PSTN . Three of the MANS share tWo point-to-point hémogeneous
bridges between MANS that provide VCI conversion and can support inter-MAN voice transport
. and signaling exéhaﬁges such as call setui) and handoff. These procedures are described in
[19,35]. Bridges are not essential as the aforementioned functions can be handled by the trunks
betv?een HOBs which already exist. Handoffs are probablsz best handled by the bridges,»though,
as only one additional full.duplex circuit is fequired (on the new MAN), as opposed {0 tWO new
ones (on the new MAN and additionally on the inter-HOB trunks) when the bridée isn’t
employed. This should reduce inter-MAN handoff delays, thus'reducing the likelihood' of call
dropping. As in GSM, the problem of executing an inter-MAN handoff between disjoint net\lvorks

7

remains.

Public Switched Telephone Network I

=8 Homogeneous network bridge
[] Head of Bus (HOB)
X Gateway HOB

Figure 6.2. Variation on inultiple-MAN PCN user transport architecture

6.1.3. Network Architecture to Support a Multiple-MAN PCN

A potential network architecture to suppert the proposed MAN interconnection scheme is

suggested in Figure 6.3. It is adapted from [23] and places PCN- 1 from Figure 6.2 in the context
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of the Intelligeﬁt Network. On the user transport plane, the poith of intercoﬁnection at the PSTN is
a tandem office (or toll office or class 4 switch), since an end 0fﬁc¢ (class 5 switch) may not have
the means to support 911_ calls and operator services [36]. The subscriber registers at the BSC
level are not aésuméd to be a part of thé signaling network since proprietary protocols to support
database transactions may be more efficient than using the signaling links employed to support
the PCN-PSTN interconnection.

In a variation on the database (SCP) locations, the HLR may be considered to be a pért of
the fixed network [8]. To allow for quicker database transactions, the VLRs may be Adjuncts [23],
as opposed to SCPs. Alternatively, each HOB may collocate an HLR function with a VLR if it is
: warrant—ed by the size of the subscriber base per MAN.

Common Channel Signaling based on Signaling System No.7 is proposed as the signaling
transport mechanism to >support call control and mobility management outsilde 6f the MANS. Sig- )
naling for a PCS network interconnected to the PSTN has been investigated [36]. The 1S-41 digi-
tal cellular intersystem operations protocol is implefncnted Ain the MAP ﬁortion of SS7 for |
mobility management, while the ISUP is used for call sétup and rel¢ase.

In SS7, A-links are used for the signaling exchanges between the HOB and the an STP
pair. D-links provide interconnection between STP pairs. If ATM transport is used to interconnect
HOBs, the STP can be ilﬁplemented in the HOB to allow for associated signding. This will effec-
tively integrate the STP and SSP functions.

| Since several network operators may be involved, it is not assumed that the PSTN and
PCNs are controlled by the same Intel]i gent Network. Operators of different PCNs can facilitate

interworking by using the same MAP application in their signaling protocols.
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@/

Signaling Plane

Access-and Transport Planes

[] HOB w/SSP = — = D-link signaling trunks
m-@ Homogeneous MAN bridge - — - A-link signaling trunks
1 Signal transfer point ' ——— User transport interconnection trunks

X Gateway HOB w/ SSP

Figure 6.3. Potential network architecture for a multiple-MAN PCN

6.2. Migration Towards Asynchronous Transfer Mode

Prior to standardization, the IEEE 802.6 MAN slot format was aligned to that of the ATM :

| ~cell. The purpose of this alignment is to have MANS fill an evolutionary role towards ATM/B-

ISDN. Before an ATM network infrastructure is prevalent, MANS can serve to interconnect vari-

‘ous data networks and, of course, provide a fixed network architecture for the distributed control

of a PCN. As ATM is introduced into private énd public networks, MANs will be able to merge

with proposed broadband architectures.
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Beyond today’s choices for PCN network infrastructures lies the possibility of ATM-based
transport for wireless services. Future generations of PCNs will likely internetwork through the
ATM/B-ISDN [7,9]. It is, therefore, of interest to consider how a MAN-based PCN will fit to

ATM.

6.2.1. Asynchronous Transfer Mode

Much excitement has been generated by the technology that is widely viewed as having
the capabilities to deliver the Broadband Integrated Services Digital Network (B-ISDN). Asyn- |
chronous Transfer Mode (ATM) will provide the transmission, multiplc_axing, and switching facili-
ties to support a rich mixture of constant and variable bandwidth traffic such as voice, video, and
high speed data [14]. In the past, nétworks have been optimized for particular applications such as
voice in the PSTN and packet data in X.25 networks.

ATM is based on fast packet switching techniques that route information at network nodes
by means of an addréss contained in the packet headcr.‘The address is a combination of twon hier-
a_rchical addresses: the Virtﬁal Path Indicatof (VPI) (highest) and Virtual Channel Indicator (VCI);
The packet, referred to as a cell, has a fixed length of fifty-three bytes, five of which are for the
header. High switching speéds are achieved by using a network with limited functionality, as evi-
denced by the relatively small header. Although bit error rates for optical fibre transport are very
low, a reliable end-to-end bit pipe must be provided by higher layers. |

The ATM protocol stack is sﬁowﬁ in Figure 6.4. Several physical layers have been defined
by the ATM Forum at data rates up to 155.52 Mbps. The ATM layer performs multiplexing,
address translation, cell header generation and removal, and flow control (at the user-network
interface only). The ATM Adaptation Layer (AAL) provides an interface between service require-

ments of higher layers and the 48 byte payload sent to the ATM layer. There are four variations:
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AAL types 1, 2, 3/4, and 5. Types 1 and 2 are used for, respectivély, constant isochronous bit raté

services and variable isochronous bit rate services. The others provide for connection-oriented

and connectionless data services, with Type 5 utilizing a simpliﬁed Segmentation and Reassembly
(SAR) sub;layer for more efficient bandwidth utilization‘. New AALs have been proi)osed .speciﬁ-

cally for the transport of wireless voice trafﬁé [30].

Management Plane @
Control User =B
Protocols Protocol§ E %
Higher Layers Higher Layers :5 g
ATM Adaptation Layer Ny
ATM Layer ’
Physical Layer

Figure 6.4. ATM protocol sfack

Different traffic types are multiplexed on the same physical link by switches that have
some knowledge of the negotiated Quality of Service (QoS) of a particular session. Cell headers

do not indicate the AAL type being used so switches must associate VPI/VCI addressés with the

QoS to ensure proper cell handling.

6.2.2. Architecture for a Hybrid IEEE 802;6 MAN-ATM PCN

A proposed ATM-transport network employing a hierarchical arrangement of ATM
switching eléments to interconnect microcells has been suggested [37]. This arrangement may be
st‘and-alone and owned by a PCN operator, or be a subset‘ of a large ATM network, so that
resources are shared by other services and operators. In either case, an ATM transport network
may be traversed to reach other networks such as the PSTN or other PCNs.

“ ATM can also be used to incrementally increase the capacity of a MAN-based PCN if the
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addition of another MAN is not economical. If consumer demand for wirelese services grows
unexpectedly, shifting baee station interconnections and adding small ATM switches and multi-
plexers with dedicated links to new or existing microcells may alleviate capacity problems. A
hybrid MAN-ATM PCN would then evolve. The concept of distributed control is partially lost,
though. Figure 6.5 illustratee the potential architecture evolving from the previous example of two
PCNs. Inter-HOB connections are replaced with dedicated ATM links to small ATM switches

- whose traffic is gathered by a larger switch. ATM multiplexers concentrate the user transport and
signaling infomiation from base stations. Connections between the smaller switcnes should exist
;co fecilitate mcbile-to-mobile calls and handoffs within the confines-of the PCN. Investi‘gations to

support fast handoffs in an ATM architecture are currently being conducted [38].
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Public Switched Telephone Network . I

Public Data
Network / Internet
Service Provider

m8 Homogeneous network bridge
- X Gateway HOB

Figure 6.5. Hybrid MAN-ATM PCN user-transport architecture

6.2.3. Interworking Between the IEEE 802.6 MAN and ATM

Although the ATM cell and MAN slot share the same length and common fields, inter-
working between their respective networks is not trivial. There are differences in voice transport,

signaling and addressing, to name a few areas, that require consideration.

6.2.3.1. Voice Transport -
The PCN architectures proposed will use PA access for voice on the MAN portion of the

network. PA transport is partially characterized by its delivery of slots at a destination with con-
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stant interarrival times. This reduces the requirements for playback buffers to overcome jitter
caused by asynchronous transrrﬁssiori. Since all types of traffic are multiplexed in ATM, no direct
equivalent of 1sochronous service is available. Thé best that can be done currently is circuit emu--
lation via AAL-1 and AAL-2. If a constant bit rate (CBR) for voice is assuméd, AAL-1 transport
can be employed to carry voice in the ATM network. Voice trave;lling through any ATM portion of
the PCN wéuld require buffering at the- destination BS if it is served by an ATM link or by the
HOB if the destination BS is served by the MAN. In the latter case, the Isochronous Conve;gcnce .
Function (ICF) is empioyed to smooth rate differences. |

To avoid costly packetization delays it is suggested that ATM incorporate the proposed
MAN voice transport scheme of 2 calls/slot. The Convergence Sublayer (CS) of AAL-1 would
require movdiﬁcation to handle two source streams th) form the Segmentation and Reassembly
(SAR) Protocol Data Unit (PDU) payload. In AAL-1, an octet of oyerhead within the 'SAR-PDI_J
is required for functions such as sequencing and soufce clock recovery with the result that the
actual péyload 18 Eeduced to 47 bytes. For V(‘)-COd.CI' rates at 9.6 kbps, thlS poses a problem. How-
‘ever, these functions may not be required and so a simi)liﬁed (or.non'-existent) AAL-1 SAR layer

can be used which has the benefit of reduced processing requirements.

6232,  Signaling

| A signaling gateway to map call control and mobility management functions from the
MAN to the ATM hetwork is required. The requirements for B-ISDN signaling will be complex;
in part because development of intelligent network.and mobile-customer services are occurring at
the same time that B-ISDN is being implemented [25]. For CCS/ SS7, features required for con-
neétibn control in B-ISDN will be reflected in the Bfoadband ISDN User Part (BISUP), based on

ISUP.
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In éases 6f high voice frafﬁc 10ad at ATM switches, a trade-off must be made between
voice packet loss and signaling delay for handoffs. As on the MAN, it is impoﬁant that packet
data does not adversely affect the queueing delays of signaling traffic. The Cell Loss Priority
(CLP) bit in the ATM header may be set for packet data to prevent excessive signaling delays,
especially for handoffs. QA traffic from the MAN can be mapped to AAL-3/4 or AAL-5 depend-

ing on the service requirements.

| A notable difference between ATM and the DQDB MAN!.is the space allocated for

addressing; 20 bits are allocated in the MAN slot header as oppbsed to 24 bits in the ATM cell
header. Address translation at the HOB gateway should not be problematic since the MAN pro-
vides only one route for slots. Routing connectionless data from the MAN will be more challeng-
ing, since these slots are identified by a series of 1’s in the VCI field of the slot header.

Multiplexing two calls per ATM cell implies an additional level of addressiﬁg beyond the
VPI/V CI- combination. It hés been recommended that identifiers in the ATM header define the
voice source payload boundaries and also identify the connéctioh for each source [30]. The headér
may not have room for such flexibility, however. Instead, the position that a voice call assumes in
the cell can be assigned during call setup, as is the case for isochronous service in the IEEE 802.6
standard. Calls are then identified and routed at an ATM switch by their VPI/VCl/offset combina-
tion. Two entries per VPI/VCI at a switch’s routing table are required- one for each voice circuit.

The additional level of addressing requires additional processing in intermediate switches,
. specifically at the AAL layer. Here the benefit of using a small number of calls per cell is seen. It
1s most efficient in terms of processing at the switches to assign circuits such that calls share a

common path in the MAN-ATM PCN for as long as pdssible. For example, if two calls that share
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a cell take divergiﬁg paths at the next switch, the ATM cell payload must be processed by the

AAL. If they share the same path after the switch, AAL processing can be avoided and a single

~entry in the routing table to translate the incoming VPI/VCI combination is sufficient. As the

number of calls carried per cell increases, the likelihood of having to process at the AAL becomes

greater as all calls within a cell are less likely to have similiar paths. Carrying one call per cell

obviates the need for any AAL processing at intermediate switches. This situation, however, must

be compromised to lower the cell packetization delay. Fig‘ure 6.6 shows two simplex circuits orig-

inating at a MAN. They share a MAN slot and ATM cell until their paths diverge at a switch that

separates the voice payloads in the AAL and multiplexes them with calls from another stream that

share similiar destinations.

Gateway HOB * Switch
% DQDB| ATM ATM
i~ SDH | Phys. Phys.
& ATM Cell
MAN slot \ (M2 [M1] ]
(M2 [ M} ] Switch
Gateway HOB AAL
w
Z DQDB| ATM ATM
o [ M1 ] M3]
E:: SDH | Phys. Phys.
Z X T ™3]
Z ,
g End Tandem | [M2] Md]
Office Office

EIM3]vd]

/N

Figure 6.6. Conversations following diverging paths in an MAN-ATM PCN

Multicasting cells to outgoing links may be used as an alternative. The processing at inter-

mediate nodes will be reduced as the AAL is avoided. If bandwidth can be spared, this may be a

more attractive routing option.
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The interest in the IEEE 802.6 MAN for Personal Communication Networks is motivated
by the need for distributed network control to handle an expected rise in signaling traffic caused
by the Widespread deployinent of microcells and picocells. Previous work hés demonstrated the
viability of the technology, and this thesis attempts to make improvements to aspects such as
voice transport, signaling, and capacity, while examining an alternative mul“tiple—MAN architec-

ture and its evolution towards ATM/B-ISDN.

7.1. Summary of Findings

The use of the Preemptive Pri'ority Mechanism has been investigated as an improvement
to the DQDB protocoi. Under different loading cbnditions,.the mechanism exhibited varying
degrees of improvement. It is important to recall that ;hc implementation of the PPM _will forego
any future use of the Reserved bits in the Access Control FiCI’d of the MAN slot. It was suggested,
however, that the mechanism be adopted to improvc the signaling delays for a MAN-based PCN
due to its simplicity and effectiveness.

On the topic of voice transpoﬁ for PCS over a MAN , an extension of the MAN frame
length to 20 msec was proposed to accommodate two low bit-rate encoded voice calls i)er PA slot.
The scheme represents a trade-off between two_factors: 1) reducing packetization delay; and ii)
minimizing the number of calls per cell. Tfansporting voice on the MAN that is coded at lower
_rates has obvious capacity advantages.

The configuration of MAN databases has irhplications for signaling traffic. BSC-level sub- -

scriber registers allow for decentralized location updates, and maintaining subscriber profiles at a
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MAN -level VLR reduces the signaling load. A logical procedure for an intra-MAN mobile-to-
mobile call setup using this database arrangement illustrated its benefits. |

| It was shown that the placement of a gateway at the HOB of a closed-bus MAN will pro-
vide significant capacity benefits if the proportion of calls to the fixed network is high. Th(f,se calls
can use one MAN .circuit with circuit erasure capabilities at the BSC to provide fqll-dﬁplex com-
munfcations. To determine the Erlang éaﬁacity of the MAN ﬁnder this assumption, a two-dimen-
sional Markov Chain was derived to model two session classes competing for MAN resources.
Expressioné for the bl‘ocking probabilities of each session class were derived so that the sustain- '
able trafﬁc load of each class could be _determined; For a single MAN trahsporting two 9.6 kbps..
calls per cell, a QA:PA bandwidth split of 1:3, and a maximum blocking probability o.f '0.005, the
sustainable traffic load during a busy hour was found:to be 17680 Erlangs. Using derived expres‘-
Sions, the number of potential voice subscribers was determined to be approximately 266,000. If a
market penetration rate of 20% is assumed for PCS, a PCN based on a single MAN could poten-
tially cover a metrdpolitan population of around 1.3_ million people.

With these quantities and a derived expression'for location‘updating, PCN sjgnaling ona
MAN was simulated to determiné the potential reduction in signé]jng delays by‘ﬁsing the PPM.‘ "
Results indicate significant impfoveme!nts for call setup, although the throughput of QA-0 traffic
suffers somewhat as a resqlf of the PPM. Decentralized location updates afforded improvements
in QA—O throughput at the HOB. |
Single and multiple-MAN network architectures for PCNs have been suggested in the

contex.t. of the Intelligent Network (IN). A hybrid MAN-ATM architecture has been proposed..
The migration from a MAN-based PCN to ATM has been colnsidered in terms of voice transport,

signaling, addressing, and routing.
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7.2. Topics for Future Investigation

Subject to the c;)ntinued interest in ﬁsing IEEE 802.6 MANSs fbr PCNG, further research
may be pursued in the following topics: -

» call transport to accommodate 13 kbps source coding

e MAN signaling requirements for wireless data services

* capacity determination for a MAN-based PCN using‘CD»M‘A

Some of the topics discussed in Chapter 6 with regards to wireless networking with ATM
will require more anaiysis. - | |

* routing of calls thét share the same ATM cell

* expediting signaling traffic at ATM switches under heavy loading due to voice and

packet data
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Appendix A. List of Abbreviations and Acronyms

ACF Access Control Field

AIN ’ Advanced Intelligent Network
AMPS ~ Advanced Mobile Phone Service
ATM Asynchronous Transfer Mode

B-ISDN | Broadband Integrafed Services Digital Network

BS Base Station
BSC Base Station Controller
BWB Bandwidth Balancing
CBR Constant Bit Rate
CCS Common Channel Signaling
| CDPD. | Cellular Digital Packet Data
DECT Digital European Cordléss Telephone,
DQDB Distributéd Queue Dual Bué

FPLMTS Future Public Land Mobile Telephone System

GoS Grade of Service
GSM Global System for Mobiles
HOB Head of Bus
IMPDU Initial MAC Protoccﬂ Data Unit
IN Intelligent Network

- IP ‘ Intelligent Peripherai

ISDN Integrated Services Digital Network




Appendix A. List of Abbreviations and Acronyms

ISO International Organization for Standardization

ISUP ISDN User Part

ITU International Telecommunications Union
LAN Local Area Network

LBE ~ Low Bit-Rate Encoding

MAC Media Access Control

MAN Metropolitan .Area Network

MAP Mobile Application Part

MSC Mobile Switching Center

OSI Open System Interconnection

PA Pre-Arbitrated

PCM Pulse-Code Modulation

PCN  Personal Communications Network
PCS " Personal Communications Services
PDN Public Da'ta Network

PDU Protocol Data 'Unit

PLCP Physical Layer Convergeﬁce Procedure
PPM Preemptive Priorit); Mechanism
PSTN Public Switched Telephone Network
QA Queue Arbitrated

QoS ' Quality of Service

RA Reservation Arbitrated -

SAP Service Access Point
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SAR |
SCE
SCP
SH

~ SMDS
SMS
‘SN
SS7
SSp
STP
VCI

VPI

Appendix A. List of Abbreviations and Acronyms

Segmentation and Reassembly
Service Creation Environment
Service Control_ Point.

Segment Header

Switched Multimé gabit Data Service
Service Manégement System
Service Node

Signaling System No. 7

Service Switching Point
Signal Transfer Point

Virtual Circuit/Channel Indicator

Virtual Path Indicator
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Appendix B. MAN Signaling Message Abbreviations [19]

Call Setup

ALT

AUTH_REQ

AUTH_RST

CNT
CNT_ACK
CPD

INF
INQ_CLE

. INQ_RST
PRG

'STP
STP_ACK
STP_REQ

STP_RST

Call Clear

DISC

- REL

RCP

Alerting (callee)
Authentication Requést
Authentication Resuit
Connect |

Connect Ac;knowledge
Call Proceeding
Information

Inquiring Callee

Inquiry Result

Progress (of call setup) -

Setup

Setup Acknowledge
Setup Request

Setup Result

Disconnect
Release

Release Complete
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Appendix B. MAN Signaling Message Abbreviations

Handoff

CFM_HO. Confirm Handoff

EXG_INF Exchange Call Information
HO_PD ‘HandoffProceeding

HO_REQ Handoff Request |

REQ_INF ~ Request Call Information
SPY_INF " Supply Call Information
Location Update

LOC_ACK Location Update Acknowledgment
LOC_UPD Location Update Request

MAN Facility Setup/Release

CFM_ISOC } Confirm Isochronous Channel

CFM_V(CI  Confirm VCI

NTY_VCI Notify VCI

RCP_ISOC | ‘ Release Complete Isochronous Channel
RCP_VCI | Release Complete VCI

"REL_ISOC Release Isochronous Channel
REL_VC(CI - Rélease VCI

REQ_ISOC Request Isochronous Channel

| RES_VC(CI Reserve VCI
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Appendix C. Selectidns from Opnet Simulation Models

Figlire C.1. 50-node MAN network model
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Appendix C. Selections from Opnet Simulation Modelé
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Figure C.2. Head of Bus node model
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Appendix C. Selections from Opnet Simulation Models
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Appendix C. Selections from Opnet Simulation Models "

(INCOMING)

Figure C.4. Call setup and clear process model
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Appendix D. 2-dimensional Markov Chain Approximation

Using the first session class of the two-dimensional Markov Chain representation

described in Chapter 4, the blocking probability, P B, is given by:

mz/:Z pl(m—2712) p_;z
(m-2n,)! !

n2:0

P, = D.
Bl m/2 (m—2n2) " n, ( 1)
y Oy AP
m=0 n - ny! o on,!
m/2 :
=y 'n, - (D.2)
G . .
n,=0

where G represents the set of potential system states reflected in the denominator of (D.1) and can

be expressed as

G = G0,0+G1’0+...+GN1’N2+...+G0’m/2, (D.3)
where N,, N ) is a potential system state in the Markov Chain. The terms ¢, represent blocked
. ' 2

system states in the numerator of (D.1) and

(m—2n,) n

Py

A quantity must be calculated for each potential blocked state-system state pair:

GNN

Nl N2
1 2_p p

(m—-2n,) !n,!

(D.4)

m-2n, n

3
n p ’p ‘NN,

For each value of ny, the terms of (D.4) are summed. Each sum is inverted and all the resulting

99



Appendix D. 2-dimensional Markov Chain Approximation

n, terms are added, as is implied by (D.2), to dctcrmine the blocking probability. A similiar pro-
cedure is used to determine P, . In calculating each term, processin‘ efficiencies can be realized
B, : g

by reducing exponenfs and factorials where allowable, and by aborting calculatidns when terms
begin to exceed a thrcshold value.

The factorials and exponents in (D.4) are prohibitiye in determining the .blocking probabil-
ity for a large value of m. To shorten the computation time, a'subset of the Markov Chain is used,
as is illustrated in Figure D.1. This subset includes the éxpected é_ystem state, given by (5:7), -
which will lie approximately on the line witﬁ the slope' given by the ratio of traffic loads for each

session type, p1 and p,.

m/2 :

‘Subset of states for
approximation

Slope = py/p;
ny

g
Figure D.1. 2-dimensional Markov Chain approximation |

Even with a small subset of the original Markov Chain, computation levels are still very
~ high for large m (in this thesis, m = 21,120). To further reduce calculations, system states avre‘s.am-

pled in a grid-like fashion so that each gridpoint term (given by (D.4)) approximates many other
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~ Appendix D. 2-dimensional Markov Chain Approximation

terms in its physical vicinity. For example, a step size bf 20 ahd 10 ﬁsed for ny and ny, respec-
tively, means that 199 terms for every 200 aré approximated. The choice of the grid step size and
the size of the subset depends on a dcsiréd tréde-off between accuracy and processing time.
Smaller step sizes will mean greéter accuracy for a given subset, while a larger subset provides a
more optilﬁistic estimate of the blocking probabilities (i.e. values are srﬁéller), as was found
through trial and error. The MAN capacity enhancement determined through this method, then, is
conservative. Validation of the estimated sustainable traffic loads and resulting bloéking probabil-

ities must be provided through simulations.
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