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Abstract

Since orbitting space stations do not provide a perfect micro-gravity environment, vi-
bration isolation techniques must be employed for sensitive experiments, such as crystal
growing. A non-contact approach using magnetic levitation for active vibration isolation
has been developed previously that can be used in all micro;gravity situations. Using
advanced controller techniqueg, it should be possible to lower the stiffness of the magnetic
‘coupling below levels achievable by PID control.

This thesis examines controlling magnetic levitation (MAGLEV) for improved vibra-
tion isolation on Earth and‘in a micfo—gravity environment. Lorenfz forces are used
to levitate a large platform holding the application in an experimental system using
this MAGLEV technology. This technology is described and two designs of it’s ap-
plication are presented. Vibration control techniques are investigated, with H,, and
Q—parameterization algorithms explained and employed in active control in a normal
gravity environment. A smaller magnetically levitated wrist device is then described and
employed in a coarse-fine approach to isolating acceleration disturbances in the micro-
gravity environment provided By NASA’s DC-9 perforrniné> parabolic-ﬂilghts. Results of

the testing done on the flight is giveh and analyzed.
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Chaptei' 1

Introduction

1.1 Vibration Isolation

Things vibrate and cause Vibrationé' ~ it is a fact. Whether sitting in a car at the‘rail
crossing as the freight train rumbles by or riding in anairplane while the engines cause
the seat to “tingle”, vibrations are felt. Or to take an extreme example, doing a delicate
experiment when suddenly the whole table moves as a mild earthquake shakes the area
and ruins the work.

However vibrations affect life, there are certainly instances when it is prefered not to
be concerned with them. That plane ride would be much betfer if the ride was smooth,
and that: experiment will have to be started all over again. Enter vibration isolation
‘techniques. These are aimed at reducing the effects of the source (that which causes the
vibrations) on the application (that which is sensitive to the vibrations).

In a nornlrlal‘ gravity environment, vibration isolation is used m many applications.
Scanning tunnel rhicroscopy depends on.reliable control of tip-to-sample distance and is
degraded if noise is present. Other precise measuring appiications require.isolation f1:om
noise. In delicate fabrication and assembly procedures, reliable position and orientatién .
1s requifed. Vibration noise in normal environment can be quite lafge, with high power
machines bolted to floors or large vehicles driving around. |

Vibration isolation is important in micro-gravity experiments, such as crystal growth

research and other chemical experiments. Vibrations cause disturbance motions, and
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therefore disturbance accelerations. The"puvrpose of micro-gravity is to have net acceler-
ations on the experiment to be zero, and vibrations degrade this result. This has become
a large concern for orbitting labratories and needs to be addressed. Two places to achieve
a micro-gravity environment are in orbit and in a plane performiﬁg parabolic flights. In
both cases, high frequency vibration is caused By the engines and other divstrurbanc_es are
causéd by the movement of personnel in the craft.
| There are two types of control available: -passive and active. Passive techniques have
been used extensively in mahy applications utiliéing fluidics and dampers and sﬁyings.
Active techniques are newer and include vibration cancellation and feed forward designs.
Cancelation is the method by which the vibrations from the source are countered
before getting to the ambient surroundings. This method works well for a large gener-
ator to be isolated from the factory floor. The success of cancellation depends‘ oﬁ the
knowledge of the vibrations caused by £he source, whether by design or measurement,
and tends to be less successful for random vibrations (noise). [6] makes use of the idea
that the best way to reduce ground vibrations is to not let it 'get to ground in the first
place. The authors mount vibration causing equiprﬁent (motors, circular-saws) on rigid
supports with electro—hydraulic‘ Servo mecha,ﬁisms. The vibfations of‘thé isolated system
are measured and fed-forward to a controller that has been determined in a parameter

optimization-like procedure.

1.2 Conta_cf vs. Non-Contact

The term contact is used to express the idea that the application is attached in some way
" to.the ambient surroundings by some sort of rigid support - table legs, shock absorbers,’

and the like. It is reasonable to expect that the application be mechanically linked to

the ground in this manner and many people have investigated isolation using this set up.
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The use of a Stewart Platform is investigated in [9]. The Stewart Platform used is an
innovative design and the authors look specifically at the 6 degree of freedom case. By
controlling the hydraulics of the system in a specific manner, a spring-damper connection |
to the ground is achieved to attenuate vibrations. |

A method to rigidly mount the experimental platform to a space structure is presented

Jin [5]. The legs of the platform are connected to the hull of the lab through piezo-ceramic

mounts, which contract and expand with electric currents. The amount of movement is
very limited and the piezo-cerarnic materials might be subject to breakage.

Of course the biggest problem with any contact system is éxactly that - it is actually.
touching the‘ambient surroundings and thelj'efore some vibrations are bound to be trans-
mitted to the application. The best solution would be a non-contact system - one that
does not bhysically touch the surroundings at all, except perhaps through an umbilical
cord that supplies power and measurements to a controller. Since the application is not
in contact with the sﬁrroundings, only its own vibrations affect it. A simple analogy
would be flying in a plane during an earthquake.

| [4] takes this idea to the extreme and proposes that the application (an experiment
platform) be free ﬂoatihg. This assumes that- the isolation system be located in space
of course. An umbilical cord must be attached between the platform and hull for power
and measurements and such, but otherwise the system is completely isolated. However,
due fo trajectory changes and corrections, the platform is bound to not stay centered in
the research space. The authors address this with the use of air jets EQ keep the platform
centered. They are careful to find the range of linear force for the air jets. This system
has limited application on the ground and also limited centering control. |

An option that works for earth based systems as well as micro-gravity is magnetic
levitation, and much has been reported on its use in various applications, mostly in

transportation. Levitated car seats and levitated high velocity trains are some of the
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ideas for levitation. It can also be used in vibration isolation to gain some of the benefits
of a non-contact system while allowing better control than the complete non-contact
system; [11] uses magnetic .bearing“]evitation_for fine vibration isolation. \T_here is still
no direct coﬁtact,.but better cOntroll can be achieved. The platform is levitafed above
a Stewart platform which controls the coarse motion of the platform. The platform
controller tends to return to the center of the Stewart platform, which in-turn tends to
the center of the research space.

This idea is expanded in [15], which looks at optimizing the hardware for ease of
controller design. Given the properties of the plate levitafed by magnetic bearings, the
paper looks into determining the best position and number of ser‘l.sors ‘and actuators
required. Theorems supporting their results plus the instlabilifcy of magnetic bearings are
presented, and addrésses very brieﬂy the magnetié non-linearity.

A system closer in design to what is presently being worked with is given in [8] - the
magnetic lévitation is different than in previaus papers. The plafform 1s levitated on a
coarse motion stage (a robot arm) attached to the wall of the. craft Whiéh tends to the
center of the space. The actuator and sensor locations are fixed so hardware optimization
is not possible. The platform remains unconnected to the surroundings and can be moved
- large displacements (slowly) with the coarse stage while the fine stage levitation isolates

the platform from the entire system.

1.3 Control

After hardware has been chosen, a controller must be designed. Some papers are hardware
non-specific and show the effect popular control algorithms on the vibration isolation
problem. These designs assume linear plants and knowledge of system dynamics for the

most part. PD or PID control can be used, but other techniques can be used to improve
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the system respénse., A
[7] compares two types of active control - the usual cooperative optimization technique
vs. the authors’ non—éooperative technique. A numerical examplé i1s provided for a
simple plant and indicates that the 'non—cooperati‘ve technique has better isolation while
‘remaining just as robust as the cooperative technique. |

Another paper of note is [10] which a,ctively controls vibrations by cancelling the vi-
- bration nodes of the system. This of course requires knowledge of the vibration nodes.
Before design. Another controller examined is one designed by using LQG theory. Sim-
ulations of these are also positive.

A general control scheme for linear forces is presented in [12].  Using a quadratic
performance index, a robust controller is designed based on one of five possible repre-
sentations of:the system. The controller has an LQR feedback loop and a constant gain
feedforward loop. | | ‘

An LQG controller which is designed based on the predicted disturbances of the
system and also depends on knowledge of the response of the ﬂexible.structure.to the
vibrations is employed in [5] to control the electric currents for the Ipiezo’-c‘eramic-mounts.

The systém to Be used may be non-linear and attempts can be made to linearize it.
[19] directly addresses the magnetic non-linearity by putting a feedback PD loop around N
_the actuator. [18] uses this tool to remove. the negative stiffness of their novel actuatér

for their isolation technique. With the accelerometers on the bése of the system, the
authors use PID as their control algoﬁthm. The gains are adjuétable, and are changed
until the desired response is obtained.

A lot of the controllers depend on knowledge of the system dynamics and v1brat10n,
‘nodes that exist. One option is as in [9] where the authors use adaptive control since

the specific dynamics of the system are unknown, plus the controller then becomes much

more flexible in possible applications.
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1.4 Magnetic Levitation Large Motion Isolation Mount

The Large Motion Isolation Mount uses magnetic levitation technology (MAGLEV) [38]

and is ‘developed in [17], [14]. The hardware was designed and built under contract [29]

-[30] [31])-at the University of British Columbia for .the Canadian Space Agency.. The

CSA was looking to use long magnetic bearing rods for vibration isolation in space and
approached Tim Salcudean. Dr. Salcudéan suggested a coarse-fine approach to give the
same workspace while using Lorentz forces to control the fine stage. In this approach,
force is not proportional to the position.. |

| A fine stage only design was éent up on the Space Station MIR and has provided-
vibration isolation reliably for over six months. The control for this MIM was provided
by Tim Salcudean and Niall Parker after several control techniques were studied [16].
A PID controller yielded acceptable relsponse controllers but it was thought other tech-

niques would be better. Slotine and Li methods had slow convergence and a recursive

'+ least squares method did not converge satisfactbrily at all. @)-parameter methods were

inve'stigated and found to have good responses and were easy to design.

1.5 Micro-Gravity Testing

There are two populér methods of simuléting micro-g\ravity conditions in normal grav-
ity. The first method of micro-gravity simulation is the uée of a drop tower - a very
tall structure with a padded vertical shaft that usually extends into the ground. The
experiment is released from a drop tower Where_ the experiment then accelerates toward
a soft landing area. This method has excellent micro-gravity characteristics but has the
disadvantage of the sudden stop at the end, which might not be desirable for some of the
mofe delicate experiments. :

The second and chedper way to conduct micro-gravity experiments is to use an aircraft
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performing parabolic ﬁig;hts,-such as NASA Lewis Research Center’s DC-9. The airplane
follows a parabolic trajectory that gives a period of micro-gravity conditions. First the
plane pulls up steeply, increasing the gravity to almost twice normal. Then the plane
begins to decrease in pitch 10(Ner_ing the effect of the acceleration due 'to gravity on the
plane. At the top of the paraboia, és the pitch angle changes to-negative, the océﬁpants
of the plane expverience free fall conditions and continue to do so until the plane pulls
up level with the horizon again. Further. information on the flight can be obtainéd' from
NASA’s DC-9 World Wide Web site at http://zetd.lerc.ndsa.gov/jpw/cover.htm or [13].

Parabolic flights provide approximately 20 seconds of noisy micfo—gravity. The noise
comes in the form. of high frequency vibrations caused by the aircraft engines and air
turbulence and low frequency motion from travjectory‘errors and corrections. Dﬁe to this
noise, to obtain a clean micro-gravity environment the experiment is usﬁally conducfed
as a free float. A free float experiment is released by the experimenter during the zero
gravity phase of the parabéla and is allowed to drift around the aircraft until it hits the -
wall. This is not optimal because the motion of thé free float is unconstyaiﬁed and could
be a hazard to other experiments, plus when releasing the experiment it is impossible
not to impart initia;l conditions. ‘eree ﬂoats are used because-any experiment bolted to
the aircraft frame experiences all the vibrations and noise that the frame does.

The noise problems associated with the parabolic ﬂights can be rectified by using
a magnetic levitation approach. A magnetically levitated platform will isolate the ex-
periment from the high frequéncy vibrations and will slowly-ﬁove the pllatform to the
center-of the rattle space to correct the low frequency errors. The platform is attached
to the aircraft, so there will be some noise transmission to the experiment, but it will be
considerably less than if no magnetic levitation was used.

One problem with free ﬂo@ts is uncontrollable initial conditions. With a magnetically

levitated platform, initial conditions can be set to desired values.
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1.5.1 Two Stage System

On the parabolic flights the low frequency errors are large in magnitude and will cause
the platform to reach the limits of its workspace qulckly if the control bandwidth is small.
What is requlred if the bandwidth of the platform is to be kept low, is for the stator to
move as well. This means there are two systems working together to isolate the system:
a coarse stage and a fine stage. The anticipated problem with this setup would be having
two systems trying to work together while at the same time reacting against each other.
The fine stage is a version of the magnetically levitated platform and reduces high
frequency noise. The coarse stage follows low frequency errors and would be a robqt arm
of some type, such as a six degree of freedom PUMA. Thus as the fine stage is left to
drift freely, the coarse stage tracks the flotor, keeping it in the rattle space. See [38], [37],
[36]. The motion of the coarse stage is limited by thé Workspace of the'ai;‘plane, But the‘
combined workspace will be much larger than the fine stage alone. Another benefit of
the coarse-fine approach is the bandwidth of the fine stage can be lowered further sjﬁce

less centering force is required.

1.6 Thesis Overview

Vlbratlons are a problern that need to be considered. The goal is to have an isolation

system that is effective against all disturbance Vlbratlons both high frequency and low

- frequency.

The system used in this thesis consists of two stages. A fine stage isolates the system

from small high frequency disturbances and a coarse stage cancels large low frequency

‘disturbances. This increases the workspace during isolation procedures. The two stage

approach gives better isolation characteristics than a one stage system.

The fine stage uses magnetic levitation technology [17], which isolates the system from
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high fréquency disturbances, instead of cancelling disturbénces. With the MAGLEV
technology, a lower stiffness should be achievable. Other benefits of using Lorentz forces
are the force is not proportional to position so the actuators are more linear,\an'd there .
is no positioning backlash with the actuators. Actuator control is developed using H,,
theory. This should provide better robustness in the presence of model uncertainties and
provide good closed-loop shaping.

This thesis provides some background information on the MAGLEV system and de-
velops H,, control theory for use on an actual MAGLEV apparatus. The effectiveness of
the coarse-fine approach in a miéro-gravity environment is evaluated using a one degree
of freedom set—uﬁ tested on a DC-9 perforrhing parabolic flights. A one degree of freedom
system has less of the dynamic considerations neéessary for a full six degree of freedom
system and should prove the concept works.

The first chapter looks at the system to be used and explains how it works. Next
- Hy, control theory is explained and used to attempt design of a robust controller that

uses the available positiop data. Experimental data was studied to determine fhe success
or failure of the system after the controller is tested in simulation. The next chapter
-explains the smaller version of the magnetically levitated plétform and its coarse stagev
tracker. The.system is- modeled and simulated in the nextvchapter. The subsequent

chapter describes the testing on the DC-9 and analyzes the data collected. The final

chapter draws conclusions and presents ideas for future work.




Chapter 2

.Motion Isolation Mount Modeling

This chapter looks at the Large Motion Isolation Mount used in normal gravity. A
description of the system is presented, including a brief overview of the hardware. The
system is modeled as a rigid body and the development of this model is presented. Some

~ plant identification is performed and the benefits of using different plants is discussed.

2.1 MAGLEV LMIM

The Large Motion Isolation Mount (LMIM) is a hardware intensive system, and a simple
schematic is shown in Figure 2.1. A rﬁagnetically levitated (MAGLEV) system has two
distinct parts: the flotor and the stator. The flotor is called flotor because it is levitated,
or floats, above the base. In the case of the LMIM, the flotor weighs 22.kg. The stator is
the base of the system. The only connection Between the flotor and stator is an umbilical
cord that provide.svpower for the flotor sensing devices and tranmits the signal data from
these devices. A one degree of freédom freebody diagram of the system‘is presented in
Figure 2.2. The actuator coupleé the ﬂOtof and stator, with the actuator applying fa.
to the flotor. The umbilical cord physiéally couples the flotor to the stator, and its force
effect is included in fg,. The Vibratidns that act on the statblf are those from which the
flotor is to be isololated.

The main actuation and sensing components are shown in Figure 2.1.

10
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Figure 2.1: Simple schematic of the MAGLEV LMIM system.
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Flotor
fact : faist
Actuator ol |==]| Umbilical
cord
Stator
vibrations

Figure 2.2: Freebody diagram of one DOF of the LMIM. .

2.1.1 Actuation

The ﬂqtor has eight paii‘s of permanent magnets in a square configuration that 'create the
magnetic field necessary for operation. The stator has eight wire coils, each one fitting
between a pair of the permanent m’agnets»or'l the ﬂo1';or.

| L‘orentz forces are uée_d to levitate the flotor above the stator byA controlling a current'
through the wire coils in the stator in the magnetic field produced by the magnets in the |

flotor. The force is
F = I/(dl x B) | (2.1)
L . ,

where I is the current through. the coil, B is the magnetic ﬁeld produced by the magnets
- and dl is a differential length of wire in the direction of the current. Lorentz levitation
has the benefit of frictionless motion with no backlash, so it is ideal for fine positioning
applications. The advantage for vibration isolation is instead of actively cancelling high
frequency noise,. as is the case for contact technology, magnetic levitation cannot follow

the high frequency noise above the system bandwidth. This is an-advantage because it -
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should allow the bandwidth to be de-(:reasedAsig‘niﬁcantly resulting in a lower stiffness
coupling which will isolate better against noise. ;

Using Lorentz forces also creates probllerns_. The magnetic field strength is not con-
stant over the dentire space between thé permanent magnets. V'Non-l.inearities grow as the
gap between the magnets increases - the flux fringes to a greater extent - and the mag-
netic field weakens. This then becomes a tradeoff between flotor motion range (rattle
space) and controllab}lity. The flotor can only move as much as the gap between its
magnets so a larger gap means a greater rattle space, but also means less linearity for
control. | | “

The LMIM has a gap of £1.5 mm in the z direction and +2 mm in the y direction.
Design speciﬁcations were for a 4 mm air gap, but sloppy tolerances on the flotor

construction prevents it from achieving the full workspace.

- 2.1.2 Sensing

Position and orientation of the flotor is determined by Position Sensing Diodes (PSD).
Three narrow beam LED’s on the flotor project onto a detector attached fo the stator.
The hardware, calibration, and signal coﬁditioning for the PSD’s is given in [39], and the
matrix manipuiations required to give flotor positio'n‘ and orienfation are suppliéd in [33].
The acceleration of the flotor and stator in each of the axes «, y, and z are measured by
accelerometers.

The signals are conditioned by Butterworth ﬁitérs located in .the statvor. The filters
are low pass with cut off frequency at 100 Hz. The acceleration filters are second order

and the position filters are fourth order.
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2.2 Model

The LMIM is obviously a very complicated system with many different components. To
obtain a model that will be easy to work with some assumptions are made.

VFirst, it is assumed the flotor behaves as a rigid body and any flexible modes are
| either small or high .enough in frequency to be negli.gible. This allows the flotor to be:
ref)resented as a simple rigid body.

The actuators, as mentioned earlier, are non-linear. The transformation from currents
to wrenches is location-dependent and there will be some eddy current coupling. For the
actuator model, linearity.and negligible eddy. currents are assumed.

The sensors have a very high resolution and are subject to small deformities. The
slightest concave curvature of the sensor could push the flotor to the side and limit the
lowest frequency available in normal gravity. All sensors are assuméd to be linear.

The filters are assumed to be all identical and precise.

: Usihg these assumptions, a model of the LMIM platform is shown in Figure 2.3. The
sensed signals are position (z) and acceleration. (a). The position vector has both trans-
lation and rotation components while the acceleration vector has only three translation
components, as angular accelerations are not measured. In Figure 2.3, the Wrench vector
is applied to the flotor. [ maps the six element wrench vector to three translational
and three rotational acceleration elements and then G(s) converts the accelerations to
position elements. The force-torque transformation for a rigid body of a point not at the

center of mass is

f = mo+ m‘ib x (€ ='6) + m(wx)*(¢ — d) (2.2)

7, = (6—6) xmb+ Jsib

W X J 50 (2.3)

where f and 7 are the force and torque applied to the flotor, m and J are the mass and
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Figure 2.3: A simple representation of the. LMIM platform.
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inertia matrix, 6 is the linear acceleration of the point, w is the angular acceleration,

and ¢ is the center of mass point. If we assume the second order terms are small, the

quadratics can be neglected, giving

f =

To =

mé + mi x (&— 6)

(¢ —6) x mé + Jsib.

.When the point is the center of mass,

Applying the wrench

(2.6)
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[ j&'l,'l_)+'_0 X mé—l—mﬁ)xfc
_ Ter (, . 7) (29)
| m6 + mw X r¢;
r — . : "~
Jg’lI) + 7o X mf
- R (2.9)
| mf 4+ mw X Tef '
(2.10)
we get the force-torque transformation
f » ml  mT.ex i :
U i f | (2.11)
-f : mfcfx Jg w :

where 7 is the vector from & to the center of the flotor f.
When the center of the flotor coincides with the sensor center and the center of mass,
the diagonals of the force-torque transformation reduce to zefo, and the matrix [ is the

inverse of this transformation
(2.12)

where I3 is the 3x3 identity matrix.

Continuing with Figure 2.3, G(s) transforms the accelerations to position and is a 6x6
matrix of transfer functions. K (z) models the digital controller plus the digital-to-analog
and analog-to-digital converters. The response of the digital controller K (z) approaches
the response of the continuous controller K(s) at suﬂiéiently”high sampling ra,té. The
inputs to the computer are the three translational accelerations of the flotor with added
;accelerometer noise and the six element position and orientation of the flotor with added -
PSD noise. [1] identifies this noise to be white with magnitude of 2.5 pm.

AAF is the anti-aliasing filter for the input signals. The sigpals are filtered by low

pass Butterworth filters of cut off frequency 100 Hz and order four for position and order
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twoi‘for acceleration. RCF is the reconstruction filter énd is the filter for the output
signal. The filter is a low pass fourth order Butterworth with cut off frgquency 100 Hz.
The AAF V\}ill also be refered to as the A/ D ﬁlter; and the RCF will also be reféfed to
as the DAC filter. : ‘

The output of the computer is conditioned by the DAC filter and is the six element
wrench command. This wrench command is affected by any‘disturbance forces such as
changing acceleration levels and the umbilical force. The umbilical cord acts as a ‘spring—-
damper connection with positive spring constant between the flotor and stator and the
umbilical force is dependent on the position of the flotor.

This six degree of freedom model is very cumbersome with lafge matrices and six
element vectors. For ease of controller desigﬁ, the model will be reduced to a one degree of
freedom approximation using the afore mentioned assumptions and assuming all degrees
of freedom behave idenbtically. ~The rotational eleﬁents are ignored and the design will
be done for an axis in the horizontal plane so the force due to gravity.does not need to
be considered.

In one degree of motion, the mass transform I is + and G(s) is %. This model is
shown in.Figure 2.5 and the Bode plot of —L; is shown in Figure 2.4. K(s) is made up

of two controllers, position (Cp(s)) and acceleration (Cy(s)).

2.8 . Effect of Filters

Figure 2.5 shows a model with the conversion filters and the plant as simply —m—lsg The
~ model would be of much lower order if the filters could be disregarded, since the filters

are up to fourth order. The effect of the filters near the bandwidth must be investigated.

_A simple test can be done to determine if the filters need to be included in the model. -
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Figure 2.5: Simple LMIM model.
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Using a simple PD controller to for(;e the closed loop respbnse bandwidth to be around
10 Hz (very high), the difference in response with differ‘ent filters can be determined.
Figure 2.6 shows the effect on the system for a second order reconstruction filter at 30
Hz and a fourth order anti-aliasing ﬁltef at 250 Hz. The effect of the reconstrulction filter
is the most pronounced and alters the system by creating a 6 dB resonant peak. Figure .
2.7 changes the filters slightly to fourth order a;u 100 Hz for the RCF and fourth order at
200 Hz for the AAF. The effect of these ﬁlters are insubstantial .at this bandwidth, so as
long as the filter bandwidth is large enough, at leést 100 Hz, and the Bandwidth of the

closed-loop system is less than 10 Hz, the filters can be ignored in the model.

2.4 Destabilizing Feedback

There is a déstabilizing force on the flotor that varies as a functi‘on of position, similar
to an inverted pendulum [28]. An increasing force causes the flotor t(; reach the edge
of the workspace, and the controller is not able to couﬁtér this force. There are two
probable causes of this - actuator non-linearity and PSD detector curvature. Since the
flotor tends to go to one side more offen, it'is likely PSD detectox; curvature causes the
_ position measurement center to not coincide with the cenfer of the magﬁgtic gap. And
'once off-center, the inverted pendulum effect occurs. |

Figure 2.8 is a model of this actuator non—linearity. K(s) is.the'controller, andthe

new plant G,(s) is
G‘,,(s):__,—' S - (2.13)

where m is the mass of the flotor and H is the positive linear force feedback. The Bode
plot of this transfer function is shown in Figure 2.9.
A value for H was determined indirectly. Initial measurements were done with-a force

meter. A more accurate method involved changing the steady state force acting on the
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X ) PID f RCF — G(s) |.
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Figure 2.10: Closed loop system used for plant identification.

flotor when the controller stiffness was too low to center the flotor. The steady state
force was increased from zero until the flotor moved off the edge of the work space and
hit the other side. The strength of the force required to move the flotor away from the
edge of the workspace was appfoximately 0.5 N. With workspace limit of about 1.5 mm,
H becomes 333 N/m.

The expression “falls to the side” may be used in discussion of the LMIM. The in-
stability comes from the position and force non-linearity of the system and amounts to -
an inverted ﬁendulum mode [28]. When the flotor is centered any displacemént will add
incfeasing force and the flotor will hit the edge of the workspace, as an inverted pendulum

that is displaced will fall due to the force of gravity. Thus the term “falls to the side”.

2.5 Plant Identification Y(s)

In an attempt to get a more accurate model some simple identification was performed.
Figure 2.10 is the closed loop system used and defines the unknown plant from the RCF
output u to position and acceleratioﬁ to be G(s). The controller is simple proportional-

plus-integral-plus-derivative and stabilizes the flotor in the workspace with no exceptional

isolation characteristics. The output of the PID controller is f and is more readily
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available than w. As a consequence, the plant that will be 1dent1ﬁed is G( ) plus the .

reconstruction Butterworth filters. Thls plant will be called Y( ) and is

RERCIEE e
a _ Ya(s) I3 ! : | 'v (2.15)
|z | Y;’(S) ' . ' ‘

Ideally, to get a good measure of the output response of a system, the input signal is
white noise. It is not possible ‘te»set f to this because the system would be open loop
and unstable. Instead, z,.s is driven by an appfoximaﬁon of white noise wnich results
in'a noisy signal f as the PID controller attempts to follow the reference position. By
performing spectral analyses on f to and a, the plant can be-approﬁcimated.

Data signals f, z, and a were cellected for 30 minutes as the flotor position was driven
by the noise. More data points give better representation of all frequenc_ies and a better

spectral analysis.

2.5.1 Position Plant '

The analysis of the f.obr-ce and position data is shoWn in Figure 2.11 The first plo‘n shoWs
the- power spectral den31ty of the Control Input to the plant and the second shows the
power spectral density of the Flotor Position. Note the units are 1ncons1stent Based on
these power spectral de_ns1t1es the transfer function from f to z is represented graphically
in the Tf fen mag piot of Figure 2.11. The coherence of this transfer function is shown
in the last plot and shows conﬁden‘ce between 0.2 Hz and 10 Hz:

Coherence is a measure of the correlation betnveen the input signal aﬁd the output:
signal, and has a value Between one and zero. A'-coherence of one ‘indictates that the -

signals are a linear transformation of each other, and a low coherence indicates non-linear
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Figure 2.11: Spectral analysis of controller output to flotor position. The Control Input

is f, the Flotor Pos1t10n is z, and the Tf fcn mag is
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terms and' noise in the out'put signal.

The next step in this sifnple identiﬁcetion attempt is to fit a transfer function in the
Laplace domain to the shape shown in the Tf fen mag plot of Figure 2.11. The low
frequency gain of Tf fen mag appears to be constant near 9‘ dB, keeping in mind position

units are mm. The DC response is approximately
Y, (27 f)| ~ 2.6,f <0.1. - ' (2.16)

After the roll off the data plot has a slope of -40 dB/ decade for a time.. As the frequency
increases past 9 or 10 Hz, the plot rolls off at a greater rate. The new rate cannot be
determined due to the bad coherence of the data past'10 Hz. The first part of the roll

off can be expressed as

45
(27 f)z’

and then the denomlnator order increases.

Y, (27 F)| ~ 2<f<9 (2.17)

Although the phase of the transfer function is not plotted separately, it can be seen in
Figure 2.12. In this ins‘»tance, the phase starts at —180° and increases slightly to —170°
before decreasing at 1 Hz. The low frequency phase being negative with a constant mag-
nitude gam implies a rlght half plane pole, and the shght increase in phase is indicative
of a “small positive damping in a second order function.

Using ﬁhese points, the transfer function Y,(s) is at least third order in the denomi-
nator and zero order in the numerator. For this simple identification, the denominator
will be chosen as third order with a.first order and a second order factor. The second
order factor is chosen because of the damping required to fit the phase data. The general
form for the transfer function between f and z is defined as |

aw?
o+ 1)(s? + 2¢wis — wi) -

hls) = | (2.18)
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where « is the DC gain, w, is the first corner frequency, w, is the second corner frequency,
and ( is the dam‘ping ratio of the plant. Both frequencies w; are in rad/s.. From (2.16) |
»(0)=a=26 . ' (2.19)
and from (2.17)

aw} =45 — w; ~ 4.1&_;. | (2.20)

_After iterating the values of ¢ from 0.05 to 0.5 and w, from 50 rad/s to 300 rad/s, the

best fit was obtained when

¢ = 015 (2.21)
w, = 140. | (2.22)

Putting all these values into (2.18),
Y, (s) = ( 0.0% (2.23)

o T 1)(s? +2(0.15)(4.16)s — 4.162)
- where the nﬁmerafor has been divided by 1000 to convert units from mm to m. Figure
2.12 compares the shape of this transfer function to the data in Figure 2.11. The closed
loop response of the System is also presented for comparison. In Figure 2.12, the open |
loop plant magnitude is véry close and the phaée is off by 5° by 5 Hz. The closed loop
matching is very good, much better than the simple double integrator plant provides.

_ The effect of a second order model in the form is better understood, and a

_ 1
ms2+bs—k

good approximation of Y, (s) is

1

V(s) = — 81615
»(8) = 33557 1 277355 — 384615

(2.20)

This approximates the mass of the flotor as 22.2 kg, very close to the actual mass. The

Bode p.lot’ of this function is shown in Figure 2.13.
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Figure 2.13: Bode plot of Y,(s).
2.5.2 Acceleration Plant

The acceleration plant can be estimated in the same fashion by collecting controller out-‘
put and flotor acceleration data and using spectral analysis to find the transfer function
% = Y,(s). Figure 2.14 shows the power spectral densities of the input to the system and
of the flotor acceleration. These units are consistent. The transfer function and coher-
ence functions are also given. The coherence becomes jumpy below 1 Hz and the transfer
function plot below this fred_uency becomes suspect. Possible reasons for this are low
magnitude low frequency components from the input signal and the output magnitude
being at the same scale as the noise of the system. | |

Examining the transfer function in Figure 2.14 it is difficult to get an accurate low
frequency response of the plant since the coherence is bad and the plant rolls off at low
frequency. The flat magnitude band is about -27 dB, which is approximately 0.045. The
bandwidth is quite high, almost 50 Hz, so it can be expected ﬁhat the filters will play a

role.
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Figure 2.14: Spectral analysis of contrélle_r output to flotor acceleration. The Control
Input is f, the Flotor Acceleration is a, and the Tf fcn mag is ?
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“The starting guess for the transfer function Yu(s) will be s?Y,(s). This transfer func-
tion fits the low frequency data well but does not roll off at 60 Hz. Since this is getting
close to the filter corner frequency, a fourth order low pass Butterworth with corner fre-
quency 30 Hz was added. The transfer function had the correct shape but rolled off much’
.tdo early; By increasiﬁg the filter freqﬁency to 325 1"ad /s a better fit was obtained.

The acceleration plant is defined as -

Y'( s) = - " 0.04552 % Butter(4, 325) (2.25)
2T (Z T 1)(s? + 2(0.15)(4.16)s — 4.162) ) :

where Butter(4,325) is a fourth order Butterworth filter with-corner frequency 325 rad/s.

This transfer function is compared to data in Figure 2.15 which shows the open loop
plant has good phase agreement and magnitude agreemert up to 30 Hz. The closed loop
system matching is very good. Since the interesting bandwidth of the system is much

less than 30 Hz, it is reasonable to disregard the Butterworth filter in this model.
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Chapter 3

H_, Controller

This chapter investigates H, control theory fof use‘in vibration isolation. First, the
désign objectives of the controller are irivéstigated. Then the theory of H,, design is
presented and design pararﬁeters are explained. A position controller using this theory
is obtained, and more theory on its design'is‘ presented. Acceleration feedback is used to

improve the system response and the theory for this is presented. |

3.1 Design Objectives

The objective of controller design for vibration isolation is to keep the acceleration levels
of the flotor as low as possible. The acceleration of the flotor should have low frequency
tracking to keep the flotor returning to the center of Athe workspace. The controller .
‘should also attenuate high frequency disturbance accelerations on the flotor. It has
been shown [16] that isolation effectiveness of the controller can be found by examining
position ‘excitation. Thus the objective is to design a léw'bandwidth poéition controller.
Acceleration feedback can then bé used to further reduce the bandwidth, creating a better

isolation controller. Acceleration control is also used to improve the force disturbance

rejection response.
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r Y Ko 2 G S

Figure 3.16: The classic feedback loop for control systems.

3.2 Theory

3.2.1 Plant and Design

The simple feedback control system is usually‘dra,wn as in Figure 3.16, with K(s) being
the controller, G(s) the plant, r the input signal, ¢ the output signal, é the tracking error,
and u the control input. |
For H,, control thepry, the plant changes somewhat. The loop is‘drawn- in a unique
~way, such that the system has two inputs and two outputs. "This allows for better
understandiﬁg of how the system is affected by different changes. Figure 3.17 shows this
modified block diagram for H,, theory. The input w is the external input and includes all
inputs to the system such as disturbances and tracking signals. The other input signal is
w and is the control signal from the controller. The two outputs are z and y, which are the
control output and measured output respectively. The signal z is not necessarily available
for measurement (it doesn’t even have to exist) but contains the states of interest for the
control design.. The various W;(s) are weights that are applied to the control output to
shape the controller and dictate the response of the states. in question. The entire system
without the controiler K (s) is known as the augmented pZant, P(s). The block diagram
is often simplified to Figure 3.18 which is known as standard form.

The augmented plant, P(s), is the transfer matrix from w and u to z and y .

= P(s)| |. | (3.26)
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Figure 3.18: Standard form for the H,, control problem.
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Section A.1 has rrior_e augmented plant details.
The basic idea for H,, control theory is to minimize the co-norm for the closed-loop

transfer function between z and and w [25], [23]. More speciﬁcally, design the system so

that
[ Tow(8)]le0. < 1. | (3.27)
where the transfer function is A' |
W1S(s) |
Tools) = | WoR(s) o | (3.28)
WsT(s)
and
Ss) = (I+GKE)™ | (3.29)
R(s) = K(s)(I + GK(s))™ o  (330)
T(s) = GK(s)(I+GK(s))™. (3.31)

S(s) is known as the Sensitivity function, T'(s) is the Complementary Sensitivity function
and [ is the identity matrix of appropriate dimensions. Usirig this, a successful H,

controller has

Wil 2 AR e
W5 (5)] 2 G{R(jw) (3.3
W) 2 ofT(w)] (3.34)

where W (jw)| is.the désired disturbance attenuation factor. The definitions
Wi(s) = Ws(s) (3.35)
Wy(s) = Wh(s) (3.36)

Ws(s) = Wr(s) ‘ | | (3.37)
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W) .

W2(s) — z

W YL ke G(s) Y Wa(s) —>

Figure 3.19: The position of the weights in the classic feedback model.

are used interchangably.

3.2.2 Weights

How the choice of weights affects the perforfnance of the system can be examined two
ways: shaping the singular values of the various transfer functions defining the system
using (3.32) to (3.34); or, by looking at Figure 3.19, W;(s) shapes the error, Wa(s) shapes

the control signal, and Wg(sl) shapes the measured output.

3.2.3 Restrictions

There are certain restrictions in H,, design that must be accounted for else the theory
will not work [25], [2].

First the plant must be stabilizable and detectable. This is further explained in Section
A.2.

The next restriction on design is that »D1‘2 and Dy mu_lst be full rank. Examining the
rank requirements, the relationships between Dy, and D,; and the system can be seen

by writing the equations

>Z = Clx + an + D12’U,,’ . » . (338)
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y = Coz + Dayw + Dagu. (3.39)

In words, there must be some direct transmission from u to z, and from w to y. The rank
of Dy3 can be made full by making the control input a new output at z, but weighted so
heavily by a constant it becomes insigniﬁcaﬂt. Another option is to make the polynomial
WsG(s) sfrictly proper. To make the rank of Dy full, w must have direct transmission
to y. |

Another requlrement deals spec1ﬁcally with the ch01ce of weights. Wi(jw) and Ws(jw).

must be chosen in- such a way that
AW o) + oW )] 2 1, Yw (3.40)

o (3.32) and (3.34) can be achieved [25, page 1-40], [24].

The final restriction is the .existence of poles or zeroes of the plant on the jw-axis:
thié is not allowed. As a result, in order to develop a controller:for a plant with illegal
poles and zeroes, it is required that the plant be transformed in such a way that the
infringing poles and zeroes poéitions are changed. Two me.thod's of doing this are azis

shifting and bilinear transform (see Section A.3).

3.2.4 ~-Optimization

The solution with He theory is not necessarily optimal - it rﬁay be possible to get a
better solution using the same shape weights. Of, it is possible' and really quite likely,
that the initial choice of weights will not yield a solution to the design problem In these
cases, a y-iteration technique can be employed [25]

This is the equivalent of doing multiple designs with varying weights. v has the initial

value of 1, and the weights are adjusted such that the new design is run with yW;(s),

YWa(s) and yWs(s). For each successful solution, v can be increased. Each unsuccessful
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attempt would require 7 to be decreased. In many cases, a binary search is the best
vehicle to determine the optimal value of 4. Of course, it is not necessary to multiply
“each weight by v - perhaps due to some tough closed-loop specifications certain weights

cannot be altered. Then only the weights that are more flexible should be changed.

3.2.5 SISO Simplification

In Single Input Single Output systems, such as a one degree of freedom model, certain
simplifications in éet up and ﬁheory chﬁ be done.
Given the standard feedback transfer function, the closed-loop responses of the system
are | |
Ss) = —2 (3.41)

7T 1Y GK(s)
T(s) = % . (3.42)

Interpretation of these functions is easy for a single-input single-output system, and

design therefore becomes easy as well.

Getting right back to basics (and leaving out the Laplace op'era,tor for simplicity),

A gKk>1
g - L _)eK (3.43)
1+ GK | CK <1
- 1 GK>1
r- K __ (3.44)
1+Gh GK GK < 1

which means to get a flat response of unity gain, |GK| should be larger than 1, and the

L

larger the value, the closer |T'| will be to unity. Also, the sensitivity of the system is G|

for large |GK|.
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Of perhaps of more import in the SISO case are the following relations:

~ when |GK|>1, GK ~(1+GK)=W,

| | (3.45)
when |GK| <1, GK ~GK(1+GK)™=W;'. .

. The implications of this are apparent when deciding on weights for H,, design.

o Unity gain implies |GK| > 1. It can be calculated that if |GK|=25dB, |T'|~ — %
dB. |

e When |GK| > 1, as is desired in the bandwidth, GK = Wi, and T~ 1.
‘o The bandwidth of W5 dictates the bandwidth of 7.

® The slope of W5! dictates the slope of T after the roll off, since when IGK| < 1,
as is the case out of the bandwidth, T=GK = | A

Of course, a design that looks only at magnitudes (the train of thought followed here)

could cause resonant peaks in the closed-loop transfer function.

3.3 Position Controller

3.3.1 Weight Selection

The augménted plant is shown as Figure 3.20 and indicates the sigﬁals to which each
weight applies. Wy(s), as explained previously, is small and exists only to make the rank
of Dy, full and is not necessary if the polynomial WrG(s) is strictly proper. In this
model, it is possible to achieve this with a non-proper Wr(s) with order 2. Otherwise
W;(s) would be necessary.

As noted in a previous sectioﬁ, the weights affect the open loop system GK(s) in a

direct fashion. Wr(s) controls the bandwidth of the open loop plant, and as such ﬁ(s)
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is to have unify gain at the desired bandwidth of the system and roll off at the desired
rate for the system. Wys(s) dictates the response below the cut off frequency, and should
be low pass with greater than unity gain for the closed-loop system to approach unity
gain at low frequency.

One set of possible weights are defined as

e
Wi(s) = (=) 64
(3.48)

where 3 is the desired DC gain of the open loop systém, « is the desired HF gain of the
open loop system, w, is the desired bahdwiath of the system in rad/s, (¢ is the damping,
and 20m dB/decade is the roll off of the system. These weights are only two of a set.
Other possibilities include changing W to fourth order, ot increasing the roll off rate of

the system. It is necessary to note, however, that if m > 2 is desfred,

Wa(s) = (w—)(:iﬂ)m o  (s49)

so that the polynomial Wr(G(s) remains proper.

3.3.2 Simple Plant

In its most basic form, the LMIM platfbrm is a simple double integrator plant and
therefore the model for design will be as shown in Figure 3.21.
The augmented plant is required in state space form and can be calculated for this

mixed sensiti“vity approach using the MATLAB function .augtf. If WT'G(S) is strictly
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1 x
ms’
Figure 3.21: Model for H,, design - simple double iﬁtegrator plant.
proper, the matrices can be worked out to be
Ag 0 0 0 Bg
—Bw.Co Aw 0 Bw v —Bw.Dq
A Bl B2 s ! S s S
0 0 AW G 0 BW G
Cy | D1y | Dys e - (3.50)
—Dw,Cq Cws 0 |Dw,|—DgDw,
C2 | D | Doy
0 0 CWTG 0 Dw,c
—Cq 0 0 1 - —Dg

where (Ag, Ba, Cg, Dg) is the state space representation of the simple plant, G(s), such

that

G(S) = DG + Cg(SI - .Ag)BG s (351)

(Aws, Bws, Cwg, Dw;) is the state space representation of the sensitivity weight Ws(s),
and (Aw,a, Bwra, Cwra, Dwyc) is the state space representation of the casce}de function
WrG(s).
The resulting augmented f)lant' has both j iv-axis poles and zeroes so a bilinear trans-
form technique (Section A.3) is empl‘oyed to‘allow. H, design. In this case, the dominant
. pole placément was chosen to be at -0.1 to start.

With the weight variables chosen as

271.0

We =

m = 2




Chapter 3. H,, Controller | ' 44

B = 15
a = 0
¢ = 07

a controller, x, was designed. Its pgxrticulars .ére shown as Figure 3.22, showing the
bandwidth of the closed-loop system to be 0.9 Hz. A second order roll off was desired
because the plant has e;, “natural’; slope of -40 dB/decade and this choice will simplify
the controller 1.‘esponse and design. It is also theoretically possible‘to remove controller
poles and zeroes well past the bandwidth of the system without adversely aﬁecting the

~system response. This idea may be used for reducing high state controllers for complex

plants.
3.3.3 Destabilizing Feedback
Using the plant
1
G(s) =

- ms2 — 500

and with the weights as defined previously and parameters

(3.52)

w, = 273.0
m = 2

B = 60

a. =0

¢ = 07

a controller can be designed. It will be designated xy. The specifics of the controller are
shown in Figure 3.23, where a large resonant peak is evident in the closed-loop transfer
function and the bandwidth is 3.1 Hz. The sensitivity weight is the limiting factor in this

design, as it can be seen that the complementary sensitivity weight is not approached.
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Figure 3.22: H,, controller. (a,b) Frequency response of controller, (c) Sensitivity of the
system with the sensitivity weight superimposed, (d) Closed-loop response of the system
with the complementary sensitivity weight superimposed.
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3.3.4 MATLAB Code

A design tool was developed to aid in producing H,, controllers with differént plants.. The
available plant options are double integrator, positivé feedback, and Y (s). The weights
are as defined in this section and need variables f., m, 3, and a. Summary plots are

drawn as well. The code can be found in Appendix C.

3.3.5 Implementation

Implementaﬁion of controller ¥ on the LMIM reveals that the controller fails by allowi;ig
the flotor to fall to the edge of the workspace, which indicates that the bandwidth of tﬁe
system is not-high enough. Simulétion with plant Y'(s) gives a,Asimilar situation which
indicates designing a controller with the simple plant is limited in application. There
_is obviously an increase in the force required as the flotor moves to the limits of the
workspace. This corresponds to a negative spring constant for the system which makes
it unstable. |

Implementing controller ky on the LMIM platfdrm was successful. The flotor centered
quickly and a spectr/al analysis of the motion was done to cofnpare to the theoretical
transfef, function. This comparison is.shown in the first plot of Figure 3.24 and shows
good agreement. The difference is a result of improper modeling, inéluding inaccurate
modeling of the feedback and lack of rhodeling the filters for aﬁalog and digital conversion.
The size of H is a variable, and its affect on the system was exéminéd. Increasing the
value would just make the system stiffer, so the value was lowered as much as possible.
As H decreaéed, 1t was easier to design controllers - a wider range was possible. At first,
the bandwidth of 3.11 Hz was preserved for comparison to the case where H - 500.

Good characteristics, defined as smooth and timely convergence to the center plus no

drift, were observed in controllers designed down to H = 40. At this value, the centering
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Figure 3.24: A corhparisdn of closed-loop ﬁransfer functions of disturbance input to flotor
position in theory and practice. (a) H = 500 and f. ='3.113 Hz, (b) H =40 and f. = 1.3
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' motion was initially slightly oscillatory until the center was found. The resonant peak

for the closed-loop system also decreased as H decreased, to less than 4 dB.

3.3.6 Impulse Response

One measure of performance to a disturbance ié the closed-loop systems response to an
impulse function. To effect this input in practice, the flotor was suddenly displaced from
center and the result studied. Similar results were fouﬁd when simulated with the plant
Y(s).

In the case of the H, controllers, after the displacing force was removed, the flotor
returned quickly to the center of the WOrképace. So quickly, in fact, that overshoot
resulted and a short period of oscillations followed. In real terms, thié means .that while
the flotor is safe from falling to the edge of the workspace, the quickness of its zero return

causes extra, and unnecessary, accelerations.

3.3.7 The Sensitivity Problem

* The sensitivity of a system is bounded by the constraint that the area bounded by the

graph of |S(jw)| on a log scale as a function of w on a linear scale be greater or equal to

zero [24]:
/0 ~ log |S(jw)|dw > 0 | (3.53)

The sensifivity function of the system with x with these plot axes is shown as Figure
3.25. Obviously the lower the frequencsf range of attenuation, the less positive area must
be made up. But for a; higher bandwidth, Ar‘nore positive area is necessary - and hard to
get. The solutions are a collection of trade offs. -

The sensitivity is mathematically linked to-the open loop function, and the sensitivity

can only be greater than one when |GK(s)| is near one as well, and with parts of the
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Figure 3.25: Plot to evaluate the area of the sensitivity function. .
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“complex number negative.

-One solution would be to keep |GK(s)| near one for a longer range and this could
'be ach’ieved by having a slower roll off at the bandwidth. This increases the chance
for positive |S(jw)|, but at the same time, if |GK(s)| is decreasing slower, then more
negative [S(jw)| accumulates.

Another solution would be to have the angle of GK(s) be closer to -—’180° near the
crossover so that the |GK(s)| counts more to the positive area. This has the negative
effect of lowering the robustness and stability of the system.

Yet another thought is to have smaller |GK (s)| at lower frequency. This would be
the most direct way to decrease the negative area, and also decreases the closed-loop

tracking at low frequency, but reduces disturbance rejection.

3.4 Acceleration Feedback

It is not possible to design contfollers with arbitrary weight characteristics. As before,
trying to design the system for bandwidth much greater than 3 Hz causes problems with
the sensitivity. Also, the iovv freqﬁéncy seems bounded as well by near 0.3 Hz. Not orﬂy
does this cause problems when designing but the resulting closed-loop system has a bad
transfer function (large DC gain and large resonant peak).
| If only position feedback was used this large resonant peak could cause a pfoblem
as it is not going to disappear. However, additional data is available to use for control:
the accelerations of the flotor. It ma,y be poséible to remove the resonant peak Wh.ile

decreasing the bandwidth of the closed-loop position system.
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3.4.1 Controller Design Considerations

Now that a é‘cabilizing ppsition controller has been achieved it ié time to see if the reépoﬁse '
of the systerr{ can be improved using the acceleration data that is available. A new plant .
can be defined that includes the clbged-loop posifion system and will be the plant to be
controlled. This new plant, Gy is shown in Figure 3.26 in relation to t.hebother important
blécks in the designA procedure, and aAsample Bode plot is shown in Figure 3.27. G, (s).
can be manipulated so that its transfer function is |

s? |

Goals) = T T T (o)

(3.54)

- where Kx(s) is the position controiler designed previously aﬁd all other variables are as
before. W; = € for rank requirements, and only if ‘WTG(S) 1s not sfrictly "pro.per. If both
Wr(s) and G(s)'ére prdper (NB. Guz(s) is strictly proper and theréfore WT(S) m@st be
proper) and there are no polé or zero cancellations, the simplest augmented pia,nt can be.

deterrnined to be

Ag,., 0 0 0 Bg,,
BWTCGG,I AWT 0 0 . BWT‘DGaz

“A | By | B BwCg,, 0 Aw, Bw, | BwsDa,, .
Ci|Du D [ =] 0 0 0| 0| e | (359
Cz D21 Dzi DWTCGM_ ~CWT 0 | 4 0 _.DGaiDWT ‘

DWS CGaa: 0 CWS ‘DWS Dg,, DWS
Ca.n 0 0 1 Dg,.

where the state space matrices are defined similar to“as before. -
The desired acceleration function is one with decreased sensitivity to noise in a fre-

quency range with tfacking of inputs in this range. ‘This bandwidth cannot extend to

DC, but should include the cut off of the closed-loop position plant. The general shape
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Figure 3.26: The acceleration plant with an inner closed—loop position feedback.
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Figure 3.27: Bode plot for acceleration plant Gz (s).

of the desired weights is shown in Figure 3.28, where can be seen that the sensitivity
weight is large.in the bandwidth to keep.the sensitivity srhall, and the complementary
sensitivity weight shapes the closed-loop response outside of the bandwidth. A possible

set of weights with second order slope is -

()P +20 + () +2= +1)

Ws(s) e — (3.56)

o ( wsw + 1)4 |

Wi(s) = g —¥oova | (3.57)
(23@ +0.01)* (50, + 1%

where w, is the cut in of the acceleration controller, w,; is the cut off, { is a damping ratio,
and B is a gain that brings the magnitude of Ws(s) to one at the crossover. Although
these weights only dictate second'order- roll off, they h;ve an order 4. So incréasing the
desired roll off greatlif complicates the weights. The Weights are also strictly proper, since

the plant is strictly proper.

Assuming successful design of an acceleration controller, the new transfer function




Chapter 3. H,, Controller .. ‘ ’ 55

Acceleration Weights
4 S— N —

Magnitude
()

|
N

_4 ] " 1 i 1 ‘AJ]AAAI " PUY A a4
1072 10 10 10" 10 10°-

Figure 3.28: General shape of the weights for acceleration controller design.

from disturbance to position becomes

% , L Ko(s) - ‘
i T LRG) - L - IK.(s5) (3.58)
B G K. (s)
T 14 GoKL(s) — GoK,(s) - (3.59)
based on Figure 3.29, and where '
Guls) = — | | (3.60)
‘  oms2—-H .
Guls) = —= - | 3.61
) = SaE j (361

By examining this transfer function, certé‘xin. things can be inferred about the behavior
of the closed-loop system. For low frequencies the system behaves as the position only
design since Ile(;(s)| > |GoK4(s)|. The new system continues to follow G, K, (s) until
the order of the magnitudes approach. At this time the phases of the functions come into

play.” If the phase difference is very large while |G, K, (3)| = |G, K.(s)| then the closed-

loop response will show a resonant peak. As |G, K,(s)] continues to increase, |Z| begins
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Figure 3.29: The complete position plant with acceleration feedback.

fo decrease and is equal to the ratio of |G,K;(s)|/|G.K.(s)]. This is how the system
bandwidth is decreased, so the value of this new cut off is dependent on the frequency | .
where |G, K,(s)| & |GoK,(s)| > 1, and in theory could be placed anywhere with the
proper choice of controller. As lG;I{a(3)| decreases, the system again approaches the
simple position only closed-loop function. Note this will also eliminate the resonant peak
of the position only transfer function. | -

A better indication for design parameters comes with a little manipulation of (3.58)

(see Appendix B for more closed-loop man‘ipu‘lationé):

LK (s)
Tels) = T DR - Ll - IR
K.(s) -
ms2+ K, — H — SZI{G(S)
~ K.(s)
(ms? 4+ K,(s) — H)(1 — ﬁ%)

()
- () (o)
TSas(s) (3.62)

where Ty,(s).is the closed-loop position function with acceleration feedback, T.(s) is the
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closed-loop position function without acceleration feédback, and S,z(s) is the sensitivity
of the acceleration system with position controller. The last definition also gives Ws(s),

since H,, attempts to near equalize S(s) and & Ws(s) should be chosen to reflect

( )’
the desired new response of the system, and Wy (s) should be chosen to complement this.

Knowing the desired sensitivity, choose Ws(s) such that |[W5'(s)| > |S(s)|. The Bode
plot of G.(s) shows that it increases at 40 dB/decade at low frequency and levels off to
a gain less than one. In an attempt to keep the controller simple, Wr(s) was picked to
match the controller roll up at low fr_eéuency, and to have a 20 dB/decade slope through
the cut off (for robustness and so that the controller doesn’t have to deviate so much

from G,;(s)). Wr(s) also has a leveling term so that it is a proper function. These simple

weights have the same shape as (3.56) and (3.57), confirming the previous selection.

3.4.2 Acceleration Controller

A controller that should in theory work can be found by choosing the acceleration weights

to be as in (3.56) and (3.57)

We(s) = [(wcl) +20 2 + 1[()? +2<—+1]

ﬂ(mﬂ) (3.63)
Wals) = € - | (3.64)
Wr(s) = (Zm +1) (3.65)

(Z +0.01) (5505 + 1)
where w.; and we, are the low and high frequency ranges for the bandpass, ci,c; are
frequencies a littlé smaller than the cut in and a little larger than the cut off respectively
(done so that |Ws(jw)|™! + |Wr(jw)|~! > 1), and m is the desired slope of W;. By
setting the bandpass range to be 0.05 rad/s to 20 rad/s, and choosing a s1mp1e second

order slope for Ws with umty damping, the weights are

sV 4 40.1s% + 40452 +40.1s + 1
1.63s% 4+ 6.548% + 9.8152 4+ 6.54s + 1.63

Ws(s) = (3.66)
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Wa(s) = 107° (3.67)
1.09s% + 4.255% + 6.25s% + 4.08s + 1
3.13s3 —i—_62532 + 0.5 4+ 104

Wr(s) (3.68)

The new position transfer function is shown in Figure 3.30 and it indicates a small
resonant peak of less than 1 dB exists at the new cut off of approximately 0.4 rad/s. The
behavior of the transfer function is easily explained. The new function can be represented

as

T G- K,
iX'r.ef B 1 + Ga:Kx - Gal{a

(3.69)

where subscript z refers to position design and subscript a refers to acceleration design.
The peak is a result of the phase characteristics of G, K,. As |G, K,| approacheé |G K|,
the phases of the functions must not be opposite, or near opposite, else the peak is

created.

Another thing to notice about Figure 3.30 is that the magnitude only drops to about
—10 dB for the first while. This is because |G, K,| is not much larger than |G K|, and

when the two magnitudes are similar, mathematically X””f ~ 7 = —6 dB. To effect a

larger decrease in magnitude would either require making |G, K| smaller,.which would
affect the DC and low frequency gain of the system, or by making |G, K,| larger, which
would require makiﬁg the order of W, larger. Making the ordér larger, however, dramat-
ically increases the resonant peak, which can be somewhat reduced by choosing larger
damﬁing ratios. Of course, larger ordér also means a larger controller order.
Technically, the roll off can be placed anywhere with the proper choice of bandwidth,
but practically there would be limitations. |
| If |G, K,| is around 25 dB, it takes about 1'/2 a decade for G, K, to get that large, so
that is when the néw roll off starts. For example, if a desired new roll off was 0.05 rad/s,

we choose the low frequency bandpass for acceleration to be 0.01 rad/s and after some

tuning we get Figure 3.31.
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Figure 3.30: A position transfer function with acceleration feedback.
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Figure 3.31: An attempt to get the new corner frequency to 0.05 rad/s. The parameters
used in the design: Position - DC = 40, HF = 0.01, slope = -2, bandwidth = 10 rad/s.
Acceleration - frequency range 0.01 rad/s to 50 rad/s, dampmg ratio = 10 order = 4.
Note that this controller has 19 states.



Chapter 3. H, Controller ’ 61

The important design plots are those of G, K, and G K. Proper manipulation of
these will give the desired design. Looking at the plots can also give a good indication

of the resulting system before it is even designed.

3.4.3 Torce Rejection h

The purpose in adding acceleration force feedback was two fold. First the position roll
off was to be pushed to a lower frequency, and that was accomplished earlier. Second, a
better response to the disturbance force was expected. This has yet to be confirmed.
The hope is that a bdisturbance fo'rcel,‘ applied just before the plant, ‘has a lesser effect
on the plant -a,cceler'ati‘on with acceleration feedback than Withdut. To test this, the
controllers designed leading to Figure 3.30 were used. The ?ffect of the disturbance force
can be seen in Figure 3.32 and shows a better rejection function with feedback than
without. In fact, disturbance rejecfion can also be controlled by |G,K,]|, where in a

higher magnitude over a wider range decreases the disturbance effect accordingly.

3.4.4 Acceleration Controller Implementatibn

No designed acceleration controllers stabilized the LMIM platform. The LMIM is an

inverted pendulum and needs a higher bandwidth controller to be stable.

3.5 Conclusions

He, design theory was able t‘o successfully design a position controller But not an imple-
mentable acceleration éontroller. H oo design for the single degree of freedom case is very
straight forward to set up since the weights have direct felevance to the open loop, and
hence closed-loop system. Hdwever, even if the problem is set up propeﬂy, a solution

does not always exist.
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acceleration. Acceleratlon feedback decreases the effect.
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This chaptef provided a lot of inéight into selecting design weights specifically for a
single input single output system. The sensitivity function desired dictates the shape of
W for the performance specification. Wy limits the bandwidth of the closed-loop system.
Using this information, suitable weights can be formulated for H,, control design.

For this cése_ the plant created complications in the controller solut}ion that were
difficult to overcome. The jw-axis poles of the simple plant and the right half plane pole
[20] of the more accurate plant hinder finding solutions to all problems.

Even with this problem, the H., controller designed showed slightly better perfor-

mance than PID controllers. If the problem can be addressed satisfactorily then the use

of Hy, design will provide good vibration isolation controllers.




" Chapter 4

The Coarse-Fine System

This chapter describes the coarse-fine system that will be tested on the DC-9. A de-
scription of the hardware and software is followed by the development of a model for

simulation.

4.1 Hardware and Software

4.1.1 Hardware

The hardware for the one degree of freedom Coarse-Fine Tracking System itself consists
of two main parts: the fine stage wrist and the’ éoarse stage rail. This system was
designed and developed by Tim Salcudean and Chia-Tung Chen at the University of
British Columbia [29, 30, 31]. A simple representation is shown in Figure 4.33.

The wrist is a similar and smaller version of the LMIM, described previously, and
operates in the same fashion. The wrisﬁ also has a flotor that is suspended above the
~ stator by magnetic field forces, but instead the flotor contains the permanent magnets
and the stator holds the wire coils. The position of the flotor with respect.to the stator is
determined by position sensing diodes, and the acceleration of the flotor is determined by
an accelerometer mounted externally. The flotor workspace is limited, and in the vertical
direction the maximum displacement from centre is +4.5 mm. The stator is qttached to
a plate that is in turn bolted to a linear bearing car. The acéelefation level of the stator

is determined by an accelerometer attached to the plate. The flotor is the fine stage. The
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flotor
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Car

| stator

- Figure 4.33: Diagram of the 1 DOF coarse-fine tracker.
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plate, -stator, accelerometers, and linear bearing car are collectively the coarse stage.
The coarse stage is set on a linear bearing rail with low friction bearihgs. This rail

is 1600 mm long and has a small shock damper at each end to soften any impact on
the wrist. The rail is'attached to a 1915 mm long aluminum I-beam that is clamped
vértically to a camera pole in the DC-9. The coarse stage is also aftached to a timing
belt on one side of the I-beam that is wrapped tightly around two pulleys, one of which
is attached to a DC motor. The velocity of the timing belt is reduced by viscous forces
of the bearing system and acceleration limits of the motor. The other side of the I-beam
has a posit.ion transducer and the magnet is attached to and moveé'with the coarse stage.
The app‘roximate fnotion limit of the coarse stage on the rail is £630 mm. The wrist
gets power from a larger six channel current driver which is in turn powered by a 25 Volt
DC supply, as is the motor current driver.- Ali signals are filtered: and connécted to the
cofnputér by cables. |

. The signals are interfaced with a computer thrdugh the digital/ analog converter on "
the DSP board. The outpﬁt signals from the computer are routed to the two current
amplifiers, and the input signals are from the wrist PSD’s, the coarse transducer, and

the accelerometers.

4.1.2 Software

The software used to move control code onto the DSP board is one developed at UBC by
Nelson Ho called IN. Separate data stéring software is necessary fo write fhe variables to
the csmputer hard.drive; this was de\}eloped at UBC by Chia-Tung Chen.. The wrist is
controlled by a simple PID controller, but is cerfainly not restricted to this. The method
_described previously in the thesis could be adapted for the wrist with a few changes in

the variables.

Appendix D gives some particulars for the software used to éontrbl the coarse-fine .
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Figure 4.34: Freebody diagram of the .coarsevﬁné coupled éystem,,

system. The Qariables that Wﬂi be used most oft(.a‘n for varying the controllers aré Okvv_‘crse,
kp-crse_iso, fa, and (. Another Variable of inferest is ORIENTATION, Which‘can be -
VERTICAL, HORIZONTAL, or .SPACE, depending oi;'the eurreht ~application. ) By
changing ORIENTATION, variablgs are initially set to aliby;v‘the flotor fo be levitated.

S

4.2 Model Devélopmeht

To develop the model, the freebody diagram in Figure 4.34 will be referenced. It indicates
the variables and coordinate syétems of interest for model development. All units are =
S.1., and displacements are m:eads'ured in the inertial frame. The :c‘oofdiynate systems are

 defined és fo'llow‘s:

o; — inertial reference

o, — centre of the I-beam
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o, — position of the pulley linearly
0, — position of the stator

o5 — position of the flotor
Using these coordindtg systems, several variables are defined. -
Tpsd = Of — 0s . ;\Ialue of the bositivon sensiﬁg diodes
zs = oy — 0; : position of ,ﬂotor from ineftial reference
Ts = 0, — o, : value of the position transducer
T, =.0, —0; : error displacement of the aii‘plang

rf = o0, — o. : displacement of the timing belt at the pulley
Since o; is assigned the inertial reference,

0; =0
0c = Tq
op =10 + z,
0 =5+ T,
of =y
Tpsg = Lf — Ts — Lo
Using Figure 4.34, the freebody equations of motion can be obtained to develop a
simulétioﬁ model and system transfer functions. |

The flotor is a mass suspended above the stator by magnetic forces that effect a

spring-damper connection. The force applied to the flotor is

Fpi = =[b(65 — 6,) + Koy — 0,)] (4.70)
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where b and k are the effective damping and spring constants obtained when the flotor
is stabilized. The motion of the flotor is given by

més = Fyy = —b(6y — 6,) — k(o5 — 0,) (4.71)

mis=—[b(Z;— s — o) + k(25 — 25 — z,)] (4.72)

where m is the mass of the flotor. In the Laplace domain,

(k+bs +ms®)z; = (bs + k)(&s + 4) » (4.73)

A(9)2; = D(s)(3s + ). (4.74)

The main motion of the stator is produced by the motor through the timing belt.
The forces acting on the stator are the reaction force from the flotor, any disturbance -
forces to the system, the sliding friction of the linear bearing car, and the force applied

by the timing belt. The force of the timing belt is given by

Fyw = B(0, — 65) + K(0, — 05)

. ' (4.75)
= B(rf — ;) + K(r0 — x,)
where B and K identify the mode of the timing belt. The sliding friction is
F;y = B(0os — o,
! ( ) (4.76)
= Bz,
where B; is the sliding friction constant. The sum of the forces on the stator is

Fo=—-Fu+ fa— Fop + Fo ‘ : (4.77)
which yields the equation of motion

Mi, = [b(i; — &y — &) + k(zf — 5 — 2,)] + fu
—B,&, + [B(rf — &,) + K(ro — ,)] (4.78)
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where M is the mass of the stator. In the Laplace domain, the equation becomes

£s[Ms*+ (b+ Bs;+ B)s+ (k+ K)] =

fd+(§:f—§ca)(bs+k) +ré(Bs+K) (4.79) |

G(8)&s = fa+ D(s)(&5 — &a) +N(s)rb.. - (4.80)

The torques acting on the pulley are the torque of the motor and the reaction torque

of the timing belt. The torque of the motor is characterized by the equation
T) = vy — b b . - (4.81)

where v, is the input voltage, I, is the motor inertia, and b,, is the back emf. The torque

of the motor-pulley system is

Twn=T —rFys | (4..82)
and the equation of motion is |
Inf = vy — b — r[B(rf — &) + K(r0 — z,)] . O (4.83)
The equation becomes |
OA[Ims2 + (b + r’B)s + r*K] = 15,1 + 2,r(Bs + K) ' | (4.84)
P(s)d = b, + rN(s)&, . (4.85)

in the Laplace domain.
The system variables need to be estimated for analysis and simulation: For the flotor,

the values that will be used during micro-gravity are

m = (.88
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wy = 270.1 k= w?
pf :07 b:2pfwf

which is a soft coupling to the stator. The values for the stator and timing belt are
M =10.0
w, = 2760 } K = w?

ps = 0.5
. B, =5

B = 2p,w;

71

with the frequency of the timing belt quite high to represent that the timing belt does

not slip over the pulley. The motor system variables are

I, = 0.05
b = 0.3
r = 0.0025

where the back emf was estimated from horizontal test runs.

4.3 Open Loop System Analysis

For stability analysis of the system, the notation defined previously as

A(s) =ms* +bs + k _ :(4.86a) :
D(s) = bs + S  (4.86b)
G(s) = Ms” 4 (B, + B+b)s + (K + k) (4.86¢)
N(s)=Bs+ K - (4.86d)

P(s) = Ins* + (r*B + bm)s + 2K | (4.86¢)
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can be used to develop open loop transfer functions for the system. Manipulating

these, the transfer functions can be dérived,as

. | 1 . . )
Ty = APG(S) _ 7‘2N2A(3) _ PD2(S) [(D - A)PD(S)xa, + AP(S)fd + T'NA(S)'UCL] (4:87)
. — ' 1 | f 2 A72 « 3 Ly
*1 = APG(s) = NP A(s) = PDA(s) (L ¢~ PP = NA)D(s)2a+ DP(s) fatrN D(s)a]
' (4.88)
Letting | . ‘
E(s) = APG(s) —r>N*A(s) — PD*(s) (4.89)
the open loop equations can be put into matrix form as
. . : ' fa
. =7 ' Vg (4.90)
¢ | ¥| DP +ND D(PG-PD-rN?) ||
, 5

The stability of the open 10;)p system Will be examined usingv Nyquist critgria_and
plots. There are no right half plane poles in the sy;stem. The 'plots from the inputs Vg
and f; show stability over a very large gain margin. The plots from the input z, are
shown in Figure 4.35. These plots indicate that the flotor is stable for all gain values and
the stator has a éain margin of‘1250. Thus, the éystem is anticipated to be stable for all

inputs.

4.4 Closed Loop System Analysis

~ -For closed loop analysis, the controller in the computer must be defined. The stator is
to follow the flotor’s displacement from the centre of the workspace, given by the signal
:vpsd.‘ To ensure the stator doesn’t gain too much speed and overshoot the centre position,

velocity damping will be included as well. The output of the computer will be defined as

W = KpTpea — Koy o (4.91)
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Figure 4.35: Nyquist plots showing:open loop stability of the system to airplane vibra-
tions. ' : ' :

where K, and K, are the proﬁortional and velocity constants respectively. Since the value
of z,,4 is in the millimetre range, the proportional constant will be quite large. Putting
the voltage into the open loop equations (4.87) and (4.88), the closed loop sysfem transfer
functions can be derived in the Laplace dofnain as,
5, = 1 -
*  E+rNK,(A—D)+rNAK,s

[APf, +‘ (rNK, + PD)(D — A),] (4.92)

1 ) . . |
Ty = DPf;+ D(PG — PD —r*N? + rNK,s)&,) (4.93
i E—I—rNK,,(A—D)—}—rNAKvs[ fa+ D(PG r°N®+rNKys)i,) (4.93)

where E is FE(s) as defined previously. The frequency response of these equations to
airblane motion z, for Kp = 1200 and K, = 15 is shown iﬁ Figure 4.36. The first plot
shows that the stator cancels the airplane ﬁotion rat low frequency and does not respond
to high frequency motion. There is a resonant peak in the response of small magnitude

that should not affect the system too greatly. The reduction at very low frequency is the
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Figure 4.36: Bode plots showing closed loop response of the system to airplane vibrations.

effect of the flotor on the system. As shown in the second plot, the flotor follows very low

frequency airplane motions. This is consistent with the desired response of the system.

4.5 Simulink Simulations

The equations of motion were developed into a Simulink system, which is shown in
Figure 4.37. This model can be used to test the system against various expected inpuf
airplane vibrations. Note‘that in this model, the Workspace limits of the flotor and stator
have not been included.
* Figure 4.38 shows the results when the model is subjected to a sample of airplane .
acceleration data. The acceleration levels of the flotor are 100 te 1000 times smaller than |
" the input acceleration and at a frequency of approximately 5 Hz. If this had been an -
‘actual test run, the flotor would have hit the workspace limits in under 3 seconds, and

the stator exceeded its bounds in under 5 seconds. To. stop the flotor from reaching it’s

limits, the stator has to move faster, though the stator would reach it’s bounds sooner
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as a result. Figure 4.39 shows the response of the system when the velocity damping of

the stator, K, is reduced to zero. The flotor in this case stays within its workspace as

the stator is able to move faster. The stator exceeds its workspace in under 4 seconds.
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System Acceleration Levels .
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System Acceleration Levels
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Chapter 5

Micro-Gravity Testing

This chapter explains briefly about the micro-gravity testing and ?resents the data from
the DC-9 flight. Analysis of data, comparison to simulation predictions, and recommen-

dations for future festing is also presented.

5.1 Installation and Téstihg

The system was installed on NASA Lewis Research Center’s DC-9 to be tested du'ring
micro-gravity flights. The I-beam was clamped to a vertical poie in the plane and long:
wires were used to connect the hardware to the computer, which was situated in a rack
with the voltage and current supplies.” There. were .some problems encdunte’red while
setting up the system. First, the pole to which the I-beam was attéched was very flexible
and would add increased vibration.s to the system. Another problem was electriéal. A
ground reference error with the coarse‘current amplifier had to be fixed.

‘The first flights were used to judge the response of the flotor in low gravity situations
to get an intuitive feel for the bandwidth nécessary for successful control. With the coarse
stage strapped down and the flotor contrdl bandwidth rather large, data from the system
was collected. The signals stored were acceleration of -plane, acceleration of flotor, and
position of flotor (z,s4).

The neixt st‘ep_ was to release the coarse stage and observe the entire system. A
typical micro—gravit‘y run produced variables with the trends shown in Figure 5.40. The

acceleration of the plane starts at -9.8 m/s/s and approaches zero. The acceleration
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Figure 5.40: Typical parabola cycle.

remains around zero for a time (appfoximately 20 seconds) until the plane begins it’s
pull up phase. Then the acceleration becomes large negative again. The position of
the coarse stage is at the bottom of the I-beam until the acceleration level becémes
small enough, at which time the coarse stage is centred. This causes large vibrations
and motion on the flotor. When the coarse stage is centred and the acceleration of the
plane remains small eribugh, the coarse stage is controlled to follow the ﬂofor. Control
_continues until the coarse position approaches the edge of the workspace, at which time
the coarse stagé is- centred along the I-beam again, or until the acceleration level of the
plane becomes too large, then the coarse stage is réturned to the base of the I-beam.
Severa,l\ things were attempted during flights to control the system. The effect of a

‘dead band switch on flotor position was investigated as well as different gainé for the

system. All controllers could not be tested due to a memory error with the DSP board.
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‘The ambient weather conditions were rougher than normal during the testing on the
DC-9. This caused larger amplitude vibrations and also increased the low fréquency
errors. As a result, the coarse stage reached the workspace limits quicker than would be

expected under average conditions.

5.2 Results

The data for the wrist only experiment (When the coarse stage Was‘ strapped down) was
plotted and compared t§ simulation predictions. The comparisons are shown in Figure
5.41 and indicate very good agreement between theory and experiments for the wrist.
The difference between actual and simulation data comes as a result of a steady state
force on the flotor, which is set when the flotor position is reset to the centre of the
workspace. Since each parabola has different acceleration characteristics, this steady
state force is nof correct for all iﬁst@nces, but provides a good starting force to near
centre the wrist. Indeed, the first graph shows the simulation is a constant 0.2 mm off
the actual data, Which is the effect of an extra steady state force. The second set of data
has a better centred wrist and the simulation and data are in good agreement.

Some of the data collected when the coarse stage was controlled to follow the flotor
is shown in Appendix E. The first three show control for the parameters f, = 0.2, k, =
80 and k, = 1 with the coarse controller only in effect when the flotor position exceeds
:i:i mm, a dead band. The position of the flotor vibrates greatly, due to the large coarse
~ control signal constantly tufning on and off as the flotor vibrates around the 1 mm mark.
This was verified later on the model in simulation. The dead band was not included in
the simulation model since its effect was under.estimated.

The dead band was then removed from the digital controller and tracking Was at-

tempted again. The next three graphs in the Appendix show the data collected for the



Chapter 5. Micro-Gravity Testing . ' 82

Comparison of Actual Data to Simulation

Position [mm)]

0 1 2 3 4 5 6 7 8 9 10

0.8

0.6
04

o
N

Position [mm]
o

-0.2
-0.4
—0.6
; ; ; o ; Actual Data :
-0.8 i 1 | i i i I
0 1 2 3 4

5 6 7 8 9 10
Time [s] :

Figure 5.41: Comparison of actual data to simulation of wrist. In the top graph, f, =5,
the lower f, = 2.
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same values for the variables. Again the flotor position is oscillatory, but not as much
as the previous attempt, and not‘_always. At first it was thoﬁght that the probiem was .
. due to initial conditions the flotor acquired rapidly being centred on the I-beam. The
‘velocity constant was increased to limit the centering speed, but this did not improve the
ﬁétor response. . |

The velocity constant was then set to zero and the response of the system improvedv
greatly. However, modifications to the control code increased the size of the compiled file
to beyond that available on the DSP board and memory allocation errors were occuring.
As a result, the response of the system'was inconsistent ;md the déta was unreliable.

Some data can be analyzed for trends but no concrete conclusions can be drawn.

5.3 Analysis

Figure 5.42 shows plots of data éollected during one parabola that the system behaved
relatively as desired. The variables for this pardbola were fn = 0.1 and kp_crse_iso = 50.
At _the start of the micro-gravity phase the acceleration of the flotor is rﬁuch smaller
than the acceleration of the plane. The magnet levitation system has removed the slow
oscillations and attenuated by more than a factor of two the high frequency noise. The
coarse stage has a slow downward drift, changing 200 mm in just over 7 seconds, and the
flotor position is negative. This agrees with the acceleration of the plane which is more
negative at the beginniﬁg of the parabola. After time approximately 12 seconds, the
acceleration of the plane tends to be more p;)sitive and the ﬂotbr position confirms this
by becoming positive as well. The coarse étage begins to move rapidly upwards following
the flotor and finally hits the workspace limits. During this part of the parabola the
flotor acceleration degrades and shows the _action—réaction effect of the stator on fhe

ﬂotor, indicating that a lower bandwidth is still required for the system to have greater
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Figure 5.42: Data plots for parabola number 50 on'day 4. The flotor acceleration is
considerably less than the plane acceleration while the flotor position is near centre.
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effectiveness.

The respoﬁse of the systefh during micro-gravity ‘par.abola is in disagreemént with
the system model. There are several things that may contribute to this, both linear and
non-linear corisiderations. |

The acceleration due to gravity, while small, is not zero and will cause the flotor and
stator to have disturbance forces. For effective vibration isolation, a small wy is nécessa,ry
for the flotor, and the disturbance will have a. larger effect on the system. The acceleration
~ changes direction rapidly. This either increases or decreases the power neceséary to move
the coarse stage by the motor. For example, if th‘e desired coarse motion is negative, and
the force due to gravity is also negative, the static friction of the bearings is much casier
to overcome. Héwever, if the force due to gravity is positive, then a much larger signal
is necessary to overcome both static friction and this positive force; This unmodelled
force, which is a functio.n of the acceleration of the plane, can be found and added to the
model. |

The timing belt for the éoarse-stage also introduces unmodelled effects. The belt is
.stretched between two pulleys and has a small amount of elasticity and a large amount of
flexibility. The belt has several vibration modes at low frequéncy that cause perturbations
- on the system, the most significant one at 7 Hz. This effect will cause oscillations in the
coarse position when the coarse motion is not steady.

There are non-linear effects to considér aé well. The MAGLEV wrist, being a smaller
version of it, will have similar concerns as the LMIM. This includes acting as an inverted
- pendulum due to the magnetic non-linearities. This was not included in the model since
the effect was expected to be small. Also, the hard contact the flotor experiences as it
hits the edge of its workspace ‘has not been mddelled, but is not important if z,sq remains

within acceptable limits.

While the timing belt has known vibration nodes, these can not simply be modelled
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as a spring-damper connection with a 7 Hz bandwidth — there is a maximum stretch
the tirﬁing belt can experience. If no maximum stretch is considered and the timing
belt frequency reduce.d, the systefn simulation becomes unstable as z, oscillates with
increasing magnitude and does not follow r0, which it must. No effective way of modelling
the maximum stretch was found.

Another non-linear consideration is that of static friction of the linear bearing car on
the rail, whiéh is in addition to sliding friction. The static friction causes the linear bear-
ing car to remain stationary until sufficient force is applied. When it does start to move,
the friction force is reduced and the stator moves faster than necessary, overshooting the .'
desired resf)onse. Then the stator stops briefly as the flotor catches up and passes the
stator once again. The stator must once again overcome the static friction, and continues
this jgrky motion.

Attempts to model these effects to verify their effect proved difﬁcuit, in particular
the maximum stretch of the belt. A rough approxirhation‘of the non-linear timing belt
with a lower vibration frequency was modelled and added to the simulation. As well, an
approximation of the static friction was included in the new model. Figure 5.43 shows
the comparison between actual d‘ata and simulation using the same airplané acceleration
signal. While the simulation does not exactly match the observations on the plane, the
behaviour of the simulation is similar to actual data. Therefore, using coarse control

with a flexible timing belt and a sliding car produces undesired oscillations.

5.4 Recommendations for Future Study

Recommendations for future work with the coarse-fine tracker to iinprove the system:

e Use a different coarse motion system.
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Fi‘gure 5.43: Compariéon of data and simulation with low frequency mode for the timing

belt and static friction for the sliding car.



Chapter 5. Micro-Gravity Testing ' ‘ 88

¢ To remove initial conditions of the flotor the stiffness should be quite high when
the coarse stage is being centred. This way the flotor will converge to the centre of

its workspace quickly instead of being pushed around at the beginning.

. ._Use previous data to predict the initial acceleration levels and provide beneficial
initial conditions to the flotor. For example, if the acceleration is drifting positive
“during the centering mode, a negative velocity could be added to the flotor to extend
the length of time the system stays in the tracking mode, thus longer improved

micro-gravity time.

‘e The stiffness of the wrist can be increased as the flotor approaches the edge of
the rattle space to give the flotor a centering velocity before hitting the edge. This
becomes a tradeoff between hitting the edge of the rattle space and allowing greater

transmission of vibrations.

e The control output to the motor could be an increasing cehtering force as the coarse
stage nears the edge of the I-beam. Again, it depends if a swift movement to the
centre of the workspace, as is the case presently, is a better option than transmitting

greater vibrations or forcing the flotor to hit the edge of the rattle space.



Chapter 6

- Conclusions

Magnetic levitation technology using Lorentz forces is a good method for isolating ap-
plicatioﬁs from external vibrations and acceleration disturbances. The LMIM platform,
designed under contract at UBC, and the ‘smaller version known as the wrist use this
theory to create a non-contact system for vibvration isolation.

'This thesis looked at the LMIM and wrist and explained briefly how Lorentz theory
.has been applied to create fhe lnon—contact technology. An accurate model of the LMIM
was developed for possible use in designing controllers. The‘identiﬁed’ plant had an
unstable pole and confirmed the mass of the flotor to be approximately 22 kg. The
LMIM system -acts as an inverted pendﬁlum aﬁd it was .difﬁcult to adequately control
the system with this problem. |

Using the LMIM for testing, H,, control techniques were employed to activel‘y control
the system. Several assumptions were made on the LMIM model to facilitate controller
. desigﬁ. | |

The H, control thédry proved difficult to designr with. Solutions to the H., control
problem do not always exist which forces an iterative procedure to finding answers.
The .poles of the LMIM plant also contributed problems to the design of a successful
controller, as Bode’s Integral theorem must. be satisfied. The effect of the weights on |
controller design was studied ;md weight selection 'insight was provided. Some successful
position controllers were developed with bandwidth of the closed-loop system near 3 Hz

that stabilized the LMIM. Further reduction of the bandwidth was not possible with
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the .poeition controller. Adding acceleration feedback was straight-forward in theory, but
design solutions were difficult. ‘Acceler.ation feedback controller testin.g‘ on the LMIM wes
unsuccessful. | |

The controllers that worked in practice showed good disturbance attenuatlon for
position control. There is one 1mportant point when addmg acceleration feedback With
H,, theory the solution does not always exist, but 'if one does it is shaped as expected
and gives the desired closed—loop.response. ‘ )

The wrvist was used in a coarse-fine tracking"dpproach to vibration isolation in a micro-
gravity environment. A model of the wrist was developed and was in good agreement
. Wlth actual responses to noise. Simple PID control was employed for the erst with the
coarse stage tracking the flotor position in a DC-9 performing parabohc flights. The data
collected showed effects not included in the model of the coarse stage play a signiﬁcant'

-role in the system. The data also showed disturbance attenuation while tracking the

flotor was possible but requires further testing.
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Appendix A

H;o Theory Notes

A.1 Augmented Plant

The augmented plant, P(s), is the transfer matrix from w and u to z and y

BRI (A.'94)»
| ¥ ] ' u , g

z _ P11(S) P12(S) |: w } . (A95)
| Y ] Py (s) Pa(s) Lu | |

Knowing u = K (s)y the transfer function between z and w is

Tou(s) = Puu(s) + PK(s)(I — PoK(s))"Pu(s). -~ (A.96)

The augmented plant is most often represented in state-space form

T o A B1 B2 X ‘
z - Cl D11 D12 A (A97)
y Cy Day Dy U

which can be found by converting the transfer matrix to state space, i.e.

C1
Cy

D11 Dy2

?

P(s) = (4, [ B B,

Doy Doy
where the notation (A, B, C, D) is the state space representation of the transfer function
T(s)=D+C(sI— A)'B. o (A.98)
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The B;, C;, and D;; matrices must be partitioned to reflect the number of external iﬁputs,

control inputs, control outputs and measured outputs.

A.2 Stabilizable and Detectable

These are defined as [3], [25]
o (A, B) is stabilizable if the uncontrollable modes are stable.

e (A,C) is detectable if the unobservable modes are stable.
The uncontréllable and unobservable modes can be determined using the theorems

e (A, B) is controllable if the rank of [(s] — A) B] is equal to the size of A for all s.

" The values of s where this is not tfue are the uncontrollable fnodes.

(sl — A)
C

. The values of s where this is not true are the unobservable modes.

e (A,C) is observable if the rank of is equal to the size of A for all s.”

A.3 Plant Transformations
A.3.1 Axis Shifting

+ With axis shifting the idea is to shift all the poles of the plant a small amount before the
design is run, and then after a successful design is achieved, to shift the poles back. This
can be thought of as shifting the jw-axis back and forth. The pole shifting can be done

with the transform on the A matrix of the plant state space
A=A+el ‘ o (A.99)

where I is the identity matrix of same dimension as A. This is the same as shifting the

Jw-axis by ¢ units to the left. Shifting the axis to the left puts the polesin thekRHP, i.e.
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makes the plant unstable. This is required as a consequence of H,, theory, ‘W}-lich will
place the cloéed loop poles of the successfulv design in the LHP. By shifting the axis left,
one insures that the poles remain in the LHP when the axis is shifted back. If the axis
was shifted right, any closed loop<poles with vaiﬁé less than ¢ will be in the RHP. aftef
the axis is shifted back. |

" The propler choice of € is essential for determining the closed loop poles of the system.
Hoo design theory will not design unstable systems, nor marginally stable ones. Therefore,
the smallest pole of the system will be larger than €. This smallest pole also dictates the
‘response of the system. Obviously, € mﬁst be less than the desired bandwidth so that
the designed controller is able to react fast enough. At the same time, € can not be too
small or the plant matrix may get badly conditi‘oned. The choice of ¢ is critical in the

system design — it dictates the smallest allowable pole in the closed loop response. |

A.3.2 Bilinear Transform

In bilinear transform [25], as with the axis shifting, the controller will be designed for
the transférmed plant, and then the solution is transformed back into the origi.nal plane.

The bilinear transform takes the form.

'az-{—é |

s = ‘ ‘ A.100
! | (A.100)
and the inverse transform is
,_8-Bs (A.101)
Vs — «

A special form of the transform maps the jw-axis to a circle and a circle to the new .

jw-axis, as shown in Figure A.44. This operation has the form

P | O (A102)
T
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s-plane A A » z-plane

Figure A.44: Special form of the bilinear transform that maps the jw-axis to a circle.

sothat a = 1,6 = py,v = ;12—, and # = 1. When p; = oo (v = 0), this becomes the éimple
axis shifting and gives the same results as previous.

" The choice of locations of p; and p, are important since they limit the placements of
the closed loop poles. p, affects the high frequency response of the system. p; determine‘s
the dominant poles of the closed loop system sincé the controller designed in the z-plane
will have its poles in the LHP, which is inside the circle (region A) when transforrhed back.
All poles of the designed closed loop system are in the circle, so the size and location of
it directly determines the possible configuration of the cioéed loop systerﬁ. Choosing it

too small or in a bad position could result in a solution with totally unacceptable results.
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Nomenclature

Based on the closed loop shown in Figure B.45, the following nomenclature is used.

Position Plant
Acceleration Plant
Position Plant with Acceleration Feedback

Acceleration Plant with Position Feedback

Gaz =

Figure B.45: Closed loop position system with acceleration feedback.

K,

$’K,

ms? —s2K,— H

ms? — H+ K,

K,(s)

1
m

(B.103)

(B.104)

(B.105)

~ (B.106)
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The open loop plants with cascade controller have the same subscripts, but G is replaced

. with GK.

Sensitivity of Position

1
52 =g +GK,
Sensitivity of Acceleration
1
% =1_CK,

Sensitivity of Position with Acceleration Feedback

1

Sea = 7 + GK,,

Sensitivity of Acceleration with Position Feedback

1 .
S = 120K,
Position Closed Loop
GK,
T, = ————
1+ GK,
Acceleration Closed Loop
GK,
La=12 GK,

Position Closed Loop with Acceleration Feedback

GKg,
Tza = T~
1+ GK,

Acceleration Closed Loop with Position Feedback

_ GKu
T 1-GK,,

Ta. T

(B.107)

(B.108) .

(B.109)

(B.110)

- (B.111)

(B.112)

(B.113)

(B.114)
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Other-interesting relationships:

GK,, = GK,S,

GK.. = GK,S,

1

Soa = 1+ GK,.S,
1

Saz =

1 -GK,S;
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(B.115)
(B.116)
(B.117)

(B.118)
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H,, Controller Design Code

The following is a listing of the design code for H,, control for use with MATLAB.

C.1 Main design file: design.m

disp(’------—-——- Position Controller ————— ")
wrad = logspace(-2,3,600); . .
= 22;
ok = ’n).
. while ok == 'n’,

choice = menu(’Choose plant type’ ’Double 1ntegrator’
’Positive Feedback’, 'More Accurate Plant’,’PD Stablllzed’)'

if choice == 1, :
[agx,bgx,cgx,dgx] = tf2ss(1,[m 0 0]);
elself choice == 2,
H = -40;

[agx,bgx,cgx,dgx] = tf2ss(1,[m 0 H]);
elseif (choice == 3) | (choice == 4),
dnx = conv([1/140,1],[1,2*.15%sqrt(45/2.6),-45/2.61);
[agx, bgx,cgx, dgx] = t£2ss(45/1000,dnx);
if choice == 4,
[apd,bpd, cpd,dpd]
[agx,bgx,cgx,dgx]
end
end

t£2ss([600 20001, [0.001 1]);
feedback(agx,bgx,cgx,dgx,apd,bpd,cpd,dpd,-1);

ss_gx = mksys(agx,bgx,cgx,dgx);

[Wix,W2x,W3x] = weights_x;
[gamx,ss_kx,ss_Tx,normx] = hinf_bilin(ss_gx,Wix,W2x,W3x);

[akx,bkx,ckx,dkx] = branch(ss_kx); .
[agkx,bgkx, cgkx,dgkx] = serles(akx bkx, ckx,dkx,agx,bgx,cgx,dgx);
[atx,btx,ctx,dtx] = cloop(agkx,bgkx,cgkx, dgkx, 1);

if max(bode(atx,btx,ctx,dtx)) > 1,
fc(atx,btx,ctx, dtx)

end

figure(1)

jbode(atx,btx,ctx,dtx,1,wrad);

subplot(211)

title(’Closed Loop Response’)

axis([.01 20 -40 10])

subplot(212)

v=axis; -

v(1:2) = [.01 20];

axis(v)
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ok = input(’Is this satisfactory? ([yl/n): ’,’s?);
end .
pltsum(ss_gx,Wix,W3x,ss_kx,gamx)

103

disp(’?); disp(’’); disp(’’); disp(’'?); disp(’’); dlsp(”) disp(’?);

disp(’——————————- Acceleration Controller —-----—-----=7* )
[aka,bka,cka,dka] tf2ss(0,1);

[aga,bga,cga,dgal = t£2ss(0,1);

acc_control = input(’Acceleration controller? (y/[nl): ’,’s’);
while acc_control == ’y’,

n

if choice == 1,
[ai,bi,ci,di] = tf2ss(1,[1 0 O]);
[ah,bh,ch,dh] = series(ai,bi,ci,di,akx,bkx,ckx,dkx);
[aga bga cga,dgal = feedback([] [],01,1/m,ah,bh,ch,dh,-1);
elseif choice ==
[ah,bh,ch,dh] = parallel([],[],[],H,akx,bkx,—ckx,—dkx);
[ah,bh,ch,dh] = series([0 0;1 0],[1;0],[0 1],[0],ah,bh,ch,dh);
[aga bga cga,dgal = feedback([1,[],[],1/m,ah,bh,ch,dh,+1);
elseif (choice == 3) | (choice == 4),
[nmf,dnf] = butter(4,325,’s?);
[nmg,dng] = serles([45/2 60 0],dnx,nmf,dnf);
[aga,bga,cga,dgal = tf2ss(nmg,dng);
end

ss_ga = mksys(aga,bga,cga,dga);
[(Wia,W2a,W3al] = weights_a;
[gama,ss_ka,ss_Ta,normal = hinf bilin(ss_ga, Wia,W2a,W3a);

% Acceleration system

[aka,bka,cka,dka] = branch(ss_ka);

[agka,bgka,cgka,dgkaJ = series(aka,bka,cka,dka,aga,bga,cga,dga);
[ata,bta,cta,dtal = cloop(agka,bgka,cgka,dgka,+1);
[as,bs,cs,ds] = feedback([1,[], [] 1,agka,bgka,cgka,dgka,+1);

" % Complete system

if choice == 1, . ) ' i

' = [0.0;1 0]; bg = [1/m;0]; cg = [0 1;0 0]; dg = [0;1/m];

elseif choice == 2, : :
[ag,bg,cg,dg]l = tf2ss(1,[m .0 -H]);
cg = Leg ; H/m*cgl;
dg = [dg ; 1/ml;

elseif choice ==
[ax,bx,cx,dx]
[a1,b1,c1,d41]

t£2ss5(45/1000, [1,2*.16*%sqrt(45/2.6) ,-45/2.6]); -
tf2ss(1,[1/140 1]1);
[a2,b2,c2,d2] = t£2ss([1 O 0)*nmf(5),dnf);
[ag,bg,cg,dg] append(ai bl,c1,d1, a2 b2,c2,d2);
= [b1;b2]; fd1;d2];
{ag,bg,cg,dg] = serles(ax bx,cx,dx,ag,bg,cg,dg);
end : .

ss_g = mksys(ag,bg,cg,dg);

[ak,bk] = append(akx;bkx,ckx,dkx,aka,bka,cka,dka);
[ ckx cka ];
= [ dkx dka ];

ss k mksys(ak, bk ck, dk)

[agk,bgk,cgk,dgk] = series(ak,bk,ck,dk,ag,bg,cg,dg); )
[al,bl,cl,dl] = feedback(agk,bgk,cgk,dgk,[1,[1,[1,[-1 0;0 1],+1);
figure(2)

jbode(al,bl,cl,dl,1,wrad);

gubplot(211)

disp(’?);
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title(’Closed Loop Response’)
axis([.01 20 -40 20])

subplot(212)
v=axis;

v(1:2) = [.01 20];
axis(v)

acc_control = input(’Would you like to try again? (y/[n]): ’,’s’);
end .

C.2 Position weight generation: weights_x.m

function [W1, W2, W3] = weights

% Setup for robust controller design
% Defines weights only. Sets it up for position only design.

% Robustness Spec (W3)
disp(’W3 controls the robustness spec of the system’)

bw = input(’'Enter bandwidth (Hz) of -the closed loop position system: ’);
bw = 2%pi*bw; » :
we = bw;

slope = input(’Enter slope (ie: -1 for -20dB/decade, -2 for -40dB/decade): ’);
crossover = 10~ (-slope*logl0{wc)); : : »
num = [1]; ’
den = [crossover];
for k 1:-slope,
. num = conv{(num,[1, 0]);
end -
if (slope < -2), :

for k = 3:-slope,

den = conv(den, [1/wc/10°(2) 1]1);

end
end

[r,c] = size(num);
“[x,r] = size(den);
den = [ zeros(1,c-r), den ];
W3 = [ num ; den J];

% Disturbance rejection (W1)

disp(’--- -—= - -—- - =)
disp(’W1 affects the sensitivity function’)

disp(’The DC gain affects the low frequency response of T(s). A too low value’)
disp(’will cause early roll off. A too high value will create resonant peaks.’)
. disp(’The HF gain, if small enough (<.1) has little effect on the system.’)

DC = input(’DC gain: ’);
HF = input(’HF gain: ’); % High frequency gain
wc = 0.5*bw; % filter crossover frequency
dl = 0.7; Y% damping ratio 1
num = DC*[HF 2%di*wc*sqrt(HF) wec~2] ;
den = [DC 2*di*wc*sqrt(DC) wc~2] ;
if 0, 4 Fourth order Wi
num = conv(num,num);
den = conv(den,den);
end

Wi=1[ num ; den ]; . : :
W2 = [1.e-4 ; 1]; % Small to fulfill rank requirements on complex plants

104



Appendix C. H,, Controller Design Code . . 105

C.3 - Acceleration weight generation: weights_a.m

function [W1, W2, W3] = weights_a

% [Wi, W2, W3] = weights_a
./. .

% Weights for acceleration only controller.

disp(’The bandwidth for the acceleration control is band pass.’)

wcl = input(’Please enter the low frequency crossover (Hz): ');

wcl = 2*pi*wcl;

wc2 = input(’Please enter the high frequency crossover (Hz): ’);
wc2 = 2%pi*wc2;

dl = input(’Damping ratio 1: ’);

d2 = input(’Damping ratio 2: ’);

ord = input(’Input slope/order of performance spec (see notes): ’);

cl = 2/3*%wcl; c2 = 3/2%wc2;

den = conv([1/4/wci 1]1,[1/0.25/wc2 1]);
den = conv(den,den);

num = [1/wc1 0]

num = conv(num,num);

Wi=[00num ; den ];

num = conv{([1/2/c1 1],[1/0.25/¢c2 11);

num = conv(num, [1/2/c1 1])

den = [1/c1 0];

den = conv(den den);

den = conv(den,[l/io/c2 11);

W3 = [ num ; den J;

W2 = [1.e-4 ; 1];

Wi=1[050.9; 0.06 0.6 1];

W3 = [0.0500 1.0500 1.0000; 0.0100 10.0001 _0.1000];

C.4 Bilinear transform. hinf_bilin.m

function [gam, ss_k, ss_Tzw, norm_Tzw] = hinf bllln(ss g,W1,W2,W3);
% Lgam, ss_k, ss_Tzw, normhinf] = hinf_bilin(ss_g,W1,W2,W3);

% Bilinear transform H-infinity design

% az + d
hs = ——---m—-
% cz +b
%

% Plant independant

% Requires

% Plant --> (ss_g)

% Weights —--> Wi, W2, W3 as for use in augtf.m
% Calculates

%  Augmented plant (with gam*W) --> Tss

% Gamma --> gam

% Controller --> (ak, bk ck,dk) or ss_k

% Tzw loop --> (acl,bcl, ccl ,dcl) or ss_Tzw

[ag,bg,cg,dg] = branch(ss_g);
[(nWi,q] = size(W1); nWi = nW1/2;
% Assign values

a=1; - Y% Axis scaling


http://ak.bk.ck.dk
http://ag.bg

Appendik C. Hy Controller Design Code : 106

i; % :
0.0; % 1/p2
.=0.1; Y% Dominant pole placement

Ao o
uw o

% Augment plant
Tss = augtf(ss_g,Wi,W2,W3);

% Bunch of stuff to be done for transform on augmented plant
[a1,b1,b2,c1,c2,d11,d12,d21,d22] branch(Tss)

[q,ni] = size(b2);

[no,q] = size(c2); '
[al,b1,c1,d1]1=bilin(al, [b1,b2], [c1;c2], [d11,d12;d21,d22],1,°G_Bili’, [a,b,c,d]);
Tss = msys(al,bi,c1,d1,ni,no);

% Do robust design

%[ss_k,ss_Tzw] = hinf(Tss); gam = 1;.

[gam,ss_k,ss_Tzw] = hinfopt(Tss,[1 3]); %,1:nW1);

% Compute controller and do inverse transform
ss_k = bilin(ss_k,-1,’G_Bili’,[a,b,c,d]);

% Compute Tzw and do inverse transform
ss_Tzw = bilin(ss_Tzw,-1,’G_Bili’, [a,b,c,d]);
norm_Tzw = normhinf(ss_Tzw);

C.5 State space system: msys.xﬁ

function tss_p = msys(ap,bp,cp,dp,n,y)

% Changes the state spaée representation of a plant into one for the hinf
% routine in Matlab. (Standard State-space to Two-port State-space)

h
% tss_p = msys(ap,bp,cp,dp,ni,no) :
% where ni = number of control inputs (size of u)
% : no = number of control outputs (size of y)
[n ml=size(dp);
= ap;

b1 =.bp(:,1:m-u);

b2 = bp(:,m-u+1:m);

cl = cp(i:n-y,:);

¢2 = cp(n-y+1:n,:);

di1 = dp(i:n-y,1:m-u);

d12'= dp(1:n-y,m-u+i:m);

d21 = dp(n-y+1:n,1:m-u);

d22 = dp(n-y+1i:n,m-u+i:m);

tss_p = mksys(a,bl,b2,c1,c2,d11,d12,d21,d22,’tss’);

C.8 Plotting summary: pltsum.m
function pltsum(ss_g,W1,W3,ss_k,gam)
% pltsum(ss_g,Wi,WS,ss_k,gam)

% Summary plotting routine
[}

[ag,bg,cg,dg] = branch(ss_g);
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[ak,bk,ck,dk] = branch(ss_k); :
[agk,bgk,cgk,dgk]l = series(ak,bk,ck,dk,ag,bg,cg,dg);
[as,bs,cs,ds] = feedbk(agk,bgk,cgk,dgk,1);
{at,bt,ct,dt] = cloop(agk,bgk,cgk,dgk,-1);

wrad = logspace(—1.5,2,800);

figure
subplot (221)
[magi,phil] = bode(ak,bk,ck,dk,1,wrad);
semilogx(wrad/2/pi,20%log10(mag1));
xlabel(’Frequency [Hz]’)
title(’Controller’)
ylabel(’ IK| [dB]’)
. v=axis;
v(1:2)=[.01 20];
axis(v); .
grid : . . T
subplot (222)
semilogx(wrad/2/pi,phil);
title(’Controller’)
xlabel(’Frequency [Hz]’)
ylabel(’Angle(K) [degl’)
v = axis;
v(1) = 0.01; v(2) = 20; ' -
axis(v) \ '
ytick = get(gca, ’ytick’);
ylim = get(gca, ’ylim’);
yrange = ylim(2) - ylim(1);
no_of_pts = log(yrange/(length(ytick)#*90))/log(2);
n = round(log(yrange/(length(ytick)#*90))/log(2));
set(gca, ’ylimmode’, ’manual’)
if no_of_pts >= -1.15 i
% 45, 90, 180, 360, ... degree increments
ytick = [-90*2°n:-(90%2"n):ylim(1), 0:(90%2"n):ylim(2)1;
ytick = ytick(find(ytick >= ylim(1) & ytick <= ylim(2)));
set(gca,’ytick’,ytick);
.elseif n >= -2
% Special case for 30 degree increments rather than 22.5
ytick = [-30:-30:ylim(1), 0:30:ylim(2)];
ytick = ytlck(flnd(ytlck >= ylim(1) & ytick <= ylim(2)));
set(gca,’ytick’,ytick);
. end
grid
subplot (223)
mag2 = bode(as,bs,cs,ds,1,wrad);
mag3 = bode(W1(2,:),gam*Wi(1,:),wrad);
' sem110gx(wrad/2/p1 20*log10(mag2) wrad/2/p1 20%1log10(mag3),’~.")

axis([.01 20 -60 20])
grid

title(’Sensitivity and Weight’)
xlabel(’Frequency [Hz]’)
ylabel(’Magnitude [dB]’)
legend(’IS|’,’ [1/Ws]|?)

subplot(224)

mag4 = bode(at,bt,ct,dt,i,wrad);

-magh = bode(W3(2,:) gam*WB(i 1) ,wrad);

sem110gx(wrad/2/p1 20*1ogio(mag4) wrad/2/pi, 20*log10(mag5) ’)
axis([.01 20 -60 20]) :
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grid .

title(’Complementary Sensitivity and Weight;)'

xlabel(’Frequency [Hz]’)
ylabel(’Magnitude [dB]’)
legend(’iT|?,’ |1/Wt]?)

set(gct, 'PaperPosition’,[1 2 6 7])
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Appendix D -

Coarsé-Fine Tracker Softwaré Pérticulars

The software was developed by..Tiin Salcudean and Chia-Tung Chen.

D.1 Cdarse-Fine Software Algorithm -

The controller code and the include files are compiled and linked with a C30 compiler.
The control code is executed every time the DSP has a specific interrupt set, causing the

following functions to ¢Xeéute:
1. getAD
2. psdposition, méasure_agcel, measure_éoarse_pos
3. detgrmine_staté
4. coarse_control
5. -ﬂotor_contl;ol
6. force_to_Curreﬁt, -Current;tofyolt

7. putDA

In short, the code reads in the signal data and calculates relevant positi'on,yvelocity,
and acceleration variables, calculates the control signals required to drive the system,

and outputs these signals. The above is explained in: greatelj detail now.

- 109
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1. The raw data available at the A/D port is read in and stored.

2. The raw data is manipulated through algebra and matrix multiplication to get the
position and orientation of the flotor, the acceleration levels of the flotor, stator,

and plane, and the coarse position.

3. The type of control to be used is dependent on the state of the system. There
‘are five states: READY, ISOLATE, CATCH, LOWER, and REST. The state the
system is'in depends on the plane acceleration aﬁd coarse position. Figure D.46

shows the state switching diagram which can be summarized. as follows:

READY Maghitude of the acceleration of plane less than MAXLEV but greater
than MAXISO.

ISOLATE Magnifude of the acceleration éf plane less than MAXISO’.

CATCH Coarse position in ISOLATE nears the end of the rail.

LOWER Acceleration of plane less than -MAXLEV and coarse position not at
minimum.

REST Acceleration of plane less than -MAXLEV and coarse positidn at minimum.

MAXLEYV is the maximum acceleration allowed to keép the coarse stage centered on

the rail, while MAXISO is the maximum acceleration allowed during the vibration

isolation and tracking phase.

4. The control of the coarse position is dependent on the State of the system. The
coarse control signal, u..se, is an integer between 500 that gets converted to a

voltage to the current amp. See Appendix D for the control relationships.

5. The flotor is controlled by a simple PID,

f = kpxerr + ki / Terr + kddjer'r‘ (D121)
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Figure D.46: Staté switching algorithm. x is the co‘arse.po‘sition, a is the acceleration of
‘the plane, i is MAXISO, | is MAXLEV, p is the lower limit of the I-beam, and cl is the
coarse position limits during operation. ' B
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where Zery = Tref — T fine.
6. The force just calculated is transformed first into a current, then a voltage.

7. The voltages for the coarse control and flotor control are put to the D/A converter

for use by the system.

D.2 Coarse Stage Control Signal

READY wuc, = kpcrserdy * (CRSE_DB — z_crse_err) — kv_crse x v_crse_f

This centers the coarse stage on the rail.

ISOLATE u s = kp_crseiso * z_fine — kv_crse * v;crse_f
The coarse stage is driven to follow the displacement of the flotor with velocity

damping.

CATCH ug s =0
Stops the motion toward the rail limits.

LOWER .., = kvcrsex (PARK VEL — v_crse_f)

Lowers the. coarse stage to the bottom of the rail.

REST u,,,. = —70

Constant negative force to keep the coarse stage at the bottom of the rail.

D.3 Coarse Stage Code Variables

All position variables have units mm and velocity variables mm/s.

kp_crse_rdy Proportional constant for coarse control in State READY.
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CRSE_DB Minimum displacement of coarse position (dead band) from center before

control is started. \
z_crse Coarse position.
crse_cen Set point for centeriﬁg the céarse stage.
T_CTrSE_erT = I_Crse — crse_cen
kv_crse Derivative constant f(;r the coarse position.
v-crse- f Velocity of coarse position, filtered.
kp_crse_tso Proportional constant fér coarse control in State I.SOLATE'.
z_fine Position of flotor as measure.d by the PSD’s.
PARK _VEL Maximum velocity when lowering the coarse stage.

k, Proportional constant for flotor control in N.mm.

Ky = 47 f2 % mass fiop0r /1000
k; Integral constant for flotor control, equal to 0.1 N/s/mm arbitrarily.

ky Derivative constant for flotor control in N.s/mm.

ky = 4n( fr * Massfioor/1000

frn Desired bandwidth of fine motion system in Hz.

¢ Desired damping ratio of fine motion system.




"Appendix E

Data 'Plots‘

114




Appendix E. Data Plots

Acceleration of Plane

I
I o o
- » o o

Acceleration '[mm/s/s]

|
—
(43}

0 5 10 15 20
Time [s]
Position of Stator
600 ......... ........ i
400 ......... ..... ........ §
'g' D00 i J
£
§ 0
:’5
& -200

-400

-600 : ; ;

0O - 5 10 15 20

Time [s]

Acceleration [mm/s/s]

115

Acceleration of Flotor

o

\
I
I
I

o
(&)

o

!
o
3,

|
[y
T

|
-
3

|
N

5 10 15 20
Time [s]

=

Position of Flotor

.......

Position [mm]
o ,

10 15 = 20
Time [s] :

Figure £.47: Data plots for control when the dead band was not removed. It is possible
to see the coarse stage vibrations in the Position of Stator plot.
kv.erse =1, f, =0.2.

kp_crse_iso = 80,
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Figure E.48: Data piots for control when the dead band was not removed. It is possible
to see the coarse stage vibrations in' the Position of Stator plot. kp_crse_iso = 80,
kv_erse=1, f, =0.2.
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Figure E.49: Data plots for control when the dead band was not removed. It is possible
to see the coarse stage vibrations in the Position of Stator plot. kp_crseiso = 80,
kv_crse =1, f, = 0.2.
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Figure E.50: Data plots for control with no dead band but with a velocity variable causing
vibrations. Less coarse stage noise is seen in Position of Stator plot but acceleration of
flotor remains poor. kp_crse_iso = 80, kv_crse = 1, f, = 0.2. ‘
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Figure E.51: Data plots for control with no dead band but with a velocity variable causing
vibrations. Less coarse stage noise is seen in Position of Stator plot but acceleration of
flotor remains poor. kp_crseiso = 80, kv_crse =1, f, =0.2.
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Figure E.52: Data plots for control with no dead band but with a velocity variable causing
vibrations. Less coarse stage noise is seen in Position of Stator plot but acceleration of
flotor remains poor. kp_crseiso = 80, kv.crse=1, f, =0.2.
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Figure E.53: Data plots for unreliable data obtained when the system was not working
properly. There is no velocity damping in ISOLATE state and the acceleration of. the
flotor is considerably improved. Notice the position of the flotor at the start of the
parabola while coarse stage centeringis attempted. kp_crseiso = 50, f, = 0.1
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Figure E.54: Data plots for unreliable data obtained when the system was not working
properly. There is no velocity damping in ISOLATE state and the acceleration of the
flotor is considerably improved. kp_crseiso =50, f, =0.1 '




