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ABSTRACT

A method is proposed for implementing spatial reasoning and spatial knowledge representation on a computer which utilizes a new concept named vague objects. Vague objects are an approximate representation system both for solid objects and for spatial relationships between two or more solid objects. A vague object is a simplified solid object where sharp surfaces are replaced with smooth transitions from the solid to its surroundings. A vague object can be compared to a cloud with a smoothly varying density that resembles a real solid object. Vague objects can be used to represent spatial concepts as well. A spatial concept is defined as a relation between objects, either solid or vague. Many spatial concepts can be visualized as vague objects, and for simple spatial reasoning, they can be implemented as such.

Spatial reasoning with vague objects can be performed using a spatial logic that resembles Venn diagrams in three dimensions. Spatial reasoning by means of vague objects can be executed sequentially in chains allowing complex spatial descriptions to be evaluated in a visually understandable fashion. The reasoning system used is reminiscent of fuzzy logic, except that its domain of operation is in three dimensional space.

Vague objects simulate some aspects of human spatial reasoning using methods intended for implementation on a computer. This human-centred approach makes vague objects useful not only for emulating humans but, more importantly, for interacting with them.
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CHAPTER 1
INTRODUCTION

Spatial reasoning is a relatively new field in computer research which deals with the
understanding of solid objects and their interactions in three-dimensional space. Spatial
reasoning is used in many diverse applications ranging from natural language understand-
ing to intelligent computer aided design. Spatial reasoning is commonly performed by ap-
plying artificial intelligence techniques to the domain of three-dimensional solids and their
interrelationships in space.

An important problem in spatial reasoning is that of knowledge representation. Knowl-
edge representation is fundamental to most artificial intelligence work. Spatial
knowledge representation is especially difficult because of the geometric nature of space.
Storing spatial data is relatively straightforward, requiring only the recording of shape and
location for all objects in a scene. Spatial data storage is sufficient for image rendering ap-
plications and simple computer aided design. However, for more sophisticated applica-
tions like scene recognition, natural language interfaces and design evaluation that require
a deeper understanding of a spatial configuration, spatial knowledge representation is re-
quired. Spatial knowledge includes issues such as tolerances of mechanical connectors,
constraints on sailboat design or even the correct positioning of cutlery around a dinner
Spatial knowledge appears in many different forms depending on the context in which it is used.

This thesis deals with the problem of modelling human spatial reasoning. An attempt is made to understand spatial concepts and problems just as humans do. Spatial relationships such as "between", "inside", and "above" which humans use in communication and reasoning, are modelled in an approximate fashion. The concept of a vague object is introduced to handle the task of spatial knowledge representation for solid objects and spatial relationships.

A vague object is similar to a solid object, except that there is no sharp distinction between the inside and the outside of the object. Vague objects are approximate or fuzzy versions of the solid objects commonly used in spatial data representations. The cloud-like and blurred nature of vague objects renders them suitable for representing human spatial reasoning and human definitions of common spatial relationships.

The purpose of the vague object approach is to provide the basis for a general purpose spatial reasoning system. The knowledge that can be expressed by vague objects is not at a high level. The role of vague objects in spatial reasoning is analogous to that of Boolean variables in predicate logic. Vague objects provide a fundamental method of encoding spatial information, as well as some simple tools for knowledge manipulation. The claim that vague object reasoning duplicates a human's spatial reasoning ability is not made. Instead, vague objects provide a basis for representing and manipulating spatial knowledge in a manner resembling human reasoning.
The aspects of human spatial reasoning that are captured by vague objects are the approximations that humans use in modelling space and describing spatial relationships. Human spatial reasoning is performed with only limited accuracy in size and location information. Additionally, terms that humans use to communicate and reason with are quite vague in their definitions and usage. Vague objects directly encode and reason with this approximate information. The process of approximation limits the accuracy of vague object reasoning, but helps to ensure that reasoning problems are more tractable. Since humans demonstrate that high accuracy is not a prerequisite for effective spatial reasoning, the vague object approach attempts to simplify such reasoning through approximation.

The accent on emulating human knowledge representation is a deliberate attempt to adapt vague object reasoning so that it is effective for human interface applications. Vague objects are an attempt to model spatial knowledge in a human compatible fashion. Thus, vague objects become useful for understanding natural language in situations involving spatial reasoning. User interfaces to three-dimensional environments would be much enhanced if they were able to understand human terminology for describing spatial relationships. Vague objects could also be used as a semantic basis for any application requiring a spatial rule base. Spatial rules such as "A must be located adjacent to B" or "if A is behind B then move B forwards" can be encoded simply and directly using a vague object approach.

Vague objects allow reasoning to be performed directly with solid model data. A standard spatial model can be reasoned with directly by transforming solid models into
their vague object counterparts. There is no requirement to extract spatial knowledge in an ad hoc fashion from a pre-existing standard spatial model. Simple spatial reasoning can also be performed with vague objects directly, reminiscent of Venn diagrams used in Boolean logic. Vague objects are comparable to a three-dimensional extension of fuzzy logic; many of their mathematical fundamentals are similar. The existence of a direct spatial interpretation of vague object reasoning ensures that the process is transparent and easily understandable, lending strength to the claim of a human-friendly reasoning system.

This thesis introduces the theory of vague object representation and reasoning. Chapter 2 discusses current research in spatial reasoning as well as some related research in other disciplines. Chapter 3 explains the concepts and terminology of vague object spatial reasoning. The relationship between vague objects and fuzzy logic is explored and an example application of vague object reasoning applied to user interfaces is discussed. Chapter 4 describes the computer program that was implemented to test the theory as well as the results of some subjective experiments with human volunteers. Chapter 5 summarizes the benefits of the vague object approach as a method of simple spatial representation and reasoning.
CHAPTER 2
SPATIAL REASONING AND KNOWLEDGE REPRESENTATION

As an area of research, spatial reasoning is best described as diffuse. There are no journals with the words "Spatial Reasoning" in their titles. There are, however, examples of spatial reasoning to be found in many fields of computer science and engineering. As time progresses, a genuine field of spatial reasoning may emerge. Presently, however, spatial reasoning consist of a diverse set of applications from a variety of disciplines.

Spatial reasoning is the application of artificial intelligence (AI) techniques to solve a problem involving a spatial configuration. Spatial reasoning problems are difficult to solve because they involve geometric problems that are loosely constrained and cannot easily be solved with standard AI techniques [Davis, 1990]. Typical spatial reasoning problems involve either arranging solid objects in some useful fashion or answering some questions about a given spatial configuration.

An important term used in spatial reasoning is spatial knowledge representation. Standard methods of solid modelling used for computer aided design or for image rendering do not actually contain much spatial knowledge other than location and orientation, usually suitable for only one application [Wing, 1985]. Other types of spatial information
or knowledge are required for many spatial reasoning purposes. For example a map is more useful for planning a car trip if road distances between cities are recorded. The road distances are a useful form of spatial knowledge above and beyond the positional information recorded directly by the map. The type of knowledge representation used is an important aspect of any spatial reasoning system.

2.1 Spatial Reasoning Approaches

There are four major approaches to spatial reasoning problems. These are: algebraic methods, symbolic logic, object-oriented structures, and approximate representations.

2.1.1 Algebraic Methods

Algebraic methods of spatial reasoning involve working directly with the geometry of a spatial reasoning problem. The knowledge representation elements used for these methods are the equations and variables of classical geometry. Spatial problems are posed as systems of equations and constraints which are then solved. As an example, Woodbury and Oppenheim use constraints to represent spatial relationships such as parallelism, orthogonality and verticality. Propagation methods are then used to provide solutions to the constraint systems, thus solving a spatial problem [Woodbury, 1987].

Algebraic approaches to spatial reasoning are useful for problems dealing strictly with geometry, but do not provide a rich representation system for less mathematical problems.
2.1.2 Symbolic Logic

Logic-based approaches to spatial reasoning use symbolic logic to solve spatial reasoning problems. For knowledge representation, logic methods use symbols and predicates to represent spatial relationships. As an example of a symbolic logic approach to spatial reasoning consider the following situation. If it is known that object B is behind object A and also that object C is behind object B, the knowledge that the relationship "behind" is transitive allows the deduction that C is behind A. Stated using symbolic logic:

Given:

- fact: behind(B,A)  (B is behind A)
- fact: behind(C,B)  (C is behind B)

rule: behind(Y,X) AND behind(Z,Y) implies behind(Z,X)  (Transitivity)

Deduce:

- behind(C,A)  (C is behind A)

Given knowledge about spatial relationships and a set of rules about space, it is possible to reason with and draw conclusions about a spatial configuration.

Symbolic logic approaches have the advantage of being able to draw on a rich body of symbolic logic work in traditional fields of AI. The previous example of "behind" transitivity, for example, is analogous to the temporal relationship of "after". In fact much work has been reported exploring the relationships between spatial logic and temporal logic [Abbati, 1991] [Malik, 1983] [Dutta, 1991] [Davis, 1990]. Symbolic logic approaches are also common in natural language understanding problems involving space.
Symbolic logic approaches are limited, however, because they do not easily handle the intrinsic geometric problems in spatial reasoning.

### 2.1.3 Object-Oriented Structures

Object-oriented structures are a commonly used method for spatial knowledge representation. Since spatial reasoning deals with solid objects and their relationships in space, an object-oriented approach seems justified. Many object-oriented concepts such as objects, inheritance, classes, etc. have a direct analogy in the domain of spatial reasoning. Arbab has developed an object-oriented programming language specifically for spatial reasoning [Arbab, 1989]. Object-oriented structures provide a rich knowledge representation system, however, there is no obvious reasoning method associated with them.

### 2.1.4 Approximate Spatial Reasoning

Several methods of reasoning with space in an approximate manner have been proposed. These methods deal with uncertainties in spatial relationships by representing them in an approximate fashion. Two examples of approximate spatial reasoning methods are qualitative spatial reasoning and fuzzy logic representation. Qualitative spatial reasoning borrows from an area of AI called qualitative physics. Qualitative physics simplifies problems by approximating measured quantities. For example, scalar values can be interpreted as either positive, zero, or negative and motion in one dimension can be simplified to either forwards or backwards. Two examples of qualitative spatial reasoning are Mukerjee and Joe's qualitative modelling system for space [Mukerjee, 1990] and Faltings' qualitative analysis of simple mechanisms [Faltings, 1992].
Fuzzy logic representations draw on Zadeh's fuzzy logic [Zadeh, 1973] to describe spatial relationships. The fuzzy logic approach tries to model the approximate nature of many spatial relationships. An example of this approach is Dutta's expansion of temporal logic to spatial logic. Dutta uses fuzzy logic sets to describe both temporal and spatial relationships [Dutta, 1991].

Approximate spatial reasoning is an attempt to model human spatial reasoning. Since humans reason about space in a vague manner quite successfully, it is hoped that computers can do the same. A disadvantage of approximate spatial reasoning is that simplifications and approximations introduce the risk of discarding information which is important for the reasoning process.

The method of vague objects presented in this thesis is an example of an approximate spatial reasoning system. In certain aspects, vague object reasoning is analogous to fuzzy logic, except that it is extended to three dimensions. Vague objects have no direct precursors in the field of spatial reasoning or AI. Vague objects do, however, draw on many ideas produced by works on spatial reasoning and knowledge representation.

2.2 Other Related Works

Areas of research other than spatial reasoning have contributed to the theory presented in this thesis. The method of vague objects attempts to model human concepts of spatial relationships computationally, therefore it draws on related ideas from the fields of human cognition and the philosophy of language.
Researchers in the field of cognition are interested in the study of human perception. This has led to consideration of the meaning of spatial relational terms. Garnham explores the meaning of terms including "in front", "behind", "above" and "below". He discovered that terms relating to the vertical direction are different from horizontal directional terms. He also explores the differences between the "deictic" (observer centred) and "intrinsic" (object centred) meanings of some spatial directions [Garnham, 1989].

Finally this work draws on some ideas that have been long considered by philosophers. Specifically, vague object reasoning is concerned with the approximate nature of spatial concepts and terms. In his work "Philosophical Investigations" Wittgenstein states [Wittgenstein, 1958]:

If I tell someone "Stand roughly here" -- may not this explanation work perfectly? And cannot every other one fail too? But isn't it an inexact explanation? -- Yes; why shouldn't we call it "inexact"? Only let us understand what "inexact" means. For it does not mean "unusable". And let us consider what we call an "exact" explanation in contrast with this one. Perhaps something like drawing a chalk line round an area? Here it strikes us at once that the line has breadth. So a colour-edge would be more exact. But has this exactness still got a function here: isn't the engine idling? And remember too that we have not yet defined what is to count as overstepping this exact boundary; how, with what instruments, it is to be established. And so on.

And he also writes:

Is an indistinct photograph a picture of a person at all? Is it even always an advantage to replace an indistinct picture by a sharp one? Isn't the indistinct one often exactly what we need?

His comments address the nature of the problem considered in this thesis. How can the vagueness of spatial relations and concepts be represented and reasoned with in a
computational environment? What exactly, or perhaps inexactley, do humans mean when they refer to configurations using spatial relational terms?
CHAPTER 3
VAGUE OBJECT THEORY

This thesis deals primarily with the problem of spatial knowledge representation. The problem is how to represent the spatial terms and concepts used by humans when communicating spatial information and when reasoning about spatial configurations. Human spatial concepts include terms such as "beside", "above", and "between". These concepts, however, are quite vague in nature. Though the terms have specific meanings to humans, their actual spatial interpretation is vague. Additionally, human spatial reasoning is often performed with very poor size and shape information. In order to mimic human spatial reasoning, it is necessary to model the approximate visualization methods used by humans.

To make a computer implementation of spatial reasoning useful, it should be possible to reason directly from solid model data. No human intervention should be required to transform raw spatial data into another form suitable for reasoning. In fact, the problem of human intervention is commonly overlooked in much research on spatial reasoning. Spatial data is often assumed to be in some form suitable for spatial reasoning.

Vague objects are introduced as a knowledge representation scheme that emulates the approximate nature of human spatial reasoning. Vague objects can represent both
solid objects and spatial relationship terms with vague forms which simulate the visualization of objects and relationships by humans.

In addition to knowledge representation, vague objects can be used for simple spatial reasoning. In turn, simple spatial reasoning can be used to evaluate complex spatial relationship phrases involving the combination of several simple spatial terms.

Vague object representation and reasoning provide a method of modelling simple human concepts of space in a manner that is computable. Additionally, reasoning can be performed directly from standard solid model information. Vague objects give a computer the ability to represent what is meant by various human-understood spatial terms that are vague and approximate in nature.

3.1 Spatial Data Representation

The reasoning system presented here uses a new method of spatial representation. It is concerned with spatial knowledge, rather than an accurate depiction of space. The emphasis on knowledge will facilitate reasoning about spatial objects at the expense of an inaccurate representation. If needed, an exact model of space can be maintained separately, while the inexact model is used for reasoning.

The problem of spatial data representation is a well-understood area of computer graphics. The aim of all spatial data representations is to model the physical shape of solid objects efficiently and accessibly. A spatial model can be used for creating a graphic
image, solid modelling, interaction, animation or other purposes. Usually the representation method is chosen to suit the purpose of the modelling application.

Three common spatial data representations are constructive solid geometry, boundary representation, and spatial occupancy [Requicha, 1981]. Each of the three methods has different applications, but all serve the purpose of representing solid objects in three-dimensional space.

Constructive solid geometry represents solid objects in terms of simple prototype shapes, e.g. cones, cubes and cylinders. Complex shapes are described by the logical union, intersection, and difference of prototype objects. The logical structure is usually expressed in the form of a tree as shown in Figure 1. Constructive solid geometry is often used for computer aided design applications because the objects being modelled are usually highly structured.

Figure 1. Constructive solid geometry hierarchy
In the spatial occupancy or voxel representation system, space is divided into small cubes (voxels) which are aligned with the Cartesian coordinate system. An object is specified simply as an enumeration of all the voxels occupied by the object. The representation is analogous to a black and white picture which is composed of pixels on a computer video display. This method does not take advantage of object structure and is often used in cases where object data has been captured or measured as opposed to having been generated.

Figure 2. A voxel torus

Boundary representation specifies an object by storing its boundary surfaces. An object consists of surfaces that form a thin shell which encloses the volume occupied by the object. The boundary can be formed by polygons or parametrically defined surfaces. The solid part of the object is not expressed directly, but is assumed to be the volume enclosed by the surfaces of the object. Boundary representation has limitations as a solid modelling system because non-solid objects are easily created when a surface is not properly closed.
Boundary representation is by far the most common spatial data representation system used for image generation and rendering.

Figure 3. Boundary representation

These three methods, as all other common spatial data representations, are binary in nature. Space is divided into two absolutes: inside or outside. Binary models are suitable for modelling solid objects since solids are binary by nature. They have definite surfaces and interiors which are (except possibly at the atomic level) geometrically exact. Therefore, for the purposes of image rendering, computer aided design, and physical modelling, the existing spatial representations are well-suited. For the purposes of spatial reasoning, however, binary representations are inadequate. They are so exact that they are of little value for human-like spatial reasoning. Human spatial reasoning is quite powerful and yet it is performed with little accuracy in representation.

As an example of simple human spatial reasoning, consider the task of arranging the furniture in a room. Due to the size and weight of the objects involved, the arrangement process is often decided mentally before-hand. The task is guided by simple rules such as:
"the TV should stand against the wall" and "the couch should be across from the TV". In his mind, a person can juggle such positions until an acceptable room layout has been arrived at. All reasoning occurs with only a vague idea of the dimensions involved. The human visualization of the furniture and the room only approximates the true shape and size of the objects involved. Additionally, the terms used such as "across from" and "against" do not have strict and accurate geometric interpretations.

By introducing the concept of vague objects, implementation of human-like spatial reasoning can be achieved. It becomes possible to model the vagueness of not only human thinking about object dimensions, but also of a human's understanding of approximate spatial relationships.

A vague object is, as the name suggests, a vague, indistinct version of a solid object. A vague object is similar to a solid object but for which the sharp distinction between inside and outside is blurred. Instead of a distinct polygon or surface, the boundaries of a vague object are smooth transitions from outside to inside. A vague object can be thought
of as a blurry version of a corresponding solid object. A vague object is a shape resembling a cloud that approximates a solid object (see Figure 4).

3.2 The Density Function

Vague objects are, in fact, three-dimensional scalar functions called density functions. A density function returns a value between 0.0 and 1.0 for any given point inside and near a vague object. For a point deep inside of an object the density value is 1.0, meaning solid. For a point distant from the object, the density function is 0.0, meaning far outside the solid. The density function varies between 0.0 and 1.0, depending on its location relative to the original solid that it is approximating. The density function \( \mu \) is defined as:

\[
\mu(x, y, z) = \text{Density at Cartesian coordinate } (x, y, z) \tag{1}
\]

A point that is on the boundary of the solid object has a vague object density function of about 0.5 at that point. The exact value of the density function depends on the local geometry of the surface of the solid object. If the boundary point is on a locally flat surface, the density value will be exactly 0.5. If, however, the boundary point is at the bottom of a pit in the surface, it will have a density value of greater than 0.5. Conversely, if the boundary point is at the tip of a protrusion, the density value will be smaller than 0.5. Although the vague object does not correctly identify boundary points, it represents the concepts of inside and outside intuitively. A point at the bottom of a pit is more "inside" of a solid than its identification as a boundary point would suggest. Alternately, a point on the tip of a protrusion is clearly more outside than it is inside. The vague object density function gives a more satisfying measure of "inside" and "outside" than representations that deal with boundaries and surfaces.
Another interpretation of the density function is its role as a measure of proximity. The density value of a point inside a solid is a reflection of how many of its neighbouring points are also solid. A point deep inside a solid has a density value of 1.0 because all of the neighbouring space is also solid. Additionally, a point on the boundary has a value near 0.5 because about half of the surrounding space is solid, and the other half empty. Thus a vague object can be thought of as a scheme to encode knowledge in the form of a local proximity to the solid.

### 3.3 Creation of Vague Objects

Usually, vague objects must be created from another solid model representation. Since vague objects inherently lose information, they are not useful as a primary storage
scheme for solid model information. Vague objects are intended primarily for reasoning purposes. Therefore, a simple process must be used to create vague objects from their solid counterparts. Fortunately, a vague object is easily created by low-pass filtering a solid object.

Just as signal processing is often extended to two-dimensional signals for the purposes of image processing, it can be used for three-dimensional signals as well. Similar to one-dimensional sound signals, or two-dimensional image signals, the three-dimensional signals of solids and shapes can be manipulated with common signal processing techniques.

Three-dimensional signal processing is closely analogous to two-dimensional signal (or image) processing. In the Fourier transform of a shape or image, the high-frequency components correspond to the sharp edges of the shapes or images. When high frequencies are removed by a low-pass filter, the resulting shape or image is devoid of sharp edges. An image without sharp edges is blurred, comparable to the image from a camera that is poorly focussed. Similarly, a three-dimensional shape is also blurred after a low-pass filter removes the sharp edges. The resulting shape no longer has sharp transitions from solid to empty space, but instead a slow transition in "density". These properties are exactly what is required of a vague object.

An interesting consequence of the low-pass filter operation is the change from a binary spatial representation to a scalar one. Both sound and image data contain smooth variations in intensity of their signals. Sound intensity corresponds to air pressure, while
image variations represent light's intensity. Solids, on the other hand, as classically represented by boundary representation and spatial occupancy, are limited to only two values: solid and space. The signal associated with a traditional solid model consists entirely of step functions (in fact, precisely this restriction enables a boundary representation to represent a solid). Vague objects, on the other hand, resemble sound and image data because they allow smooth variations in "intensity" between solid and space. As a result, vague objects capture more information per unit volume than corresponding binary solid models. The additional information is utilized to facilitate spatial reasoning.

The parameters of the low-pass filter can be used to change the characteristics of the vague objects. By changing the cut-off frequency, it is possible to alter the blurriness of the vague shape. As the cut-off frequency is lowered, the resulting vague object gets more and more blurred. Of course, information is lost when the object is low-pass filtered, and more so as the cut-off frequency is reduced. As will be discussed in the next section, varying the amount of blur is useful when changing the level at which reasoning takes place. It is important to note that the manipulation of blur is easily controlled and can be varied smoothly.

3.4 Features of Vague Objects

Using a combination of vague representation and signal processing techniques, the reasoning process with vague objects can be enhanced. The low-pass filter permits sub-sampling while changing the filter parameters allows the vague objects to be scaled as needed.
3.4.1 Sub-Sampling

The implementation of vague objects requires a voxel representation for storage and manipulation. Unlike normal spatial models, and perhaps more like magnetic resonance imaging data, the voxels used are not simply binary. They have a value corresponding to the density value for the cube of space they represent. Voxel representation is actually a form of sampling. The solid of the original non-vague object is sampled at discrete points of a three-dimensional grid. The resulting signal is a standard voxel representation of the solid object. The sampled representation is then low-pass filtered to blur the sharp edges, resulting in a vague object.

In order to sample an object, the sampling grid must be fine enough to capture the details of the object (solid objects cannot be sampled with perfect accuracy since sharp edges require infinitely high sampling frequencies).

The Nyquist criterion states that the sampling rate must be twice the rate of the highest frequency in a signal in order to properly reconstruct the signal from the set of samples [Stark, 1988]. Nyquist's criterion can also be interpreted as meaning that the number of samples required to represent a signal properly (with no loss of information) depends on the highest frequency in that signal. The three-dimensional sampling grid must therefore be twice as fine as the finest detail in the original solid.

Since the next step in producing a vague object from a solid object is to low-pass filter it, the sampling frequency required to satisfy the Nyquist criterion is immediately reduced. Since the low-pass filter attenuates the highest frequencies in the signal (i.e.
sampled object), the required sampling rate is lowered. The vague object can be immediately resampled at a lower rate. Since the sampling rate for solids actually controls the fineness of the three-dimensional sampling grid, a reduction in the sampling rate leads to a cubed reduction in the number of sample points. A decimation (sample rate reduction) by one-half leads to a reduction to one-eighth of the number of sample points while a decimation by 1/10 would divide the sample count by 1000. Since reasoning with vague objects also requires their storage and processing, the sample reductions resulting from decimation lead to a significant performance gain.

### 3.4.2 Scalability

The lowering of the cut-off frequency of the low-pass filter increases the blurriness of the vague object. Though blurring greatly reduces the number of samples required, it also reduces the information contained in the vague object and hence the accuracy of any ensuing reasoning. The loss of information is, however, not necessarily a disadvantage, depending on the scale at which the reasoning is being performed. When reasoning at a large scale, detailed information is not important, possibly even counterproductive if it impedes the reasoning process. For large-scale reasoning, a vague object can be blurred (to remove the detail) and then resampled with a coarser grid. Filtering and re-sampling removes extraneous detail, and significantly increases efficiency by reducing the number of samples representing the object.

The result of the re-sampling process is that the data set used for reasoning stays relatively stable. As objects are reasoned with at a larger scale (thus requiring larger
numbers of samples), they are blurred and re-sampled to reduce the number of samples back to a lower level. Re-scaling can be implemented smoothly where vague objects are automatically re-scaled depending on the size of the data set being investigated. Variable scaling reflects the human reasoning process. Human spatial reasoning does not work well with large amounts of information. If too much information is present to be reasoned about, a human will abstract and approximate until it is sufficiently simple. For example, when golfers reason about hitting a golf ball, they do not consider the pits in the ball when making their decisions; such information is excluded in the reasoning process.

3.5 Spatial Concepts

Most of the discussion until now involved the conversion of existing solid objects into vague objects for the purposes of reasoning. This is not the only scheme for which vague objects are created. Vague objects can be used to represent not only approximations of solid objects, but also to represent vague spatial concepts that do not have corresponding solids.

A spatial concept is a relationship between two or more objects. Spatial concepts are commonly either unary, binary, or ternary. A unary spatial concept is an attribute of a single object, usually such as "long" or "flat". Binary spatial concepts are relationships between objects involving space such as "beside", "above" and "inside". Ternary spatial concepts are, predictably, relationships involving three objects such as "between" or "connecting". Of course, spatial concepts of higher orders are possible, but not common in human usage. For many spatial concepts, a mental shape can be used to describe them.
The mental shape associated with a spatial concept is approximately the area in space where that concept exists, or perhaps the shape of what a certain spatial concept means to humans. As an example, consider the spatial concept of "above". If asked to envision the idea of "above object A", a human would agree that it is a vaguely cone-shaped object that stretches up and away from the top of object A. Using vague objects, approximate mental shapes can be quantified and reasoned with using a computer.

Spatial concepts, as understood by humans, tend to be vague and ill-defined. Consequently, their representation and implementation is difficult using approaches of symbolic logic. Their expression in a logical or computable form is difficult with traditional artificial intelligence techniques. This thesis proposes to use vague objects as a representation method for approximate spatial concepts, that is both computationally efficient and semantically acceptable.

3.5.1 Unary Spatial Concepts

Unary spatial concepts such as "long", "tilted", or "square" tend to be represented by a mental image that corresponds to a prototype shape. Unary spatial concepts are often examples of the dimensional adjectives explored by Lang [Lang, 1991]. One possible method to evaluate unary spatial concepts using vague objects is to match the shape of a test object with that of a vague prototype. Here, however, such ideas are not pursued further and unary spatial concepts are not considered.
3.5.2 Binary and Ternary Spatial Concepts

Binary and ternary concepts, on the other hand, are quite easily specified and manipulated as vague objects. For many such concepts, a definite mental shape is easily found, and the required vague object is simple to calculate. Usually the vague concept "shape" is created with a simple transformation of one of the objects. For example, the concept of "above" can be formed by extruding a cone vertically above an object, while the "inside" shape is formed using a fill operation.

3.5.3 Examples of Spatial Concept Shapes

Some examples of simple spatial concept shapes are shown in Figure 7 through Figure 10. The simplest spatial concepts are the directional concepts, e.g. "above" and "in front" (see Figure 7 and Figure 8). Directional spatial concepts are vague cones that radiate in the direction being described. The dark central part of the cone is the area where the concept is strongest. In the case of the "above" cone, the dark centre portion is the area that is described as "directly above" or "right above". The use of linguistic hedges (as in fuzzy logic) in natural language for spatial terms supports the idea that spatial concepts have a vague nature. The vague spatial concept gets weaker at a distance from the centre line, reflecting the fact that at a point farther away from the centre line the spatial concept becomes a less accurate description of that point.

The shape of the concept "above" depicted in Figure 7 is not the only possible interpretation of "above" in English. A broad interpretation of "above" could be expressed simply as "higher than". The "above" depicted in Figure 7 is a narrow interpretation of the
term which could be restated more verbosely as "the space where above applies better than other spatial concepts". The simple "higher than" interpretation is inadequate when the horizontal distance between objects increases. In general, a narrow interpretation for a spatial concept is more useful since it helps to distinguish between competing spatial terms.

Figure 7. The spatial concept shape of "above" (truncated)

The spatial concept shapes for "to the left" and "in front" are shown in Figure 8. As for the "above" concept, the shapes for these two terms are vague cones extending in the appropriate directions. Subjective tests have been conducted to measure the opinions of humans about the shapes of various spatial concepts. The tests have shown that the "to the left" and "in front" cones are much broader than the "above" cone. Consequently there is a broad overlap between "in front" and "to the left". It does not appear that using "in
front" and "to the left" simultaneously is a contradiction. The shape difference between the horizontal directional concepts and the vertical ones hints at a fundamental difference in the human perception of vertical and horizontal orientations which is considered further in Section 3.6.6.

![Figure 8. Spatial concept shapes for "in front" and "to the left" (truncated)](image)

Not all spatial concepts are simple directional cones. Figure 9 and Figure 10 show two examples of more complex spatial concepts: "between" and "inside". The "between" shape is the volume of space that intersects the line of sight from one object to the other. The vague edges and dark centre of the "between" shape reflects the fact that the centre of the shape is "directly between" as opposed to "somewhat between" near the edges of the shape. Interestingly, the user tests have shown that the "between" concept extends
vertically to some degree, which explains the upward bulge around the centre of the "between" shape shown in Figure 9.

The "inside" of an object is that volume that would be occupied by an imaginary fluid filling the object. The "inside" concept is the least vague of the vague concepts discussed so far since the solid object provides a distinct boundary for the "inside" shape. An object need not be closed in order to have an "inside". The kettle shown in Figure 10 is an example of an object which has a definite inside, although it has an opening at the spout. To determine the inside of a three-dimensional object, it is only necessary to find all points that are enclosed in at least two of the three Cartesian directions. Algorithms for creating "between" and other spatial concept shapes are presented in the Appendix.
Another class of spatial terms that are easily represented by vague concepts are the internal localization nouns investigated by Aurnuage and Borillo [Aurnuage, 1990]. Internal localization nouns are used to refer to portions of a large object. Examples of internal localization nouns include "top", "left edge" and "middle". Internal localization noun concepts can be converted into vague objects from any given solid object with simple transformations (see Appendix). Figure 11 shows some examples of internal localization nouns and their appropriate vague concept shapes.
3.5.4 The Importance of Shape

Spatial concept shapes are frequently influenced by the shape of the solid objects to which they refer. The influence of shape generally declines with distance. The transformation which is used to create a vague concept shape should take the original object's shape into consideration when generating a vague concept. For example, the spatial concept shape for "above" Chile (the country) would be very long and thin at a low altitude, reflecting the long and thin shape of Chile's borders. As altitude increases to a few thousand kilometres, the actual shape of Chile becomes unimportant when considering the concept
"above" Chile. The effect of Chile's shape on the "above" concept disappears at large distances.

Vague object representation facilitates the transition from shape importance to shape indifference. At low altitudes, the horizontal cross-section of "above" Chile is shaped much like Chile itself. At high altitudes the cross-section becomes an amorphous blob. Vague object representation allows this cross-section transition to be easily implemented with a linear progression from meaningful shape to vague blob.

### 3.5.5 Origin of Spatial Concepts

Spatial concepts are a means of quantifying ideas shared by humans. Spatial concepts are not natural phenomena, they are solely inherent in the thinking processes and the language of humans. The task of quantifying spatial concepts for computer-based spatial reasoning is not one that can be performed automatically in some fashion from a set of equations or a physical model. The concepts must be created by hand in an ad hoc fashion by a human "knowledge engineer". This is a common task in the field of knowledge engineering, where knowledge about a particular domain is entered into a knowledge base by a human technician. Usually, knowledge is taken from human experts in the domain and encoded by the knowledge engineer. In the case of spatial concepts, the domain is the one of common sense spatial reasoning so there are no "experts" per se since the spatial concepts to be encoded are shared amongst all humans through language and interaction. The approximate shapes of spatial concepts are easily agreed upon by humans since their
primary use in communication requires agreement. The exact dimensions are not easily envisioned, but can be (and have been) determined experimentally.

3.6 Vague Objects and Spatial Logic

When a spatial concept is expressed in a logical statement such as "A is close to B", the spatial concept becomes a spatial predicate. A spatial predicate is analogous to a logical predicate because it makes a statement about the world that may or may not be true. Unlike a standard logical predicate, a spatial predicate does not have a simple truth value of true or false. Spatial predicates tend to have truth values that are scalar instead of Boolean. For this reason, reasoning about spatial predicates requires a multi-valued logic.

Fortunately, much reasoning can be performed without resorting to scalar truth values. Scalar truth values are often only required at the end of a chain of reasoning which takes place entirely in the domain of vague objects. The scalar truth value is only extracted after the reasoning is completed as an assessment or evaluation of the spatial configuration or concepts under consideration. This thesis does not consider the problem of reasoning with scalar truth values, but instead deals with vague object reasoning. There is much theoretical work, however, being undertaken in the area of multi-valued logics which can be drawn on to deal with the problem [Ng, 1990] [Fringuelli, 1991] [Gacogne, 1991].
3.6.1 Venn Diagrams and Spatial Reasoning

Reasoning with vague shapes is performed in a manner that resembles a three-dimensional set logic. Venn diagrams, which are commonly used to visualize Boolean sets, are a useful analogy to vague objects. Figure 12 shows an example of how logical operations are performed with Venn diagrams. The universe shown comprises two sets: A and B. Logical operations such as the AND function have an intuitive visual interpretation. In Figure 12, the spatial overlap of the two set shapes is the result of the logical AND function.

![Figure 12. The Venn diagram of the logical AND function](image)

The Venn diagram method can also be used to represent a simple spatial configuration. Figure 13 shows a Venn diagram where each set represents either a solid object or spatial concept. For simplicity, the sets shown here are not vague, but truncated to crisp sets. The set representing A is simply the set of all points that are part of the solid object A. The concept shape for "above A" is similarly formed by all spatial locations which are intuitively "above" the solid object A. The operation for "above A AND above B" is performed by simply taking the overlap just as in the previous example. Vague object
reasoning can be performed in a fashion that is very similar to how Boolean reasoning is performed with Venn diagrams.

![Venn Diagram](image)

**Figure 13. Simple spatial reasoning using Venn diagrams**

In Venn diagrams, the spatial location and shapes of sets are not significant. Venn diagram representations are usually visual abstractions of other less intuitive domains. For the case of vague object reasoning, though, spatial location is the essence of the representation. Venn diagrams are not simply an abstraction of the domain, they are the domain (or at least a two-dimensional projection thereof). For general purpose spatial reasoning, the Venn diagram analogy is easily extended to three dimensions. Vague object reasoning and logic is simply a set logic in a three-dimensional domain where the spatial positioning of sets is significant.

Vague object reasoning, however, is not a Boolean set logic. Boolean sets are binary by definition, they have rigid boundaries. A point in the domain is either a member or not a member of any given set. Vague objects, as defined, have density functions which vary between 0.0 and 1.0. This is much like fuzzy logic, where any point in a set has a degree
of membership in that set. To some degree vague objects are similar to a three-di-
ensional fuzzy logic. Vague object reasoning borrows from fuzzy set theory for many low-
level operations dealing with the density (i.e. membership) functions. There are, however,
fundamental differences between vague objects and fuzzy sets which are discussed in Sec-
ction 3.7.

The next figure (Figure 14) is the previous example of "above A AND above B" where the crisp sets of Boolean logic are replaced by vague objects (projected into two di-
mensions). The density values of the objects are represented as darkness where the den-
sity is 1.0 and white where it is 0.0. The grey values represent the range between 0.0 and
1.0. The AND operation is performed point by point. As in fuzzy logic, the AND oper-
ation for any given point is defined as the minimum of the individual density values [Lee,
1990]. That is for two vague objects A and B with density functions
\( \mu_A(x,y,z) \) and \( \mu_B(x,y,z) \) and for any point with coordinates \((x,y,z)\):

![Figure 14. Simple spatial reasoning using vague objects](image-url)
\[
\mu_A(x,y,z) \text{ AND } \mu_B(x,y,z) = \begin{cases} 
\mu_A(x,y,z) & \text{if } \mu_A(x,y,z) \leq \mu_B(x,y,z) \\
\mu_B(x,y,z) & \text{if } \mu_B(x,y,z) \leq \mu_A(x,y,z)
\end{cases}
\] (2)

In diagrammatic form, the shade of any given point is the lightest of the two shades of the original shapes being ANDed together. The OR operation is defined similarly, except that the maximum of both densities is used.

The logical operations of AND and OR are useful for creating aggregate shapes or defining complex spatial concepts. For example, the phrase "above the rug or table and below the lamp", or more exactly "above(rug OR table) AND below(lamp)", would have the vague object interpretation shown in Figure 15. This vague shape can be formed completely automatically using vague objects and simple logical operations.

![Figure 15. Vague shape for "above the rug or table and below the lamp" ](image)
3.6.2 Spatial Concept Evaluation

Another use of the vague object logical AND operation is for the evaluation function. The evaluation function evaluates a spatial concept for a given configuration of spatial objects. The evaluation operations resolves the strength of a spatial concept in a particular spatial situation. For evaluation, a target object is logically ANDed with a vague concept shape to produce an evaluation of the spatial concept for the target object. For two objects A, B and a spatial relation CONCEPT, the evaluation function answers the question "is A CONCEPT B?". The answer to this question is contained in the shape that results from the logical AND operation. For example Figure 16 shows a spoon inside a glass. To evaluate the question "is the spoon inside the glass?" the spatial concept for "inside the glass" is created (using a modified fill algorithm, see Appendix). This vague concept shape is logically ANDed with the vague object that corresponds with the spoon. The result of the AND operation is a vague shape that answers the question "is the spoon inside the glass?".

The resulting object contains the answer in a spatial form. In the previous example, it defines the portion of the spoon that is inside the glass. Since the resulting shape is almost as large as the original spoon shape, the answer to the question is: "the spoon is mostly inside the glass". This shape interpretation phase completes the evaluation operation. Hence the evaluation operation actually comprises two operations: overlap and interpretation.
The resulting shape need not be interpreted immediately, however, it can be used for further reasoning. To evaluate more complex questions, and to perform simple reasoning, several evaluations may be chained together. The interpretation phase is delayed until after several spatial concept transformations and overlaps are completed. As an example, Figure 17 shows a spatial configuration involving a car and a balloon. Figure 17 shows the chain of reasoning required to answer the question "is the balloon above the back of the car?". The first operation required is the creation of the "back of the car" vague concept shape, created by using a simple transformation (see Appendix) that results in the vague shape that is intuitively recognizable as "the back of the car". The shape is not yet interpreted, but is used directly for the next stage of reasoning. Since the "back of the car" has been converted into a vague shape, the concept of "above the back of the car" is evaluated as if the "back of the car" were a fuzzified solid object. The "above" object is
created from the "back of the car" using the simple transformation described earlier. The resulting concept shape is then logically ANDed with the balloon's vague shape to produce the answer shape for the entire question. It is only at this point that the final shape is interpreted, completing the evaluation operation. In this case, since the resulting shape is almost as dark as the original balloon, the question is answered as: "the balloon is mostly above the back of the car, but not directly above".

Figure 17. Reasoning steps for "Is the balloon above the back of the car?" (continued)
Figure 17. Reasoning steps for "Is the balloon above the back of the car?"
A chain of reasoning allows complex questions or descriptions to be evaluated using vague objects and logical operations. Since reasoning is performed using vague objects, the length of reasoning chains should be limited. As reasoning progresses, the inaccuracies created by the vague approach will accumulate, leading to an increasingly uncertain answer. This is not a serious limitation since the approximate process (i.e. human reasoning) that is being modeled is not used for convoluted spatial reasoning either. It is often necessary for humans to rely on diagrammatic aids when confronted with complex spatial problems. Though complex spatial reasoning appears to require a combination of vague and crisp spatial reasoning, the idea is not pursued further. The approach presented here is limited to reasoning problems that humans can easily carry out without external aids.

3.6.3 Aggregate Properties for Shape Interpretation

In previous examples, the results of shape interpretation are presented as intuitive answers without explanation of how they are arrived at. The process of shape interpretation can be performed in an entirely algorithmic fashion, and is easily automated. Shape interpretation requires the definition of a number of mathematical and geometric properties of vague shapes. Properties which are included are centre of mass, total mass, extent, and volume, which will now be defined.

3.6.3.1 Total Mass

The total mass is a summation (or integral) of the density over the entire object. It is a measurement of the weight or significance of a vague object. The total mass is defined as follows, where \( \mu(x, y, z) \) is the vague object density function at point \( (x, y, z) \):
\[ M = \int_x \int_y \int_z \mu(x, y, z) \, dx \, dy \, dz \]  

(3)

Since vague objects are implemented as voxels, or samples of objects, it is useful to define their properties in discrete terms. For a vague object sampled within a cube with \( n \) samples along each cartesian axis, where the integers \( i, j, k \) satisfy:

\[ 0 \leq i \leq n-1 \, , \, 0 \leq j \leq n-1 \, , \, 0 \leq k \leq n-1 \]

the coordinates \((x_i, y_j, z_k)\) are the sample points and \( \mu(x_i, y_j, z_k) \) are the density function samples at those sample points. The sample points \((x_i, y_j, z_k)\) are assumed to be located in a uniform three-dimensional mesh aligned with the cartesian coordinate system. For a vague object sampled in such a manner, the total mass is found as:

\[ M = \sum_{i=0}^{n-1} \sum_{j=0}^{n-1} \sum_{k=0}^{n-1} \mu(x_i, y_j, z_k) \Delta v \]  

(4)

where \( \Delta v \) is the volume represented by each sample.

The total mass is used to measure the strength of the result of an overlap operation. Since the total mass reduces the size and density of an object to a single number, it is useful for simplifying a resulting vague object shape.

3.6.3.2 Centre of Mass

The centre of mass of a vague object is a point which approximates the central point of the object. The centre of mass, as its name suggests, is defined as it is in physics. The center of mass point \((CM_x, CM_y, CM_z)\) is found as:

...
where $M$ is the total mass calculated in Equation (3). In the discrete case with a
vague object sampled as described in Section 3.6.3.1 the center of mass point
$(CM_x, CM_y, CM_z)$ is:

$$\begin{align*}
CM_x &= \frac{\sum_{i=0}^{n-1} \sum_{j=0}^{n-1} \sum_{k=0}^{n-1} \mu(x_i, y_j, z_k)x_i \Delta\nu}{M} \\
CM_y &= \frac{\sum_{i=0}^{n-1} \sum_{j=0}^{n-1} \sum_{k=0}^{n-1} \mu(x_i, y_j, z_k)y_j \Delta\nu}{M} \\
CM_z &= \frac{\sum_{i=0}^{n-1} \sum_{j=0}^{n-1} \sum_{k=0}^{n-1} \mu(x_i, y_j, z_k)z_k \Delta\nu}{M}
\end{align*}$$

(6)

where $\Delta\nu$ is the volume represented by each sample and $M$ is the total mass calculated in Equation (4).
The centre of mass returns the average centre of the density function for a vague object. It is an indicator of the "centre" of a vague object. Unless the object is convoluted (or perhaps actually a combination of objects) the centre of mass will deliver an acceptable result. For convoluted or multiply-centred objects, the "centre" of the object is ill-defined, and the centre of mass does not give a meaningful result.

3.6.3.3 Extent and Volume

The extent of a vague object is similar to the bounding box of the vague object. The extent is the smallest box that encloses the object. There are, however, many bounding boxes for vague objects since their boundaries are vaguely defined. The size of the extent depends on how the boundary is decided. A 50 percent extent would be the bounding box for all parts of the vague object that have a density above 50 percent. Figure 18 shows a vague object with various extent boxes. The algorithm for extent box calculation is given in the Appendix.

Figure 18. Various extent boxes
The volume of a vague object is the total volume "visited" by that object. In discrete form, the volume is the number of all non-zero voxels of the vague object. The discrete volume \( V \), for objects sampled as described in Section 3.6.3.1, is defined as:

\[
V = \sum_{i=0}^{n-1} \sum_{j=0}^{n-1} \sum_{k=0}^{n-1} f(\mu(x_i, y_j, z_k)) \Delta v
\]

where

\[
\begin{align*}
  f(\mu(x_i, y_j, z_k)) &= 0 \text{ if } \mu(x_i, y_j, z_k) = 0 \\
  f(\mu(x_i, y_j, z_k)) &= 1 \text{ if } \mu(x_i, y_j, z_k) > 0
\end{align*}
\]  

and \( \Delta v \) is the volume represented by each sample.

The volume is useful for determining how diffuse a result is. A measure of how diffuse or dispersed a vague object is, is the average density \( \bar{\mu} \):

\[
\bar{\mu} = \frac{M}{V}
\]

A low average density is an indicator that a resulting object is losing significance. In chained reasoning, an early operation with a weak result will lead to objects later in the chain with low average densities. This is an indicator that the resulting shape should be treated with skepticism.

**3.6.4 Shape Interpretation**

The total mass is usually the most important measurement to be calculated from a logical AND result shape. The total mass gives an idea of the aggregate overlap of the two shapes. The total mass of the result shape expressed as a fraction of the original mass of the target object reduces the strength of the logical AND result to a single number.
This number, called the relative overlap, reflects the overall truth or significance of the spatial concept being evaluated.

The relative overlap is a measure of strength for the evaluated spatial concept which varies between 0.0 and 1.0. This measure corresponds with the scalar truth values that were mentioned above. The scalar truth values answer a logical predicate when put in question form such as "is there water in the bottom of the bucket?" or "are the boxes touching?" A measure of 0.0 implies that the spatial concept does not apply or is definitely untrue. As the relative overlap increases, it implies that the relative "truth" of the spatial predicate increases also. An overlap of 1.0 implies that the spatial predicate is entirely (or clearly) true.

The truth of a spatial predicate does not guarantee that its converse relationship is false. There are many opposite spatial pairs in English that are not genuine logical opposites. For example above/below, left/right and inside/outside are complementary in English, but are not quite semantically opposites. Figure 19 depicts the concept shapes for the terms "above", "not above" and "below". The terms "not above" and "below" are distinctly different. Generally, spatial antonyms in English are not semantically or logically opposite in their spatial sense. A distinction can be made, however, for spatial concepts between logical complements (above/not above) and converse spatial relationships (above/below).
3.6.5 Semantics and Combinations of Terms

Although a converse spatial relationship is not necessarily created by a logical complement, it can often be created by combinations of other spatial concepts. For example, even though "below" is not equivalent to "not above", it is roughly equivalent to "not above and not beside". This is an example of how simple spatial concepts can be derived in terms of other basic concepts. It is possible to build a knowledge base of such relations to aid in problem solving. The knowledge base cannot be generated automatically, but must be constructed by a human since the relationships between spatial concepts is entirely tied to human perception and language.

3.6.6 Human Perception, Cognition and Spatial Relationships

The definitions and usage of spatial relationships and their corresponding language terms is a product of human cognition. The shape of spatial relationships is tied to the
thought processes of humans who have evolved to deal effectively with their environment [Garnham, 1989]. The most obvious effect is the distinction made between horizontal and vertical axes. Humans, due to their environment, have a very definite (and quite accurate) definition of the vertical "up and down" axis. The horizontal axes, on the contrary, are not well defined and yet humans can reason quite easily regardless of their horizontal orientation. Human spatial reasoning is, in general, rotationally invariant in the horizontal plane.

The distinctness of the vertical axis shows itself in several of the spatial concept definitions shown in Section 3.5.3. The concept shapes for "above" and "below" are much narrower and more specific than the similar concept shapes for "to the left" and "in front". The concept shape for "between" also spreads vertically much farther than it does horizontally. Additionally there exist terms such as "beside" that directly reflect the horizontal rotational invariance of human-defined spatial concepts. Human cognition obviously has an important effect on the definition of spatial concepts.

Another issue with the human definition of spatial concepts is the distinction between deictic and intrinsic orientation. Deictic orientation is defined as observer-centred orientation. "To the left" in a deictic sense means to the observer's left. Intrinsic, on the other hand, is relative to the object in question. Many objects like houses, animals, and people have a semantic sense of front, back, above and such. These meanings are the object-centred or intrinsic directions. When references are made to any directions, it must be understood which sense is being used, the deictic or the intrinsic. Confusion can result especially when the vertical orientation of the object and the user do not coincide. Garnham
shows that the deictic definition of a spatial concept usually takes precedence when a conflict arises between the deictic and intrinsic orientations [Garnham, 1989].

### 3.7 Fuzzy Logic and Vague Object Reasoning

There are many similarities between fuzzy logic and vague object reasoning. In fact, vague object reasoning could be considered a specific application of fuzzy logic to three dimensions. If one were to attempt to expand fuzzy logic, which is generally one-dimensional, the result would probably be quite similar to vague object reasoning. However, vague object reasoning is not general in the sense that fuzzy logic is. It is much like a specific application of a three-dimensional fuzzy logic, though such a logic has not yet been formulated.

#### 3.7.1 Fuzzy Sets

The fundamental concept in fuzzy logic is that of the fuzzy set. Fuzzy sets are defined over some type of measurement or quality that is called the "universe of discourse". Some examples commonly used as a universe of discourse include height, speed, weight, age, etc. For each value in a universe of discourse, a fuzzy set contains a corresponding "degree of membership". The degree of membership describes how strongly a given point in the universe of discourse belongs to a fuzzy set [Zadeh, 1973].

Figure 20 shows an example of three fuzzy sets for the universe of discourse called age. A person who is eighteen is very much a teen-ager, therefore his membership in the fuzzy set "teen-ager" is 1.0. However, such a person is also becoming what is called a
young adult, therefore he is also a member in the fuzzy set "young adult" to a degree of about 0.25. Child, teen-ager and young adult are all examples of linguistic variables. Linguistic variables are described by fuzzy sets whose membership functions are defined over a given universe of discourse.

![Fuzzy sets for age](image)

**Figure 20. Three fuzzy sets over universe of discourse "age"**

### 3.7.2 Vague Objects as Three-Dimensional Fuzzy Sets

Figure 20 can be compared with the following diagram (Figure 21) showing three vague objects in and around a car. Each vague object describes how well a given point in space is described by the spatial concept associated with that object. In this example it can be seen that vague objects are analogous to fuzzy sets. The density function of a vague object is equivalent to the membership function of a fuzzy set. Spatial concepts are similar to linguistic variables since they ascribe human-understood meanings to the vague objects. The universe of discourse for vague objects is three-dimensional space itself. Every element in basic fuzzy set theory has a corresponding element in vague object theory.
There are differences between fuzzy sets and vague objects. Vague objects are three-dimensional, while fuzzy sets are one-dimensional. As mentioned, vague objects could be viewed as a three-dimensional extension of fuzzy set theory. Vague objects are not, however, as general as fuzzy sets. Vague objects are restricted to the universe of discourse of three-dimensional space. In fuzzy set theory the universe of discourse can be anything from temperature to shear stress, allowing fuzzy set theory to be applied in many different domains. The restriction to three-dimensional space makes vague objects useful only for spatial reasoning. Vague objects can be viewed as a specific application of three-dimensional fuzzy logic to the area of spatial reasoning.
There are may other similarities between vague objects and fuzzy sets that can be exploited. Vague object reasoning uses the same definitions of logical AND and OR commonly used for fuzzy sets. The process described for shape interpretation is analogous to the defuzzification process used to extract crisp values from fuzzy sets. Linguistic hedges such as "very" or "slightly" can be applied to vague objects in a similar way to their use in fuzzy set theory. These similarities suggest that vague object theory can employ advances in the area of fuzzy set theory to enhance its functionality.

3.8 Graphical Pick Implemented with Vague Objects

The graphical pick or mouse pick operation is a common graphical user interface action. The pick operation involves the user selecting an object on a graphical display using a pointer. For complex graphical scenes with many objects overlapping, the task of picking becomes difficult. Such situations are common with object-oriented drawing programs such as MacDraw, CorelDraw or Pubdraw. The difficulty exists for both the user and the graphical interface. The graphical interface algorithm must resolve ambiguities between overlapping objects where a large set of picked objects are possible. Meanwhile, the user must be particularly careful when picking to override anti-intuitive choices commonly selected by the user interface.

Such a situation, where the computer attempts to second-guess the actions of the user, lends itself to a solution using vague object reasoning. By using vague objects it is possible to design a more intuitive graphical user interface. In this case, the problem is that humans are inaccurate in their ability to point, while the computer is too accurate in
its analysis of the user's input. The vague pick approach approximates the user's input, as well as the shape of some difficult-to-pick objects and then applies knowledge to extract what the user likely means by his selection.

The pick operation calculates which object is being displayed at the point where the mouse pointer (or other pointing device) is triggered. Since the sample that determines the pick object is only one point, it is difficult to select thin objects such as text or line segments especially when they overlap another, more solid, object. The problem, of course, is that the point sample as well as some objects are too small for the computer to gauge the intentions of the user. The solution proposed here is to "semantically thicken" such problem objects as well as to blur (or widen) the pick's point sample. The necessary operations are performed in vague object space, and are not represented explicitly on the graphical display.

3.8.1 Semantic Thickness

Many types of spatial objects are either too thin or too small to be picked easily with a mouse pointer. The problem is exacerbated by ever-increasing screen resolutions which enable thin lines to be drawn even thinner. In order to overcome problems when evaluating a mouse pick operation, it is necessary to transform difficult pick objects using the spatial concept for "close to". The "close to" spatial concept is obtained by thickening and blurring objects so that the object and the nearby surrounding area have a high vague object density. The new "close to" version of the original thin object represents the "semantic thickness" of the object better. Semantic thickness refers to the importance of an
object to a human, expressed in vague object terms. Although an object may be infinitesi-
mally thin on the screen, it is usually more meaningful to the user (e.g. it could be a border
or an arrow) than its spatial dimensions suggest. Using vague objects, the thin object can
have its semantic thickness represented better through the "close to" spatial concept
transformation.

The process of semantic thickening is useful for objects such as lines, text, unfilled
polygons and very small objects of all types. Text is sometimes difficult to pick since it
consists mostly of empty space. The amount of thickening required depends on user accu-
ricy. Objects should be thickened only enough to facilitate the pick operation, excessive
blurring leads to conflicts between objects in close proximity. Figure 22 shows an
example of a graphic screen and the vague object equivalent after the semantic thickening
process. The thickened versions of screen objects are not displayed to the user; they are
used in the background to evaluate pick operations.

![Figure 22. Semantic thickening of some text and a line](image)
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3.8.2 Vague Pick Pointer Shape

When a human makes a screen selection, the actual point selected reflects some degree of error. Since the eye/hand coordination of humans is not perfect, some amount of error can be expected in any mouse pick operation. The vague object pick approach models this uncertainty by blurring the mouse pick location.

The effect of blurring a solid object is achieved using a low-pass filter. The vague object that is created by low-pass filtering a point is the impulse response of the low-pass filter being used. Assuming a simple filter impulse response such as a Gaussian pulse or a cone shape, the resulting vague shape will be a blurry blob that is dark in the centre and fades off at a small distance. This pick shape is a vague object version of the sharp point of the standard mouse pick sample. The vague pick shape approximates the user selection and is more semantically accurate at describing how humans point at objects.

The size of the vague pick pointer, as with semantic thickening, depends on the inaccuracy of the user's picking ability. Since the vague pick pointer only serves to model human error, its size should reflect average human error. Since humans are more accurate at picking when the mouse pointer is moving slowly, the size of the vague pick pointer should vary with recent mouse speed. Such a scheme, involving dynamic resizing of the expected pointer error would allow users to make rough, large scale selections with fast mouse movements, and also deal with fine objects using slower, more accurate mouse placement. Slow movement for accurate work is a natural human strategy which can be exploited for the vague pick operation.
3.8.3 The Pick Decision

The decision process required to select a screen object becomes more complex with the vague object approach. Where before a simple point test was needed, now a vague object logical AND is required with all screen objects touched by the vague pointer. However, since this operation is a result of occasional user selections, it is not expected to have a significant effect on computer performance. The process required to decide on the correct pick operation is the same as the process of evaluating vague object configurations. The pointing "concept" is evaluated for all objects and the winner is the one with the highest overlap.

All screen objects near the mouse pick location are converted to their semantic counterparts in vague object space. If a screen object is occluded by another in the foreground, the foreground vague object is subtracted from the background vague object. This subtraction operation is executed on a point by point basis. For any overlap point, \((x,y,z)\), where the background object has a vague object density \(\mu_{bg}(x,y,z)\) and the foreground object has a vague object density \(\mu_{fg}(x,y,z)\), the subtraction operation result \(\mu_{result}(x,y,z)\) is found by the following equation:

\[
\mu_{result}(x,y,z) = \max(0, \mu_{bg}(x,y,z) - \mu_{fg}(x,y,z))
\]  

(9)

All vague object shapes (after subtraction) are logically ANDed with the vague pick shape to evaluate the pick operation. The logical AND is performed exactly as with vague object reasoning, except that it is performed in only two dimensions. The resulting shape is interpreted by calculating its total mass. The object chosen for pick selection is the
object with the highest total mass for its resulting shape. Special consideration must be
given to small objects which can be totally covered by the vague pick shape. Even if a
small object has a low logical AND total mass, compared to other larger objects, it should
be selected if it is near the centre of the vague pick shape.

Figure 23 shows an example of the steps involved in a vague object pick operation.
In step 1 screen objects are converted to their semantic equivalents (which can be pre-cal-
culated during object creation). The triangle, being a filled polygon, requires no semantic
thickening. In step 2 the foreground vague object is subtracted from the background
vague object. In step 3 the logical AND is performed between the vague pick shape and
all nearby vague objects. In step 4 the text object is selected because its logical AND
operation's result shape has the highest total mass.
Step 1

Step 2

Step 3

Step 4  Winner

Figure 24. A vague object pick example
3.8.4 Vague Object Pick with Moving Objects

Moving objects present another problem for the pick operation. It is difficult for a user to select a moving object exactly, especially when the motion is large relative to the size of the object. In this case a point selection is inadequate because it is so easy for the user to miss. Using vague objects, it is possible to implement a "motion blur" concept to aid in the selection process.

The motion-blur vague object is created by smearing the screen object forward and backward along its motion trajectory. Figure 24 shows the vague shapes created by the smearing process. The motion blurs are darkest where the actual object positions are, and taper off in directions along the motion trajectories. The motion-blur objects are a simulation of a human's perception of an object in motion. The tapering effect that is facilitated by the vague object approach allows situations with overlapping trajectories to be resolved.

![Figure 23. Motion blur vague objects](image-url)
The screen objects need to be semantically thickened before they are motion-blurred so that thin objects become easier to pick. Aside from the motion blur step, the vague pick operation is performed in the same fashion as in the stationary object case.

3.8.5 Three-Dimensional Pick Operations

In three-dimensional interfaces, such as immersive virtual reality environments, the pick operation is also useful. A three-dimensional pick operation is usually implemented as a ray emanating from the tip of the user's finger (which must have a tracking device attached). The user must point his finger so that the ray intersects with the desired object (where hopefully there is no obstructing object in the ray's path.). For everyday human interaction, however, the finger point gesture is quite inaccurate and usually requires a verbal qualification.

The vague object approach to the three-dimensional pick operation will replace the ray with a vague cone-shaped object, similar to the "above" concept. The cone will radiate in the direction of the user's finger and will be most useful when resolving a verbal indication. For example, in a virtual car lot a user can point at a car and say "the red car there". The pick operation will logically AND the pointer cone with all red cars in the area and select the one with the strongest overlap. The three-dimensional vague pick method mimics a human listener interpreting the user's actions in such a situation.

The vague object virtual environment pointing operation depends on voice recognition to work effectively. Since both the field of virtual reality and voice recognition are
progressing at similar rates, however, they should both be able to complement each other in the near future.

The vague pick operations in both two and three dimensions are simple applications of vague object reasoning. The process of reasoning progressing from vague object creation to overlap calculation and shape interpretation is the same as the process of vague object spatial reasoning. These applications demonstrate the usefulness of the vague object approach for adding intuition to human-computer interaction.
CHAPTER 4
IMPLEMENTATION AND VERIFICATION

To evaluate vague object reasoning, a set of programs was implemented to create and evaluate simple spatial concepts. The program set includes a simple voxel editor, a vague object evaluator and a visualizer for both solid and vague objects. The voxel editor and the vague object evaluator are both implemented on Sun workstations in C++, while the visualizer is implemented on a Silicon Graphics IRIS VGX workstation using the GL graphics library for C. The voxel editor is a simple tool for building voxel models using X Windows which can display both solid and vague versions of a model. The vague object evaluator can create vague objects from solid voxel models and then evaluate spatial relationships between the vague objects. The evaluator includes implementations of "between", "close", "inside", "above", "to the left", "to the right", "in front", "behind", "below", "front part", "back part", "left side", "right side", "top part", and finally "bottom part". The vague object viewer allows interactive viewing of both solid and vague objects and combinations thereof in a three-dimensional scene.

The vague object program set provided tools for testing vague object reasoning and permitted the investigation of human judgement of simple spatial relationships. Two experiments were performed to measure human models of spatial relationships and to evaluate the vague object evaluator implementation. The first experiment asked subjects to
assess a set of three-dimensional scenes, while the second asked subjects if they agreed with computer-generated assessments of some spatial relationships. Both of these tests were subjective in nature, since they asked subjects for their opinions of spatial relationships.

4.1 Experiment 1: Quantification of Human Spatial Reasoning

The task of quantifying a spatial relation requires a knowledge engineer to formulate a procedural description for the concept shape. The domain expert can also be the same knowledge engineer since the knowledge domain involved is "common sense" spatial reasoning. This process can, however, only yield the coarse outlines of spatial concept shapes. To fine-tune the computerized versions of vague concept shapes, more subtle methods of analysis are required. By measuring human estimates of spatial relations, it is possible to estimate a more exact shape for spatial concepts. By investigating the human opinions of spatial concepts for various spatial configurations, it is possible to obtain a better understanding of the concept shapes involved.

4.1.1 Experimental Procedure

To perform this test, human subjects are presented with a series of three-dimensional scenes presented on a Silicon Graphics IRIS VGX workstation. The scenes are presented by an interactive viewer that allows users to rotate and scale the view of the scene. Subjects are encouraged to rotate and zoom the scene to enhance their understanding of the
three-dimensional nature of the scene. All objects in the scene are simple and constructed of voxels.

Each scene consists of a sequence of configurations, with one object moved slightly between configurations. The configurations are shown sequentially, and the moving object travels along a straight line trajectory between configurations. Users are allowed to view previous configurations while making their decisions. The choice of predictable versus random sequences was chosen to allow users to consciously consider their estimations of the scene. There were three different scenes used: a computer workstation, a living-room and a setting involving a garbage can.

The test subjects are asked to rate, between zero and ten, how well a certain spatial relationship applies to the configuration shown. For example, while viewing the first scene involving the computer workstation, users are asked how much "above" the monitor is in relation to the computer case. The users are instructed as to which exact semantics of the word "above" to use for their assessments. They are instructed that the simple "higher than" interpretation is not being investigated. They are also told that a score of ten implies "directly above" while zero applies to objects on a level or below the computer case. The users are not given examples of scenes valued between zero and ten since those values are to be determined by the experiment. The scale between 0 and 10 is an arbitrary range chosen as a comfortable range for the subjects to express their subjective estimations of spatial concepts. The subject's assessments are recorded for each configuration.
Five subjects were asked to evaluate 30 configurations each. The test investigated the concept shapes for "above", "in front", "to the left", "to the right", "between" and "inside".

4.1.2 Experimental Results

The spatial relationship assessment experiment provided many insights into the shapes of spatial relationships. In general, the subjects agreed with each other in their assessment of spatial relationships. Differences between subjects were mostly systematic, in that some subjects tended to suggest lower or higher results consistently. The only numerical analysis of the results performed for this experiment was to take the mean of the evaluations for each spatial configuration. The concept shapes used in the evaluator program were then adjusted so that the program's evaluations were close to the human estimate means. For example, the width and density of the "above" cone was adjusted to better reflect the average human judgement of the subjects.

More importantly, this test provided evidence of unsuspected perturbations in the shape of human spatial concepts. Initially, the "above" cone was modelled sloping upwards approximately 45 degrees from vertical. The test, however, showed that the "above" cone is steeper, with a slope around 30 degrees from vertical. Similarly, "in front" and "beside" were found to have wider angles than expected. In the "between" test, subjects were found to have a strict line-of-sight sense of "between" as long as all objects were on the same horizontal plane. There was, however, a vertical bulge in their assessments of "between". An object was judged "between" even though it was vertically
displaced from the strict line-of-sight definition of "between". These observations were true for all subjects tested.

4.2 Experiment 2: Verification

Once a test implementation of some simple spatial concepts was written, it was necessary to test the output of the program. The computer-generated evaluations of spatial relationships were tested to see how closely they emulated the judgement of the human subjects.

4.2.1 Experimental Procedure

The second experiment is also a subjective test similar to the first one. Once again, subjects are presented with different scenes on a Silicon Graphics workstation. Unlike the previous experiment, however, different configurations in a given scene are presented in random order. Subjects are presented with a configuration and are given a sample evaluation score for a given spatial concept. The subjects are asked to rate the sample evaluation as "just about right", "too high", "much too high", "too low" or "much too low". The sample evaluations are based on the computer-generated evaluations, except that they are offset by a random error. The evaluations are given as ratings between 0 and 10 and they do not differ from the computer-generated evaluation by more than plus or minus 3 out of 10. The subjects are told that the evaluations never vary by more than 4 out of 10, suggesting that a rating of "much too high" would imply an overestimate of about 3 to 4 out of 10. Once again, the range of 0 through 10 was chosen as a comfortable range for expressing subjective evaluations. Subjects are not told how random the evaluations are,
but they are told that they contain some form of random error. Subjects are presented with a sheet of paper containing the suggested evaluations for each configuration.

A total of six subjects were tested, and asked to assess a total of 25 configurations each. The spatial relationships tested were "above", "between" and "inside".

4.2.2 Experimental Results

The experimental results consist of 25 data sets with six samples each. In order to analyze the data, all subjective evaluations are converted to a subjective scale ranging between 0 and 10. These "subjective units" are a measure of how well a given spatial concept describes a spatial configuration. For example a measure of 10 subjective units for the term "above" would imply "directly above" while a measure of 0 subjective units would mean "not above".

Since the user responses are relative subjective terms, they must be assigned numerical weights in subjective units to convert them to absolute subjective units (i.e. between 0 and 10). The following table gives the weights assigned to the relative subjective terms used in the experiment:

<table>
<thead>
<tr>
<th>Relative Subjective Term</th>
<th>Weight (in subjective units)</th>
</tr>
</thead>
<tbody>
<tr>
<td>much too high</td>
<td>3</td>
</tr>
<tr>
<td>a little too high</td>
<td>1</td>
</tr>
<tr>
<td>correct</td>
<td>0</td>
</tr>
<tr>
<td>a little too low</td>
<td>-1</td>
</tr>
<tr>
<td>much too low</td>
<td>-3</td>
</tr>
</tbody>
</table>

In order to convert a given relative human estimate into absolute subjective units, the weight corresponding to the subjective term expressed by the subject is subtracted from
In order to convert a given relative human estimate into absolute subjective units, the weight corresponding to the subjective term expressed by the subject is subtracted from the suggested evaluation that is provided to the subject. As an example, suppose the subject is shown a configuration with object A partially above object B, and he is told that the suggested evaluation of the term "above" is 8 on a scale from 0 to 10. If the subject indicates that the suggested evaluation is much too high, then his evaluation expressed as absolute subjective units is 8 - 3 = 5 subjective units. The values given in the table are chosen because they approximate the weights suggested to the subjects during the experiment (see previous Section). The table values are also the same weights that were used for generating the suggested evaluations (i.e. the computer generated evaluations were adjusted by a random member from the set [-3, -1, 0, 1, 3]).

For each spatial configuration data set (of which there are 25), the mean of the subjects' absolute subjective evaluations was calculated. This mean is an estimate of the true mean of human opinion. Since there are only 6 data points in each set (one per subject tested), the confidence intervals for the true means are relatively wide. The 90 percent confidence intervals for the true means are 1.23 subjective units or less. This interval indicates that we can be 90 percent confident that the true mean of human opinion lies less than +/- 0.62 subjective units from the sample mean of the configurations that were tested.

For every subject, the error between the subject's evaluation and the sample mean for the relevant data set was calculated. This calculation was repeated for all 25 data sets and
all six subjects. The errors were averaged for each individual subject to produce an average subjective error value for each subject. The average subjective error is a measure (in subjective units) of how distant, on average, a single subject's evaluations are from the sample means. The following table lists the average subjective errors for all six subjects.

<table>
<thead>
<tr>
<th>Subject Number</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average Subjective Error</td>
<td>0.83</td>
<td>0.68</td>
<td>0.61</td>
<td>0.71</td>
<td>0.37</td>
<td>0.49</td>
</tr>
</tbody>
</table>

The average subjective error was also calculated for the original computer estimates generated by the evaluator program using vague object reasoning. The average subjective error for the computer generated estimates is 0.72 subjective units. This value is better than one of the subjects shown in the table, but worse than the other five subjects. The computer's average subjective error of 0.72 subjective units, however, does not compare too poorly with the mean of all six average subjective errors which is 0.62 subjective units.

The preceding analysis shows that the computer estimates using vague objects are within the range of human ability at estimating the mean of human opinion. Since the computer is worse than the average subject, there is obviously some room for improvement in the vague model shapes being used. Of course, since the sample size of six subjects is relatively low, the results presented here should only be considered a rough estimate of the vague object approach's ability to predict human opinion.
4.3 Further Work

The system implemented so far only evaluates simple spatial concepts involving at most three objects. The process of chained spatial reasoning has not yet been implemented or evaluated. Furthermore, the vague pick method presented as an example of simple vague object reasoning has not been implemented or tested.

To create a true spatial reasoning system using the vague object approach, it is necessary to merge vague object spatial reasoning with a higher-level reasoning system that can deal with scalar truth values. Such a spatial reasoning system could be applied to problems of spatial reasoning in the areas of user interfaces, solid modellers, natural language understanding and intelligent computer aided design.
CHAPTER 5
CONCLUSIONS

The system of spatial reasoning and spatial knowledge representation presented here relies on the application of a new concept named vague objects. Reasoning with vague objects relies on an approximate spatial representation and is especially intended to emulate human spatial reasoning processes. When used in a spatial reasoning system, vague objects have the following advantages:

1. Approximation of dimensions and shape. In an attempt to emulate human reasoning, vague objects approximate all aspects of dimension and shape. In addition, approximation allows spatial problems to be simplified and made more tractable.

2. Simple reasoning with a visual interpretation. The actual process of vague object reasoning proceeds in a straightforward fashion. All stages in the reasoning process have a visual interpretation which is easily understood by humans.

3. Direct reasoning from solid models. Vague objects can be created directly from classical solid models, as can vague spatial concept shapes. Therefore, vague objects can be used on existing solid models without an intervening human-assisted interpretation phase.
4. Evaluation of spatial relations compatible with human assessment. As demonstrated by the implementation experiments, the evaluations of spatial concepts carried out with vague objects are similar to those made by humans. It should be possible to employ the system to aid in understanding humans in a user interface application.

Vague objects form the foundation of a spatial reasoning system that will be useful in understanding and interacting with humans in a spatial context. The vague object approach, as presented here, is not a complete reasoning system, but allows spatial concepts and objects to be manipulated in a simple and approximate fashion, thereby providing a good knowledge representation system. The ability of vague objects to handle spatial reasoning in a human-compatible fashion allows them to apply to any spatial reasoning system that either emulates a human or interacts with one.
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APPENDIX

Algorithms for the creation of vague concept shapes are presented here using a simple point-form style.

ABOVE

The following algorithm will create an "above" shape from either a solid object or a vague object.

- Project the shape of the original object onto the horizontal plane. This is the cross-section.
- Blur the cross-section (low-pass filter).
- Starting at the top of the object, extrude the blurred cross-section vertically upwards, expanding the scale of the cross-section linearly with height.

Concept shapes for other directions like "to the left" and "below" are similar to "above" except that the extrusion takes place in a different direction. Also the scaling with distance from the original object varies for different directions (e.g. "in front" is wider than "above").

BETWEEN

The "between" shape must be created from two initial objects.
• Create a projection of each initial object shape onto the plane dividing the two objects. The dividing plane is the plane normal to the line segment joining the centre of mass points for both objects.
• Blur each of these projections (low-pass filter).
• Extrude each projection towards the other, scaling the shape so that upon reaching the opposite object, the sizes are equal.
• Each extruded projection starts with a density of 1.0 near its source object and fades to 0.0 near the opposite object. This creates a linear blend from one object projection to the other.
• The extrusions must be stretched vertically near the midpoint of the joining line segment to account for the vertical bulge in the middle of the "between" concept.

The "between" algorithm is like a shape morphing algorithm, where consecutive cross-sections between initial shapes are blended versions of the original shapes.

INTERNAL LOCALIZATION NOUNS

Internal localization nouns are all created in an similar fashion. The algorithm for "bottom part" is presented as a typical example. The algorithm assumes that the object consists of a set of sample points in three dimensions (a set of voxels).

Bottom Part:

• Determine the set of points in the horizontal plane which have a portion of the object directly above them (assuming the object lies entirely above this plane).
• For each of these horizontal plane sample points, calculate the total mass of the object for the samples directly above.
• For each horizontal plane sample point, calculate the number of object samples which must be traversed vertically to account for 20 percent of the total mass calculated in the previous step.
• All of the sample points produced by the previous step outline a three-dimensional vague object which satisfies the concept of "bottom part".
For good measure this shape should be blurred since it is an approximation.

The "back of car" internal localization shape given as an example in Figure 17 is obtained similarly to the "bottom part" except that the horizontal plane is replaced by another plane lying directly behind the car (normal to the centre-line of the car).

INSIDE

The following definition of an "inside" algorithm assumes the initial object is sampled in a Cartesian co-ordinate system.

- For each Cartesian axis:
  
  Create two vague objects, one smeared in the positive direction and the other in the negative direction.

  Next, logically AND these two smeared versions together, creating a "partial inside" for each Cartesian axis.

- Now for each combination of axes (e.g. XY, YZ, XZ) perform a logical AND operation between the "partial insides" for these axes. This will result in three vague objects whose constituent points are surrounded on at least four sides by solid.

- The "inside" of the object is the set of all points that are surrounded by some solid on at least four sides, therefore the final "inside" is the logical OR of the three sets created by the previous step.

EXTENT BOXES

The algorithm for extent boxes is actually quite simple as long as a bounding box algorithm is available. The bounding box algorithm is as follows:
• For all sample points \( (x_i, y_j, z_k) \)
  
  \[
  \begin{align*}
  &\text{if } x_i < x_{min}, \quad x_{min} = x_i \\
  &\text{if } x_i > x_{max}, \quad x_{max} = x_i \\
  &\text{if } y_j < y_{min}, \quad y_{min} = y_j \\
  &\text{if } y_j > y_{max}, \quad y_{max} = y_j \\
  &\text{if } z_k < z_{min}, \quad z_{min} = z_k \\
  &\text{if } z_k > z_{max}, \quad z_{max} = z_k
  \end{align*}
  \]

• The Bounding box is the box defined by \( x_{min}, y_{min}, z_{min}, \) and \( x_{max}, y_{max}, z_{max} \).

To find the extent box for N percent:

• calculate \( n = N/100 \)
• subtract \( n \) from the density value for each sample point.
• discard all zero valued sample points
• calculated the new bounding box.

This new bounding box is the extent box for N percent.