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Abstract

Transformer modelling is a concern for the utility industry. The object of this work is to develop and investigate dynamic core models suitable for transient studies. A major advantage of the core models developed here is that they use readily available transformer test data as supplied by the manufacturer.

For ferroresonance and inrush current studies, core saturation needs to be represented reasonably well. A direct approach to producing nonlinear peak flux-current and voltage-current characteristic of the iron core, taking iron losses into account, is presented. The algorithm is simple in concept, easy to implement, and may be useful for electromagnetic transient programs. A crude estimation of the transformer open circuit capacitance is also made from rated frequency data. It is useful for situations in which the transformer exciting current experiences strong capacitive effects.

An iterative algorithm for more correctly representing the flux-linkage curve of a delta-connected transformer, suitable for situations in which the tests are performed with a closed delta, is developed. It uses positive sequence excitation test data as input and takes into consideration the removal of triplen harmonics from the line current.

An approach to model frequency-dependent effects in the transformer core from transformer no-load loss data, is presented. Hysteresis and eddy current effects in the core are treated simultaneously. The flux-current trajectories are generated by circuit models with no need to pre-define them.

Simulations using the developed models are compared to laboratory measurement of inrush current and to a ferroresonance field test.
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Chapter 1

Introduction

1.1 Transformer Modelling

The simulation of electromagnetic transients in power systems is essential for insulation coordination studies and for the adequate design of equipment and its protection. To carry out these studies on digital computers, mathematical models are needed for the various components, whether with lumped or distributed parameters. To attempt to model each component in its entirety and then to determine its interaction with the rest of the system would be extremely difficult due to the system complexities. Models with some simplifications, which are still accurate enough for practical purposes, are therefore usually used.

The problem of accurately predicting the transient electrical interaction of power system components has faced the electric power engineer for almost a century. There is a large amount of research work in this area. The transformer is one of the most important components in power systems, and because of this, it has been given special attention [1].
Despite the large number of papers published in the area, transformer modelling still presents substantial difficulties today. Transformer inductances are nonlinear and frequency-dependent. The distributed capacitances between turns, between winding segments and between winding and ground produce resonances that may affect terminal and internal voltages [2]. The core modelling may play a very important role for ferroresonance and inrush current studies in transformers [3].

1.2 Thesis Outline

When power system transients are to be computed, general purpose programs such as the EMTP (Electromagnetic Transients Program) are often used [4]. Our goal is to advance the modelling of transformers in connection with these programs, focussing on saturation, eddy currents and hysteresis effects in the iron core. The developed models are intended to be applicable for situations such as ferroresonance and inrush currents in transformers. The models are discussed as follows:

- A brief literature review of transformer models is presented in Chapter 2.
- Saturation in the core is represented by nonlinear functions obtained from the transformer test data. The model development, measurements and simulations are discussed in Chapter 3.
- An algorithm to produce saturation curves of delta connected transformers, from positive sequence open circuit tests, is developed in Chapter 4.
- Frequency-dependent core models are presented in Chapter 5.
- In Chapter 6, distribution transformer models are obtained from 60 Hz parameters. The difficulties in obtaining the transformer parameters are outlined. Comparisons between simulations and a field test are carried out.
• The main conclusions of this thesis work are summarized in Chapter 7.

1.3 Thesis Contributions

The author believes the following to be original contributions from this research work:

a) A direct method to more accurately compute saturation curves from transformer standard test data (Chapter 3).

b) An algorithm to compute saturation curves of three-phase delta-connected transformers in which the delta connection could not be opened for tests (Chapter 4).

c) Development of frequency-dependent core models in which eddy current and hysteresis are treated simultaneously. For these models it is not necessary to pre-define the trajectories of the dynamic hysteresis loops (Chapter 5).

d) Guidelines to model distribution transformers from rated parameters (Chapter 6).

The following publications report part of the research work developed in this thesis:


Chapter 2

Literature Review And Case Studies

2.1 Introduction

A brief review of various transformer representations for digital simulation of transients in power systems, and a discussion of eddy current and hysteresis loss in magnetic cores are presented next. It is shown that an exact model which reproduces the frequency-dependent core losses, even at low frequencies, is very difficult to achieve. Sensitivity analysis for ferroresonance and transformer inrush current case studies are carried out. In these studies, the transformer core is represented by a nonlinear inductance in parallel with a constant resistance. It is shown that the system is more sensitive to variations in the core inductance. The system is not sensitive to small variations in the shunt resistance. However, typical transformer data show that no-load losses at rated frequency increase quickly as the transformer is driven into saturation. This may be significant for ferroresonance studies.

2.2 EMTP Basic Models

Guidelines to model transformers with the EMTP are presented in references [4,5]. These models are based on circuit theory. The linear behaviour of transformers can be
represented by branch resistance and inductance matrices \([R]\) and \([L]\) (here the exciting current must not be ignored since its absence produces infinite elements in the inductance matrix), or by a matrix \([R]\) and an inverse inductance matrix \([L^{-1}]\). These matrices are obtained from positive and zero sequence short circuit impedances and from open circuit impedances. Saturation effects can be simulated by appending nonlinear inductance branches. In [4], it is suggested that these nonlinear branches should be placed across that branch in the equivalent circuit where the integrated voltage is equal to the iron core flux. Although this point depends on the transformer design and, in general, is not accessible in the model, it can be approximated fairly accurately by using the branch of the winding closest to the core (usually the lower voltage winding). Saturation curves of transformers are often supplied as \(rms\) values of voltages and currents\((V_{rms} = f(I_{rms}))\). A technique for converting this curve to a peak flux versus peak current characteristic\((\lambda = f(i))\) is supplied by the auxiliary program CONVERT[4]. This algorithm does not take eddy currents and hysteresis losses into account, i.e., when computing saturation curves it is assumed that the excitation branch consists only of a nonlinear inductance. The next two chapters present improvements on the computation of saturation curves by including the effect of transformer no-load losses.

In the EMTP, nonlinear elements are either represented as piecewise linear or as nonlinear with the compensation method [6]. When the compensation method is used, nonlinear elements are simulated as current injections, which are superimposed on the linear network solution without the nonlinear elements. As an example, consider a case where the network contains only one nonlinear resistance between nodes \(k\) and \(m\) (Figure 2.1). The network solution is found by the compensation theorem according to the following steps:
• remove the nonlinear branch between nodes \( k \) and \( m \) and calculate the open circuit voltage \( v_{km} \);

• build the instantaneous Thévenin equivalent circuit between nodes \( k \) and \( m \) (to find the Thévenin resistance, a current of 1 A must be injected from node \( k \) and drawn out from node \( m \));

• solve the two following equations simultaneously:

\[
v_{km} = v_{km0} - R(t) \cdot i_{km}
\]  

(2.1)

\[
v_{km} = f(i_{km}).
\]  

(2.2)

Equation (2.2) represents the nonlinear resistance characteristic. Figure 2.2 shows the simultaneous solution of the two equations above (intersection between the two curves). For nonlinear inductances, the nonlinear characteristic is usually known in the form:

\[
\lambda = f(i).
\]  

(2.3)

The EMTP uses the trapezoidal rule of integration and converts the flux \( \lambda(t) \) into a linear function of \( (t) \) and the network solution is found in a similar way as for a nonlinear resistance.

The saturation characteristics of modern transformers are often represented as piecewise linear inductances of two slopes (Figure 2.3). Such piecewise linear inductances can be simulated with two linear inductances \( L_1 \) and \( L_2 \) in parallel (Figure 2.4). The switch is closed whenever \( |\lambda| \geq \lambda_{\text{saturation}} \), and is opened again as soon as \( |\lambda| \leq \lambda_{\text{saturation}} \).
Figure 2.1: Nonlinear element connected to linear network.

Figure 2.2: Simultaneous solution of two equations.
Figure 2.3: Piecewise linear inductance with two slopes.

Figure 2.4: "Switched inductance" implementation of two slope piecewise linear inductance.
Magnetic hysteresis effects have been incorporated in the BPA (Bonneville Power Administration) version of the EMTP [7]. This model uses pre-defined trajectories in the $\lambda - i$ plane to decide in which direction the curve will move if the flux either increases or decreases. Eddy current effects in the core are represented as fixed resistances. Mork and Rao [8] used this model to simulate ferroresonance and compared their results to laboratory measurements. There was a large discrepancy between measured and simulated curves. A single-valued flux-current characteristics predicted voltage and current waveforms in closer agreement to the tests. In Chapter 3, it is shown that a nonlinear resistance may be necessary to represent eddy current effects in transformers.

### 2.3 Other Models

Dick and Watson [9] described a method of saturating large power transformers and plotting instantaneous magnetization curves. The authors used a detailed equivalent circuit transformer model based on the principle of duality between magnetic and electric circuits which takes the yoke saturation into account. Hysteresis loops are modeled using pre-defined trajectories constructed from a hyperbolic equation.

Germay et al.[10] studied ferroresonance effects in power systems. They represented magnetic hysteresis by Preisach's theory [11,12]. This theory assumes that the ferromagnetic material is made up of elementary domains and that the magnetization characteristic of each domain is a rectangular loop characterized by the constants $a$ and $b$ (Figure 2.5), and by the displacement field $H_m$ representing the action of neighboring domains. It also assumes that a distribution function, related to the probability of finding a loop with given $(a,b)$ is unique. The distribution function can be computed numerically by manipulation of the saturation loop and magnetization curve [11]. This theory has gained large acceptance. Its basic ideas
and evolution are presented by Mayergoys [12]. Recently, a hysteresis model based on this theory was developed for the EMTP [13].

Santesmases et al. [14] represent transformer cores by a simple equivalent circuit consisting of a nonlinear inductance in parallel with a nonlinear resistance. The nonlinear elements are obtained from functions derived from the hysteresis dynamic loops. This is essentially the same model as proposed by Chua and Stromsmoe [15]. The resistance in the model accounts for the energy loss due to the loops, which means that the hysteresis and eddy current losses are assumed to have the same frequency dependence. A family of dynamic hysteresis loops is needed to construct the nonlinear functions.

A recent attempt to build a general transformer model for transient studies was sponsored by the EMTP Development Coordination Group (DCG) [16]. The principle of duality was used to model the magnetic flux paths in the air and in the iron parts. Frequency-dependent effects in the core were included by solving Maxwell's equations (in the
frequency domain) within laminations, ignoring nonlinear effects. As a result, a frequency-dependent equivalent impedance \( Z_{eq}(\omega) \) was found. \( Z_{eq}(\omega) \) was matched by a ladder network and connected in parallel with the iron core nonlinear inductance \( L_1 \) as shown in Figure 2.6.

![Figure 2.6: Ladder network for eddy current representation.](image)

The ladder network reproduces the theoretical transformer frequency response with an error less than 5% for frequencies below 200kHz. This model was applied in a situation where a circuit breaker, on the low voltage side of the transformer, attempts to clear a fault nearby [17]. The transient recovery voltage (TRV) is computed using both a frequency-dependent model for the core and the conventional model (constant resistance in parallel with the magnetizing inductance). The conventional model produced a more damped TRV. It is difficult to know which model is correct since the authors did not show comparisons to field measurements.

The idea of modelling power transformer eddy current effects by means of Maxwell's equations, has also been used in references [18,19,20]. In the next section, some difficulties

---

1 The ferromagnetic material was assumed to have constant permeability \( \mu \) and constant resistivity \( \sigma \).

2 In reference[17] it is also shown that the conventional model is accurate enough (numerical error less than 5%) for frequencies up to 3 kHz.
concerning classical eddy current and hysteresis representations of ferromagnetic materials will be discussed.

2.4 Iron Losses

Transformer cores are usually made of iron alloys. Core materials can be divided into three major classes: non-oriented steel (hot rolled)$^3$, grain oriented steel (cold rolled)$^4$ and metallic glasses (amorphous material)$^5$.

Most distribution and power transformer cores in service today are of grain oriented silicon steel laminations. However, given the very low losses of amorphous alloys, the trend may change in the near future. Today, thousands of distribution transformers and a few power transformers made of metallic glasses are in service in the U.S.A., Japan and Canada [22].

In the presence of a time-varying magnetic field, induced voltages, eddy currents and hysteresis take place in the core material. Classical electromagnetic theory assumes a uniform distribution of eddy currents when slowly time-varying magnetic fields are applied to iron cores (Figure 2.7a). The first theoretical studies of eddy currents in iron sheets were done by Oliver Heaviside followed by J. J. Thomson [24]. The iron was assumed to be a homogeneous medium characterized by two constants: permeability $\mu$ and conductivity $\sigma$.

$^3$ Non-oriented grades of electrical sheets are designed to have the same magnetic properties in the rolling direction as they have perpendicular to that direction. They were largely used in the past for power and distribution transformer cores.

$^4$ Cold rolled materials were introduced to the market in 1934 by N. P. Goss [21]. Their permeabilities are much bigger in the direction of rolling than perpendicular to that direction. Core laminations are usually cut so that the magnetic flux is along the rolling direction for the greatest part of its path through the core. These materials have lower losses when compared to non-oriented steels.

$^5$ Fe-Si-B alloys were introduced to the transformer market in the U.S.A. in 1976 [22]. These alloys present higher resistivity, when compared to grain oriented steels, and very low losses.
The electromagnetic theory (Maxwell's equations) was applied to show how the magnetic flux density $B$ would diffuse from one part of the material to the other according to the equation

$$\nabla^2 B = \mu \sigma \frac{\partial B}{\partial t}. \quad (2.4)$$

The equation above oversimplifies a much more complicated phenomenon. Core losses, computed by this approach, are always underestimated when compared to measured values. A detailed review of eddy current and hysteresis loss in magnetic cores is presented in [25]. Weiss, Barkhausen, Bitter, Landau and Lifshitz made significant contributions towards the understanding of eddy current effects in ferromagnetic materials. In 1907, the French physicist Pierre Weiss provided the first insight into understanding the behavior of magnetic materials. He introduced the concept of magnetic domains. In 1919 Barkhausen had shown that the magnetization could change in a very discontinuous way (Barkhausen effect). In 1931, Francis Bitter, working at the Westinghouse Research Laboratories proved the existence of domains by making them visible. His technique consists of polishing the surface of the magnetic material and spreading a colloidal suspension of magnetic powder over the surface. The powder will be deposited in regions of higher gradient fields (domain boundaries) and the domains are then visible through a microscope[21]. In 1935, Landau and Lifshitz introduced the ideas that magnetization could change by a movement of the boundary between domains, and that domains magnetized in the direction of the applied field would expand at the expense of domains magnetized against the applied field. Today, it is

---

When Maxwell died in 1879, he left his theory in the form of twenty equations in twenty variables. Shortly after his death, the reduction of his equations to the four vectorial equations known today was done independently by Oliver Heaviside and Heinrich Hertz [23]. At that time, very little was known about ferromagnetism. Eddy currents in ferromagnetic materials were assumed to behave the same way as in non-magnetic conductors.
generally accepted that the eddy current loss is due to the micro eddy currents produced at the moving domain boundaries. Therefore, eddy currents will be concentrated around the moving domain walls, as shown in Figure 2.7b. The bigger the domain the larger the eddy currents produced around its boundaries. Eddy current distribution may not be uniform even for very slowly time-varying magnetic fields.

Figure 2.7: Eddy current distribution in a ferromagnetic sheet of thickness $d$:
(a) Classical representation;
(b) Sheet subdivided into $180^\circ$ domain of width $a$. 
It is very complicated to properly use Maxwell's equations within iron core laminations to account for eddy currents. For a precise calculation, the effect of domain wall motion should somehow be included in the field equations [26, 27, 28].

The loss in a ferromagnetic sheet at a frequency \( f \), consists of hysteresis and eddy currents. The total loss is always greater than would be expected from the sum of static hysteresis loss and eddy current loss, calculated using classical theory [29, 30]. The excess loss, arising from the non-uniform distribution of eddy currents, is known as anomalous loss. Since, in practice, only the total loss \( w \) can be measured, assumptions must be made based on the most probable physical behavior of the material if hysteresis and eddy current loss are to be separated. The total loss per kilogram, per volume of magnetic material, in an iron sample can be written as a combination of three loss components:

\[
\begin{align*}
    w & = w_h + w_e + w_a, \\
    & = \frac{W}{kg},
\end{align*}
\]

where \( w_h \), \( w_e \) and \( w_a \) are hysteresis, eddy current and anomalous loss, respectively, in W/kg. It is well known that the total loss \( w \) is frequency-dependent. Hysteresis loss is attributed to domain wall movements back and forth across crystal grain boundaries, non magnetic inclusions and imperfections [21]. It is common to assume that \( w_h \) is independent of the speed in which the domain wall moves. So, the hysteresis loss per magnetic volume at a given frequency \( f \) is related to the enclosed area of the DC hysteresis loop (Figure 2.8) according to the equation:

\[
w_h = f \oint HdB. \tag{2.6}
\]

\[\text{7 Electrical Engineering textbooks, usually address the magnetic domain theory to explain the properties of magnetic materials, but seldom relate the domain wall movements to eddy currents. Anomalous losses were known even before the domain theory was completed. In 1927, it was already known that there is a strong correlation between grain size and eddy current losses [31].}\]
Figure 2.8: Hysteresis loops. In the B - H plane, the trajectory of a signal of frequency $f$, will encircle the hatched area (DC hysteresis loss) $f$ times per second.

Any increase in loss per cycle above the DC hysteresis loss has been attributed to eddy current effects [22]. Steinmetz [28] proposed the following equation for calculation of the hysteresis loss:

$$w_h = k_h \cdot B_m^x \cdot f,$$

where

- $k_h$ is the hysteresis coefficient and depends on the core material;
- $B_m$ is the maximum flux density in Teslas; and
- $x$ is the Steinmetz coefficient (ranging from 1.5 to 2.2 depending on the core material).

The principal means of controlling the core loss is to use thin laminations. For a lamination in which its thickness $t_d$ is much smaller than its width, the classical eddy current loss is given by [22]:

$$w_e = (\pi \cdot t_d \cdot B_m \cdot f^2)/(6 \rho),$$
where \( \rho \) is the resistivity of the material, and \( t_d \) is the lamination thickness. Inserting equations (2.7) and (2.8) into (2.5) and dividing by \( f \), the total loss per cycle is given by:

\[
\frac{w}{f} = k_h \cdot B_m^2 + (\pi \cdot t_d \cdot B_m)^2 \cdot f / (6 \rho) \cdot w_a / f
\]

A typical curve of power loss per cycle as a function of frequency, for a constant flux amplitude, is shown in Figure 2.9. The anomalous loss can be very high (usually greater than the classical eddy loss for commercial steel at power frequency [26]).

Figure 2.9: Typical steel laminations power-loss curve.
2.4.1 Laboratory Measurements

As part of this thesis project, some measurements were performed for grain oriented steel laminationsto gain some insight into how eddy currents and hysteresis loss behave as the frequency changes. The steel samples were assembled in a standard Epstein frame [33]. The amplitude $B_m$ of the sinusoidal flux density $B=B_m \sin \omega t$ was kept constant during each set of measurements.

Figure 2.10 illustrates the circuit used to measure the total AC core loss for a frequency range from a few hertz up to 80 Hz. $V(t)$ is a frequency variable sinusoidal voltage source connected to a power amplifier. A waveform analyzer was used to measure the voltages at points A and B with respect to ground. The current sample waveform was taken from a $0.1 \Omega$ resistance $R$ connected in series with the Epstein frame primary winding. Current and voltage waveforms (512 points) were obtained and the losses were computed using a built-in routine. The total loss per cycle, as a function of frequency for $B_m=1.0T$, is shown in Figure 2.11. The laminations were 0.3 mm thick, with $\rho=4.5 \times 10^{-7} \Omega \cdot m$. The solid line, through the measured points, is a second order polynomial approximation. This curve is extended downwards to $f=0$. At $f=0$, it is assumed that the loss per cycle is the DC hysteresis loss. The classical eddy current loss is computed using (2.8) and added to the hysteresis loss. The losses per cycle calculated by the classical approach are lower than the measured ones. The hysteresis loss per cycle at 60 Hz accounts for about half of the total loss. Reference [32] quotes measurements in grain oriented steel laminations in which the anomalous loss could be close to an order of magnitude higher than the classical eddy current losses for frequencies up to 1 kHz. Herzer and Hilzinger [34] show examples of amorphous alloys with large anomalous loss (nearly 40% of total loss) at frequencies of 100 kHz.
It is complicated to predict losses in iron cores accurately. A better understanding of loss mechanism in ferromagnetic materials is providing researchers with the tools to reduce them. Theoretically, the classical methods would be applied properly if the laminations were made of a fine domain structure. Researchers are struggling to reduce the total loss and increase permeability of ferromagnetic steels. Very high permeability low loss steel sheets are on the market today. Nevertheless, although total losses are low, anomalous loss is still high when compared to the classical eddy current loss [22].

![AC core loss measurements](image1)

**Figure 2.10**: AC core loss measurements.

![Power-loss curve](image2)

**Figure 2.11**: Power-loss curve for commercial Grain oriented steel lamination.
2.4.2 Building Factor

There is also a further complication that transformer core loss per kilogram is always greater than the nominal loss of the steel as measured in standard testers. The ratio between the transformer per unit loss and the nominal or standard unit loss is called the "building factor" of the core. Building factors usually range from 1.1 to 2.0 [35]. The extra loss is due to phenomena such as:

- Non-uniform flux distribution due to difference in path lengths among magnetic circuits;

- Distortion of flux waveform due to magnetic saturation;

- Flux directed out of the rolling direction;

- Transverse flux between layers due to joints.

The flux distribution in transformer laminations is not uniform even at low frequencies [36,37,38]. For a sinusoidal applied flux, the flux in each lamination is not sinusoidal, although the flux components add up to produce the sinusoidal total flux.

Advances in computer software have been used to improve the design of electrical machinery [39]. There are several commercial programs available today [40]. They are essentially useful for situations in which qualitative results are important (for instance, in designing transformer lap joints, it is important to find the geometry of the joints that leads to minimum losses). The accuracy of the present methods needs verification against experiments [35].
2.5 Transformer Core Representation During Transients

The major nonlinear effects in transformers are saturation, eddy currents and hysteresis. Saturation is the predominant effect [41]. In the following sections, ferroresonance and inrush current simulations will be addressed. The transformer excitation branch is represented by a crude model (constant resistance in parallel with a nonlinear inductance). Sensitivity studies are carried out to analyze how the system responds to changes in the core model parameters.

2.5.1 Ferroresonance Case Study

Consider the BPA (Bonneville Power Administration) 1100kV test system [42]. It comprises a generating station, a transformer bank (autotransformers) and a short three-phase transmission line. Field tests were carried out. Ferroresonance occurred in phase A when this phase was switched off on the low voltage side of the transformer (Figure 2.12). Phase C was not yet connected to the transformer at that time. One can study this case, replacing the dotted part of the network by its Thévenin equivalent circuit, which consists of a voltage source behind a capacitance (crude representation of the capacitive coupling to phase A of the line). Figure 2.13 is the equivalent circuit of the system referred to the high voltage side. The nonlinear inductance characteristic shown in Figure 2.14 (three straight line segments) was obtained from the $V_{rms}$-$I_{rms}$ curve supplied by the transformer manufacturer, using the method of [4]. Unfortunately, the transformer no-load data were produced by exciting voltages that did not go beyond 1.1 p.u., and data at higher saturation levels would be needed for this case. Autotransformers have typical air core inductances (the core is completely saturated and it behaves like air) of 3 to 4 times the short circuit inductance [4]. A straight line segment, with a slope of 4 times the short circuit inductance was connected to the last segment of Figure 2.14, to represent the air core inductance. The
Microtran® program[43] was run twice for different values of core resistance (R=R_C and R=0.8R_C, where R_C=4.2MΩ is the resistance at the rated voltage). A time step of Δt=100μs was used in each case. Both simulations, of the terminal voltage at phase A, are shown in Figure 2.15. The two curves are almost identical.

**Figure 2.12:** Ferroresonance in a 1100kV test system.

**Figure 2.13:** Thévenin equivalent circuit.
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Figure 2.14: Nonlinear inductance characteristic referred to the 1100 kV side.

Figure 2.15: Voltage at phase A (sensitivity study for changes in core resistance).
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The Microtran program was run again, now with the slope of the air core inductance made 20% smaller. The results are shown in Figure 2.16, where the solid curve is the same curve of Figure 2.15 for $R=R_c$. It is seen that the simulated system is more sensitive to variations in the nonlinear inductance than to core losses.

![Figure 2.16: Voltage at phase A (sensitivity study due to variations in the air core inductance).](image)

**2.5.2 Inrush Current Case Study**

Now consider the analysis of inrush current simulations in a single phase transformer (same transformer data of the previous section). The aim here is to see how sensitive the current waveforms are to changes in the core resistance and nonlinear inductance (Figure
2.17). The plot of the inrush current for three values of core resistance (R=Rc, R=0.5Rc and R=∞) and the nonlinear inductance of the previous example, is shown in Figure 2.18. The solid curve represents in fact any of the simulations. It was assumed that no transformer residual flux existed prior to energization at t=0. In these simulations, inrush currents are not sensitive to variations of the core resistance. However, if the slopes of the flux-current characteristic above the rated flux were changed by 10% (dashed curve), a noticeable difference between the current waveforms would be seen. In these simulations, inrush currents are shown to be very sensitive to variations of the nonlinear inductance.

2.6 Summary

This chapter summarized the difficulties in modelling transformer cores. Their exact representation during transients is complex since the magnetic properties of the cores are not yet fully understood. Another major problem is the availability of data. All that is usually available from transformer manufacturers are data obtained from tests performed at rated frequency [46,47,48]. The information available from open circuit tests are rms voltages as a function of rms currents, and no-load losses for a few input voltage levels.

In the simulation examples of Section 2.4, a constant resistance was used to reproduce the transformer core loss. It was shown that the system is not sensitive to small variations in the resistance. In practice, however, this resistance is not linear. Typical distribution transformer correction factors are shown in Table 2.1 [44]. They should be applied to no-load losses, at rated voltage, to give the correct losses when the transformer is driven into saturation. The equivalent resistance, which reproduces the open-circuit losses, decreases as the voltage level increases beyond the rated voltage (losses increase at faster rate than the square of the voltage). For 225 kVA and above (three-phase transformers), the open circuit equivalent resistance is equal to approximately half of the resistance at rated
voltage. This may make a difference during ferroresonance studies. Another complication is that the core loss is frequency-dependent [29,38,49].

Table 2.1 - Typical distribution transformer data.

<table>
<thead>
<tr>
<th>Operating Voltage (%)</th>
<th>Correction Factors</th>
<th>For</th>
</tr>
</thead>
<tbody>
<tr>
<td>105</td>
<td>1.15</td>
<td>167 kVA and below, 1 phase</td>
</tr>
<tr>
<td>110</td>
<td>1.30</td>
<td>150 kVA and below, 3 phase</td>
</tr>
<tr>
<td>105</td>
<td>1.5</td>
<td>225 kVA and above, 1 phase</td>
</tr>
<tr>
<td>110</td>
<td>2.4</td>
<td>225 kVA and above, 3 phase</td>
</tr>
</tbody>
</table>
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Figure 2.17: Energization of a transformer.

Figure 2.18: Inrush current (sensitivity study).
Chapter 3

On Modelling Iron Core Nonlinearities

3.1 Introduction

Transformer manufacturers usually supply saturation curves in the form of \( r_{ms} \) voltages as a function of \( r_{ms} \) currents. Some methods have been used to convert these \( r_{ms} - I_{ms} \) curves into peak flux-peak current curves (nonlinear inductances) [4, 45, 51]. As shown later, these methods can be modified to take iron core losses into account, thereby producing a nonlinear inductance as well as a parallel nonlinear resistance.

In addition, laboratory experiments were performed with a silicon iron steel core assembled in an Epstein frame. Average power and \( r_{ms} \) current at 60 Hz were measured at different voltage input levels. For comparison purposes, the initial magnetization curve for the core material was measured as well.

Simulations of ferroresonance in a power system are carried out to examine the effect of the transformer nonlinearities on its terminal voltage waveform. These simulations are compared to a field test.
The algorithm is applied to distribution transformers to get their open circuit nonlinear parameters. Measurements have shown that there are newly manufactured transformers in which their excitation currents at rated voltage are smaller than their excitation currents at lower voltages. For these transformers, improvement on the computed saturation curves would be accomplished by modifying the algorithm to include the effect of stray capacitances.

### 3.2 Saturation Curves

The cores of transformers and reactors are sometimes represented as an equivalent circuit consisting of a nonlinear inductance ($\lambda - i$ curve) in parallel with a nonlinear resistance ($v - i_r$ curve) [14, 15]. The characteristics of these elements are obtained from the dynamic hysteresis loops. The resistance in this model accounts for the energy losses due to the loops. Chua and Stromsmoe [15] did make comparisons between simulations and laboratory tests for a small audio transformer, and for a supermalloy core inductor as well. A family of peak flux - peak current loops for 60, 120 and 180 Hz sinusoidal (voltages and current) excitations of various amplitudes were obtained. The agreement between simulations and measurements of the loops was very good. This indicates that, for the frequencies under consideration, a nonlinear resistance would represent hysteresis and eddy current effects reasonably well.

The same equivalent circuit is used here. However, the nonlinear characteristics are calculated in a simpler way directly from the transformer test data. The nonlinear resistance (piecewise linear $v - i_r$ curve) is found from the no-load (excitation) losses. This information is then used to compute the current through the nonlinear inductance and to construct the piecewise linear $\lambda - i$ curve.
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Figure 3.1(a) shows a voltage source connected to a single-phase transformer whose excitation branch is represented by a nonlinear inductance in parallel with a nonlinear resistance. Their nonlinear characteristics are computed according to the following assumptions:

- the \( v-i_r \) and \( \lambda-i_i \) curves (Figures 3.1(b) and 3.1(c)) are symmetric with respect to the origin (\( R_k \) and \( L_k \) are the slopes of segment \( k \) of the \( v-i_r \) and \( \lambda-i_i \) curves, respectively);

- the no-load test is performed with a sinusoidal voltage source; the winding resistances and leakage inductances are ignored.

The conversion algorithm works as follows:

For the construction of the \( v-i_r \) curve (Section 3.2.1):

- compute the peak values of the current \( i_r(t) \) point by point from the no-load losses, and subsequently compute their \textit{rms} values \( I_{r\text{-rms}} \).

For the construction of the \( \lambda-i_i \) (Section 3.2.2):

- obtain the \textit{rms} values \( I_{r\text{-rms}} \) of the current \( i_{i}(t) \) through the nonlinear inductance from \( I_{r\text{-rms}} \), the total \textit{rms} \( I_{r\text{-rms}} \) current and the applied voltage \( v(t) \);

- compute the peak values of the inductive current \( i_{i}(t) \) point by point from their \textit{rms} values and \textit{rms} voltages.
Figure 3.1: Excitation test:
(a) core representation;
(b) $v-i_r$ characteristic;
(c) $\lambda-i_r$ characteristic.
3.2.1 Computation of the \( v - i_r \) Curve

Let us assume that the no-load losses \( P_1, P_2, \ldots, P_n \) are available as a function of the applied voltage \( V_{rms_1}, V_{rms_2}, \ldots, V_{rms_n} \) as shown in Figure 3.2.

![Figure 3.2: Vrms - Average Power curve](image)

From these data points we want to construct a piecewise linear resistance curve, as shown in Figure 3.3(b), which would produce these voltage dependent no-load losses. Let us first explain how the no-load losses can be obtained from a given \( v - i_r \) curve, before describing the reverse problem of constructing the \( v - i_r \) curve from the given no-load losses at rated frequency. For instance, assume that the applied voltage is \( V_{rms} \) and varies sinusoidally as a function of time, as shown in Figure 3.3(a), with

\[
v_2(\theta) = V_2 \sin \theta
\]  

(3.1)

where \( V_2 = V_{rms} \sqrt{2} \). Because of the symmetry of the \( v - i_r \) curve with respect to the origin, it is sufficient to observe \( 1/4 \) of a cycle, to \( \theta = \pi/2 \). From Figure 3.3, it can be seen that:
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\[
i_r(\theta) = \begin{cases} 
(V_2 \sin \theta)/R_1 & \text{if } \theta < \theta_1, \\
I_n + (V_2 \sin \theta - V_1)/R_2 & \text{if } \theta_1 \leq \theta \leq \pi/2.
\end{cases}
\]

In general, \( i_r(\theta) \) can be found for each \( v(\theta) \) through the nonlinear \( v-i_r \) characteristic, either graphically (as indicated by the dotted lines in Figure 3.3), or with equations. This will give us the curve \( i_r(\theta) \) over 1/4 of a cycle, from which the no-load losses are found as

\[
P = \frac{2}{\pi} \int_{0}^{\pi/2} v(\theta) i_r(\theta) d\theta \quad (3.2)
\]

Let us now address the reverse problem, i.e., constructing the \( v-i_r \) curve from the given no-load losses. Obtaining the points \( V_1, V_2, ..., V_m \) on the vertical axis of Figure 3.3(a) is simply a re-scaling procedure from \textit{rms} peak values,

\[
k = V_{\text{rms}} \sqrt{2}, \quad (3.3)
\]

for \( k = 1, 2, 3, ..., m \). For the first linear segment in the \( v-i_r \) curve, the calculation of the peak current \( I_n \), on the horizontal axis is straightforward. Since \( P = V_{\text{rms}} I_{\text{rms}} \), in the linear case,

\[
I_n = \frac{2P}{V_1}.
\]
Figure 3.3: Computation of the nonlinear resistance:
(a) sinusoidal voltage input signal;
(b) $v - i_r$ curve to be computed;
(c) output current.
For the following segments \((k > 2)\), we must use the power definition of equation (3.2), with the applied voltage \(v(\theta) = V_k \sin \theta\) (Figure 3.3a). Then

\[
P_k = \frac{2}{\pi} \left[ \int_0^{\theta_1} (V_k \sin \theta) \left( \frac{V_k \sin \theta}{R_1} \right) d\theta + \int_{\theta_1}^{\theta_2} (V_k \sin \theta) \left( I_{r_1} + \frac{V_k \sin \theta - V_1}{R_2} \right) d\theta + \cdots + \right. \\
\left. \int_{\theta_{k-1}}^{\pi} (V_k \sin \theta) \left( I_{r_{k-1}} + \frac{V_k \sin \theta - V_1}{R_k} \right) d\theta \right].
\]  

(3.5)

The "break points" \(\theta_1, \theta_2, \ldots, \theta_{k-1}\) in equation (3.5) are known from

\[
\theta_j = \arcsin(V_j/V_k),
\]  

(3.6)

for \(j = 1, 2, \ldots, k - 1\). The only unknown in equation (3.5) is the slope \(R_k\) in the last segment. The average power can therefore be rewritten in the form

\[
P_k = a_n + \frac{b_n}{R_k},
\]  

(3.7)

with \(a_n, b_n\) and \(P_k\) known values. \(R_k\) is then easily computed and \(I_{r_n}\) is calculated from

\[
I_{r_n} = I_{r_{n-1}} + \frac{V_k - V_{k-1}}{R_k}.
\]  

(3.8)

This computation is done segment by segment, starting with \(I_{r_n}\) and ending with the last point \(I_{r_{r_{rms}}}\). Whenever a point \(I_{r_n}\) has been found for the horizontal axis in Figure 3.3b, its \(rms\) value is calculated as well, because it is needed later for the construction of the \(\lambda - i_t\) curve. \(I_{r_{rms}}\) is found from the definition of the \(rms\) value,
\[
I_{rms}^2 = \frac{2}{\pi} \int_0^{\pi} i^2(\theta) d\theta
\] (3.9)

i.e.,
\[
I_{rms}^2 = 2 \left[ \int_0^{\theta_1} \left( \frac{V_1 \sin \theta}{R_1} \right)^2 d\theta + \int_{\theta_1}^{\theta_2} \left( I_{1r} + \frac{V_1 \sin \theta - V_1}{R_2} \right)^2 d\theta + \cdots + \int_{\theta_k}^{\theta_2} \left( I_{kr} + \frac{V_1 \sin \theta - V_1}{R_k} \right)^2 d\theta \right]
\] (3.10)

### 3.2.2 Computation of the \( \lambda - i_t \) curve

The \( \lambda - i_t \) curve is computed using the rms current information from the \( v - i \) curve. Peak voltages are converted to peak fluxes and the rms values of the current through the nonlinear inductance are converted to peak values.

The conversion of peak voltages \( V_k \) to peak fluxes \( \lambda_k \) is a re-scaling procedure. Hence, for each linear segment in the \( \lambda - i_t \) curve,

\[
\lambda_k = \frac{V_k}{\omega},
\] (3.11)

where \( \omega \) is the angular frequency.

Let us now compute the peak values of the inductive current. At first, their rms values are evaluated. It can be shown that for sinusoidal input voltages, the harmonic components of the resistive current are orthogonal to their respective harmonic components of the inductive current (see Appendix A). Then,
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\[ I_{l-rms} = \sqrt{\frac{I_{r-mu}^2 - I_{r-rms}^2}{2}}. \]  

(3.12)

with the resistive current \( I_{r-rms} \) already computed from equation (3.10) and the total current \( I_{l-rms} \) known from the transformer test data. For the first linear segment in the \( \lambda - i \) curve,

\[ I_h = I_{l-rms} \sqrt{2}. \]  

(3.13)

For the following segments \( k \geq 0 \), the peak currents are obtained by evaluating \( I_{l-rms} \) for each segment \( k \), using equation (3.9). Thus, assuming \( \lambda_k(\theta) = \lambda_k \sin \theta \), we have

\[
I_{l-rms}^2 = \frac{2}{\pi} \left[ \int_{\theta_1}^{\theta_2} \left( \frac{\lambda_k \sin \theta}{L_1} \right)^2 d\theta + \int_{\theta_1}^{\theta_2} \left( \frac{I_{l1} + \frac{\lambda_k \sin \theta - \lambda_1}{L_2}}{2} \right) d\theta + \ldots + \int_{\theta_1}^{\theta_2} \left( \frac{I_{l_k-1} + \frac{\lambda_k \sin \theta - \lambda_{k-1}}{L_k}}{2} \right) d\theta \right] \]

(3.14)

Here, similarly to the case of the \( v - i \) curve computation, only the last segment \( L_k \) of equation (3.14) is unknown. Equation (3.14) can be rewritten in the form

\[ a_k \Gamma_k^2 + b_k \Gamma_k + c_k = 0 \]  

(3.15)

---

1 For computation of the rms value of the inductive current, it does not matter what the flux phase is, owing to the fact that the voltage (or flux) is assumed to be sinusoidal and the \( \lambda - i \) curve symmetric with respect to the origin. Here, for computing purposes only, it is assumed \( \lambda_k(\theta) = \lambda_k \sin \theta \). This has the advantage that the limits of integration in equation (3.14) are the same as those in equation (3.5). The same procedure applied in Figure 3.3 for the computation of the \( v - i \) curve can then be used for the \( \lambda - i \) curve computation.
with constants $a_i$, $b_i$ and $c_i$ known, and $\Gamma_k = 1/L_k$ to be computed. It can be shown that $a_i > 0$, $b_i > 0$ and $c_i < 0$. Since $\Gamma_k$ must be positive, then

$$\Gamma_k = \frac{-b_i + \sqrt{b_i^2 - 4a_i c_i}}{2a_i}.$$  

(3.16)

The peak current $I_i$ is computed from

$$i_i = i_{i-1} + k(k - \lambda_{k-1})$$

In this fashion, the peak values of the inductive current are computed directly for every segment in the $\lambda - i$ curve.

### 3.3 Comparisons Between Experiments and Simulations

Laboratory experiments were performed with a silicon iron steel core assembled in an Epstein frame [33]. No-load losses and rms current at 60 Hz, were measured for different voltage levels (Table 3.1). For comparison purposes, the initial magnetization curve [50] for the core material, was measured as well (Appendix B). The computed $v - i_r$ and $\lambda - i$, points (including core losses) are shown in Table 3.2. The measured and the calculated points (connected by straight line segments), with and without including the core losses, are shown in Figure 3.4. The computed $v - i_r$ points connected by straight line segments (the first two columns of Table 3.2) is shown in Figure 3.5.

It can be seen that the computed $\lambda - i$, curve is closer to the measured one if we consider the core losses. The $v - i_r$ curve (Figure 3.5) is nonlinear and this may be important when modelling transformers and reactors for transients or harmonic studies.

---

2 Sometimes, due to measurement errors, $V_{rms} - I_{rms}$ and no-load loss curves may be crooked and need to be smoothed. The developed algorithm checks the presence of "noise" and, if it exists, a low pass Fourier filter is used to remove the "noise" from the input data.
Table 3.1: Laboratory measurements

<table>
<thead>
<tr>
<th>$V$ (V)</th>
<th>$I$ (A)</th>
<th>Losses (W)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>3.2040</td>
<td>0.0468</td>
<td>0.0727</td>
</tr>
<tr>
<td>6.7090</td>
<td>0.0656</td>
<td>0.2628</td>
</tr>
<tr>
<td>8.8880</td>
<td>0.0797</td>
<td>0.4223</td>
</tr>
<tr>
<td>11.8680</td>
<td>0.0953</td>
<td>0.6909</td>
</tr>
<tr>
<td>14.4960</td>
<td>0.1141</td>
<td>0.9723</td>
</tr>
<tr>
<td>16.2550</td>
<td>0.1281</td>
<td>1.1850</td>
</tr>
<tr>
<td>18.6160</td>
<td>0.1531</td>
<td>1.5090</td>
</tr>
<tr>
<td>20.9280</td>
<td>0.1875</td>
<td>1.8830</td>
</tr>
<tr>
<td>23.7840</td>
<td>0.2641</td>
<td>2.4620</td>
</tr>
<tr>
<td>25.2110</td>
<td>0.3265</td>
<td>2.8370</td>
</tr>
<tr>
<td>28.1780</td>
<td>0.5406</td>
<td>4.0100</td>
</tr>
</tbody>
</table>

Table 3.2: Computed $v - i$, and $\lambda - i$, curves

<table>
<thead>
<tr>
<th>$V$ (V)</th>
<th>$i$ (A)</th>
<th>$\lambda$ (V.s)</th>
<th>$i$ (A)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>4.5311</td>
<td>0.0321</td>
<td>0.0120</td>
<td>0.0579</td>
</tr>
<tr>
<td>9.4880</td>
<td>0.0524</td>
<td>0.0252</td>
<td>0.0599</td>
</tr>
<tr>
<td>12.5695</td>
<td>0.0630</td>
<td>0.0333</td>
<td>0.0858</td>
</tr>
<tr>
<td>16.7839</td>
<td>0.0776</td>
<td>0.0445</td>
<td>0.0950</td>
</tr>
<tr>
<td>20.5004</td>
<td>0.0894</td>
<td>0.0544</td>
<td>0.1313</td>
</tr>
<tr>
<td>22.9880</td>
<td>0.0974</td>
<td>0.0610</td>
<td>0.1514</td>
</tr>
<tr>
<td>26.3270</td>
<td>0.1098</td>
<td>0.0698</td>
<td>0.1997</td>
</tr>
<tr>
<td>29.5967</td>
<td>0.1240</td>
<td>0.0785</td>
<td>0.2674</td>
</tr>
<tr>
<td>33.6357</td>
<td>0.1484</td>
<td>0.0892</td>
<td>0.4349</td>
</tr>
<tr>
<td>35.6537</td>
<td>0.1684</td>
<td>0.0946</td>
<td>0.5819</td>
</tr>
<tr>
<td>39.8497</td>
<td>0.2371</td>
<td>0.1057</td>
<td>1.0251</td>
</tr>
</tbody>
</table>
Figure 3.4: $\lambda-i_1$ curve.

Figure 3.5: Computed $v-i_r$ curve.
3.4 Ferroresonance Simulations and Field Test

The BPA System of Section 2.4.1 is simulated again. Now, the transformer excitation branch is represented by a nonlinear resistance (curve represented by three piecewise-linear segments in Figure 3.6) in parallel with a nonlinear inductance (Figure 3.7) produced by the described algorithm, from the transformer manufacturer data. A straight line segment, with a slope of 4 times the short circuit inductance was connected to the last segment of Figure 3.7 to represent the air core inductance. The voltage waveforms at the transformer terminal at phase A line side, are shown in Figure 3.8. The simulations were made assuming the excitation resistance to be constant ($R_c=4.2\, \Omega$ - see dotted curve) and assuming a nonlinear resistance represented by Figure 3.6 obtained from the algorithm developed in this chapter (thin solid line). Simulations come closer to the field test (thicker solid line) if the nonlinear losses are taken into account.  

![Figure 3.6: Nonlinear resistance.](image)

---

3 The field test curve was obtained using a digitizer to copy the data points from an oscilograph plot. Simulations were also made using a transformer air core inductance of 3 times the short circuit inductance, but the agreement with the field test was not so good.
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Figure 3.7: Nonlinear inductance

Figure 3.8: Ferroresonance in a power system.
3.5 Distribution Transformer Saturation Curves

In Figure 3.9, one can see the nonlinear inductances curves ($\lambda-i_i$ curves) for 3 distribution transformers (50 kVA each), from different manufacturers, computed with the developed algorithm from tests performed at the low voltage terminals (120 V). The no-load losses were measured as well. The nonlinear resistance curves are shown in Figure 3.10. Transformer A has higher inductance in the unsaturated region and saturates at higher flux level, also it has the lowest no-load losses.

The $\bar{r}_{ms} - \bar{I}_{rms}$ curve for a brand new distribution transformer is shown in Figure 3.11. The excitation $rms$ current is not monotonic and drops as the voltage increases up to the vicinity of the rated voltage. In the unsaturated region, the transformer core has such a high permeability that current through stray capacitances tend to cancel out the magnetizing current.

![Flux Linkage vs Current](image)

Figure 3.9: Nonlinear core inductances.
Figure 3.10: Nonlinear resistances.

Figure 3.11: Newly manufactured transformer $r_{\text{ms}} - I_{\text{rms}}$ curve.
The developed algorithm will not work for this case, unless stray capacitances are known. The algorithm is modified by inserting $-\omega CV_k \sin \theta$, where $C$ is the open circuit capacitance, in between each parenthesis of equation (3.14). Then,

\[
I^2_{i-rms} = \frac{2}{\pi} \left[ \int_0^{\theta_1} \left( \frac{\lambda_k \sin \theta}{L_1} - \omega CV_k \sin \theta \right)^2 d\theta + \int_0^{\theta_1} \left( I_{i-1} + \frac{\lambda_k \sin \theta - \lambda_1}{L_2} - \omega CV_k \sin \theta \right)^2 d\theta + \cdots + \int_0^{\frac{\pi}{2}} \left( I_{i-k} + \frac{\lambda_k \sin \theta - \lambda_{k-1}}{L_k} - \omega CV_k \sin \theta \right)^2 d\theta \right].
\]

Equation 3.17 is rewritten in the form of 3.15, and the inductance $L_k$ computed for each segment $k$. In Chapter 6, a crude method of estimating the capacitance $C$ is briefly described.

### 3.6 Summary

A direct method for the computation of iron core saturation curve ($\lambda-i$) has been presented. It is based on the transformer test data. It is a modification of previous methods, with core losses taken into account. Besides the $\lambda-i$ curve, it produces a nonlinear $v-i$ curve as well. Comparisons between laboratory measurements and simulations were made. It was shown that more accurate $\lambda-i$ curves can be obtained if losses are included.

Ferroresonance simulations were carried out. Simulations come closer to field tests if the nonlinear $v-i$ curve is taken into account.
The $\lambda-i$, and $v-i$, curves can be used for modelling transformers and iron core reactors in electromagnetic transients and harmonic loadflow programs.
Chapter 4

Saturation Curves of Delta-Connected Transformers from Measurements

4.1 Introduction

In the algorithm presented in last chapter (Section 3.2), we assumed all odd harmonic current components to be present in the measured values. For three-phase transformers, the standard excitation test data available are the positive sequence \( V_{\text{rms}} - I_{\text{rms}} \) curves, and no-load losses. In Figure 4.1, we show a symmetrical three-phase voltage source supplying a no-load delta-connected transformer. The delta branches consist of nonlinear elements. In general, excitation tests are carried out with a closed delta [52]. In that case, ammeters, placed in series with the line, will not "detect" the triplen harmonic currents, because these circulate in the delta connection. In the next sections, we develop a method for generating the piecewise linear saturation curves (nonlinear resistance and nonlinear inductance), which accounts for the fact that triplen harmonics circulate in the closed delta, but do not appear in the measured line currents.
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4.2 Basic Considerations

In the circuit of Figure 4.1, the three branch elements of the delta connection are assumed to be nonlinear and identical. The branch currents can be written as a Fourier time series containing odd harmonic components only. Then:

\[
\begin{align*}
i_{\omega}(t) &= I_1 \sin(\omega t) + I_3 \sin(3 \omega t) + \cdots + I_p \sin(p \omega t) + \cdots \\
i_{\omega}(t) &= I_1 \sin(\omega t - 120^\circ) + I_3 \sin(3(\omega t - 120^\circ)) + \cdots + I_p \sin(p(\omega t - 120^\circ)) + \cdots \\
i_{\omega}(t) &= I_1 \sin(\omega t + 120^\circ) + I_3 \sin(3(\omega t + 120^\circ)) + \cdots + I_p \sin(p(\omega t + 120^\circ)) + \cdots,
\end{align*}
\]

where \( p \) is odd.

The triplen harmonic currents \( (I_3, I_9, \ldots) \) are in phase (zero sequence harmonics).

The \textit{rms} current in each branch is

\[
I_{\Delta-rms} = \sqrt{\frac{I_1^2 + I_3^2 + \cdots + I_p^2 + \cdots}{2}}. \tag{4.2}
\]
The line currents are:

\[ i_a(t) = i_{a0}(t) - i_{a\infty}(t) \]
\[ i_b(t) = i_{b0}(t) - i_{b\infty}(t) \]
\[ i_c(t) = i_{c0}(t) - i_{c\infty}(t) \]  \hspace{1cm} (4.3)

Substituting (4.1) into (4.3) gives:

\[ i_a(t) = \sqrt{3} I_1 \sin(\omega t - 30^\circ) + \sqrt{3} I_5 \sin(5 \omega t + 30^\circ) + \cdots \]
\[ i_b(t) = \sqrt{3} I_1 \sin(\omega t - 150^\circ) + \sqrt{3} I_5 \sin(5 \omega t + 150^\circ) + \cdots \]  \hspace{1cm} (4.4)
\[ i_c(t) = \sqrt{3} I_1 \sin(\omega t + 90^\circ) + \sqrt{3} I_5 \sin(5 \omega t - 90^\circ) + \cdots \]

Ammeters, placed into the supply line (outside the delta) read the \textit{rms} current,

\[ I_{\text{rms}} = \sqrt{\frac{I_1^2 + I_5^2 + \cdots + I_p^2 + \cdots}{2}} \]  \hspace{1cm} (4.5)

From equations (4.1) to (4.5) one can make the following observations:

- triplen harmonic currents, although present in each branch, are not present in the line currents.

- if triplen harmonic currents in each delta branch are removed from the \textit{rms} value (equation (4.2)) and scaled by \( \sqrt{3} \), the \textit{rms} line currents (equation (4.5)) are obtained. This is the basis of the algorithm developed next.

### 4.3 Saturation Curves

Each delta branch in Figure 4.1 is represented by a nonlinear inductance in parallel with a nonlinear resistance (Figure 4.2). Their nonlinear characteristics are computed with the same assumptions made in the previous chapter.\(^1\)

\(^1\)Branch currents in the delta will have a "\( \Delta \)" subscript and line currents will have no subscript added. For example, \( i_{r\Delta} \) and \( i_r \) are the resistive components of the current in the delta branch and in the line, respectively.
Figure 4.2: Core representation:

a) Nonlinear elements;
b) \( v - i_{\Delta} \) curve;
c) \( \lambda - i_{\Delta} \) curve.
The algorithm works as follows:

1. For the construction of the $v-i_A$ curve (Section 4.3.1):
   - compute the peak values of the branch current $i_{\text{ph}1}$, $i_{\text{ph}2}$, ... point by point from the no-load losses.

2. For the construction of the $\lambda-i_A$ curve (Section 4.3.2):
   - from the $v-i_A$ curve, compute the $rms$ values $I_{\text{ph}-rms}$, remove the triplen harmonic currents and obtain the resistive line current $I_{\text{r-rms}}$;
   - obtain the $rms$ values $I_{\text{r-rms}}$ of the line current due to the nonlinear inductance from $I_{\text{r-rms}}$, the total line current $I_{\text{r-rms}}$, and the applied voltage $v$;
   - compute the peak values of the inductive current $i_{\text{ph}1}$, $i_{\text{ph}2}$, ... point by point iteratively.

### 4.3.1 Computation of the $v-i_A$ curve

Similarly to the previous chapter, let us assume that the three-phase no-load losses $P_1$, $P_2$, ..., $P_m$ are available as a function of the branch voltages $V_{rms_1}$, $V_{rms_2}$, ..., $V_{rms_m}$ (Figure 4.3).

If we assume that the applied voltage is sinusoidal, the conversion of $rms$ voltages to peak values (vertical axis of Figure 4.2b) is simply

$$v = V_{rms_k} \sqrt{2}$$

for $k = 1, 2, ..., m$. 
Due to symmetry reasons, voltage and current waveforms need only be evaluated over 1/4 of a cycle. For a sinusoidal voltage $v(\theta) = V_k \sin \theta$, the three-phase active power $P_k$ can be written in the form\(^2\):

$$ P_k = 3 \left( \frac{2}{\pi} \int_0^{\pi/2} v(\theta) i_{n_k}(\theta) d\theta \right). \quad (4.7) $$

For the first linear segment in the $v-\theta$ curve, the current is sinusoidal. The computation of the first peak current $i_{n_k}$ is therefore straightforward. Since $P_1 = 3V_{rms}I_{rms}$ in the linear case,

$$ i_{n_1} = \frac{2P_1}{3V_1}. \quad (4.8) $$

From the second segment onwards ($k \geq 2$), equation (4.7) is evaluated at each segment $k$, with only $i_{n_k}$ being unknown, as explained in more detail in Section 3.2.1 of the previous chapter. The computation of the peak current $i_{n_k}$ is done segment by segment.

\(^2\) If the voltages have no harmonics, the active power $P_k$ is produced only by the fundamental component of the current. This component is present in each branch as well as in each line. So, it does not matter if the wattmeters are connected in series with the line or with each delta branch. The three-phase power readings would be the same in both cases.
starting with $i_{\Delta_1}$ and ending with the last point $i_{\Delta_n}$. Whenever a point $i_{\Delta_k}$ is found, its rms value is calculated as well. A Fourier program (see Appendix C for the algorithm) is used to compute the triplen harmonics ($I_3, I_9, ...$). They are then removed from $I_{\text{rms}}$ to obtain $I_{\text{rms}}$, which is needed later for the construction of the $\lambda - i_{\Delta}$ curve.

4.3.2 Computation of the $\lambda - i_{\Delta}$ curve

The conversion of the peak branch voltages $v_k$ to flux $\lambda_k$, is again a re-scaling procedure. Hence, for each linear segment in the $\lambda - i_{\Delta}$ curve,

$$\lambda_k = \frac{V_k}{\omega} . \quad (4.9)$$

Let us now compute the peak values of the currents $i_{\Delta_k}$ through the nonlinear inductance. First, the rms values of the line currents $I_{\text{rms}}$ are evaluated with

$$I_{\text{rms}} = \sqrt{(I_{\text{rms}})^2 - (I_{\text{rms}})^2} , \quad (4.10)$$

where the line current $I_{\text{rms}}$ is available from the measurements, and where $I_{\text{rms}}$ has already been computed from the previous section.

For the first linear segment, the computation of $i_{\Delta_1}$ is straightforward since there are no harmonics yet. Therefore,

$$i_{\Delta_1} = \frac{\sqrt{2}I_{\text{rms}}}{\sqrt{3}} .$$

From the second segment onwards ($k \geq 2$), the algorithm works iteratively as follows (see $\lambda - i_{\Delta}$ curve in Figure 4.4):

1. guess $i_0$;

2. with $\lambda(\theta) = \lambda_k \sin \theta$, find 1/4 of a cycle of the distorted current analytically;
3. compute the $rms$ inductive branch current whose peak is $i_g$;

4. use a Fourier program to find the triplen harmonic inductive currents in the delta branch (Appendix C);

5. remove the triplen harmonics from the estimated $rms$ branch current. Scale the estimated result $I_{est}$ by $\sqrt{3}$ and compare it to $I_{rms}$ in equation (4.10);

6. if the absolute value of the difference $i_d=I_{est} - I_{rms}$ is less than the specified tolerance, convergence is achieved. Otherwise, the residue $i_d$ is added to $i_g$ and the iterative process is repeated from step 2 onwards.

![Diagram](image)

**Figure 4.4:** Generating current waveform from sinusoidal flux.
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In general, convergence is achieved in less than 20 iteration steps with a tolerance of $10^{-5} i_{\Delta k}$ and initial guess

$$i_g = i_{\Delta k-1} + \frac{\sqrt{2}(I_{r-ma} - I_{r-ma,1})}{\sqrt{3}},$$

for every $k \geq 2$. In some cases more than 20 iteration steps may be necessary.

### 4.4 Case Study

Consider a 50 Hz three-phase five-legged core type transformer. The following information is known [53]:

1. rated power - 750 MVA (three-phase);
2. rated voltages - 420 kV/ 27 kV (line to line values);
3. wye connection on 420 kV side, delta connection on 27 kV side.

The positive sequence excitation test data, from the closed delta 27 kV side, are shown in Table 4.1.

$V_{rms}$ is the $rms$ line to line excitation voltage, $I_{r-ma}$ is the $rms$ excitation current (three-phase average) and $P$ are the no-load losses (three-phase values).

<table>
<thead>
<tr>
<th>$V_{rms}$ (kV)</th>
<th>$I_{r-ma}$ (A)</th>
<th>$P$ (kW)</th>
</tr>
</thead>
<tbody>
<tr>
<td>22.76</td>
<td>8.20</td>
<td>206.21</td>
</tr>
<tr>
<td>24.29</td>
<td>11.35</td>
<td>240.26</td>
</tr>
<tr>
<td>25.64</td>
<td>15.50</td>
<td>270.13</td>
</tr>
<tr>
<td>27.00</td>
<td>21.16</td>
<td>311.00</td>
</tr>
<tr>
<td>27.50</td>
<td>24.68</td>
<td>323.03</td>
</tr>
<tr>
<td>28.47</td>
<td>31.63</td>
<td>355.48</td>
</tr>
<tr>
<td>29.10</td>
<td>38.30</td>
<td>385.41</td>
</tr>
<tr>
<td>32.50</td>
<td>80.97</td>
<td>560.00</td>
</tr>
</tbody>
</table>
The two computed $\lambda - i_\Delta$ curves (points connected by straight line segments) are shown in Figure 4.5. One of them assumes that all odd harmonic components of the current are present in the measured values, and is therefore incorrect. The other curve is the correct one; it has been produced with the algorithm of Section 4.3.2.

It can be seen that the correct curve goes deeper into saturation. For the highest flux value, there is a difference of approximately 14% between the peak currents of the incorrect curve and the correct one. The piecewise linear $v - i_\Delta$ curve is shown in Figure 4.6.
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In the iteration scheme of Section 4.3.2, harmonics up to the 99th order were included, which is more than needed in practice. An average of 23.86 iteration steps was necessary (the maximum number of iterations was 34). In order to check the numerical accuracy of the method, the \( v - i_\Delta \) and \( \lambda - i_l \) curves. Numerical errors were found to be very small (less than 0.001%).

4.5 Summary

An approach to the computation of instantaneous saturation curves of delta-connected transformers has been presented. It uses positive sequence excitation test data as input, and is suitable for situations in which the tests are performed with a closed delta.

For the case study presented in Section 4.4, it was shown that a difference of approximately 14% between the peak currents of the incorrect curve and the correct one occurred. The last flux linkage point is around 1.2 p.u. In fact, for transient studies, it is
often necessary to know peak flux-peak current curves beyond that point. The usual way is to extend the curve up to a value necessary for the study (this extension is sometimes done with a straight line passing through the previous to the last and the last point in the peak flux-peak current curve). This may lead to larger errors for the peak values of the current. The curves diverge as the flux goes up towards deep saturation. The transformer magnetizing current would always be underestimated if triplen harmonics inside the delta windings were not taken into account. Errors can also affect the air core reactance value. A parametric study was done considering typical air core reactances from 0.2 p.u. to 0.5 p.u., connected to the last point of the correct curve of Figure 4.5. Errors on the slope of the saturation characteristics, for this case, are between 18% and 25%, when the magnetizing curve reaches the transformer rated current. These differences may be important in ferroresonance or inrush current studies.

For the development of the algorithm in this chapter, it was assumed that each phase behaves independently. This is valid when the transformer is saturated only. The current in the saturated phase is much larger than the current in the remaining phases. The saturated phase can be considered “decoupled” from the other phases.
Chapter 5

Hysteresis and Eddy Current Losses in Iron Core

5.1 Introduction

In this chapter, a general discussion of hysteresis and eddy losses in iron core is presented. RL networks, in which the inductances are nonlinear and the resistances are linear, are developed to model the nonlinear and frequency-dependent effects of the transformer core (saturation, eddy currents and hysteresis). It is assumed that the core loss is known as a function of frequency. Simulations are compared to laboratory measurement of inrush current and to a ferroresonance field test.

5.2 Frequency-Dependent Core Models

Rosales and Alvarado[18] represented eddy current effects in the core by solving Maxwell’s equations within the laminations assuming that the permeability and conductivity of the material were constant. They derived expressions for the lamination impedance $Z_l(j\omega)$ and admittance $Y_l(j\omega)$ in the forms:

$$Z_l(j\omega) = R_l \xi \tanh(\xi),$$

(5.1)
\begin{align}
T_j(j \omega) &= \frac{1}{R \xi} \coth(\xi) \\
\text{where} \\
R &= \frac{2w}{\sigma d} \\
\xi &= d \sqrt{j \omega \mu \sigma}
\end{align}

From the expansion of the hyperbolic tangent in (5.1) into partial fractions

\[ \tanh \xi = 2 \xi \sum_{k=1}^{\infty} \frac{1}{\xi^2 + [\pi (2k - 1)/2]^2}, \]

they realized a series Foster-like linear circuit and from the expansion of the hyperbolic cotangent, they realized the parallel Foster-like circuit of Figure 5.1. The accuracy of the representation depends on the number of terms retained in the partial fraction expansion.
Tarasiewicz et al.[17] used (5.1) and expanded the hyperbolic tangent in continued fraction form,

\[
\tanh \xi = \frac{\xi}{1 + \frac{\xi^2}{3 + \frac{\xi^2}{5 + \frac{\xi^2}{7 + \cdots}}}}, \tag{5.4}
\]

and realized the ladder network of Figure 5.2, known as the standard Cauer circuit.

They observed that the number of terms to be retained in the continued fraction of (5.4) is smaller than the number of terms to be retained in the partial fraction of (5.3) for the same frequency range and verified that the four sections of the continued fraction model of Figure
5.2 would be enough to reproduce the exact impedance of (5.1) for a frequency range up to 200kHz with an error less than 5%. They also noticed that to achieve the same accuracy, 72 sections of the Foster-like circuit of Figure 5.1 would be required. Based on that, they decided to work with the standard Cauer circuit. However, it seems the authors were not aware that once the circuit parameters of Figure 5.2 are known, a Foster-like equivalent circuit which reproduces the same frequency response with exactly the same number of elements can be realized as well (later on in this chapter, network realizations will be addressed)[61]. Therefore, it seems there is no apparent gain in choosing this ladder network to represent eddy current effects in the core.

De Leon and Semlyen[20] suggested the Cauer circuit of Figure 5.3. The RL parameters were obtained by a nonlinear fitting process to match (5.1). This circuit can be interpreted as a discretization of the lamination. The inductances represents the flux paths and the resistances produce the eddy loss. At DC excitation, the current flows through the magnetizing inductances lying longitudinally (in the previous circuits, the DC current flows through one inductance only). This could be interpreted as a uniform flux distribution in the entire lamination at DC level.

![Figure 5.3: Eddy Current representation of the core after [20]](image)

5.3 Core Loss

In the algorithm developed in chapters 3 and 4, the excitation branches of transformers were represented by a nonlinear resistance in parallel with a nonlinear
inductance. Thus, hysteresis and eddy current loss were assumed to have the same frequency-dependence. It is clear that the circuit would not reproduce the core loss for frequencies different from the rated frequency.

A more detailed core model should take into account the nonlinear and frequency-dependent effects of saturation, hysteresis and eddy currents. It should be emphasized that information about how eddy and hysteresis losses are split, is in fact artificial. Today, the point of view of many researchers is that virtually all the observed losses are resistive losses associated with micro eddy currents due to Barkhausen jumps of domain walls [64,65], no matter how slow the magnetization loops are traversed.

Core models in which hysteresis and eddy currents are treated simultaneously are developed in the next sections. A Foster-like circuit is used to represent both, hysteresis and eddy current effects. First, consideration is given to the core operating in the linear region. Nonlinear effects are considered later.

5.4 Eddy Current and Hysteresis Modelling

There is a property of linear passive networks in which the knowledge of the real part of an impedance $Z(s)$ for $s=j\omega$ ($\text{Re} \ (Z(j\omega))$), completely determines $Z(s)$ [66]. If ($\text{Re} \ (Z(j\omega))$) is a given rational function of frequency $\omega$, then one can construct the corresponding rational function $Z(s)$ in terms of the complex frequency variable $s$. Once $Z(s)$ is known, it can be realized as a passive network [61,63,66]. The same process applies to the admittance function $Y(s)$, as described next.
5.4.1 Construction of \( Y(s) \) from Its Real Part

The process of constructing \( Y(s) \) or \( Z(s) \) from their real parts is well known in network synthesis theory and only a brief discussion is presented here. For more details, the reader is referred to [61,66].

Consider first a simple circuit composed of only two linear RL elements connected in parallel (Figure 5.4a).

\[ \lambda \]

\[ i \]

![Figure 5.4: Core parameters.](a)

Its admittance \( Y(s) \) could be written in the form

\[ Y(s) = \frac{1}{R} + \frac{1}{sL}. \]

It follows that

\[ G = \frac{1}{R} = \frac{Y(s) + Y(-s)}{2}. \]

(5.5)

If the elements are frequency-dependent, \( G(\omega) = \frac{1}{R(\omega)} = \text{Re}[Y(j\omega)] \), or with \( s = j\omega \),

\[ \text{Re}[Y(s)] = \frac{Y(s) + Y(-s)}{2}. \]

(5.6)
Now, consider the exciting branch of a single-phase transformer to be linear (the extension of the method to include saturation effects will be done later). One can visualize the core operating below the knee of the saturation curve. In this region, the saturation curve could be approximated by a linear segment (dashed line of Figure 5.4b). The exciting branch can be represented by a frequency-dependent lossy element $R(\omega)$ in parallel with the magnetizing inductance $L(\omega)$. The relation which ties $R(\omega)$ to $L(\omega)$ is shown below.

First represent $Y(s)$ as a rational function containing $n$ pairs of poles and zeroes:

$$Y(s) = \frac{N(s)}{D(s)} = K_{\infty} \frac{(s + z_1)(s + z_2) \cdots (s + z_n)}{(s + p_1)(s + p_2) \cdots (s + p_n)}, \quad (5.7)$$

$p_i$ and $z_i$ are real and positive, i.e., the poles and zeroes of $Y(s)$ lie on the left hand side of the $s$ plane. From (5.6) and (5.7), the real part of $Y(s)$ is expressed by:

$$\text{Re}[Y(s)] = \frac{1}{2} \left[ \frac{N(s)D(-s) + N(-s)D(s)}{D(s)D(-s)} \right]$$

or

$$\text{Re}[Y(s)] = \frac{U(s)}{W(s)} = K_{\infty} \frac{(-s^2 + u_1^2)(-s^2 + u_2^2) \cdots (-s^2 + u_n^2)}{(-s^2 + p_1^2)(-s^2 + p_2^2) \cdots (-s^2 + p_n^2)}, \quad (5.8)$$

where $u_i$ is also positive and real [62]. Expanding (5.8) into partial fractions

$$\text{Re}[Y(s)] = K_{\infty} + \frac{K_1}{(-s^2 + p_1^2)} + \frac{K_2}{(-s^2 + p_2^2)} + \cdots + \frac{K_n}{(-s^2 + p_n^2)}, \quad (5.9)$$

Further expanding each fraction of the equation above into two partial fractions

$$\text{Re}[Y(s)] = K_{\infty} + \frac{K_1/2p_1}{(s + p_1)} - \frac{K_1/2p_1}{(-s + p_1)} + \frac{K_2/2p_2}{(s + p_2)} - \frac{K_2/2p_2}{(-s + p_2)} + \cdots + \frac{K_n/2p_n}{(s + p_n)} - \frac{K_n/2p_n}{(-s + p_n)}$$
or

\[
\text{Re}[Y(s)] = \left( \frac{K_n}{2} + \frac{K_1 / 2p_1}{s + p_1} + \cdots + \frac{K_n / 2p_n}{s + p_n} \right) + \cdots + \left( \frac{K_n}{2} + \frac{K_1 / 2p_1}{-s + p_1} + \cdots + \frac{K_n / 2p_n}{-s + p_n} \right) \tag{5.10}
\]

Comparing (5.6) and (5.10) it is clear that the admittance function is given by:

\[
Y(s) = K_n + \frac{K_1 / p_1}{s + p_1} + \frac{K_2 / p_2}{s + p_2} + \cdots + \frac{K_n / p_n}{s + p_n} \tag{5.11}
\]

From (5.11), one can also write the admittance \( Y(s) \) in the form:

\[
Y(s) = \frac{a_0 s^n + \cdots + a_2 s^2 + a_1 s + a_0}{b_n s^n + \cdots + b_2 s^2 + b_1 s + b_0} \tag{5.12}
\]

It can be seen that if the function \( G(\omega) = \text{Re}[Y(j\omega)] \) is known, \( Y(s) \) is determined.\(^1\) It should be pointed out that \( G(\omega) \) must be expressed as an even rational function in \( \omega^2 \) with real coefficients in the form of (5.8) with \( \omega^2 = -s^2 \) and \( 0 \leq G(\omega) < \infty \) for all frequencies [66]. A curve fitting procedure to obtain \( G(\omega) \) or \( R(\omega) \) in the required form, from one of the core loss - frequency curves supplied by steel lamination manufacturers, is explained in Appendix D. It is recommended that the data be taken for an induction level, at which the lamination is not saturated.

### 5.4.2 Linear Network Synthesis

From \( Y(s) \), any of the RL equivalent networks of Figure 5.5 can be realized with the same minimum number of elements. If for any of these circuit, the parameters are known, \( Y(s) \) or \( Z(s) = 1/Y(s) \) could be determined and the remaining circuits could be realized as

---

\(^1\) The construction of \( Y(s) \) from its real part in the partial fraction form of (5.11) was first suggested by Bode[58]. There is a method to compute the coefficients \( a_i \) and \( b_i \) in (5.12) directly from (5.8) due to C.M. Gerwetz [57]
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well. It must be clear that all these circuits are equivalents only with respect to their terminals, i.e., the network elements of each circuit must have the proper values to produce the same terminal impedance or admittance as a function of the complex frequency \( s \).

Let us describe the algebraic process for realizing the parallel Foster-like circuit. The terminal admittance of the RL network of Figure 5.5a is

\[
Y(s) = \frac{1}{R_\infty} + \sum_{i=1}^{n} \frac{1/L_i}{s + R_i/L_i}.
\] (5.13)

This circuit could be realized directly from (5.11) with

\[
R_\infty = \frac{1}{K_\infty}, \quad L_i = \frac{p_i}{K_i}, \quad \text{and} \quad R_i = \frac{p_i^2}{K_i}.
\]

![Diagram](image)

**Figure 5.5**: Realization of RL networks.
For the Cauer circuit of Figure 5.5c \( Y(s) \) is written in the continued fraction form:

\[
Y(s) = \frac{1}{R_n} + \frac{1}{L_n^s + \frac{1}{R_n^s}} + \frac{1}{L_{n-1}^s + \cdots + \frac{1}{R_2^s + \frac{1}{L_1^s + \frac{1}{R_1}}}}
\]  

(5.14)

Equation (5.14) could be derived from (5.12) according to the following steps:

a - from (5.12) \( Y(s) \) is split into two terms by removing the constant \( a_n/b_n \):

\[
Y(s) = \frac{a_n}{b_n} + \frac{a_{n-1}s^{n-1} + \cdots + a_2s^2 + a_1s + a_0}{b_n s^n + \cdots + b_3s^2 + b_2s + b_1 + b_0}
\]  

(5.15)

or

\[
Y(s) = \frac{a_n}{b_n} + \frac{1}{b_n s^n + \cdots + b_3s^2 + b_2s + b_1 + b_0 \quad a_{n-1} s^{n-1} + \cdots + a_2s^2 + a_1s + a_0}
\]

b - removing \( \frac{b_n}{a_{n-1}} s \) from the denominator of the second term of the equation above, results

\[
Y(s) = \frac{a_n}{b_n} + \frac{1}{b_n s^n + \cdots + b_3s^2 + b_2s + b_1 + b_0 \quad a_{n-1} s^{n-1} + \cdots + a_2s^2 + a_1s + a_0}
\]  

(5.16)

Now, the process of long division is done for the term between the brackets (steps a and b are repeated). For each cycle, a constant (step a) and a pole at \( s = \infty \) (step b) are removed. The process continues until the order of the polynomial in the last continued fraction is one. For the remaining circuit realizations of Figure 5.5, the reader is referred to [61].
A remark must be made about the calculation of \( Y(s) \). Consider the Foster-like circuit of Figure 5.5a with an inductance \( L_{dc} \) placed across its terminals (Figure 5.6). It is clear that \( L_{dc} \) does not affect the conductance \( G(\omega) \); it affects only the susceptance. In the process described earlier, \( Y(s) \) is the minimum admittance function that produces \( G(\omega) \). The full admittance is given by \( L_{dc} \) in parallel with \( Y(s) \).

\[
\begin{align*}
\text{Figure 5.6: Frequency-dependent representation of the core.}
\end{align*}
\]

### 5.4.3 Iron Core Nonlinearities

Since the resistances and inductances in the circuit of Figure 5.6 do not represent any physical part of the core, it is not clear how to incorporate nonlinear effects. Considering that low frequency elements contribute more to saturation than high frequency elements, only the inductance \( L_{dc} \) is made nonlinear. The Foster-like circuit was chosen because it has only two nodes, therefore, it is computationally more efficient than the remaining circuits of Figure 5.5.

### 5.4.4 Numerical Example - Hysteresis

It is appropriate to illustrate how the model works for an example in which a core is assumed to experience only hysteresis loss (this is an arbitrary case since hysteresis and eddy losses cannot be separated). Initially, suppose hysteresis could be reproduced by a resistance
in parallel with a nonlinear inductance. For a sinusoidal applied voltage, at rated frequency, the flux-current loop of Figure 5.7 is obtained. Let us keep the flux amplitude constant. For any frequency, the area inside the flux-current loops should be the same and the loss is a function of how fast the trajectories are traversed. For a frequency equal to twice the rated frequency, the voltage doubles. So, hysteresis resistance would have to be twice the hysteresis resistance at rated frequency to produce the same loss per cycle. For any frequency, the resistance \( R_r \) should be replaced by an equivalent frequency-dependent resistance \( R(\omega) \) according to:

\[
R(\omega) = \frac{\omega}{\omega_r} R_r ,
\]

(5.17)

where \( \omega_r \) is the rated angular frequency and \( R_r \) is the hysteresis resistance at rated frequency.

![Figure 5.7: \( \lambda-i \) hysteresis curve.](image)

Let us now represent the core by a two slope \( \lambda-i \) curve, defined by points in Table 5.1, and a resistance \( R_r = 100 \ \Omega \) at rated frequency (60Hz). Using the method described in the previous sections with \( W_h >> W_{eddy} \) (Appendix D), the Foster-like circuit parameters of Figure

\footnote{This could be accomplished by keeping constant the ratio between the amplitude of the voltage signal and the frequency.}
5.6 are found for a frequency range from 60 Hz to 3 kHz. The fitted frequency-dependent resistance and its value from (5.17) are shown in Figure 5.8.

Table 5.1: Flux-current curve

<table>
<thead>
<tr>
<th>Current (A)</th>
<th>Flux (V.s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>20.0000</td>
<td>0.4000</td>
</tr>
<tr>
<td>300.0000</td>
<td>0.6000</td>
</tr>
</tbody>
</table>

Figure 5.8: Frequency-dependent resistance.
The flux-current plots shown in Figure 5.9 were obtained from time-domain simulations using Microtran®[43]. Sinusoidal flux linkages of constant amplitudes and frequencies of 60 Hz, 180 Hz and 300 Hz, were used for the simulations. In Figure 5.9a, the loops were obtained considering the core loss represented by a constant resistance and, in Figure 5.9b, with the frequency-dependent model developed here. In Figure 5.9b, the area of the loops are nearly independent of the frequency, however, the flux-current loops tilt slightly clockwise as frequency increases. In a qualitative way, one could interpret that an increase of the core resistance is associated with a decrease in the core inductance caused by the flux being pushed away from the center of the lamination.

5.5 Inrush Current: Simulation and Measurements

A single-phase 60 Hz, 1 kVA, 208/104/120 V laboratory transformer, in which the core is made of non-oriented silicon steel laminations, was tested. From short-circuit tests, with the voltage source connected to the 104 V side:
1. AC resistance measured with the 120V side short-circuited - 0.60 Ω;

2. Leakage reactance with the 120 V side short circuited - 0.19 Ω;

3. DC winding resistance - 0.40 Ω.

The points (empty circles) of the flux-current characteristic of Figure 5.10 were obtained from no-load loss measurements and $V_{rms}$-$I_{rms}$ values, using the method developed in Chapter 3. When the core is operating in the unsaturated region, its inductance can be roughly approximated by 2.4 H. The core loss at 60 Hz is represented by a constant resistance of 1.8 kΩ. All parameters are referred to the 104 V terminal.

The Foster-like circuit linear parameters shown in Table 5.2, was calculated for a frequency range from 60 Hz to 3 kHz assuming the ratio of hysteresis to eddy loss per cycle to be $W_h/W_{eddy}=2$ at 60 Hz [67] (it does not make any difference in the simulations if this ratio is taken as 1 or 3). The transformer was initially demagnetized and later, a voltage source was switched in the 104 V terminal. The voltage signal (Figure 5.11) was saved as an ASCII file and used as input in Microtran®. The inrush current waveform was measured as well. Plots of the simulated current using two core models (Foster-like circuit and a constant resistance in parallel with a nonlinear inductance) and the measured current using a time step of 50 μs, are shown in Figure 5.12. For the study, a straight line segment was connected to the last point of the curve of Figure 5.10. Its slope was chosen to match the first peak of the measured current, when the flux linkage reached its first peak (the flux waveform was obtained integrating the voltage waveform of Figure 5.11).³

³ By extending the last segment of Figure 6.10, it was found that the first current peak in the simulations was underestimated by nearly 5%. The winding resistance, used for the simulations, was 0.45 Ω which is slightly above the measured value.
Table 5.2: Linear circuit parameters

<table>
<thead>
<tr>
<th>Foster-like circuit parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>$L_{dc} = 2.4000 , \text{H}$</td>
</tr>
<tr>
<td>$L_1 = 4.1518 , \text{H}$</td>
</tr>
<tr>
<td>$L_2 = 4.6595 , \text{H}$</td>
</tr>
</tbody>
</table>

In general, the agreement between measurement and simulations, for any of the used models, is good. Figure 5.13 is a magnification of Figure 5.12 for the time interval between 0.15 and 0.20s. The two core models produce nearly the same response and are in good agreement with measurements. Another simulation was performed representing the core by a nonlinear inductance only. The current waveform was nearly the same as the constant resistance curve of Figure 5.13.

Figure 5.10: Flux-current curve of a single-phase 1 kVA transformer.
Figure 5.11: Transformer input voltage.

Figure 5.12: Transformer inrush current.
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5.6 Ferroresonance

The BPA system of Section 3.4 is simulated once more. Now, the transformer exciting branch is represented by a Foster-like circuit with the parameters calculated for a frequency range from 60 Hz to 3 kHz, assuming the ratio of hysteresis to eddy loss per cycle to be \( W_h/W_{eddy} = 1 \) at 60 Hz [70]. The simulation and field test results are shown in Figure 5.14. The Foster-like circuit produces nearly the same response as a linear resistance in parallel with a nonlinear inductance (see Figure 3.8 in Chapter 3).
Figure 5.14: Ferroresonance in a power system.

5.7 Summary

An approach to model frequency-dependent effects in the transformer core from core loss data was presented. The parallel Foster-like circuit model, in which hysteresis and eddy current effects are treated simultaneously, was realized. Theoretically, the circuit models can be used for any frequency range (minimum frequency must not be zero).

If the circuit model is used to represent a core in which the hysteresis loss is dominant (e.g. amorphous core [22]), the core loss per cycle is nearly independent of the
frequency. The flux-current trajectories are generated by the circuit models with no need to pre-define them.

An inrush current case and a ferroresonance case were used as test examples. For both cases, there were no major improvements in representing frequency-dependent effects in the core. For the inrush current case, the simple model in the form of a nonlinear inductance reproduced the measured current reasonably well. For the ferroresonance case, a nonlinear resistance (Chapter 3) in parallel with a nonlinear inductance represented the core reasonably well.

It is still premature to say that frequency-dependent effects in the core are not important for all transient cases. More validation tests against other field measurements need to be made in the future, to fully determine their importance for practical applications.
Chapter 6

Transformer Models - Applications

6.1 Introduction

Transformer models based on parameters obtained at 60 Hz, and suitable for frequencies up to 5 kHz, are presented. Frequency-dependent effects in the windings and core nonlinearities are discussed. These models were developed for harmonic studies, as part of a research project for The Canadian Electrical Association, but may be used for transient studies as well. To validate the models, many tests were carried out on several transformer units of different power ratings. Sensitivity studies are performed to show how the total harmonic distortion of current and voltage behaves as the transformer parameters change. A field test involving a transformer, as part of a power system feeding a DC drive, is described as well, for which simulations agree reasonably well with measurements.

6.2 Basic Transformer Equivalent Circuit

Figure 6.1 is the basic transformer model. \( Z(j\omega) \) represents the frequency-dependent short-circuit impedance. The excitation branch is represented by nonlinear RL elements obtained from measured rms values of voltages and currents \( V_{rms} = f(I_{rms}) \) and no-load losses with the
conversion technique of Chapter 3. These elements should be placed at a point in the equivalent circuit where the integrated voltage is equal to the iron core flux. This point depends on the transformer design and is usually not accessible in the model. However, it can be approximated fairly accurately by connecting the elements to the winding closest to the core (usually the lowest voltage winding) [4].

![Diagram](image)

**Figure 6.1: Basic transformer model.**

### 6.2.1 Single-Phase Two-Winding Transformer

Consider initially a single pair of magnetically coupled coils as shown in Figure 6.2a. This network can theoretically be described in terms of self and mutual impedances

\[
\begin{bmatrix}
V_1' \\
V_2'
\end{bmatrix} =
\begin{bmatrix}
Z_{11} & Z_{12} \\
Z_{21} & Z_{22}
\end{bmatrix}
\begin{bmatrix}
I_1 \\
I_2
\end{bmatrix} \Rightarrow [V] = [Z][I],
\]

(6.1)

or with its inverse relationship

\[
\begin{bmatrix}
I_1 \\
I_2'
\end{bmatrix} =
\begin{bmatrix}
Y_{11} & Y_{12} \\
Y_{21} & Y_{22}
\end{bmatrix}
\begin{bmatrix}
V_1' \\
V_2'
\end{bmatrix} \Rightarrow [I] = [Y][V],
\]

(6.2)

where \( Z_{12} = Z_{21} = Z_M \) and \([Y] = [Z]^{-1}\). \( V_1' \) and \( I_2' \) are the secondary voltage and the secondary current referred to the primary side, respectively. The elements of \([Z]\) can be found from open-circuit excitation tests. For instance,

\[
Z_{21} = \frac{V_2'}{I_1} \bigg| I_2' = 0.
\]

(6.3)
Unfortunately, in practice the magnetic coupling is so high that $Z_{21}$ is approximately equal to $Z_{11}$. $[Z]$ is then almost singular and its inversion becomes ill-conditioned (one should note that $Z_{11} \equiv Z_{22}$). The short-circuit impedances, which are more important than the magnetizing impedances in most studies, get lost. One suitable way to overcome these difficulties is to use the branch admittance matrix $[Y]$ of equation (6.2). Although $[Z]$ becomes infinite for zero exciting current, the $[Y]$ matrix exists and can be found from standard short-circuit tests, as shown later.

For a single pair of magnetically coupled coils, only one short-circuit impedance $Z_{SH}$ exists (Figure 2b). Then, the short-circuit admittance $Y_{SH}$ can be obtained from

$$Y_{SH} = \frac{1}{Z_{SH}}.$$  \hspace{1cm} (6.4)

To construct $[Y]$, the four elements $Y_{11}$, $Y_{12}$, $Y_{13}$, and $Y_{14}$, are needed. They can be obtained directly from Figure 6.2b.\(^1\) The 2x2 $[Y]$ matrix is then found from one short-circuit admittance element as

\(^1\) It is useful to note that $Y_{11}$ is the sum of the admittance element connected between the two nodes ($Y_{SH}$) plus the admittance element connected between node 1 and the reference node (since we are neglecting the exciting current, its value is nil). We can also see that $Y_{11} = Y_{22}$. 

---

Figure 6.2: Two winding transformer:
(a) Pair of magnetically coupled coils;
(b) Equivalent circuit referred to primary.
\[
\begin{bmatrix}
I_1 \\
I_2'
\end{bmatrix} =
\begin{bmatrix}
Y_{sh} & -Y_{sh} \\
-Y_{sh} & Y_{sh}
\end{bmatrix}
\begin{bmatrix}
V_1 \\
V_2'
\end{bmatrix}.
\]

(6.5)

$Z_{sh}$ is frequency-dependent and can be reproduced reasonably well by the two branch parallel Foster-like circuit of Figure 6.3a or the series Foster-like circuit of Figure 6.3b as recommended by CIGRÉ[54]. $R_s$ and $L_P$ are the resistance and leakage inductance of the windings at rated frequency. $R_P$ in parallel with the 60 Hz leakage inductance produces the frequency-dependent effects.

![Figure 6.3: Frequency-dependent short-circuit impedance model.](image)

6.2.2 **Single-Phase Three-Winding Transformer**

Single-phase distribution transformers usually have a grounded tap at the center of the secondary terminals (Figure 6.4a). These transformers are modelled as three-winding transformers (Figure 6.4b). The impedances $Z_{ps}$, $Z_{pt}$ and $Z_{st}$ can be found from three short-circuit tests. Unfortunately, these test data are usually not available[4]. The only test usually available is the impedance measurement carried out with the secondary and tertiary terminals grounded to the center terminal. Fortunately, it appears that an accurate value of the short-circuit impedance between primary and secondary is not needed for practical applications since the current flows mainly through the impedances $Z_{ps}$ and $Z_{pt}$ (see Figure 6.4b). It is
therefore reasonable to assume \( Z_{PS} = Z_{PT} = Z_{ST} \) referred to the same terminal. In order to produce the frequency-dependent effects in each winding, each branch \( Z_{PS} \), \( Z_{PT} \) and \( Z_{ST} \) is replaced by the equivalent circuit of Figure 6.3. The core nonlinear elements are obtained from typical \( V_{rms} - I_{rms} \) curves, as explained in Chapter 3.

![Three-winding transformer diagram](image)

(a) Coupled coils;  
(b) Equivalent circuit.

**6.2.3 Three-Phase Transformer**

Three-phase transformers are best represented in matrix form. It is simple to extend the single-phase transformer formulation to three-phase two-winding transformers. Equation (6.2) becomes a matrix equation

\[
[Y_{SH}] = [Z_{SH}]^{-1}.
\]

For a short-circuit test performed on a two-winding transformer, the voltages and currents in each phase of the feeding terminal are related according to

\[
[V_{ABC}] = [Z_{SH}][I_{ABC}]
\]

or
To obtain each element of \([Z_{SH}]\) in equation (6.7), the short-circuit tests are done according to the circuit of Figure 6.5.

\[
\begin{bmatrix}
V_A \\
V_B \\
V_C \\
\end{bmatrix} = \begin{bmatrix}
Z_{AA} & Z_{AB} & Z_{AC} \\
Z_{BA} & Z_{BB} & Z_{BC} \\
Z_{CA} & Z_{CB} & Z_{CC} \\
\end{bmatrix} \begin{bmatrix}
I_A \\
I_B \\
I_C \\
\end{bmatrix},
\]

(6.7)

Figure 6.5: Three-phase transformer short-circuit test.

A voltage signal is applied to one phase at a time and the current in that phase and the voltages in A, B and C are then measured. The first column of \([Z_{SH}]\) can be obtained by:

\[Z_{AA} = \frac{V_A}{I_A} \quad I_B = I_C = 0;\]
\[Z_{BA} = \frac{V_B}{I_A} \quad I_B = I_C = 0,\]

and
\[Z_{CA} = \frac{V_C}{I_A} \quad I_B = I_C = 0.\]

The same procedure applies to the other two columns. Due to symmetry, only six measurements are required to construct \([Z_{SH}]\). In practice, \([Z_{SH}]\) is generally assumed to be balanced \((Z_{AB} = Z_{AC} = Z_{BC}\) and \(Z_{AA} = Z_{BB} = Z_{CC}\)) and the number of measurements is reduced to two. Positive and zero sequence short-circuit tests are the standard data required to build \([Z_{SH}]\).

\footnote{For transformers rated 500 kVA and below, only positive sequence tests are available[55].}
As explained earlier, since the impedance matrix may become singular, it is convenient to use admittance matrix [\(Y\)] formulation. In fact, here we use matrices [\(R_5\)] and [\(L_5\)] \(^{-1}\) or [\(\omega L_5\)] \(^{-1}\) (imaginary part of [\(Y\)]). These matrices are obtained from positive and zero sequence tests and computed by the support routine BCTRAN [4]. [\(R_5\)] is a diagonal matrix obtained from positive sequence tests - the zero sequence resistance \(R_{S0}\) is assumed to be the same as the positive sequence resistance \(R_{S+}\). The manufacturer provides either the \(R_{S+}\) in ohms or the load losses from which \(R_{S+}\) can be obtained. Once the matrices are determined, arbitrary transformer connections can be realized by node renaming.

Frequency-dependent effects in the short-circuit impedance are treated the same way as for single-phase transformers. Here the elements of Figure 6.3a are all matrices. [\(R_p\)] is calculated according to the equation

\[
[R_p] = k [\omega L],
\]  
(6.8)

Where \(k\) is a constant and [\(\omega L\)] is the reactance matrix obtained from positive and zero sequence short-circuit reactances. For the representation of the circuits in admittance form, the conductance matrix [\(G_p\)] can be used instead of [\(R_p\)], where,

\[
[G_p] = \frac{1}{k} [\omega L]^{-1}
\]

The proper way to represent saturation effects is to look at the transformer magnetic circuit. Saturation is related to fluxes in the core and tank. There are several types of core construction. To model the core, one should know what kind of geometry the transformer has. One should know if the transformer is constructed with three different cores, if its core is three-legged, five legged or shell-type. A zero sequence magnetizing impedance can be estimated for each type of core construction.\(^3\) It can be approximated as linear, because of

\(^3\) This probably is not applicable to five-legged transformers constructed from four different cores [69].
fluxes usually passing through air between core elements and the tank. The saturation curve must be obtained for each leg of the transformer and placed across each winding at the secondary terminal to represent the nonlinear effects[4]. If details of core design are not known, the positive sequence saturation curve is placed across each winding.

6.3 Estimation of Transformer Parameters

Measurements were taken to determine the values of the parameters in the transformer equivalent circuit, and to correlate them with the nameplate data. Single and three-phase transformers were tested at Powertech Labs and BC Hydro and Power Authority (Table 6.1). Short-circuit impedance measurements and open-circuit saturation tests \( V_{rms} = f(I_{rms}) \) and no-load losses, were performed for the units listed below. The bases of the per unit (p.u.) system used for the short-circuit impedances are rated voltage and power.

6.3.1 Short-Circuit Tests

High frequency currents produced by the signal analyzer HP3562A\(^4\) were injected into the transformers under test. Short-circuit frequency response impedance measurements (real and imaginary values) were recorded as ASCII files on floppy disks.

6.3.1.1 Single-Phase Transformers

In Figure 6.6, some of the measurements of impedances made on the primary side, with the secondary side short-circuited and the tertiary left open, are shown. \( R(f) \) and \( X(f) \) represent

\(^4\)The analyzer has a built-in signal source which can produce and measure a scanning signal well above the frequency range of interest. Its measurement range is \( 64\mu \) Hz to \( 100 \) kHz.
the real and imaginary parts of the short-circuit impedance, respectively. Although the transformers have the same rated power and nearly the same short-circuit impedances at 60 Hz, there is a considerable difference in the frequency response behaviour of transformer 1 compared to the others. Differences in coil and core constructions may be the causes of these discrepancies.

Impedances measured on the secondary side, with the tertiary short-circuited and an open primary, are shown in Figure 6.7. It is difficult to correlate Figure 6.6 and 6.7. \(X(f)\) in Figure 6.7 is, for the whole frequency range, slightly bigger than \(X(f)\) in Figure 6.6 (transformer 1 behaves in the opposite way). Comparing the measurements of Figure 6.6 and 6.7, it can be seen that \(Z_{PS}\) is almost the same as \(Z_{ST}\) for transformers 2 and 3. For practical purpose, it is reasonable to assume \(Z_{PS}=Z_{ST}\).

<table>
<thead>
<tr>
<th>Code</th>
<th>Manufacturer (date)</th>
<th>Power (kVA)</th>
<th>Voltage (kV)</th>
<th>(Z_{SH}^*) (%)</th>
<th>Measured 60 Hz Impedance</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Zsh (%)</td>
<td>R (%)</td>
</tr>
<tr>
<td>xformer1</td>
<td>1975</td>
<td>50</td>
<td>14.4</td>
<td>2.18</td>
<td>-</td>
</tr>
<tr>
<td>xformer2</td>
<td>May 1992</td>
<td>50</td>
<td>14.4</td>
<td>2.10</td>
<td>-</td>
</tr>
<tr>
<td>xformer3</td>
<td>1978</td>
<td>50</td>
<td>14.4</td>
<td>2.10</td>
<td>-</td>
</tr>
<tr>
<td>xformer4</td>
<td>1973</td>
<td>50</td>
<td>7.2</td>
<td>2.30</td>
<td>-</td>
</tr>
<tr>
<td>xformer5</td>
<td>not available</td>
<td>75</td>
<td>14.4</td>
<td>2.83</td>
<td>2.78</td>
</tr>
<tr>
<td>xformer6</td>
<td>not available</td>
<td>100</td>
<td>14.4</td>
<td>2.10</td>
<td>2.03</td>
</tr>
<tr>
<td>xformer7</td>
<td>not available</td>
<td>167</td>
<td>14.4</td>
<td>2.10</td>
<td>2.26</td>
</tr>
<tr>
<td>xformer8</td>
<td>not available</td>
<td>10</td>
<td>14.4</td>
<td>2.20</td>
<td>1.91</td>
</tr>
<tr>
<td>xformer9</td>
<td>not available</td>
<td>25</td>
<td>14.4</td>
<td>2.10</td>
<td>2.01</td>
</tr>
<tr>
<td>xformer10</td>
<td>not available</td>
<td>50</td>
<td>14.4</td>
<td>2.10</td>
<td>1.90</td>
</tr>
<tr>
<td>xformer11</td>
<td>May 1992</td>
<td>10</td>
<td>14.4</td>
<td>2.20</td>
<td>-</td>
</tr>
<tr>
<td>xformer12 **</td>
<td>not available</td>
<td>150</td>
<td>7.2</td>
<td>4.21</td>
<td>-</td>
</tr>
<tr>
<td>xformer13 **</td>
<td>not available</td>
<td>500</td>
<td>7.2</td>
<td>5.60</td>
<td>-</td>
</tr>
<tr>
<td>xformer14 **</td>
<td>not available</td>
<td>75</td>
<td>14.4</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

*nameplate short-circuit impedance **three-phase transformers
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Figure 6.6: Impedance measured on the primary side.

Figure 6.7: Impedance measured on the secondary side.

Figure 6.8: Short-circuit impedances of single-phase transformers.
In Figure 6.8 one can see the real and imaginary parts of the short-circuit impedances (transformers 5, 6 and 7) measured the way in which manufacturers probably supply the data to users (measurements are taken on the primary side with the secondary and tertiary grounded to the center terminal). The equivalent impedance seen by the source is $Z_{PS}$ in parallel with $Z_{PT}$ in this case. Measured and simulated L/R curves are shown in Figure 6.9. The solid curves are obtained from measurements. The simulated curves are produced by two parallel circuits of the type of Figure 6.3a.

![Image of Figure 6.9: Measured and simulated L/R curves.]

Two values of resistances $R_p$ are used [54]:

$$R_p = R_{p_{\text{max}}} = 30 \text{ p.u.} \quad \text{and} \quad R_p = R_{p_{\text{min}}} = 13 \text{ p.u.} \quad (6.9)$$

The real and imaginary parts of the computed short-circuit impedance are calculated as follows:

$$R(f) = \frac{R_g}{2} + \frac{(R_g/2)(\omega L_p)^2}{R_p^2 + (\omega L_p)^2} \quad (6.10)$$

and
The 60 Hz resistance $R_S$ is obtained from load losses. It can be seen that the simulated $L/R$ ratios come close to the measured $L/R$ curves (especially for $R_p = R_{pmin}$). For transformers 8, 9 and 10 (Figure 6.10) one can see that the $X(f)$ curves are bent upwards, indicating a resonance frequency near the last measured frequency. Stray capacitances need to be included in the model to produce the correct frequency response when one gets close to resonance points. The first resonance frequency for all tested single-phase transformers is between 6 and 60 kHz. A similar resonance frequency range was found previously by Ontario Hydro[56].

![Figure 6.10: Short-circuit impedance frequency response.](image)

### 6.3.1.2 Three-Phase Transformers

The short-circuit impedance measurements were performed according to the circuit of Figure 5.5. The impedance measured at each phase (self impedance) of transformers 12, 13 and 14 are shown in Figure 6.11, 6.12 and 6.13. The mutual impedances were measured as well and found to be negligible for the 500 kVA and 150 kVA transformer (they were less than an order of magnitude of the self impedances).
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Figure 6.11: 150 kVA three-phase transformer (self impedances).

Figure 6.12: 500 kVA three-phase transformer (self impedances).

Figure 6.13: 75 kVA transformer short-circuit impedances (self impedances).
Each phase of the 500 kVA or 150 kVA transformer could therefore be simulated as a single-phase two-winding transformer. In Figure 6.14, simulated and measured (solid lines) L/R curves for the 500 kVA transformer are shown. \( R_p \) is obtained from equation (6.9). Simulated curves come close to the one obtained from measurements (especially for \( R_p = R_{p_{\text{max}}} \)). For this example the parameter \( k \) in equation (6.8) is:

\[
k = \frac{30}{\omega L_p},
\]

where \( \omega L_p \) is the positive-sequence short circuit reactance at rated frequency.

For the 75 kVA transformer, the mutual impedances were of the same order of magnitude of the self impedances. The matrix form would therefore be more appropriate to represent this transformer. Unfortunately, for three-phase distribution transformers, only positive sequence data are usually available from manufacturers.

### 6.3.2 Open Circuit Tests

In the open circuit tests, the low voltage winding is excited with a nearly sinusoidal voltage source at 60 Hz to obtain the transformer saturation characteristics. No-load losses
and \textit{rms} current were measured for different \textit{rms} voltage levels. The x-axis of Figure 6.15a is the ratio of the \textit{rms} exciting current \( I_{\text{exc}} \) to the \textit{rms} exciting current \( I_{\text{exc-rated}} \) at rated voltage for single-phase transformers 1, 2, 3, 4 and 8. The y-axis is the ratio of the \textit{rms} exciting voltage \( V_{\text{exc}} \) to the rated voltage \( V_{\text{exc-rated}} \). The solid line is the average curve. Below rated voltage, saturation curves differ very much from each other. However, for harmonic and transient studies, the representation above rated voltage is more important and in this region the curves come close to each other.

![Figure 6.15: Single-phase transformers.](image)

The x-axis of Figure 6.15b is the ratio of the no-load exciting losses \( P_{\text{exc}} \) to the no-load losses at rated voltage \( V_{\text{exc-rated}} \) for the same transformers. The solid line represents the average curve.

For three-phase transformers open-circuit tests are usually performed for positive sequence. Figure 6.16 is the measured positive sequence excitation characteristic of the three-phase 75 kVA transformer. one can see how the exciting current through each phase (solid line is the average curve) behaves as the exciting voltage changes.
Typical distribution transformer correction factors that should be applied to no-load losses at rated voltage to give the correct losses when the transformers are driven into saturation, are shown in Table 6.2[44]. Agreement between this table and the solid line curves of Figures 6.15 and 6.16 is reasonably good.

<table>
<thead>
<tr>
<th>Correction Factors</th>
<th>Operating Voltage (%)</th>
<th>No-load Loss</th>
<th>Exciting Current</th>
<th>kVA rating</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>105</td>
<td>1.15</td>
<td>1.50</td>
<td>For 167 kVA and below (1φ)</td>
</tr>
<tr>
<td></td>
<td>110</td>
<td>1.30</td>
<td>2.20</td>
<td>For 150 kVA and below (3φ)</td>
</tr>
<tr>
<td></td>
<td>105</td>
<td>1.50</td>
<td>2.30</td>
<td>For 250 kVA and above (1φ)</td>
</tr>
<tr>
<td></td>
<td>110</td>
<td>2.40</td>
<td>4.60</td>
<td>For 225 kVA and above (3φ)</td>
</tr>
</tbody>
</table>

6.3.2.1 Stray Capacitances

The $V_{\text{rms}}$-$I_{\text{rms}}$ curve shown in Figure 6.17 was obtained from a recently manufactured transformer (xformerl1 - Table 6.1). The $I_{\text{rms}}$ current at 90% of the rated voltage is smaller than
the \textit{rms} current at 50\% of the applied voltage. Here, the exciting current is very much affected by stray capacitances.

A crude estimation of the saturation curves and the open-circuit capacitance can be found iteratively. First, the algorithm generates the peak flux-current characteristic "corrupted" by stray capacitance effects as shown in Figure 6.17b. The peak current is decreasing in the region between points A and B. Since the inductance is very high in this region. It can be assumed that it is infinite between turning points A and B. The peak current \( I_c \) through the open circuit capacitance \( C_{\text{open}} \) is then the horizontal distance between turning point A and any point in between A and B. For instance at point B, the open-circuited capacitance can be obtained from:

\[
C_{\text{open}} = \frac{I_c}{\omega^2 \lambda_B}.
\]

In Table 6.3, the "corrupted" flux-current points were obtained using Figure 6.17a as input data.

\begin{figure}[h]
\centering
\begin{subfigure}{0.45\textwidth}
\centering
\includegraphics[width=\textwidth]{fig6_17a}
\caption{Newly manufactured transformer.}
\end{subfigure}
\begin{subfigure}{0.45\textwidth}
\centering
\includegraphics[width=\textwidth]{fig6_17b}
\caption{Corrupted flux-current curve (not to scale).}
\end{subfigure}
\caption{Figure 6.17: Newly manufactured transformer.}
\end{figure}
Table 6.3: Corrupted flux-current curve.

<table>
<thead>
<tr>
<th>Flux Linkage(Vs)</th>
<th>Current(A)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.000000</td>
<td>0.000000</td>
</tr>
<tr>
<td>0.040327</td>
<td>0.426281</td>
</tr>
<tr>
<td>0.059046</td>
<td>0.747657</td>
</tr>
<tr>
<td>0.075777</td>
<td>0.905318</td>
</tr>
<tr>
<td>0.095659</td>
<td>1.193316</td>
</tr>
<tr>
<td>0.114790</td>
<td>1.240726</td>
</tr>
<tr>
<td>0.151553</td>
<td>0.815392</td>
</tr>
<tr>
<td>0.169560</td>
<td>0.396883</td>
</tr>
<tr>
<td>0.189066</td>
<td>0.123851</td>
</tr>
<tr>
<td>0.207823</td>
<td>0.162665</td>
</tr>
</tbody>
</table>

The following information is needed:

peak current at turning point A = 1.240726 A;
peak current at turning point B = 0.123851 A;
peak flux at turning point B = 0.189066 Vs.

Then, the open circuit capacitance referred to the 120 V side is

\[
C_{\text{open}} = \frac{1240726 - 0.123851}{(2\pi \times 60)^2 \times 0.189066} \approx 41.56 \mu F.
\]

If \( C_{\text{open}} \) is needed to be referred to the high voltage terminal,

\[
C_{\text{open}} = 41.56 \times \frac{120}{14400}^2 \approx 2.89 \eta F.
\]

The \( C_{\text{open}} \) could then be split into three parts and placed between each transformer terminal and ground of Figure 6.4b. Although the open circuit capacitances affect the exciting current, the first resonance frequency for this transformer was above 6 kHz.
6.4 Sensitivity Study

The frequency-dependent short circuit impedances of transformer 5 are obtained from nameplate data in the way explained in Section 6.3.1. The $V_{rms}$-$I_{rms}$ curve and no-load losses are measured in the laboratory and the nonlinear core parameters are calculated. Numerical simulations using the MHLF program[57] are carried out to see how the total harmonic distortion (THD) of the primary current and secondary voltage are affected by changes in the short-circuit parameter $R_p$ (see equation 6.11), and in a balanced linear load connected half to the secondary and half to the tertiary terminal. Stray capacitances are neglected. The transformer primary terminal is excited with a sinusoidal voltage and driven into saturation. The simulation results are shown in Table 6.4. $R_p$ has little effect in the primary current and in the secondary voltage. From the last two rows one should note that at full load the nonlinear shunt elements are of minor importance (the harmonics produced by them are of small amplitude). The load model is more important than the nonlinear excitation branch model.

Table 6.4 - Sensitivity study.

<table>
<thead>
<tr>
<th>Voltage (p.u.)</th>
<th>Load (p.u.)</th>
<th>Load Power Factor</th>
<th>$R_p$(p.u.)</th>
<th>THD Primary Current (%)</th>
<th>THD Secondary Voltage (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.05</td>
<td>0.00</td>
<td>-</td>
<td>13.0</td>
<td>19.317</td>
<td>0.312</td>
</tr>
<tr>
<td>1.05</td>
<td>0.00</td>
<td>-</td>
<td>30.0</td>
<td>18.900</td>
<td>0.317</td>
</tr>
<tr>
<td>1.10</td>
<td>0.00</td>
<td>-</td>
<td>13.0</td>
<td>26.041</td>
<td>0.542</td>
</tr>
<tr>
<td>1.10</td>
<td>0.00</td>
<td>-</td>
<td>30.0</td>
<td>25.488</td>
<td>0.550</td>
</tr>
<tr>
<td>1.05</td>
<td>1.00</td>
<td>0.60</td>
<td>13.0</td>
<td>0.041</td>
<td>0.171</td>
</tr>
<tr>
<td>1.10</td>
<td>1.00</td>
<td>0.60</td>
<td>30.0</td>
<td>0.065</td>
<td>0.280</td>
</tr>
</tbody>
</table>

THD is the ratio between the total rms value of the harmonics and the rms value of the fundamental [71].
6.5 Field Test

In Figure 6.18, three three-phase 500kVA transformers, connected to a 12 kV three-phase power system, feed a 1500 HP DC Drive. Currents and voltage waveforms were measured at both transformer terminals. The current and voltage waveforms at the 12 kV side are shown in Figure 6.19 and in Figure 6.20. In Figure 6.21 one can see plots of measurements and simulations of the line voltage at delta side when the DC drive is on low load. Frequency-dependent effects in the windings and the nonlinear effects in the core are neglected (the transformer is represented as a constant RL short-circuit branch). Solid lines are computed curves and dotted curves were obtained from measurements. One can see that there is a good agreement between measurements and simulations. The difference between curves may be attributed to measurement noise.

Figure 6.18: DC drive set up.

---

6 Here, the measured primary voltage, current and the short circuit impedance were the required data. In fact, voltage and current waveforms were saved as ASCII files and converted from time-domain to phase-domain to be used as input sources in the MHLP program.
Figure 6.19: Measured voltage waveform.

Figure 6.20: Measured current waveform.

Figure 6.21: Transformer secondary line voltage.
6.6 Summary

Transformer models for harmonic studies were presented. They are derived from 60 Hz manufacturer's data. Short-circuit impedance and open circuit saturation tests were performed, the parameters of the transformer equivalent circuits were determined and correlated to nameplate data. The transformer equivalent circuits reproduce the measured short-circuit impedances reasonably well if stray capacitances are negligible for the frequency range of interest in harmonic studies (60 Hz to 5 kHz). If stray capacitances are important (resonance for short-circuit test close to 5 kHz), it is better to add shunt capacitances to the transformer model. These capacitances are determined by low-frequency or resonance measurements, or taken as typical values from publications or textbooks [58-60].

Typical saturation curves for single-phase and three-phase transformers are presented. For situations in which the exciting current includes strong capacitive effects, a crude estimation of the open circuit capacitance can be made if saturation $V_{ms} - I_{ms}$ curves and no-load losses are provided.

Sensitivity studies indicate that the load plays an important role in the harmonic contents of terminal voltages and currents. In general, the representation of the core is less important than the representation of the short-circuit impedance and the load.

In general, at steady state, transformers usually do not experience deep saturation (flux in the core may be only a few percent higher than the rated flux). To predict the exciting current for a practical case is extremely difficult since, even for the same transformer rating (see Figure 6.15), the saturation curves may differ very much from each other. However, the exciting current, although distorted, is very small and will not affect the simulation results. The simplest model of the transformer was able to reproduce the field test reasonably well.
It is advisable to include the nonlinear effects of the core for situations in which resonance may occur (for instance, the transformer is unloaded or supplying a light load). The transformer could be driven into a deeper saturated level. The exciting current should not be neglected here, and similarly to the inrush current case of the last chapter, in the saturated region, the exciting current is likely to be predicted with reasonable accuracy provided the saturation curves are known up to deep saturation.
Chapter 7

Conclusions

Iron core nonlinearities may play a very important role in transient studies. In the following paragraphs, the major contributions of this research work are outlined.

A direct method for producing saturation curves from readily available transformer test data as supplied by manufacturers, was presented. The algorithm is easy to implement and may be useful for electromagnetic transient programs.

A method for more correctly representing the saturation curve of a delta-connected transformer, suitable for situations in which the tests are performed with a closed delta, was developed. It uses positive sequence excitation test data as input and takes into consideration the removal of triplen harmonics from the line current. The algorithm is iterative and easy to implement.

An approach to model frequency-dependent effects in the transformer core from transformer no-load loss data, was presented. The parallel Foster-like circuit model, in which hysteresis and eddy current effects are treated simultaneously, were realized. The flux-current trajectories are generated by the circuit models with no need to pre-define them.
Practical applications of transformer models for harmonic studies were presented. The transformer models were derived from manufacturer's data and may be used for transient studies as well. In general, when the transformer is not in deep saturation, the exciting current, although distorted, is very small and will not affect the simulation results. It is advisable to include the nonlinear effects of the core only for situations in which resonance may occur (for instance, when the transformer is unloaded or supplying a light load).

A method for crudely estimating the transformer open circuit capacitance from saturation $V_{\text{rms}} - I_{\text{rms}}$ curves and no-load losses, was presented. It is useful for situations in which the exciting current includes strong capacitive effects.

Two case studies involving transients were investigated: an inrush current test in a 1 kVA transformer and a ferroresonance field test. For the inrush current test, the simple core model (a nonlinear inductance) reproduced the measured current reasonably well. For the ferroresonance test, a simple core model (nonlinear resistance in parallel with a nonlinear inductance) also represented the core reasonably well. Theoretically, this core model is limited to a single frequency. At frequencies both lower and higher than fundamental the model would not produce the frequency-dependent core behaviour. However, for these case studies, there was no need to include frequency-dependent effects.

For future work, there is a need to further test the core models against other field measurements, to fully determine the importance of frequency-dependent core models for practical applications. There is also a possibility of computing saturation curves of delta-connected transformers directly without iterations. This would save computer time, and make the solution algorithm more reliable.
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Orthogonality Between \( I_r \) and \( I_l \)

Consider the circuit of Figure 3.1a. The voltage across the transformer terminals and its correspondent flux linkage can be written in the form

\[ v(\theta) = V_k \sin \theta, \quad (A.1) \]

and

\[ \lambda(\theta) = -\lambda_k \cos \theta. \quad (A.2) \]

respectively.

Let us use Fourier analysis to represent the current \( i_r(\theta) \) through the nonlinear resistance and the current \( i_l(\theta) \) through the nonlinear inductance. Due to the odd symmetry of the \( v-i_r \) and \( \lambda-i_l \) curves, \( i_r(\theta) \) and \( i_l(\theta) \) will have only odd harmonic components in the form

\[ i_r(\theta) = a_1 \sin \theta + a_3 \sin 3\theta + \cdots + a_p \sin p\theta + \cdots \quad (A.3) \]

and

\[ i_l(\theta) = b_1 \cos \theta + b_3 \cos 3\theta + \cdots + b_p \cos p\theta + \cdots, \quad (A.4) \]

where \( p \) is odd.
The total current $i_r(\theta)$ is then:

$$i_r(\theta) = i_r(\theta) + i_i(\theta), \quad (A.5)$$

i.e.,

$$i_r(\theta) = \sqrt{a_1^2 + b_1^2} \sin(\theta + \gamma_1) + \sqrt{a_2^2 + b_2^2} \sin(3\theta + \gamma_3) + \cdots + \sqrt{a_p^2 + b_p^2} \sin(p\theta + \gamma_p) + \cdots, \quad (A.6)$$

where $\gamma_p = \arctan(b_p / a_p)$.

Evaluating the $rms$ values of $i_r(\theta)$, $i_i(\theta)$ and $i_r(\theta)$, we have

$$I_{r-rms} = \sqrt{a_1^2 + a_2^2 + \cdots + a_p^2 + \cdots}, \quad (A.7)$$

$$I_{i-rms} = \sqrt{b_1^2 + b_2^2 + \cdots + b_p^2 + \cdots} \quad (A.8)$$

and

$$I_{r-rms} = \sqrt{a_1^2 + b_1^2 + a_2^2 + b_2^2 + \cdots + a_p^2 + b_p^2 + \cdots}, \quad (A.9)$$

respectively.

From equations (A.7), (A.8) and (A.9), it can be seen that

$$I_{r-rms}^2 = I_{r-rms}^2 + I_{i-rms}^2. \quad (A.10)$$
Appendix B

Measurement of the Initial Magnetization Curve

The initial magnetization curve is a plot of the locus of the DC symmetrical hysteresis loop tips for different peak values of magnetization. Figure B.1 is the circuit used to measure it.

![Circuit Diagram]

Figure B.1: Measurement of the initial magnetization curve.

The magnetizing winding of the Epstein frame (primary winding) is connected to a DC power supply through a reversing switch S, ammeter and a decade resistance box R. The secondary winding is connected to a digital waveform analyzer where the voltage
The waveform is obtained and numerically integrated to give the flux linkage across the secondary winding.

The Epstein frame is demagnetized before any measurement is taken. This is accomplished by driving the core into saturation using alternating current at power frequency and gradually reducing the core excitation to zero.

After demagnetization, R is set to provide a low current, and S is reversed several times to assure the sample is in a definite hysteresis cycle (AA' and A'A' trajectories of Figure B.2). Then, the first reading takes place. The voltage across the secondary winding of the Epstein frame is integrated and the flux difference between AA' is obtained. This value is divided by two and segment OA is plotted.

![Figure B.2: Hysteresis loop locus.](image)

After the first reading, R is changed to give a slightly greater value of the current in the primary winding and the process is repeated up to the desired limit.
Appendix C

Computation of Triplen Harmonic Components

Although only the computation of triplen harmonics is needed, it is appropriate to show the derivation of all odd harmonic components of the current that may be produced by saturation curves during standard tests. The equations below are developed for nonlinear inductances. For nonlinear resistances, one just needs to replace $\lambda$ by $\lambda$ and $L$ by $R$ in all equations.

Consider the piecewise nonlinear inductance of Figure 4.2c. For a sinusoidal flux $\lambda(\theta)=\lambda_k \sin(\theta)$, the current can be written in a Fourier series form containing odd harmonics only. So,

$$i_\Delta(\theta) = b_1 \sin \theta + b_3 \sin 3\theta + \cdots + b_p \sin p\theta + \cdots,$$

where $p$ is odd, and

$$b_p = \frac{4}{\pi} \int_0^{\pi} i_\Delta(\theta) \sin p\theta d\theta.$$  \hspace{1cm} (C.2)

For segment $k = 2$,

$$b_p = \frac{4}{\pi} \left[ \int_0^{\frac{\alpha}{2}} \left( \frac{\lambda_2 \sin \theta}{L_1} \sin p\theta \right) d\theta + \int_{\frac{\alpha}{2}}^{\frac{\pi}{2}} \left( i_{\Delta_{\lambda_2}} + \frac{\lambda_2 \sin \theta - \lambda_1}{L_2} \right) \sin p\theta d\theta \right].$$  \hspace{1cm} (C.3)
Substituting $\Gamma_1 = \frac{i_{\Delta_1}}{L_1} \lambda_1$ and $\Gamma_2 = \frac{i_{\Delta_2}}{L_2}$ into the equation above, the fundamental current ($p = 1$) and its harmonics ($p > 1$) are:

$$b_1 = \Gamma_2 \lambda_2 + \frac{4}{\pi} \left[ (\Gamma_1 - \Gamma_2) (s(\theta_1) \lambda_2 + \lambda_1 \cos \theta_1) \right]$$

and

$$b_p = \frac{4}{\pi} \left[ (\Gamma_1 - \Gamma_2) (g(p, \theta_1) \lambda_2 + \frac{\lambda_1}{n} \cos p \theta_1) \right].$$

With

$$s(\theta_1) = \frac{1}{2} \left( \theta_1 - \frac{1}{2} \sin 2\theta_1 \right)$$

and

$$g(p, \theta_1) = \frac{\sin((p-1)\theta_1)}{2(p-1)} - \frac{\sin((p+1)\theta_1)}{2(p+1)}.$$

Finally, for any segment $k$, one can write

$$b_1 = \Gamma_k \lambda_k + \sum_{i=2}^{k} \frac{4}{\pi} \left[ (\Gamma_i - \Gamma_{i-1}) (s(\theta_{i-1}) \lambda_{i-1} + \lambda_{i-1} \cos \theta_{i-1}) \right]$$

and

$$b_p = \sum_{i=2}^{k} \frac{4}{\pi} \left[ (\Gamma_i - \Gamma_{i-1}) \left( g(p, \theta_{i-1}) \lambda_{i-1} + \frac{\lambda_{i-1}}{p} \cos p \theta_{i-1} \right) \right],$$

where

$$\Gamma_k = \frac{1}{L_k},$$

$$s(\theta_i) = \frac{1}{2} \left( \theta_i - \frac{1}{2} \sin 2\theta_i \right)$$

and

$$g(p, \theta_i) = \frac{\sin((p-1)\theta_i)}{2(p-1)} - \frac{\sin((p+1)\theta_i)}{2(p+1)}.$$
Appendix D

Rational Approximation of the Real Part of Y(s)

D.1 Fitting Procedure

Similar to equation (5.8), the frequency-dependent resistance could be expressed as a rational function in \(-s^2\)

\[
R(s) = \frac{(-s^2 + a_1^2)(-s^2 + a_2^2) \cdots (-s^2 + a_n^2)}{(-s^2 + b_1^2)(-s^2 + b_2^2) \cdots (-s^2 + b_n^2)},
\]

(D.1)

and with \(s=j\omega\), \(R(\omega)\) is written in the form:

\[
R(\omega) = K_c \frac{(c_1\omega^2 + 1)(c_2\omega^2 + 1) \cdots (c_n\omega^2 + 1)}{(d_1\omega^2 + 1)(d_2\omega^2 + 1) \cdots (d_n\omega^2 + 1)}
\]

(D.2)

Where \(K_c\), \(c_i = 1/a_i^2\) and \(d_i = 1/b_i^2\) are positive real numbers, with \(i=1,2,\cdots, n\). The right hand side of (D.1) is fitted to the known function \(R(\omega)\). The goal here is to compute \(K_c\), \(c_i\) and \(d_i\). The number of terms \(n\) will depend on the frequency range of interest. \(R(\omega)\) is fitted interval by interval as shown in Figure D.1 starting with the interval between \(\omega_{\text{min}}\) and \(\omega_1\) and ending with the interval between \(\omega_n\) and \(\omega_{\text{max}}\).
Appendix D. Rational Approximation of the Real Part of $Y(s)$

The algorithm proceeds as follows:

1 - For interval 1, write $R(\omega)$ as

$$R(\omega) = K_e \frac{(c_1 \omega^2 + 1)}{(d_1 \omega^2 + 1)} = \frac{K_d \omega^2 + K_e}{(d_1 \omega^2 + 1)}$$

or

$$K_d \omega^2 - d_1 R(\omega) \omega^2 + K_e = R(\omega) \tag{D.3}$$

2 - Estimate $\omega_1$. Take $m$ frequency sample points between $\omega_1$ and $\omega_{\text{min}}$. Build the overdetermined system of equations (D.3) with only the parameters $K_e$, $K_d$ and $d_1$ unknown. A weighted linear least square fitting routine[68] is used to find these parameters ($c_1 = K_d / K_e$ is also computed). If the maximum error in the fitting is less than a predefined value, proceed to next step, if not, $\omega_1$ is reduced by small steps $\Delta \omega_1$ and the system of equations (D.3) is reevaluated.

3- For interval 2 in Figure D.1, write $R(\omega)$ as

$$R(\omega) = K_e \frac{(c_2 \omega^2 + 1)(c_2 \omega^2 + 1)}{(d_1 \omega^2 + 1)(d_2 \omega^2 + 1)}.$$
with $K_c$, $c_1$ and $d_1$ already known from the previous step. Estimate $\omega_2$ and find $c_2$ and $d_2$ following the procedure of step 2, with the $m$ frequency samples now taken between $\omega_{\min}$ and $\omega_2$.

For the remaining intervals in Figure D.1, $c_i$ and $d_i$ are found in the same fashion and the constants $R_c$, $a_i$ and $b_i$ of (D.1) are determined.

Experience has shown that a first estimate of $\omega_1 = 5\omega_{\min}$ (with $\Delta \omega_1 = 0.1\omega_{\min}$) and subsequent estimates of $\omega_{i+1} = 10 \omega_i$ (with $\Delta \omega_i = 0.1 \omega_{i-1}$ for $i \geq 2$) are usually very close to the final values for an error of 3% and 100 frequency samples used as input parameters to the fitting routine.

**D.2 $G(\omega)$ Obtained from Lamination Data**

Steel manufactures may supply core loss vs. frequency curves for the most common lamination grades subjected to constant flux amplitudes\(^1\). These data are generally obtained on Epstein samples using a sine wave voltage source following the test procedure of ASTM Standard Method A-34. With this information one can obtain either the frequency-dependent resistance $R(\omega)$ or conductance $G(\omega)$ as described next.

In the sinusoidal steady state the average power $P_{\text{loss}}$ is:

\[
P_{\text{loss}} = P(\omega).
\]

---

\(^1\) To avoid confusion of trade names, the American Iron and Steel Institute has assigned AISI type numbers to electrical steel. These consist of the letter "M" (for magnetic material) followed by a number which, when the designations were originally made, was about to ten times the core loss in watt/lb at 15 kilogauss (1.5 T) and 60 Hz for 29 gage sheet (0.0140 in). Core losses have since been reduced but the type numbers remain [59].
R(\omega) is obtained by:

\[
R(\omega) = \frac{V_m^2}{2P_{loss}} = \frac{\lambda_m^2 \omega}{2P(\omega)},
\]

(D.5)

where \(V_m\) and \(\lambda_m\) are the amplitude of the applied voltage and flux, respectively. Since the flux is kept constant, \(R(\omega)\) can be written in the form:

\[
R(\omega) = K \frac{\omega^2}{P(\omega)}.
\]

(D.6)

It is convenient to normalize \(R(\omega)\) assuming that the resistance measured at the transformer rated frequency \(\omega_r\) is \(R(\omega_r) = 1\). So, the constant \(K\) in the equation above is

\[
K = \frac{P(\omega_r)}{\omega_r^2},
\]

(D.7)

and the normalized resistance \(R_N(\omega)\) is

\[
R_N(\omega) = \frac{P(\omega_r)}{\omega_r^2} \cdot \frac{\omega^2}{P(\omega)}.
\]

(D.8)

So, if the transformer lamination loss vs. frequency curve is known, an estimate of the frequency-dependent core loss resistance can be made by scaling the normalized resistance \(R_N(\omega)\) to the resistance at rated frequency \(R(\omega_r)\). Then,

\[
R(\omega) = R_N(\omega) \cdot R(\omega_r),
\]

(D.9)

or for the conductance \(G(\omega)\)

\[
G(\omega) = \frac{1}{R(\omega)}.
\]

(D.10)
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D.3 \(G(\omega)\) Obtained from Standard Tests

The frequency-dependent core resistance could also be estimated from transformer standard tests. The plot of loss/cycle can be crudely approximated by a straight line, as shown in Figure D.2.

\[
\text{Loss/cycle} = W_h + W_{\text{eddy}} \cdot \frac{f}{f_r},
\]

where \(f\) is the frequency in which the loss is measured, \(f_r\) is the rated frequency, \(W_h\) is the hysteresis loss per cycle and \(W_{\text{eddy}}\) is eddy loss per cycle at the rated frequency.

Taking (D.11) and writing the loss for the angular frequency \(\omega=2\pi f\),
Appendix D. Rational Approximation of the Real Part of $Y(s)$

\[
P_{\text{loss}} = \frac{1}{2\pi} \left( W_h \cdot \omega + W_{\text{eddy}} \cdot \frac{\omega^2}{\omega_r} \right).
\]  

\(\text{(D.12)}\)

From (D.6) and (D.12), the resistance $R(\omega)$ is

\[
R(\omega) = \frac{\lambda_n^2 \omega^2}{2P_{\text{loss}}} = \frac{\lambda_n^2 \omega^2}{2P_{\text{loss}}} \left( \frac{1}{\pi} \left( W_h \cdot \omega + W_{\text{eddy}} \cdot \frac{\omega^2}{\omega_r} \right) \right).
\]  

\(\text{(D.13)}\)

Normalizing $R(\omega)$, as done for (D.7) and (D.8),

\[
R_N(\omega) = \frac{K \omega}{\text{ratio} + \frac{\omega}{\omega_r}},
\]  

\(\text{(D.14)}\)

where $\text{ratio} = W_h/W_{\text{eddy}}$ and

\[
K = \frac{\text{ratio} + 1}{\omega_r}.
\]

The resistance and conductance are then:

\[
R(\omega) = R_N(\omega) \cdot R(\omega_r),
\]  

\(\text{(D.15)}\)

and

\[
G(\omega) = \frac{1}{R(\omega)}.
\]

If the transformer manufacturer does not supply the core loss vs. frequency curve, a typical ratio $W_h/W_{\text{eddy}}$ is commonly taken as unity [70]. In practice, the straight line of Figure D.2 could be drawn using loss measurement data gathered from routine tests. For instance, it could be obtained from the loss measurement taken at rated voltage and rated frequency and, as recommended by ANSI C57.12.90 (Induced Overvoltage Withstand Test), from the loss measurement taken at twice the rated frequency and double voltage amplitude.