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Abstract

In this thesis a novel canceller of a completely unknown tone which is interfering with a

digital quadrature amplitude modulation (QAM) signal operating in an additive white Gaussian

noise (AWGN) environment is proposed, analysed and evaluated. This canceller can be

applied to protect all-digital high definition television (HDTV) signals from tone interference,

which arises from intermodulation products, a common source of distortion in cable television

networks.

Expressions for the optimal weights for the linear minimum mean-square enor (MMSE)

filter, consisting of L delay elements, for cancelling the tone interference are derived, under

the condition that the tone’s frequency and power are known to the canceller. It is shown

that the MMSE is directly proportional to the combined power of the QAM signal and the

Gaussian noise, and inversely proportional to L. Furthermore, as the characteristics of the tone

are assumed to be completely unknown, novel fast Fourier transform (FFT) based methods

for estimating the frequency and power of the tone are proposed and analysed. By using these

estimates in place of the true values for the optimal weights, a suboptimal filter is derived.

Performance evaluation results have shown that the performance of the suboptimal canceller

is, for all practical purposes, identical to the optimal one.

To improve the performance further, without increasing the number of the filter’s delay

elements, a decision feedback mechanism is employed to reduce the power of the data signal.

Through a combination of analytical and computer simulated performance evaluation it is

found that for all practical purposes the proposed decision feedback tone canceller removes

the tone interference completely.
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Notation

Data Signal

v(t) ÷-÷ Transmitted bandpass signal

v(t) ÷—* Data component of received lowpass signal

‘a Transmitted symbols

—* Variance of transmitted symbols

Additive White Gaussian Noise

n(t) —* Received bandpass noise

n(t) —* Noise component of received lowpass signal

N0 <— Single-sided noise PSD

Tone Interference

z(t) —* Bandpass tone

z(t) —* Tone component of received lowpass signal

fi —* Bandpass frequency of tone

Baseband frequency of tone

Magnitude of bandpass tone

—* Magnitude of baseband tone

Initial phase of tone

Modulation

T3 -* Symbol duration

Carrier frequency

hT(t) —* Impulse response of transmit filter

HT(f) -+ Frequency response of transmit filter

—* Impulse response of receive filter

HR(f) Frequency response of receive filter

h(t) -* Combined impulse response of Tx and Rx filters

H(f) Combined frequency response of Tx and Rx filters
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Received Signal

r(t) Received bandpass signal

r(t) —* Received lowpass signal

Ra —* Sample of received lowpass signal

Na —* Noise component of received sample

Za —* Tone component of received sample

Ta Detected Symbol

Tone Interference Cancellation
L ÷—* Number of samples on which tone estimates are based

—* Normalized tone frequency (in radians)

C Power ratio

N —* Periodogram block length

D —* Number of blocks in average periodogram

Xd(k) —* Periodogram of block d

XD(k) —* Average periodogram over D blocks

Zo(k) —* Shape of tone in periodogram

—* Displacement of actual frequency from tone spike

GM (6) Fraction of tone power in tone spike

Ui —* Estimate of signal plus noise power

02 f—* Estimate of tone power
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Chapter One

Introduction

With the recent advancements in all-digital high definition television (HDTV) [1—7], the

cable industry must prepare itself for the distribution of digital signals over existing cable

networks. In such cable networks, it is well known that several forms of interference exist.

It is therefore important for reliable transmission that the effects of these distortions on the

transmission of all-digital HDTV signals be understood. Perhaps even more importantly,

whenever appropriate, these distortions must be compensated for, or even eliminated.

In this thesis distortion in the form of an additive deterministic but completely unknown

interfering tone is considered, along with additive white Gaussian noise (AWGN). In the

first two sections of this introductory chapter the various distortions encountered in cable TV

systems are discussed, and recent developments of HDTV systems are reviewed. In Section

1.3 a brief description of known techniques for tone interference cancellation is presented.

In Section 1,4 the research contributions of the thesis are stated. Finally, in Section 1.5 the

organization of the thesis is presented.
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1.1 Interference Encountered in Community
Antenna Television (CATV) Systems

Since the beginning of regular television broadcasting in the 1930’s, the popularity of

television as a communication medium has grown enormously [8]. In the 1950’s, community

antenna television (often referred to as cable TV) systems were first installed to allow viewers

in remote areas access to television signals broadcast from distant cities [9]. In these early

systems, war surplus coaxial cables were used to carry TV signals to viewer’s homes from

a head end, usually an antenna situated on a nearby hill. Broadband amplifiers, constructed

from vacuum tubes, were used to maintain signal power. Over the years, the popularity of

CATV systems grew to the point where most viewers in North America are connected to a

cable network [10]. This growth stemmed primarily from the wide range of programming

that cable TV offers, and the superior image quality available. As a result of the increased

popularity, the individual networks have expanded from serving only a few customers in a

small town to delivering programming to hundreds of thousands of viewers in large urban

areas. Accompanying this growth, many technological improvements to the cable systems

have been made. Instead of consisting of a single antenna, modem head ends combine signals

from a variety of sources, including local studios, satellites, and terrestrial broadcasts, and

transmit them together over the cable network.

One important advantage cable TV has over terrestrial broadcasting is in signal quality.

When signals are transmitted over the air, serious distortion may be introduced. If the receiver

is a long way from the transmitter, or the transmission path is blocked by a large object such

as a hill or building, the signal strength is weakened, so external interference will appear like

a snow storm on the screen. If the transmitted signal is reflected off surrounding objects, the

signal may be received more than once, at slightly different times. This appears as a “ghosting”

effect, and is known as multipath reception. Depending on atmospheric conditions, co-channel
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interference can occur if a signal from a distant broadcaster, using the same channel as the

desired signal, manages to reach the receiver [9].

Because of the shielding provided by the coaxial cable, CATV networks are less suscep

tible to these types of distortion. In general, CATV provides a much cleaner transmission

environment than terrestrial broadcasting. Nonetheless, it is still far from perfect. Various

forms of other types of interference may be introduced from external sources through cracks

in the cable or improperly fitted connectors, and transmission line reflections may arise in

improperly terminated cables [9]. The most serious problem with coaxial cable, however, is

its relatively high signal attenuation [101. To balance the loss of signal power, broadband

amplifiers must be inserted into the cable network, generally at intervals of about 2000 feet,

depending on cable thickness. The required use of amplifiers is the primary limitation on

CATV system performance [lii.

Thermal noise generated by components in the amplifiers reduce the signal carrier-to-

noise (C/N) ratio. When the signal is passed through a cascade of amplifiers, the noise is

compounded. Doubling the number of amplifiers leads to a 3 dB degradation of the C/N ratio

[11]. If the C/N ratio falls too low (below about 43 dB [121), “snow” begins to appear on

the picture tube. This impairment is common at receivers a long way from the head end, as

the signal must pass through a long cascade of amplifiers [11].

In addition to introducing thermal noise, the amplifiers also distort the waveform of the

transmitted signal. Although amplifiers are intended to provide linear gain with respect to

input amplitude, in practice the response is non-linear. To study the non-linear distortion, it

is convenient to model the relationship between the input voltage of the amplifier (T411) with

its output (V011) by the non-linear equation

(1.1)
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where A1, A2, A3,A4,... are constants [9, 11, 13, 14]. The first term in the above equation

represents the linear gain of the amplifier, the second term reflects the second-order distortion,

the third term represents the third-order distortion, and so on. With the use of balanced push-

pull amplifiers, non-linear distortion of even-order has been effectively eliminated in modem

CATV networks [15]. In addition, most research into the effects of non-linear distortion in

CATV networks ignores the higher-order distortion [9, 11, 13, 14]. High order distortion is

not considered in this thesis, either. As a result, the response of the non-linear amplifiers

can be modelled by

V011 = A14 + A3V. (1.2)

In practical CATV systems, many video signals are multiplexed together by modulating

carriers at different frequencies. As the broadband signal is passed through a non-linear device,

the modulated carriers are mixed together in a variety of ways, resulting in the creation of

numerous spurious signals. To illustrate the impact of the undesired signals, it is useful to

consider the simplified model of the broadband signal represented in Fig. 1, where each 6

MHz channel consists of only the carrier and video signal. Suppose a total of N different

video signals, denoted by .s(t) for all n E [1, NJ, modulate the amplitude of N different

carriers at frequencies given by f, for n E [1, NJ. The combined broadband signal, v(t),

can be expressed as

v(t)
=

Z s(t) cos (2ft). (1.3)

The spectrum of the broadband signal is shown in Fig. 1.

The third-order non-linear distortion is related to the cube of the broadband signal, which

is, using this model,

N

v3(t)
=

s(t) cos (2fflt)]

4



4
6MHz

Channel 1 Channel 2 Channel 3 Channel 4 Channel N

Frequency

Figure 1. Simplified Spectrum of Broadband CATV Signal.

NNN

= Sa(t)Sb(t)Sc(t) COS (2Kfat) COS (2lrfbt) cos (2irft)
a=1 b=1 c=1

NNN

= Sa(t)Sb(1)Sc(t) cos [2(fa + fb + f)t1. (1,4)
a=1 b=1 c=1

Third-order distortion products arise in relationship to the set of frequencies

{fa + fb + f V a, b, c E [1, N]}. The different ways that the frequencies can be com

bined produce different forms of interference. This point is best illustrated by rearranging the

summations in Eq. (1.4) to group together the terms where the indices are the same. After

some straightforward but cumbersome algebraic manipulation, Eq. (1.4) can be rewritten as

v3(t) = (t) COS (2K fat) + s(t)S(t) COS (2Kfat)
a=1 a=1 &1

ba

+ s(t) COS [2K(3fa)tl + s(t)s(t) COS [2K(2fa ± fb)t]

a=1 a=1 ‘

N N

+ > > > Sa(t).Sb(t)Sc(t) cos [2t(fa + fb + f)t] . (1.5)
a=1 b1 c1

14a ca

The presence of the first term in Eq. (1.5) implies that each carrier will carry the modulation

of the cube of desired signal in addition to the desired signal. This effect is known as self-

modulation [14]. From the second term it is clear that each carrier also carries the modulation

of the other signals, resulting in an effect known as cross-modulation. Visually, this results
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in other signals appearing in the background of the desired one. The remaining three terms

generate products that are spread throughout the frequency spectrum. They are significant

because there are so many of them. In fact, there are N third-order harmonics, 2N(N — 1)

beats of the form 2fa + fb, and N(N — l)(N — 2) distinct beats of the form fa + fb + f.

For a typical fully loaded 35 channel cable system, a total of 28,595 third-order (or thple)

beats occur. Since NTSC systems use a large carrier amplitude modulation (LC-AM) system

[16], the carriers are the dominant part of the transmitted signals. As such, each of the

intermodulation products discussed above can be considered to be a single sinusoidal tone

[9, 11],

In summary, only these two types of interference are considered in this thesis. Because

of the random nature and relatively white spectrum associated with thennal noise, it can

accurately be modelled as an additive white Gaussian random process. For the purposes of

this thesis, only a single intermodulation product is assumed. It is modelled as a single tone

that is characterized by its magnitude, its bandpass frequency, fj, and its phase, j. It is

assumed that none of these parameters vary with time, in that they each maintain a constant

albeit completely unknown value. As such, this distortion is not random, but deterministic,

and mathematically it can be represented as

z(t) Kjcos(2irft + qj), (1.6)

with 0 < I < cc, fcD > 0, and 0 qj < 2ir. This model provides a good base from

which analysis of the effect of the distortion can begin. Further investigation can be carried

out on a more elaborate model, such as multiple tones and nonstationary tones for example,

although this will not be reported in this thesis.
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1.2 A Brief Review of High Definition Television (HDTV)

In North America, colour television signals are transmitted using a system recommended

by the National Television Systems Committee (NTSC) of the American Federal Communi

cations Commission (FCC) in 1953 [16]. Although the NTSC system was very innovative

at that time, it possesses some limitations. It does not provide enough spatial resolution for

adequate display on the large screens that are presently available, and it displays images too

narrow for the wide aspect ratio of many motion pictures. Another drawback of current tele

vision standards is that there is no single worldwide standard. In fact, according to the CCIR

(Comité Consultatif International Radio), an international body which attempts to coordinate

broadcasting standards, there are eleven different television standards in common use [8]. In

the “global village” of the 1990’s, this barrier to international communication is unacceptable.

In 1987, the FCC decided to consider the development of a new standard for terrestrial

television broadcasting. It established the FCC Advisory Committee on Advanced Television

Service to investigate issues regarding the new standard [1]. Referred to as advanced television

(ATV), or high definition television (HDTV), this standard was expected to incorporate greater

spatial resolution and a wider aspect ratio. Furthermore, it was hoped that it could be accepted

internationally [2]. The Advisory Committee began studying twenty-three proposed systems

in its quest for a practical HDTV standard. Some proposals were deemed infeasible and other

were discounted as they possessed serious disadvantages. In 1990 it was decided that only

five warranted further investigation. It is interesting to note that at the time of this decision,

only one of these five proposals was all-digital.

Beginning in 1991, the Advisory Committee supervised a number of tests of the remain

ing systems to determine their relative merits [3]. The Advanced Television Test Centre

(ATTC) performed laboratory and field testing of the systems from a terrestrial broadcasting

7



perspective. At Cable Television Laboratories, Inc. (CableLabs), similar cable television re

lated testing was performed. The Advanced Television Evaluation Laboratory (ATEL) was

established in Ottawa to provide subjective evaluation of the image quality of the proposals

[3]. In February 1993, the Advisory Committed published its ATV system recommendations

[3], Although no standard was in sight, significant decisions had been made. Perhaps the

most import decisions were that HDTV signals will be allocated channels no wider that the 6

MHz ones used by NTSC-compatible broadcasters, and digital compression and modulation

schemes will be employed exclusively. Four of the five proposals were modified to incorpo

rate a digital design, and the fifth dropped out of consideration. The proponents of all-digital

HDTV transmission are currently implementing modifications to their systems to rectify some

of the minor problems identified during the testing procedure. The remaining systems cur

rently being considered for HDTV transmission are: 1) the DigiCipher system proposed by

the American Television Alliance (ATVA), a collaboration of General Instrument Corp. and

Massachusetts Institute of Technology; 2) the Digital Spectrum-Compatible HDTV (DSC

HDTV) system proposed by Zenith Electronics Corp. and AT&T Bell Laboratories; 3) the

Advanced Digital Television (ADTV) system proposed by the Advanced Television Research

Consortium (ATRC), consisting of Thomson Consumer Electronics, Inc., Phillips Consumer

Electronics Co., NBC, and the David Sarnoff Research Centre; and 4) the ATVA-Progressive

System proposed by the American Television Alliance. All these systems are all-digital, and

in general it appears that they have more similarities than differences. Although a detailed

description of each of the systems is beyond the scope of this thesis, their main similarities

will be described in Chapter 2.

To conclude this very brief review of HDTV, it is worth mentioning that research into

all-digital HDTV transmission has resulted in some major technological breakthroughs. For

example, advanced image compression algorithms have successfully been developed, allowing

8



the enormous quantity of information associated with the high resolution, wide aspect ratio

HDTV signals to be reduced sufficiently to allow transmission in 6 MHz channels [3]. Due

to this success, other applications of digital television are being considered. Telephone

companies are very much interested in using the new image compression technology to provide

high quality video telephone communication. Also, cable television networks plan to apply

digital compression to NTSC signals to reduce bandwidth, greatly increasing the number of

channels available to cable TV subscribers. Since the cable industry will be transmitting

both HDTV and compressed digital NTS C signals, it will certainly be a major user of digital

television technology.

1.3 Tone Cancellation Techniques

As will be shown in Section 2.6 of this thesis, a single tone of sufficient magnitude can

impede the ability of CATV networks to distribute all-digital HDTV signals, to the point

where video transmission almost completely fails. To maintain acceptable image quality,

some means of removing the tone is required. The issue of removing sinusoidal interference

is a classical communication problem. A wide variety of solutions have been proposed, each

possessing their own advantages and limitations. In general, these solutions fall into three

broad categories: I) fixed notch filters, iii) transform domain processing, and iii) adaptive

noise cancellation.

Early attempts at tone removal employed fixed notch filters. If the frequency of the

tone is known, these filters perform adequately. However, practical implementations of

these filters have nulls with non-zero bandwidth, leading to some distortion of the desired

signal. Furthermore, since the frequency of the tone must be known a priori, these filters are

unacceptable for removing tones arising from CTB.
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Transform domain processing techniques employ discrete Fourier transforms (DFTs) to

convert the signal to the transform domain, where the signal is processed. One technique uses

conditional median filtering to reduce the power of the tone without significantly altering the

DFT coefficients of the desired signal [171. Another applies a set of non-uniform weights to

the coefficients in an attempt to maximize the signal-to-noise ratio [18]. After processing,

the signal is transformed back to the time domain with an inverse DFT. In general, these

techniques work well only for sufficiently strong tones.

The most robust and popular techniques for removing tone interference involve the use

of adaptive noise cancellation, as described by Widrow et at. [19]. Fig. 2 shows a typical

adaptive noise canceller. The adaptive filter processes the delayed input to produce an estimate

of the interfering tone. This estimate is subtracted from the primary input to effectively cancel

the tone. As shown in Fig. 3, the adaptive filter is implemented with a tapped delay line.

The adaptive algorithm heuristically adjusts the weights in an effort to minimize the mean

square error between the actual tone and the filter output. Numerous different techniques

for determining the weights have been proposed (see, for example, [19—21]), all providing

different trade-offs between simplicity and accuracy. In general, adaptive noise cancellation

techniques are the most versatile and efficient methods for removing tones, even when the

tone is relatively weak. Furthermore, no a priori knowledge of the tone is required.

Figure 2, Adaptive Noise Canceller.

Corrected
SignalSignal

Input
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+ + Filter
Output

Error

Figure 3. Adaptive Filter,

1.4 Research Contributions of Thesis

In this thesis, a novel technique for removing a completely unknown tone which is

interfering with a digital QAM signal is proposed, analysed and evaluated in an AWGN

environment. The optimal weights for the linear minimum mean-square error (MMSE)

filter for cancelling the tone interference are determined, under the condition that the tone’s

frequency and power are known to the canceller. Novel methods for estimating the frequency

and power of the tone are developed, which are based on the finite-length discrete Fourier

transform (FFT). Using these estimates in place of the actual frequency and power yields

a suboptimal filter that performs practically identically to the optimal one under normal

distortion conditions. In addition, a decision feedback mechanism is employed to further

improve the performance of the tone interference canceller by reducing the effect the data

signal has on the cancellation process. Through a combination of analytical and computer

simulated performance evaluation it is found that for all practical purposes the proposed

decision feedback tone canceller removes the tone interference completely.

Input
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1.5 Organization of Thesis

Including this introductory chapter, this thesis consists of five chapters and four appen

dices, and is organized as follows.

Chapter 2 contains an overview of all-digital HDTV transmission, with analysis of errors

arising from AWGN and tone interference, In Section 2.2 the HDTV compression algorithms

are described in general terms, and the implications of transmission errors on the decoding

process are discussed. Section 2.3 contains a descriptions of the error protection that is

provided in the form of channel coding. Quadrature amplitude modulation (QAM) is discussed

in Section 2.4, with emphasis on the symbol encoder, transmit filter, and carrier modulation.

Mathematical models for the AWGN and tone interference are given in Section 2.5. In Section

2.6 the demodulation process is described and the propagation of distortion from the channel

through the demodulator and receive filter to the symbol detector is analysed. The effect of

the distortion on the probability of transmission error is studied.

In Chapter 3 a novel tone interference canceller is proposed. A method of estimating

tone interference is present in Section 3.2 that is based on the linear minimum mean-square

error (MMSE) family of estimators. In Section 3.3 a method for estimating the frequency

and power of the tone as well as the Gaussian noise power is presented. These quantities are

required by the proposed tone interference canceller. Section 3.4 contains a detailed summary

of the canceller, including block diagrams of potential implementations.

The results of extensive testing of the proposed canceller by means of computer simu

lation is presented in Chapter 4. Performance is analysed over a wide range of distortion

conditions and compared with theoretical bounds. Different implementations are compared

and contrasted to provide an understanding of the relevance of certain design parameters.

Chapter 5 summarizes the contributions of this thesis and suggests future research topics
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that could be carried out to extend the effective performance of the proposed tone interference

canceller.

Appendix A provides a proof that the filer weights for linear MMSE tone interference

cancellation are optimal. Appendices B and C contain derivations of the means and variances

of some of the other estimators used in Chapter 3 of this thesis. Finally, Appendix D provides

listings of all the computer source code written for the research of this thesis.
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Chapter Two

System Model Description
and Analysis

2,1 Introduction

This chapter contains an overview of the components employed in all-digital HDTV

transmission. Since the FCC has yet to approve a standard for HDTV transmission, a generic

model is presented here. Although this model differs slightly from the proposals, it embodies

all their primary ideas. To illustrate some specific points, emphasis will be given to the

DigiCipher system, which was the first all-digital HDTV proposal. A simplified model for

an all-digital HDTV transmission system that is satisfactory for the purpose of this thesis is

presented in Fig. 4.

The four data sources supply digital data to be transmitted, and their formats differ slightly

among the proposed systems, For the DigiCipher system, the digital video data is used to

transmit frames consisting of 960 lines with 1408 pixels per line at a frame rate of 29.97 Hz
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Figure 4. All-digital HDTV Transmission System [4].

[3]. It is derived from sampling an analogue composite red-green-blue (RGB) signal which

has 1050 lines per frame scanned in a 2:1 interleaved format. The two fields per frame

are scanned with a field rate of 59.94 Hz, and have 16:9 width-to-height aspect ratio. The

DigiCipher digital audio signal is produced from four separate audio channels sampled at 48

kHz with 16—bit precision in the A/D conversion. The ancillary/control data is reserved for

purposes such as the transmission of TeleText and subscriber access control [3]. Additional

data may also be included for the purpose of system synchronization. To allow all this data
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to be transmitted over a single channel band-limited to 6 MHz, source coding is used to

implement compression schemes in the source encoder, with corresponding decompression in

the source decoder. Channel coding is used to protect the compressed data from any errors

that may arise during transmission. Also, bandwidth efficient modulation schemes are used

to represent the digital data in a format suitable for transmission over the communication

channel, A HDTV receiver reverses the transmission process by demodulating the received

signal, correcting transmission errors, and decompressing the digital signals. It is expected

that any transmission errors will be controlled successfully, allowing the reception of high

quality video and audio, free from serious impairments.

To study the performance of HDTV transmission, the processes of source coding, channel

coding, and modulation are discussed in this chapter. As this covers an extremely large field,

only a very short description is presented. The organization of this chapter is as follows: in

Section 2.2 an overview of the source coding process employed in compressing HDTV signals

is presented; in Section 2.3 the techniques used for channel coding to protect the transmitted

HDTV signal from errors are discussed; in Section 2.4 a bandwidth efficient modulation

scheme is presented that allows the HDTV signal to be transmitted over the coaxial cable TV

network; in Section 2.5 the modelling of the coaxial cable TV channel is discussed in detail,

with a description of the distortion it introduces; in Section 2.6 the demodulation process is

discussed, and the propagation of distortion arising in the communication channel through

the demodulator is studied.

2.2 Source Coding

The purpose of the source encoders is to reduce the number of bits required to represent

the video and audio signals. This compression must be carried Out in a manner that allows
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the source decoder to recreate reliable replicas of the original signals. This is accomplished

by two means: noiseless compression, which removes redundant information that can be

reproduced exactly by the decoder, and noisy compression, which removes information that

has little visible impact on the human eye or audible impact on the human ear. Because of

the different natures of video and audio signals, different source coding procedures are used.

A typical video source encoder is shown in Fig. 5, Both temporal and spatial compression

are applied to provide superior compression rates. The individual components of the source

encoder must be considered separately to gain an understanding of the coding process.

The digital RGB video signal is first converted into its luminance and chrominance

components (the YUV signal space). Since the human eye is less sensitive to fine detail in

chrominance than in luminance [22], the chrominance signals are subsampled horizontally by

a factor of four, and alternate lines are discarded [5]. This is one source of image degradation

introduced in the compression process.

Figure 5. Typical Digital Video Source Encoder [4].
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Temporal compression is achieved through motion compensated predictive coding. By

analysing the relative displacement of small segments of the image between the current frame

and the previous frame, the motion estimator produces a set of motion vectors. The motion

compensated predictor applies the motion vectors to the previous frame to produce a prediction

of the current frame. Since it is expected that the predicted frame will closely resemble the

current frame, the difference of these two images typically contains less information that the

actual frame. The motion estimation is based only on the luminance component, and the

same motion vectors are applied to the chrominance components.

Spatial compression is applied to the difference frame to further reduce the amount of

information to transmit. The difference frame is divided into blocks containing 8x8 pixels

each. A two-dimensional discrete cosine transform (DCT) is applied to each block, providing

spatial frequency representations of the blocks. The adaptive quantizer converts the DCT

coefficients into binary data. Since the human eye is less sensitive to intensity variations

at high spatial frequencies [22], fewer bits are required to represent these coefficients than

the low frequency ones. The quantization process is the second source of image degradation

introduced from compression. To achieve additional compression, redundancy is removed

from the quantized DCT coefficients by run-length and Huffman entropy coding.

Since the compression algorithms produce data at a variable rate depending on the amount

of redundancy in the video signal, a buffer is used to store the data and emit it at a constant

rate. If the buffer fills to near capacity, the adaptive quantizer is signalled to allocate fewer bits

to the DCT coefficients. This increases the compression rate at the expense of image quality.

As the amount of data in the buffer decreases, the quantizer can return to allocating more bits.

Fig. 6 shows a typical digital video source decoder. Essentially, it reverses the operation of

the decoder. The encoded coefficients are decoded to produce the quantized DCT coefficients.

These are identical to the ones produced by the adaptive quantizer in the transmitter. The
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inverse quantizer provides the inverse function of the adaptive quantizer. Quantization

rounding errors cause a slight difference between the output of the inverse quantizer in the

receiver and the input of the adaptive quantizer in the transmitter. The inverse transform

converts the rounded DCT coefficients back into the spatial domain, creating the update

information. This information is the same as the transmitter’s difference frame, expect for the

effects of quantization rounding errors. The received motion vectors are applied to the stored

previous frame, producing the predicted frame. The update information is added, resulting

in the received current frame, which differs from the transmitted frame only in quantization

error, Finally, the frame is converted to the RGB domain for display on the receiver’s screen.

Encoded j Entropy Inverse I Inverse UPDATE CURRENT Digital
Coefficients J Decoder Quantizer Transform INFORMATION -) FRAME Video

+ RGB

PREDICTED
FRAME

I MotionMotion I Frame
i CompensatedVectors

Predictor
Memory

Figure 6. Typical Digital Video Source Decoder [41.

To prevent the propagation of quantization error from frame to frame, some extra work

must be done by the transmitter. Since the previous frame used by the receiver differs from

the true previous frame, any quantization errors it contains will be carried into the current

frame as well. To prevent this problem, the encoder does not use the true previous frame

for motion estimation, but produces its own copy of the update information that the receiver

will use by applying inverse quantization and an inverse transform. This is added to the

encoder’s predicted frame and stored for use as the previous frame for the basis of the next

frame transmitted. As a result, the transmitted motion vectors define a mapping from the

receiver’s previous frame to the current frame, and interframe quantization error propagation

no longer occurs.
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Although compression errors do not propagate from frame to frame, the loss of information

associated with the chrominance sub-sampling and adaptive quantization does imply that

the receiver is unable to exactly reproduce the original video signal. Nonetheless, these

impairments should not significantly affect the image quality since they primarily affect

information imperceptible to normal human eyesight [22]. Image distortion is greatest

when there is little intraframe and interframe redundancy in the video signal, since coarser

quantization must be employed to compensate for the additional information. This usually

occurs immediately following a scene change, and during scenes involving rapid motion.

Although compression errors slightly distort the video signal, transmission errors can

be much more serious. However, the source coding process also involves some inherent

protection against these errors. Because of the compression algorithms employed, a single bit

error can affect the video signal in a variety of ways. An error in the encoded coefficients

will affect the amplitude of only one DCT coefficient. This would cause a slight alteration

of the all the amplitudes in one 8x8 pixel block. This effect will be more noticeable if

a low frequency DCT coefficient is in error [7]. Although having distortion in one block

may not be too severe, this distortion also propagates to succeeding frames. A much more

serious problem occurs when the error causes the entropy decoder to lose synchronization,

causing all the coefficients in the remainder of the block to be scrambled. Furthermore, this

loss of synchronization may be carried into subsequent blocks, destroying a large area of the

image. To help maintain synchronization, end-of-block markers are inserted into the encoded

coefficients. Errors in the motion vectors also have a serious effect on the received image.

Not only do objects in the image appear distorted, they also appear in the wrong position.

This distortion also propagates to succeeding frames.

To limit the effects of error propagation, frames without motion compensation are

periodically transmitted. These frames are referred to as intra-frames, or I-frames. Although

20



the use of I-frames results in a significant reduction the image compression rate, it prevents

errors from propagating indefinitely. The source coder also employs some error concealment

techniques to reduce the visual impact transmission errors may incur.

The source coding process described in this section is only a simplification of the actual

process. A number of details, such as channel acquisition, have been omitted for the sake

of brevity. Source coding is also applied to the audio signals. Although the proposals use

different compression systems, they are all capable of compressing the audio data to about

0.5 Mbitls [3]. The audio data is multiplexed with the video data along with ancillary and

synchronization data to produce a single binary data stream.

Although the video compression rates vary slightly between the proposals, they all allow

for an enormous reduction in the amount of data that needs to be transmitted. For example,

the DigiCipher system compresses the 121 million samples per second of its analog RGB

signal into a 12.59 Mbitjs binary data signal [5]. Usually there is a trade-off between image

quality and image compression. Although some care has been taken to minimize the impact

of transmission errors on image quality, the compressed data remains quite sensitive to errors.

A single bit can have a substantial impact on image quality for a noticeably long duration.

To provide additional protection against errors occurring in the channel, channel coding is

applied.

2.3 Channel Coding

To protect the compressed binary data stream from transmission errors, a HDTV sys

tem must use channel coding. Proposed techniques include error detection, forward error

correction, and data interleaving [6]. A combination of some or all of these techniques are

incorporated in all the HDTV proposals, ensuring reliable data communication, Through the
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use of cyclic redundancy check codes, transmission errors can usually be detected. When an

error is detected, the source decoder is informed of the corrupt data so that error concealment

techniques can be initiated. Although most errors can be detected, the error concealment

techniques can not perfectly hide the resulting image defects, so they are used only as a last

line of defence. Most error protection comes from the use of forward error correction (FEC).

Reed-Solomon codes are used to correct most transmission errors. These block codes are

known for their superior ability to correct multiple bursts of errors [231. For example, a (127,

117) Reed-Solomon code transmits 117 seven-bit symbols in blocks containing 127 symbols,

and can correct up to five symbol errors per block, or one error burst of up to 35 bits per

889 bit block [7]. Additional protection against error bursts is achieved in some proposals

with data interleaving.

Clearly, channel coding is capable of providing very adequate protection of the com

pressed digital data. Occasional random errors and even short error bursts are controlled

successfully, causing absolutely no degradation of image quality. Errors that occur more fre

quently may defeat the error correction, but their impact is minimized by error concealment,

As the error frequency increases, however, all proposals exhibit rapid degradation from the

point where errors are noticeable but tolerable, to the point of unusability, where the image

is far too severely impaired to be viewed [31.

To study the likelihood of transmission errors, the modulation and demodulation of the

data signal must be analysed, including the effect of the channel distortion.

2.4 Modulation

To transmit HDTV signals over a coaxial cable television network, a modulation scheme

must be employed. Modulation allows many different TV signals to be transmitted simul
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taneously over a single cable. The two modulation schemes being considered for FIDTV

are quadrature amplitude modulation (QAM), and vestigial sideband modulation (VSB). Only

QAM is considered in this thesis, and results will be different if a different modulation scheme

is used. A block diagram of a typical QAM transmitter is shown in Fig, 7. A symbol en

coder combines bits from the data source (the output of the channel encoder) into multi-bit

symbols. By transmitting several bits at once in a symbol, a higher data transmission rate

can be attained. The digital symbol stream is passed through a pulse shaping transmit filter

which limits the bandwidth of the transmitted signal. The filtered signal is then used to mod

ulate the amplitude of a carrier wave. A more detailed description of the QAM transmission

process follows.

Binary
Data Channel

Source

Real-valued signal
Complex-valued signal

Figure 7. Typical QAM Transmitter [24].

2.4.1 Symbol Encoder

To increase the data transmission rate without increasing the required bandwidth, a symbol

encoder combines groups of binary digits from the channel encoder into multi-amplitude,

complex-valued symbols. During each symbol interval, an M-QAM symbol encoder collects

log2 M bits from the data source, and based on the value of the bits, selects one of M possible

symbols from a finite set of allowable symbols known as the signal constellation, which shall

be denoted by S. The points in the signal constellation describe the in-phase and quadrature

phase amplitudes to be transmitted for each symbol. These amplitudes take on values from

the alphabet {+A,+3A,. . .,+(J_ 1)A}.
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For all the examples presented in this thesis, a 16—QAM system is assumed. This system

groups bits into 4—bit symbols for transmission. The FCC standard for HDTV may require

the use of a higher order modulation scheme, such as 32—QAM or 64—QAM, The theoretical

analysis in this thesis can readily be extended to these higher order schemes. The symbol

constellation for a 16—QAM scheme is depicted in Fig. 8. For example, the group of bits

1001 is mapped to the symbol S9 = (—3A, A) = —3A + jA.

Q
S S S1O 3A- 2 , 3

,So .Si

I I I I

-3A A 3A

S;3 -A

-3A
- 57

Figure 8. 16—QAM Signal Constellation.

The selected symbols are emitted at a rate of 1/T3 symbols per second, where T3

is the duration of the symbol interval. The resulting symbol stream will be denoted by

{Ia 11a e S, — <a < oo}, where Ia is the symbol emitted at time t = aT8. To develop

a theoretical analysis of the performance of the transmission system it is convenient to

model the transmitted symbol stream by a discrete random process. Under this model, each

transmitted symbol is randomly selected from S, with each point in $ being selected with

equal probability. In addition, it is assumed that each symbol is selected independently of the
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others in the stream. As a result, the mean (denoted by E[.}) of the random process is

E[Ia] = 0 , (2.1)

and the autocorrelation is

I2ff bE[IIb] = oS(b — a) =
i a —. (2.2)

0 otherwise

where * denotes complex conjugate, 6(.) is the Kronecker delta function, and u is the average

energy per symbol. For 16—QAM, this is a = bA2.

2.4.2 Transmit Filter

Filters are used in the transmitter and receiver to limit the bandwidth of the transmitted

signal and minimize the effect of noise introduced in the communication channel. In addition

to serving these two purposes, the filters are customarily designed so that they introduce

no intersymbol interference (1ST) [24]. Let HT(f) and hT(t) denote the frequency and

impulse response of the transmit filter, and let HR(f) and hR(t) denote the frequency and

impulse response of the receive filter. The combined frequency response of the two filters is

H(f) = HT(f)HR(f), and the combined impulse response is h(t) = hT(t) hR(t), where

® denotes the convolution operation.

To maintain compatibility with existing television spectral usage, it is necessary to limit

the bandwidth required to transmit HDTV signals to 6 MHz. This is achieved by requiring

that HT(f) 0 for all If 3 MHz. To maximize the received signal-to-noise ratio, the

receive filter must be matched to the transmit filter [24], so that H(f) = HT(f). To prevent

the introduction of ISI, it is necessary that the combined impulse response has the property

h(cT8) = 0 for all integers c 0.

One filter meeting these three requirements is the root-raised cosine filter, Because of

its simplicity of implementation, it is commonly used in communication systems. This filter
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has a frequency response of

HT(f)= vcos[If—(l—a)], f< , (2.3)

10, If
where a is referred to as the rolloff factor and denotes the excess bandwidth used as compared

to the minimum Nyquist bandwidth which is given by a = 0. A plot of the frequency response

for various values of a is shown in Fig. 9. When a 0.2, the symbol rate must be chosen

so that T5 > 0.2 x 10—6 seconds to limit the bandwidth to 6 MHz, The impulse response of

the root-raised cosine filter can be derived as1

1’) 1+cos L7t-?Tr-
1 I\ ‘S

(ITLL) =

4a

Note that this filter is non-causal, so in practical hardware implementations a truncated version

of the impulse response must be used, A truncated version was also used in the software

simulations that were executed to produce the results in Chapter 4.

///‘ ‘\ \
—-=0,2
—- c1=0,6

•1”
,Ij
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Figure 9. Frequency Response of Root-Raised Cosine Filter,

1 This follows from the straightforward but tedious inverse Fourier transform of Eq. (2.3). This result is not
usually included in textbooks.
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The corresponding receive filter is identical to the transmit filter, and the combined

impulse response is

irt rtcsin cos
7In ‘SU&)

— 71-t 4a2t2
7 ---Tr

Note that for any integer, c,

sin7rc cosrca
h(cT8) =

irc 1 — 4cv2c2

= S(c) { if = 0 (2.6)
0 otherwise

so no ISI is caused by the filters.

In this thesis it is assumed that ideal root-raised cosine filters are used in the transmitter

and receiver. Furthermore, it is assumed that the rolloff factor is strictly less that one. For

all examples, a rolloff factor of a = 0.2 is used to limit the bandwidth to 6 MHz,

The output of the transmit filter, v(t), can be expressed in the time domain as

v(t) = IaliT(t — aT5). (2.7)
a= — co

For theoretical analysis, it is useful to model v(t) as a random process. It has a mean of

E[vj(t)] = E[Ia]h(t — aT5) = 0, (2.8)
a=—oo

and an autocorrelation function given by

cv(t;r) E[4(t)v(t+T)]

00 00

= E[I’Ib]h(t — aT5)hT(t + r — bT5) . (2.9)
a=—oo b=—oo
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Substituting Eq. (2.2) for E[11b] yields

00 00

qv(t; T) = — a)h(t
— aT)hT(t + r

— bT)
b=—oo

=
— aT8)hT(t + r — aT5). (2.10)

a = —00

Since this is a function of t as well as r, and q,(t + T3; T) = c(t; T), v(t) is a cyclosta

tionary random process, with a period of T5.

2.4.3 Modulation

The purpose of modulation is to shift the spectrum of the data signal from the baseband

into a higher frequency range. In a QAM system, the data signal modulates the amplitude

of a carrier wave. More specifically, the real component of the data signal is used to

modulate an in-phase carrier, while the imaginary component modulates a quadrature carrier.

Mathematically, the modulated signal can be expressed as

v(t) = Re[vj(/eJ2t]
, (2.11)

where Re[.] denotes the real part of [.] and f is the carrier frequency. Note that the average

transmitted signal power is

= . (2.12)

The resulting signal can be multiplexed with other TV signals that modulate carriers at

different frequencies, allowing several different TV signals to be transmitted simultaneously

over a single cable.

2.5 Communication Channel

As the modulated signal passes through the cable television network, distortion is intro

duced. As mentioned earlier, only two types of distortion are considered in this thesis, It
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is assumed that the transmitted signal passes through the channel unaffected except for the

addition of noise and a single interfering tone. To gain a theoretical understanding of the

impact these distortions have, it is necessary to employ mathematical models describing them.

The white noise, denoted by n(t), is modelled as a Gaussian random process that has

a mean of zero and a flat double-sided noise spectral density of No/2. This implies that its

autocorrelation function is

E[n(L)n(L + r)] = (2.13)

where 6(.) is the Dirac delta. Throughout this thesis this type of distortion is referred to

as additive white Gaussian noise (AWGN), or merely as noise. It is useful to describe the

strength of the noise in terms of the signal-to-noise ratio (SNR). For a M-QAM system with

log2 M bits per symbol, the SNR per bit is defined as

SNR . (2.14)
N0 log2 M

As discussed in the introduction, a single additive sinusoidal tone interferer is charac

terized by its magnitude, I, its bandpass frequency, fj, and its phase, q!j. It is assumed

that none of these parameters vary with time, in that they each maintain a constant albeit

unknown value. This distortion is not random, but deterministic. Mathematically, the value

of the tone at any time is given by

z(t) Kcos(27rft + i) , (2.15)

where 0 < I( < , fc > 0, and 0 çtj < 2K. The average power of this tone is

= A practical measure of the tone’s strength is the signal-to-interference ratio

(SIR) per bit, which is defined as

SIR
1 —

____

1 — 2o
(2 16

—

P log2M
— iç log2M —T8Klog2M
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When the transmitted signal, v(t), passes through the cable television network, the two

types of distortion are added to it. The signal observed at the received, r(t), is the sum of

the three independent signals, so

r(t) = v(t) + n(t) + z(t), (2.17)

From r(t), the QAM receiver must reproduce the transmitted symbol sequence.

2.6 Demodulation

A block diagram of a typical QAM receiver is shown in Fig. 10. It is composed of

three main units: a demodulator, a filter, and a symbol detector. The demodulator converts

the received bandpass signal into a baseband one, the filter removes out-of-band noise and

further filters the signal, and the symbol detector attempts to determine the transmitted symbol

sequence from samples of the filtered signal.

Channel

Real-valued signal

Figure 10. Typical QAM Receiver [24].

2.6.1 Demodulation

The demodulation process shifts the frequency spectrum of the received signal from

around the carrier frequency into the baseband. Mathematically, this is accomplished by the

operation

r0(t) r(t) . (2.18)

Complex-valued signal
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where r(t) is the received bandpass signal and r0(t) is the resulting baseband signal. The

carrier frequency is f, and, as signal synchronization is beyond the scope of this thesis, it is

assumed that f is known at the receiver2.This is a requirement for a coherent demodulator.

Since the demodulation operation is linear and the received signal consists of three

independent components (the data signal, the noise, and the tone), the demodulated signal

also has three independent components. By defining

v0(t) v(t) . ,,./e_i27rfct , (2,19)

n0(t) n(t) ‘ ‘,/e_j27rf , (2.20)

and

z0(t) z(t) . (2.21)

the demodulated signal can be expressed as

r0(t) r(t) .

= [v(t) + n(t) + z(t)]

= v0(t) + n0(t) +z0(t), (2.22)

where Eq. (2.17) has been used to substitute for r(t). Further analysis of the demodulated

components is useful.

Eq. (2.19), the expression for the demodulated data signal component, can be simplified

by substituting Eq. (2.11) for v(t), yielding

v0(t) v(t) .

= /Re [vj(t)/ei2fct]

= v(t) + vW)e_J4t. (2.23)

2 There are several suitable methods available for achieving synchronization for the AWGN channel. See,
for example, [24, 25].
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The effect of demodulation on the noise component of the received signal is best analysed

in terms of the mean and the autocorrelation function ofn0(t). The mean is given by

E[n0(t)] = E[n(t)] vej2t = , (2.24)

since n(t) is a zero-mean random process, and the autocorrelation function is

qn0(r) = E[n(t)n0(t+ r)]

= E [n(t)ei2 n(t + r)e_22(T)]

= 2E[n(t)n(t + r)]e_32T

= 2q5(r)e_32T, (2.25)

Substitution Eq. (2.13) for q(r) yields

7n0(T) = 2(r)e12T

= N08(r) . (2.26)

Since n0(t) is merely a scalar multiple of n(t), it is also a Gaussian random process [261.

By substitution Eq. (2.15) for z(t), the demodulated tone component can be expressed as

z0(t) z(t)

= ‘./i(j cos (2irfjt +

= 4KC + e_i(2it)]

= 4K + 4K

= 4 + 4Kej2(2 c+fi)t (2,27)

where f fj — f is the relative frequency of the tone in relationship to the carrier.
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2.6.2 Receive Filter

After the received signal has been demodulated, it is passed through the receive filter,

which has an impulse response of hR(t). The purpose of this filter is to remove signals falling

outside the bandwidth of the transmitted signal, to remove the high frequency components

of v0(t) and z0(t), and to reduce the power of the noise signal, without introducing 1ST. The

output of the filter is defined as

r(t) r0(t) hR(1)

= [v0(t) + n0(t) +z0(t)] hR(t)

= v0(t) ® hR(t) + n0(t) € hR(t) + z0(t) ®

= v(t) + n(t) + z(t) (2.28)

Clearly, the lowpass received signal consists of three components: v(t) v0(t) ® hR(t), the

filtered data signal; n(t) n0(t) hR(t), the filtered noise signal; and z(t) z0(t) * hR(t),

the filtered tone. Analysis of these three signal components is straightforward.

The filtered data signal can be expressed in terms of the transmitted symbol sequence by

substituting Eq. (2.23) for v0(t), so that

v(t) = v0(t) hR(t)

= [v(t) + v(t)e41] hR(t)

= vj(t) ® hR(t) + [v(t)e_f4t] h(t). (2.29)

Converting this to the frequency domain with the use of a Fourier transform yields

V(f) = Vj(f)HR(f) + V*(_f
— 2f)HR(f). (2.30)

where Hft(f) is the frequency response of the receive filter, and (f) is given by

= 1: vj(t)e32tdt
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00

= f —aT3)e2tdt
—00 a=—Oo

00 00

= Ia fa=—oo

= IaHT(f)e’2 (231)
—00

Since one of the requirements of the transmit filter is that it is band limited, HT(f) 0

for f l/T3 (given a < 1). Therefore V(f) 0 for f > l/T8. Furthermore, since the

receive filter is matched to the transmit filter, HR(f) is also equal to zero for f lIT8.

Since 2f >> 1/T8, the range off for which V*(_f
— f) is non-zero does not coincide with

the range of f for which HR(f) is non-zero. As a result, the second term in Eq. (2.30) can

be discarded, leaving

V(f) = V(f)Hft(f)

= 1a11T(f)HR(f)e2. (2.32)
a =— 00

By substituting H(f) = HT(f)HR(f) as the combined frequency response of the two filters,

this becomes

V(f)
=

IaH(f)e2, (2.33)

and the inverse Fourier transform is

v(t)
=

V(f)e2dt

00 00

= laf H(f)e32tTdf

a=—oo

=

Iah(t — aT3), (2.34)

where h(t) is the combined impulse response of the two filters.
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Since the demodulated noise signal is Gaussian and the operation of the receiver filter is

linear, the filtered noise signal is also Gaussian. Its mean is

E[n(t)j = E[ri0(t)] h(t)

= 0 , (2.35)

and its autocorrelation function is

N(T) E[n*(t)n(t + r)]

= E[{n(t) ® h(t)} {n0(t + r) hR( + r)}]

00 00

= E [f n(a)h(t-)d. f n0()h(t + r_)d]

100 100

= / / E[n(a)n0(/9)]h(t—a)hR(t+T—I3)d/3da
J—oo J—oo

r°° 100
= I I qj3 — )h(t—cY)hR(t + r—/3)d/3dc. (2.36)

J—oo J—cx

Substituting Eq. (2.26) for 40(r) yields

p00 p00

c/.N(T)
= J J No8tB — a)h(t—a)hR(t + r—/3)dda

-00 -00

= N0 f h(t—a)hR(t + r—a)d

= N0 f h(-)hR(r-)d

= N0

= Noh(r) . (2.37)

In summary, n(t) is a complex-valued Gaussian random process, with a mean of zero and

an autocorrelation of Noh(r).

The final term to analyse is for the filtered tone interference, By following a procedure

similar to the one used in the analysis of the data signal, a simple expression for z(t) can
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be found. Clearly, from Eq. (2.27),

z(t) z0(t) ® hR(t)

= [Kcie32e + 4Kcje_322fc+fie_] h(t). (2.38)

Its Fourier transform is

Z(f) = [#Kci6U_fi)e + 4KciS(f+2fc+fi)e] HR(f)

= 4KcjHR(fj)S(f—fj)e3 + (2.39)

Note that

(240)

Because fj is defined to be positive, f + fj >> l/T3, so HR(—2f
— f) = 0 since the

receive filter is band limited. As a result, the second term in Eq. (2.39) is equal to zero. The

inverse Fourier transform yields

z(t)
= f 4KHR(f)s(f —

= KcjHR(fj)e32uie3. (2.41)

It is convenient to define K = 4KjHR(fj) as the magnitude of the filtered tone, so that

z(t) = . (2.42)

The signal-to-interference ratio, expressed in terms of K, is (from Eq. 2.16)

2a2
SIR=

T8Klog2 M

2o

—T32K/H(f) log2 M

— aH(f)
(243)

— KT8log2M
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Eq. (2.42) is the mathematical model that shall be used to represent the tone interference

throughout the remainder of this thesis. When the tone signal falls within the bandwidth of

the data signal (that is, fI < (1 + a)/2T5), it distorts the transmitted data signal, possibly

introducing errors when an attempt is made to determine the transmitted symbol sequence.

2.6.3 Signal Power Spectral Density

A useful means of describing the received signal is its power spectral density (PSD). This

can be found by considering the components of r(t) separately, and then combining the results.

For the data component, it is useful to model v(t) by a random process. It has a mean of

E[v(t)] = E[I]h(t
— aT) = 0, (2.44)

a= — oc

and an autocorrelation function given by

g5v(t; r) E[v*(t)v(t + r)]
00 00

= E[II]h(t
— aT)h(t + T — bT8). (2.45)

a—oc b—oo

Substituting Eq. (2.2) for E[11b} yields

00 00

v(t; T) = — a)h*(t
— aT5)h(t + T — bT3)

a=—oo b=—oc

=g h*(t_aTs)h(t+r_aTs)
a= —00

00 00

= f H*()e32(t)daf
a=—oo —00 —00

00 00 00

= 100 100
H*()H()e32 tej2(t+T)

aoc

e2dda

00 00 00 7

= u / / H*(a)H()e22 _)te32T —

—

J—00 J—OO S a=—oc

00

= T

a=-oo
-c

H* (a)H(cr + j27rj2r(a+*)rd
. (2.46)
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Since this function is periodic with respect to t, v(t) is a cyclostationary random process, with

a period of T3. To remove the time dependence, it is convenient to compute the time-average

autocorrelation function by integrating over a single period. Thus

T
— Isl

j T
cv(1; r)dt

= 00
t: H*(a)H( + ej2dtej2+)TdQ

aoo

H*(a)H( + siflaj2+)Td

100 00

aoo /00

H*(a)H +

= 1-00 H*(a)H()e32Td. (2.47)

The average power spectral density of the data component can be found by taking the Fourier

transform of v(r). Therefore,

v(f) 1TiT
00 00= f H*()H(a) f= uf H*()H(a)S(

- f)da
1S —00= H(f)2. (2.48)

The PSD of the noise component, determined directly from the autocorrelation function

given by Eq. (2.37), is

N(f) f N(r)e32Tdr

= /00

Noh(r)e_32Tdr

00 fOG= N0 / J H()eJ2Tde_32dr
J—OO —00

00 00= N0 / H() / ej2)TdTd
J—00 J—OO
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= N0 f H()S( - f)d

= NoHR(f)2. (2.49)

Since the interfering tone is deterministic and periodic, its PSD must be found from its

Fourier series representation. Clearly

z(f) = IqS(f
— ft). (2.50)

Since the tone is a deterministic signal it doesn’t have an autocorrelation function, Nonethe

less, it is useful to define the function

z(t)z(t + r)

= Kej27Tji i< (t+r)

= Iqe32iT (2.51)

Note that the Fourier transform of this functions is

= j z(r)e_32Tdr

= j Iej21Te_j2Tdr

=K8(f-f)

= Fz(f). (2.52)

Clearly g5 (r) can be used in a manner similar to the autocorrelation functions of the data

and noise signals.

Since v(t) and n(t) have zero mean and are statistically independent, the autocorrelation

function for the received signal can be expressed as

bR(t; T) E[r*(t)r(t + r)]
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E[{v*(t) + n*(t) + z*(t)} {v(t + r) + n(t + r) + z(t + r)}]

= E[v*(t)v(t + r)] + E[v*(t)]E[n(t + T)] + E[v*(t)]z(t + r)

+ E[n*(t)]E[v(t + r)j + E[n*(t)n(t + r)] + E[n*(t)]z(t + r)

+ z*(t)E[v(t + r)] + z*(t)E[n(t + r)} + z*(t)z(t + r)

= E[v*(t)v(t + r)] + E[n*(t)n(t + r)] + z*(t)z(t + T)

= cbv(t; r) + N(T) + z(T). (2.53)

Since this is periodic, the average autocorrelation must be found.

lf-
T

R(t;T)dt

= V(r) + N(T) + z(T). (2.54)

The average PSD can then be computed as

R(f) f_00R(T)e32TdT

00 00 00

= / v(r)e2TdT + / N(T)e32TdT + / z(T)e_22TdT
J—co ‘00

= v(f) + N(f) + z(f)

= + NOIHR(f)12+ KS(f -f). (2.55)

As expected, the PSD of the received signal is characterized by an impulse occurring at the

frequency of the interfering tone. This property is exploited in the next chapter, where a

method for removing the tone from the received signal is presented.

2.6.4 Symbol Detection

Once the received signal has been filtered, the symbol detector attempts to determine

the transmitted data symbols. This is accomplished with the use of samples of the received

signal. As with the carrier synchronization in Section 2.6.1, it is assumed in this thesis that
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perfect symbol synchronization is achieved, so that samples can be collected at the symbol

rate, 1 /T8, and at the precise symbol sampling instants. Let Ra denote the value of the

equivalent lowpass received signal at time t = aT5 so that

Ra r(aT3)

= v(aT3)+ z(aT5)+ n(aT3) . (2.56)

Therefore Ra is the value of sample a, and is a result of the addition of three independent

terms.

The first term, v(aT3), is due to the transmitted signal and can be evaluated with Eq.

(2.34) as

v(aT3) = Ich(aT — cT5). (2.57)
c=— Do

Since the root-raised cosine transmit and receive filters are designed to cause no intersymbol

interference (see Eq. (2.6)), h(nT5) = 6(n), As a result,

v(aT5) = IcS(a — c) = Ia (2.58)
c= — Do

the value of the symbol transmitted at t = aT5.

The second term in Eq. (2.56) is caused by the additive noise introduced in the commu

nication channel. By defining

Na n(aT5) (2.59)

and noting that

E[Na] = E[n(aTs)] = 0, (2.60)

and

E[N:Nbl = E[n*(aTs)n(bTs)] = &r(bTs — aT5)

= N06(b — a) , (2.61)
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it is possible to describe this term as a complex-valued discrete-time Gaussian random process

with a mean of zero and a variance of N0. Note that different samples are uncorrelated.

The third term in Eq. (2.56) is results from the presence of the tone interference added

in the channel, and can be expressed as

Za z(aT3)

= I<iei2Tsef
. (2.62)

This is dependent on three constant but unimown parameters, K, f, and j, which completely

describe the tone interference.

Each received sample can be expressed as Ra = ‘a + Na + Za , where ‘a is the transmitted

symbol, Na reflects distortion due to additive white Gaussian noise, and Za is the distortion

due to the interfering tone. The set of samples {Ra} is all that is available to the decision

device. From these decision variables the decision device attempts to determine the transmitted

symbol sequence, {Ia}. For each sample, the detected symbol, ‘a, is the point in the QAM

signal constellation, 8, that is closest to Ra. That is, the decision device selects L1 = S

if and only if

Si — Ral < S
— RaI (2.63)

for all S, S3 E S. This selection is the symbol most likely to have been transmitted at

t = aT3, given Ra.

If the noise and interference terms are sufficiently small, ‘a = ‘a and no detection error

occurs. On the other hand, if either of these terms is large, an incorrect decision may be made,

resulting in a detection error. The probability of a detection error depends on the separation

between adjacent symbols in the signal constellation, the magnitude of the tone interference,

and the average power of the noise samples. Since the additive noise is random, a high noise
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power implies a high likelihood that the noise term will be large for each sample, resulting

in a correspondingly high probability of detection error. This differs slightly from the effect

the tone has. A strong tone implies that the tone term is large for all samples, so its effect

on the probability of error is much more drastic.

Fig. 11 shows a state-space diagram for the received signal when a 16—QAM system is

used. Each point represents the received in-phase and quadrature values for a single sample.

A total of 8192 samples were used to generate this plot, when noise with a SNR of 35 dB

and a tone with a SIR of 35 dB corrupt the transmitted symbols. By comparing this diagram

with the signal constellation shown in Fig. 8, it is evident that the received samples tend to

fall in clusters around the symbol points in the signal constellation. Because both the noise

and tone are weak, transmission errors are unlikely to occur. When the noise is stronger,

however, the points in the state-space diagram become more dispersed. This is shown in

Fig. 12 when the SNR is 10 dB. Although the samples still occur in clusters, the clusters are

much wider, resulting in a greater likelihood of detection error. The effect of a large tone is

significantly different, as indicated in Fig. 13, when the SIR = 10 dB and the SNR = 35 dB.

Note that the samples fall in rings around the symbol points. When the noise is weak, as in

this example, it is still possible to determine the transmitted symbols with a high likelihood

of success. However, if the noise is also large, detection errors become very probable. Fig.

14 shows the state-space diagram when SNR = 10 dB and SIR = 10 dB. The samples no

longer appear in clusters or rings, but are spread throughout the state-space.

Although a convenient closed form expression for the probability of a symbol detection

error in terms of the noise power and tone parameters is not readily available, the probability

of error can be calculated numerically by using the computer program listed in Appendix D.

Fig. 15 contains a plot of the probability of symbol detection error (FE) vs. SNR for various
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Figure 11. 16—QAM State-space Diagram. SNR = 35 dB, SIR = 35 dB.
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Figure 12. 16—QAM State-space Diagram. SNR = 10 dB, SIR = 35 dB.

SIRs when 16—QAM is used. In general, increasing the SNR decreases P3. The exception

to this occurs when the SIR is very small. In this case the SNR has no effect, and almost

Note that these results are only exact for the cases in which the frequency of the tone is an irrational
number. When the frequency is rational, the results will vary slightly, but not signficantly for the purposes of
the graph.
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Figure 13. 16—QAM State-space Diagram. SNR

all symbols are detected incorrectly. The serious effect the

error is obvious.

Referring back to Fig. 10, after selecting ‘a as the detected symbol, the M-QAM receiver

converts it into the log2 M bit pattern associated with the symbol. These bits are emitted in
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= 35 dB, SIR = 10 dB.
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Figure 14. 16—QAM State-space Diagram. SNR
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tone has on the probability of
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Figure 15. Probability of Symbol Detection Error.

sequence with the bits from the other detected symbols, producing a binary data stream. This

data stream should be identical to the one produced by the channel encoder in the transmitter.

Because errors can occur during transmission, some of the bits may be in error, so the data

stream is passed to the channel decoder. If the error rate is low, the error correcting ability

of the channel decoder will prevent visible distortion. Furthermore, the effect of uncorrected

errors will be concealed by the source coder.

When there is no interfering tone it is known from the results of field testing performed

by the FCC Advisory Committee that the DigiCipher system cannot operate reliably when

the SNR is less than about 6.5 dB [3]. Performance for the other proposals is similar. Since

maintaining signal levels above this point is not difficult in CATV networks, reliable digital

image transmission is possible. However, if a strong interfering tone distorts the signal,

image degradation may occur. For example, if a tone with a SIR of 10 dB is present, the

SNR must be greater than about 9 dB for impairment-free transmission, If the SIR is 5 dB

the SNR must exceed 18 dB to prevent excessive transmission errors, Clearly the increased

5 10 15 20 25
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probability of error associated with a strong tone adversely affects performance to the point

where preventative measures need to be taken.

2,7 Conclusion

In this chapter the all-digital transmission of HDTV signals was investigated. The

powerful digital compression algorithms of the proposed systems are capable of reducing

the large amount of information associated with the high resolution, wide aspect ratio, HDTV

signals sufficiently to allow transmission over the 6 MHz channels currently used by traditional

NTSC signals. To protect the fragile compressed data from the ravages of transmission errors,

strong error correcting codes are employed. Provided that the transmitted signal power is

sufficiently high, errors introduced from AWGN and an interfering tone arising from the

communication channel can be effectively eliminated. Transmission of HDTV signals over

existing cable TV networks is definitely feasible.

Unfortunately, the presence of a strong interfering tone has a dramatic effect on trans

mission errors, and complete collapse of the error correcting ability of the channel coder is

possible. While increasing signal power will ensure the integrity of the transmitted HDTV

signals, it is not an ideal solution. In the next chapter a robust method for cancelling tone

interference is proposed, allowing reliable data transmission even in the presence of strong

tone interference.
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Chapter Three

A Novel Tone Interference
Canceller

3.1 Introduction

As noted in the previous chapter, distortion introduced in the communication channel may

lead to transmission errors. If too many errors occur, the channel decoder will not be able

to correct them, leading to image and sound quality degradation. Under severe interference

conditions, the receiver will be unable to present even a vague facsimile of the desired

television signal. Distortion in the form of a strong tone falling within the band of the desired

signal significantly increases the likelihood of transmission errors. In a traditional QAM

receiver, samples of the received signal are used directly as decision variables to determine

the transmitted symbols. Unfortunately, an interfering tone added in the communication

channel will distort the samples, possibly preventing correct symbol detection. To alleviate

this problem it is desirable to use a decision variable that has the effect of the tone removed

or at least significantly reduced.
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In this chapter a novel method is proposed for removing such a tone from the received

signal. This proposed system is designed to operate in conjunction with QAM digital signals.

In Section 3.2 of this chapter a method of estimating the effect of the tone on each of the

received samples is developed. For successful operation, the frequency of the tone must be

determined. A method for achieving this is proposed in Section 3.3. This chapter concludes

with a summary of the proposed interference canceller in Section 3.4.

3.2 Tone Interference Estimation

Ideally, the frequency, magnitude and phase of the interfering tone would be known,

allowing the receiver to calculate the effect of the tone on each decision variable by using

Eq. (2.62). That is:

Za Ije2Tset
. (3.1)

A new decision variable could be generated by subtracting Za from each received sample.

The new decision variable, R’a, would equal

RRaZa

—1a+Na+ZaZa

1a+Na, (3.2)

and would allow the decision device to determine the transmitted symbol more accurately.

The interfering tone would no longer have any effect.

Unfortunately, the parameters of the interfering tone are generally not known at the

receiver, so Za can not be calculated explicitly. Instead, an estimate, Za, of the effect of the

tone must be used. In this case the new decision variable is

RRaZa
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=Ia+Na+ZaZa

1a+Na+Ea, (3.3)

where Ea Za — Za is the residue remaining when an imprecise estimator is used. If the

residue is small, the decision device is more likely to correctly determine the transmitted

symbol than if no attempt is made to remove the interference. Ideally, an estimator that

minimizes the probability of error would be used, ensuring the greatest possible reliability of

the data. Unfortunately, the non-linear nature of the probability of error make this type of

estimator impractical [27]. In practice, estimators that minimize the mean of the square of

the error (MSE) between the estimate and the desired value are used instead. This type of

estimator, known as the minimum mean-square error (MMSE) estimator [27] is nonetheless

capable of effective tone cancellation.

The MMSE estimator is the one that minimizes the average residual power. Clearly, the

residue is an important measure of the accuracy of the estimator, It is convenient to measure

the residue in a manner analogous to the SIR. The signal-to-residue ratio (SRR) is defined as

the ratio of the average signal power (per bit) to the average residual power, so

SRR

______

, (3.4)
log2 M

where

7E[l6a2] (35)

is the average residual power. To reduce the likelihood of a transmission error it is necessary

to find an estimator for Za that results in a high SRR

To successfully cancel the interfering tone, accurate estimates of the tone at each sampling

instant is required. These estimates must be generated only from observations of the received

signal. Although there are numerous methods for finding estimates, it is important to use one

that is both simple and accurate.
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3.2.1 Linear MMSE Estimator

The problem with using true MMSE estimators is that they are generally infeasible.

Even if the form of the MMSE estimator could be found mathematically, it would likely be

extremely difficult to implement. In practice, some limitations on the estimator must be made.

To maintain simplicity, a estimator should rely only on discrete samples of the received signal

and not on the entire analogue continuous-time signal. In addition, it is convenient to use

only samples collected at the symbol sampling instants. Therefore, an estimator of Za should

be based only on the samples {Ra_nV n e I}. For reasons to be discussed in Subsection

3.2.3, it is further required that n be greater than or equal to one. Another requirement of

simplicity is that the samples be combined in a linear fashion to produce the estimates. A

linear estimator of Za takes the form

Za = WnRa_n, (3.6)

where L is the number of samples used and {w } are weight coefficients for the samples.

Thus Za, as generated by Eq. (3.6), is essentially a weighted average of L samples of the

received signal. By carefully selecting the weights it is possible to control the accuracy of

the estimates.

As noted earlier, it is desirable to find an estimator that maximizes the SRR. Given that

it is also necessary to stick to the simple linear estimates of the form given by Eq. (3.6), it

is desirable to use the linear minimum mean-square error estimator. Thus, it is necessary to

find the weights {w } which minimize

22‘y=E 6a =E ZaZa , (3.7)

to find the linear MMSE estimator. Although actually finding the optimal weights is a tedious

task, it is proved in Appendix A that the mean-square error is minimized when

Wfl
= L

1
(3.8)
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where C = (o + No) /K is the ratio of the data plus noise power to tone power, and

= 2rf2T is the normalized frequency of the tone in radians. Therefore

L
7—

1 \p 3wna_ne
n=1

is the linear MMSE estimator of Za.

At this point it is useful to consider how this method provides accurate estimates. By

substituting Ra_n = ‘a—n + Na_n + Za_n into Eq. (3.9) it is clear that

Za
= L+CIa_ne + L+CNa_ne + L+ClZa_. (3.10)

The three components in this equation are due to the transmitted symbols, the AWGN, and

the interfering tone. The first component in Eq. (3.10) is essentially a weighted average of

L transmitted symbols. Since these symbols are assumed to be random with zero mean,

this average tends to zero for large L. This is an application of the central limit theorem of

probability theory [281. The second component is caused by the AWGN signal, and also tends

to zero for the same reason. The third component is due to the interfering tone, which has a

deterministic nature. Each sample of the tone has the same magnitude but a different phase.

The phase changes by w radians with each successive sample, that is, Za+i Zae’ To

align the phases of each sample, they are multiplied by a the appropriate power of e3’, so

the third term is actually the sum of a constant. Mathematically, this can be shown as

L c Za_ne’
= L

1 Ijeia_eieiTh

=

= L+CZa

= ZaLLC, (3.11)
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by substituting Eq. (3.1) for Za_n and Za. Clearly the third component of Eq. (3.10) tends

to Za for large L. By combining the results for these three terms for large L, it is clear that

Za Za as L —* oo. When L is finite, however, the effect of the data symbols and noise

comes into play. If the noise is strong or the tone weak, the estimates are less reliable. To

compensate, the sum in Eq. (3.9) is divided by L + (o + N0)/K instead of by L alone,

as might be expected.

It is worth noting that the MMSE, calculated by substituting Eq. (3.8) for w, in Eq.

(A.9), is

7mm K? [i — wne — + wwme_im_]

n=1 n=1 n=1 m=1

+ (u+No)Zwwn

— K —
L
0e_ez]

+ K \
1 1__ejme_j(m_n)

L+C
n=1 m=1

2 L
=Ki[l_L+c_L+C+(LC)2] +(Js+N0(L+G)2

= K?
[(L + C)2 — 2L(L + C) + L2] +

K? ( + No)
L

(L+C)2 (L+C)2 iq

= K?
2 [L2 + 2LC + C2 — 2L2 — 2LC + L2 + LC]

(L+C)
I2

= [Lc+C2]
(L+C)2

K
— 1L+C
—

312
— L+(+No)/K?
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Eq. (3.12) represents the optimal performance of any linear estimator that attempts to minimize

the MSE. Since a number of tone cancellers fall into this category it is worthwhile to explore

the MMSE further. This provides a yardstick for comparing different cancellers.

To begin this analysis first consider the effect of the number of samples, L. If L = 0,

the MMSE is I. This is intuitive because if no samples are used to estimate the tone, no

estimate is available for cancellation purposes and the residual power is the same as the power

in the tone. When L is small, the random nature of the transmitted symbols and Gaussian

noise make the estimate of the interference unreliable, so the residual power remains large. As

more samples are used, the effect of the transmitted symbols and noise diminish, allowing for

increasingly accurate estimates. Finally, as L —* c the MMSE tends to zero, By selecting L

sufficiently large it is possible to generate estimates with any desirable accuracy. To compare

different cancellers it is necessary to compare them for the same value of L.

As can be seen from Eq. (3.12), the MMSE depends not only on L, but on the power of

the noise and tone. To simplify analysis it is more useful to study the maximum SRR, namely

SRRmax
=

(3.13)
7min10g2M

instead of the MMSE. Fig. 16 contains a plot of SRRmax vs. SIR for different SNRs and a

fixed value of L = 32. It is worth noting that the maximum SRR is essentially independent

of the noise power, except when the tone is strong (SIR < 10 dB), and even then the noise

has little effect. In addition, note that the linear MMSE estimator can achieve cancellation to

a SRR of greater than about 8 dB for all tones in SNR> 0 dB when L = 32. Clearly strong

tones are attenuated, allowing for more reliable symbol detection. Of course, attenuation can

be increased by using a larger value of L, if necessary.

Although the SRR is a useful measure of transmission performance, particularly in

relationship to the probability of transmission error, it is not particularly useful for measuring
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Figure 16. SRRmax vs. SIR, L = 32.

the cancellation performance. A more practical measure is the ratio of the average residual

power to the power of the tone, -y/iq. If this quantity is less that one, some performance

gain has been achieved (i.e., the residual power after cancellation is less that the tone power

before cancellation). Furthermore, it is useful to work with a logarithmic scale. Define the

performance gain (in dB) as

GIIdB —l0log

= SRR11dB — SIRIIdB . (3.14)

A positive value of G indicates a gain, while a negative value indicates system degradation.

In Fig. 17 the theoretical bound on the gain, given by

7mm
Gmax = —lOlog-j

(2 + No)/K
—10 log

L + ( +N0)/K’
(3,15)
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is plotted as a function of the SIR when L = 32. Curves for several different noise powers are

included. From this graph it is apparent that linear estimates perform better at tone cancellation

when the tone is strong. This is reassuring since the need to cancel strong tones is greater

than the need to cancel weak ones. Note also that cancellation is completely ineffective for

SIR > 20 dB when L = 32. Increasing L will allow weaker tones to be cancelled, but in

Section 3.2.3 a better solution is presented.

10.0

C,)

0.0
10 20 30 40

Signal-to-Interference Ratio (dB)

Figure 17. Gmx vs. SIR, L = 32.

50 60

3.2.2 Sub-Optimal Linear Estimator

Although the estimator given by Eq. (3.9) is optimal in the linear MMSE sense, it has

a drawback. It requires knowledge of the frequency (ft) and magnitude (Kg) of the tone,

along with the noise PSD (N0). Since, in general, this information is not known at the

receiver, this method is no more feasible that the ideal one presented at the beginning of this

section. Fortunately, estimates for wj = 2irfjT3 and C =
(o’ + No) /K can be used instead

0
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of the actual values. By using these estimated parameters, sub-optimal estimates of Za with

acceptable accuracy can be generated. As will be shown in the next chapter, performance

nearly identical to the theoretical bound given in Fig. 17 can be achieved. In the next section

a procedure for producing the intermediate estimates is presented. Before then, however, it

is useful to analyse the MSE when these estimates are used.

When 5j and C are used as estimates for w and C, the MSE can be found by substituting

=

(3.16)
L+C

for w in Eq. (A.9) yielding

= K — we’ — + wwme_t(m_]

n=1 n=1 n=1 m=1

+ (+No)ww

= K 1 —

— 1

+ K
1 1_ejme_j(m_n)

n=1 m=1

+ (u + No)
1 1

1L+C L+C

= K 1
— 1 — 1

L+C1 L+C1

+K(
1

n=lm=1

(3.17)

Since the mean-square error does not depend on the actual frequency of the interference but

on the accuracy of the frequency estimate, it is useful to define

2=j— (3,18)
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as the error in the frequency estimate, Using this definition along with the property

= = e2 ej27rn

n=1 n=1 n=O

—

(irL)
— sin (7rE)

— sin (irL)
ej(L+1) (3 19)

— Sin(7r)

allows the MSE to be expressed as

-y = K i
— 1 sin (irL)

e (L+i) — 1 sin (irL)
e_j(L+1)

L + C sin (ir€) L + C sin (irE)

+K1____2sin2(L)+(2+N)(
1

L+C) sin2(ir) L+C)
2.2

2 2 sin (TrEL) / 1 “\ sin (7rEL)
=K 1— cos[ir€(L+1)]+ I - I 2L + C sin (irE) \L + ci sn (irE)

+Iqc(__1
\L+CJ

= K 1—
2 sin(irL)

cos[ir(L+1)]+ (__1__2(sin2(ircL) +
L + C sin (irE) \L + ci sin (irE)

(3.20)

Although Eq. (3.20) seems complicated, it does provide some insight into how the accuracy

of LDj and C affect the mean-square error.

To illustrate the effect of error in Lj, Fig. 18 contains a plot of -y versus L when SNR =

15 dB, SIR = 10 dB, and C = C, for various values of E. For the sake of comparison, the

curve for the minimum mean-square error, which is achieved if e = 0.0, is also included. For

small L, the MSE when e is non-zero is very close to the MMSE, but for larger L the MSE is

noticeable larger than the MMSE. This discrepancy is more pronounced for larger values of

E. Although the slight discrepancies shown in Fig. 18 are undesirable, error in 5j has a much

more serious implication. For larger values of L, the MSE becomes excessive, as shown in

Fig. 19. The MSE does not approach zero for large values of L like the MMSE, but instead
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tends to IQ, as shown in Fig. 20. This situation occurs for all non-zero values of e. No

matter how small is, there is a point beyond which increasing L does not reduce the mean-

square error. This phenomenon can be explained by recalling how Za is calculated. When

there is a slight error in the frequency estimate the system is unable to correctly compensate

for the varying phase of the tone in each of the samples. When L is small this does not

produce a serious problem. However, for large L the system completely loses track of the

phase information in Za, causing the third term in Eq. (3.10) to tend to zero, forcing Za itself

to zero, As a result, there is a limit to the number of samples that can be used to generate

accurate estimates of the interference.

Figure 18. MSE vs.

Since there is an upper bound on L, there is a corresponding lower bound on the mean-

square error that can be achieved when an imprecise estimate for w is used. This implies

that the interference cannot be reduced below a certain threshold. For the example in Fig. 19,

0
0 50 100 150 200

Number of Samples (L)

L. SNR = 15 dB, SIR = 10 dB, C = C, various .
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Figure 19. MSE vs. L. SNR 15 dB, SIR 10 dB, C = C, various &

when = 0.0001 the MSE has a lower bound of about one-eighth of the interference power.

In practice, the frequency estimator proposed in the next section produces more accurate

estimates, so the MSE is generally lower.

The error in the estimate of C has only a slight affect on the MSE, even when C is

significantly incorrect. This is shown in Fig. 21 when = 0.0001, SNR = 15 dB, SIR = 10

dB. Curves for C = 0.5C, C = C, and C = 2C are shown. For most typical values of C and

C, the effect of any error is slight, and although undesirable, it does not produce the same

limit on L that error in the frequency estimate does. As a result, most of the emphasis in the

next section will be on accurately estimating the frequency of the interfering tone.

For most applications the proposed scheme will eliminate the interference sufficiently

to allow for reliable data communication. Nonetheless, it is possible to further reduce the

mean-square error through the use of decision feedback,

0
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Figure 20. MSE vs. L, SNR = 15 dB, SIR = 10 dB, C = C, = 0.0005.

3.2.3 A Decision Feedback Tone Canceller

The presence of the data and noise signals in the received samples are the primary reasons

why the tone can not be measured precisely. Increasing the number of samples used by the

estimator will decrease the significance of these signals, allowing better tone estimation, but

unfortunately, imprecise frequency estimates limit the number of samples that can be used.

Even if the frequency is known, the number of samples required may be prohibitively large.

Consider a tone with SIR = 5 dB in noise with SNR = 15 dB. Fig. 22 contains a plot showing

the number of samples required to achieve a given SRR, found by solving Eq. (3.12), in

conjunction with Eq. (3.13), for L. For example, to increase the SRR to above 15 dB at

least L = 115 samples are required. Since the number of samples is fairly small, any slight

inaccuracy in the estimate of the frequency will have little effect, However, recalling Fig.

15, at a 15 dB SRR, the tone still noticeably affects the probability of transmission error.

61



200

Figure 21. MSE vs. L. SNR = 15 dB, SIR = 10 dB, = 0.0001, various C.

For negligible distortion due to the tone the SRR must be increased to above 25 dB. This

is confirmed by recalling Fig. (15), which shows that the probability of error when the SIR

is 25 dB is not substantially different from when no tone is present. Therefore, at least L

1262 samples are required to effectively cancel the tone. Even if such a long tapped delay

line were economically feasible, the immense susceptibility to inaccuracy in the frequency

estimate would prevent the residue from reaching this goal.

As this example shows, the proposed system is capable of providing some improvement

in system performance, but is generally incapable of achieving the ideal goal of a SRR above

25 dB. However, with a slight modification system performance can be drastically improved.

To illustrate this modification, consider how the interference estimator would perform if the

data signal was absent from the received signal. In this case, by following a procedure similar

0 50 100 150

Number of Samples (L)
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Figure 22. Number of samples vs. SRR, SNR = 15 dB, SIR = 5 dB.

to the one in Appendix A, the MMSE can be shown to be

— N0
321

— L + N0/Iq

providing j and C are known. By using this equation instead of Eq. (3.12), it is clear that for

the tone in the previous example, the SRR would be 15.4 dB if the tone is estimated from only

one sample. Only 10 samples would be need to increase the SRR to 25 dB. Clearly, if the data

signal could be removed from the received samples before estimating the tone, the residue

could easily be reduced to a negligible value, even if the frequency is not exactly known.

Even though the transmitted data signal is not known at the receiver, it is possible to

reduce the effect of the data signal on the samples by employing decision feedback. Since

the estimate of the interference in the current sample is based only on previously received

samples (i.e. n 1), it is possible to subtract the previously detected symbols, ‘a from

the samples, before estimating the interference. By using this method the effect of

the data signal is greatly reduced. Unfortunately, the minimum mean-square error and the

optimum weights are very difficult to find in this case as they depend on the probability

5 10 15 20 25
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of detection error, which in turn depends on the MMSE and the optimal weights. Even a

numerical solution has proved elusive. However, using the estimator

1 L

Z
—

____

‘ 1R — I (322)aLC/,,,d\ a—n a—n)

produces excellent tone cancellation, as will be confirmed experimentally in the next chapter.

As noted, detailed mathematical analysis of the system performance when decision

feedback is used is extremely difficult since the correctness of the detected symbols depend on

many factors. Nonetheless, the usefulness of decision feedback can be shown by considering

a few scenarios. If only a few transmission errors occur, ‘an usually equals ‘an, so that

Ra_n — Ia_n usually does not depend on the data signal. As a result, the effect of the data

signal is almost completely removed from Za. This leads to a lower residue, better tone

cancellation, and fewer transmission errors, Since the tone canceller works without feedback,

it is very tolerant of transmission errors. In fact, the feedback canceller generally performs

no worse than the basic canceller when feedback is not used, even when nearly half the

symbols are detected incorrectly. Clearly, under normal operating conditions, situations this

severe are unlikely to arise. However, when the receiver tunes to a new signal, a large tone

may be present, potentially causing almost all symbols to be in error. In this situation, the

feedback canceller will initially performs worse than the basic canceller, usually achieving a

SRR that is about 3 dB lower. Even at this lower performance level, however, the tone is

reduced sufficiently to allow for a significant reduction in transmission errors. As the number

of errors declines, more accurate interference estimates are produced, further decreasing the

number of transmission errors, eventually leading to a much better SRR. On the other hand,

if many transmission errors arise from noise with extremely strong power, or perhaps an error

burst, the feedback canceller does not work well. However, since the source of the errors is

not the tone, removing the tone will not alleviate the error problem. In the next chapter, a

comparison of the performance of the feedback and basic cancellers will be presented.
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Although the true MMSE of the feedback canceller is unknown, a crude bound can be

found by assuming that no detection errors occur. In this case the data signal is completely

removed from the received signal, and the MMSE is given by Eq. (3.21). An uppper bound

on the performance gain is then

Gax = —10 log
L J2

(3.23)

which is plotted in Fig. 23 for L = 32, Clearly these theoretical results are vastly superior

to the ones in Fig. 17. Without the presence of the data signal, the noise power becomes

the limiting factor controlling the performance. Cancellation can be applied to substantially

weaker tones, and cancellation is much more effective, regardless of noise and tone power.

60
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Figure 23. G’ax vs. SIR, L = 32, with decision feedback.

For the feedback canceller to work properly, another slight detail must be considered.

Since the data signal power in the samples has been reduced, the power ratio, C should

0 10 20 30 40 50
Signal-to-Interference Ratio (dB)
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estimate the quantity

E 1a’a +Na
(3.24)

instead of (o + N0)/I, as in Eq. (3.8). This change reflects the decreased power of

the data signal relative to the power of the tone, Fortunately, producing this estimate is

straightforward, as will be shown in the next section.

3.3 Estimation of Frequency and Power Ratio

The linear estimator of Za described in the previous section requires knowledge of the

frequency of the tone and the ratio of signal and noise power to interference power. This

information can be readily extracted from the power spectral density of the received signal. In

this section a simple method for estimating the PSD will be presented, followed by a detailed

description of how the frequency and power ratio can be estimated.

When attempting to determine the frequency of the interfering tone it is natural to analyse

the received signal in the frequency domain. Fig. 24 contains a plot of the PSD of the received

signal when quadrature amplitude modulation is used with root-raised cosine filters with a

roll-off factor of = 0.2. The noise and tone have powers given by a SNR of 15 dB and

a SIR of 15 dB. The frequency of the tone is f = 0.1/Ta. The PSD is characterized by

(see Eq. 2.55)

(f) = H(f)I2 + NoHR(f)2+ K6(f
- ft). (3.25)

All the power in the tone is concentrated around the frequency of the tone, while the power

in the data and noise signals is dispersed smoothly throughout the signal frequency band. The

frequency of the tone can be found by finding the frequency where the impulse in the PSD
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Figure 24. PSD of Received Signal. SNR = 15 dB, SIR = 15 dB, o = 0.2.

occurs. This simple observation is the motivation for the proposed method for estimating

the tone’s frequency.

3.3.1 PSD Estimation

The PSD of a random process is based on all possible realizations of the process over

all time. Since only one realization is observed at the receiver, only an estimate of the PSD

can be generated. Furthermore, practical considerations limit the observation to a finite time

interval. Methods for estimating the PSD fall in the realm of spectral analysis. Numerous

techniques have been proposed in this mature field [29], offering solutions covering a wide

range of accuracy and complexity. One technique, the periodogram, has been selected for

use in this thesis because of its simplicity and computational efficiency [29]. As will be

shown later, the estimate it produces of the PSD is sufficient to allow the frequency of the

tone to be accurately determined. The periodogram is based on the finite-length discrete

Fourier transform (FFT), a transform that can be performed efficiently and has hardware

implementations readily available [301.

(+N0)7

-1/7; -1/27; 0 1/27;
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The periodogram is a set of values that describe the PSD of the signal at a set of discrete

frequencies. It is calculated in a straightforward manner from a block of samples of the

received signal. The signal is sampled at a rate of 1/T samples per second. To prevent

aliasing, the sampling rate must meet the Nyquist sampling criterion, so T must be less than

or equal to T/2, since the raised cosine filters limit the bandwidth of the signal to fl < l/T8

[24]. To simplify analysis, the relationship between the symbol duration and the sampling

period is required to be T = T8 /N, where N is an integer representing the number of

samples per symbol. Clearly N 2 is required to prevent aliasing.

As the received signal is sampled, the samples are collected in blocks containing N

samples each. The sample stored in the position of the jth block shall be denoted by

rd(n) and is defined as

rd(n) r(riT + dNT) , (3.26)

for n = 0, 1,. . . , N — 1, and any integer d. The FFT of the dth block is given by

Rd(k) rd(n)e_32, (3.27)

for k = — N/2,.. . —1, 0, 1,. . . , N/2 — 1. This transform has the property that the points

in {Rd(k)} are equal to the Fourier transform of a sampled and truncated version of the

received signal, evaluated at k/NT Hz. Since efficient algorithms exist for computing the

discrete Fourier transform when the block length is a power of two, it is necessary to choose N

to be a power of two. To simplify analysis it is also desirable that N be made a multiple of N.

Once the FFT of a block has been calculated, its periodogram can be determined in a

straightforward manner. The periodogram of the dfIz block shall be denoted by Xd(k) and

is defined as

Xd(k) lRd(k)l2. (3.28)
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The set of values {Xd(k)} are estimates of the PSD of the received signal at the set of

frequencies { k E I, — k 4- — 1

To show the relationship between the periodogram and the PSD of the received signal,

it would be beneficial to find the probability distribution function (PDF) of the points in

the periodogram. Ideally, a simple expression for the PDF of {Xd(k)} could be found.

Unfortunately, this is not the case. The difficulty arises primarily from the cyclostationary

nature of the transmitted signal. Even finding an expression for the mean of Xd(k) is a non

trivial matter. The discussion that follows is included only to illustrate some of the strengths

and weaknesses of the periodogram approach to spectral estimation. It is not intended to be

a thorough or exact analysis, as it was felt that this task is beyond the scope of this thesis.

To express the mean of each point in the periodogram in terms of the PSD of the received

signal it is useful to use Eq. (3.27) and Eq. (3.28), so that

E[Xd(k)] E[Rd(k)I2]

= E r(n)e2 rd(m)e2]

n=O m=O
N-iN-i -

= . E[r(ri)rd(m)Je_22N
n)

(3.29)
n=O m=O

Substituting Eq. (3.26) yields

N-i N-i
k(m—n)

E[Xd(k)] = E[r(nT + dNT)r(mT + dNT)]e2 N

n=O m=O

N-i N-i
k(m—n)

= - bj(nT + dNT; mT — nT)e327r N (3.30)
n=O m=O

This equation provides an expression for the mean of the periodogram in terms of the received

signal’s autocorrelation function. By substituting Eq. (2.53) for R(flT + dNT; mT — nT)

it is possible to express the mean as
N-i N-i

E[Xd(k)] = (nT + dNT; mT —

n=O m=O
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N-i N-i
• k(m—n)

+ c1N(mT -

N

m=O m=O
N-i N-i

• k(m—n)

+ bz(mT —

N

n=O m=O

= Ev(d, k) + EN(d, k) + Ez(d, k) , (3.31)

where
N-i N-i

E(d, k) qv(nT + dNT; mT — nT)e_32 V (3.32)
n=O m—O

N-i N-i

EN(d, k) > cN(mT
— nT)e22mN

, (3,33)
n=O m=O

and
N-i N-i

E(d, k) qz(mT — nT)e_32 (mNri) (334)
n=O m=O

Clearly, from the above equations, the mean is the sum of three components, with one

component depending on the data signal, one depending on the noise, and the third depending

on the tone. By analysing the three components separately it is possible to express the mean

in terms of the PSD.

The first component is the most difficult to analyse due to the cyclostationary nature of

the data signal. From Eq. (2.46),

15V(T1T + dNT; mT — nT)
00 cc>

= 1 f H*(f)H(f + )e2 T:NT)ej2 )(m_n)Tdf (3.35)
a— —co

However, since qv(t; r) is periodic with respect to t with a period of T,

cv(nT + dNT; mT — nT) = cbv(nT; mT — nT) (3.36)

since dNT = dNTS/NX is a multiple of T8.4 In addition, when a > 1, H(f) and

H(f + a/T8) do not overlap since H(f) is band-limited to If < lIT3. Therefore

Since N is a multiple of Na,, N/N,, is an integer. The block number, d, is also an integer,
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H*(f)H(f + a/T8) 0 when al > 1. As a result, only three terms in the summation

with respect to a are non-zero. Therefore,

1 00 a
(nT + dNT; mT — nT) =

ai

H*(f)H (f + )e_i2Tei2)mTdf.

(3,37)

Substituting Eq. (3.37) for qv(nT + dNT; mT — nT) in Eq. (3.32) yields

N-iN-i 1 00

E(d,k) = >2 >2 - >2
n=O m=O a=—1 —00

= 1q21 >2 jH*(f)H(f+a)

a=—1 n=O m=O

(3.38)

To clarify this expression define

G(f) >2 ej2T

— 1 — exp (j2rfNT)
1 — exp (j2irfT)

= Sifl KfNT
ej2f(N_1)T (339)

sin 7rfT

so that

1

E(d, k)
= a=-1

H*(f)H(f +
- + - - (3.40)

The magnitude of G(f) is characterized by spikes occurring at multiples of 1/T = N/T8 Hz,

and is small elsewhere. As a result, there can not be a spike at both G(f) and G(f + a/T3)

for the same value off, so G*(f)G(f + a/T5) is negligible when a = +1 (if N 2).

Therefore, the integrals when a = +1 can be ignored. Only when a = 0 does the integral

contribute to Ev(d, k), so

E(d, k) f H(f)121G(f
- ) df. (3.41)

S —oo
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To express this in terms of the PSD, recall from Eq. (2.48) that

v(f) = gIH(f)I2, (3.42)
T3

so that

‘00

Ev(d, k) = / v(f)IG(f
- ) 2df. (3.43)

i-co

The noise component, given by Eq. (3.33), can be expressed in a similar format by

N-i N-i
•, k(m—n)

EN(d, k) &vfrnT — nT)e1 N

n=O m=O
N-iN-i

• k(m—n)
= >Z / N(f)e22 mn)TdfeJr N

i-con=O m=O

co N—i
_j2ir(f k \ N—i

i27r’f_T)mTrJ N(f)e
-ivr)nT “

n=O m=O

= J N(f)jG(f
— ) 2df. (3.44)

-co

The tone component, given by Eq. (3.34) can be expressed in terms of the PSD of the

tone by

N-i N-i

Ez(d, k) bz(mT — nT)e_32”

n=O m=O
N1N1

. k(m—n)
= I z(f)e12mTdfe_3 N

f-com=O m=O

N—i
_J27r(f_ k \ N—i

i2r(f_T)mTdf/ z(f)e 7T)flTZ

n=O m=O
‘ 00

r / ‘Fz(f)jG(f—)I2df. (3.45)
J—oo

Combining the three components yields

E[Xd(k)j = Ev(d, k) + EN(d, k) + Ez(d, k)

‘00

= J v(f)tG(f - r)I2df+ J N(f)(G(f - )(2df
-00 -00
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+ L z(f)jG(f - )I2df

= 1: [v(f) + N(f) + z(f)] IG(f - ) Idf. (3.46)

By using Eq. (2.55) for the PSD of the received signal, this can be expressed as

E[Xd(k)j
= foo

(f)G(f-2df

=
R(f)WN(f - (3.47)

where

WN(f) = G(f)2
= sin2 NT

(3.48)
Nsin TrfT

is referred to as a window function. Examination of Eq. (3.47) reveals that the mean of the

Xd(k) is equal to the result of the convolution of the PSD of the received signal with the

window function evaluated at f = . Since the mean of periodogram is not equal to the PSD

of the signal, the periodogram is known as a biased estimator [311. The convolution operation

causes the PSD to appear slightly widened, with more power shifted into the sidelobes. For

large N, the effect of the bias is less noticeable. In fact, as N — co, WN(f) —* 8(fT), so that

urn E[Xd(k)] = urn f R(f)WN(f — )df
N—*oo N—*oo

=

R(f)8([f - ]T)df

= :R(f)8(f -

R() . (3.49)

The primary implication of the bias is that for finite N, the impulse that results from the

tone that occurs in the PSD is estimated as a finite-magnitude pulse in the periodogram. The

shape of this pulse is proportionate to WN (f).

Fig. 25 shows a typical periodogram of a received signal with SNR = 15 dB and SIR

= 15 dB, calculated from N = 16384 samples collected at iV = 2 samples per symbol. The
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predominant spike is due to the tone with frequency f = O.l/T, and occurs at

k fNT = 0.1NT/T8 = 0.1N/N 819. (3.50)

By finding the position of the spike in the periodogram, it should be possible to estimate

the frequency of the tone.
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Figure 25, Periodogram of Received Signal. N = 16384, N = 2, SNR = 15 dB, SIR = 15 dB.

Fig. 25 also illustrates a problem inherent with the use of the periodogram. Since the PSD

is dependent on the autocorrelation function of the received signal, it is essentially an average

all possible realizations of the signal. The periodogram, on the other hand, is calculated from

only a single realization. Compare Fig. 25 with the actual PSD of the signal as shown in Fig.

24. Note that the smooth portions of the spectrum appear very jagged in the periodogram.

This is because the periodogram only estimates the PSD. Any given estimate can differ wildly

from its desired value, even though it equals its desired value on average. This difference

is a measure of the variance of the estimator. The smaller the variance, the more like likely

the estimator will be close to its desired value, The variance of the periodogram is a very

important consideration.
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In the example given above, N was chosen to be excessively large to show how the

periodogram can be useful. A value of N = 2048 is much more reasonable in terms of

implementation complexity, and Fig. 26 shows why the periodogram by itself is generally

impractical. The tone, marked by an arrow in the graph, is indistinguishable. Because of the

larger bias associated with using a smaller value of N, the spike due to the tone is concealed

by the random nature of the periodogram. If the tone had a weaker power, this problem

would be even more pronounced.
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Figure 26. Periodogram of Received Signal. N = 2048, N = 2, SNR = 15 dB, SIR = 15 dB.

The number of samples used to produce the periodogram is an important parameter. When

N samples are used, the periodogram estimates the PSD at N discrete frequencies in the range

[—p, ]. By increasing N, more estimates are produced, which are more closely spaced

in the frequency range. This reduces the need to use interpolation to estimate the PSD at

frequencies not provided by the periodogram. In addition, increasing N causes the bias to be

reduced which increases the magnitude of the spike due to the tone, making it easier to find.

Clearly there is much to be gained by selecting a large value of N. Unfortunately, there are
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some limitations. FFT algorithms have an order of N log N, and therefore the amount of time

required to perform the operation grows non-linearly with increasing N. Similarly, hardware

implementations become increasingly more complex. Another drawback is that more time is

required to collect the block of data if N is increased.

3.3.2 Average Periodogram

Because of the large variance, the periodogram of a single block can not be used by

itself to estimate the PSD, Instead, it is desirable to compute the periodograms from several

different blocks of samples and average the results together. The resulting estimate will be

referred to as the average periodogram (AP). When D periodograms are averaged together,

the resulting AP will be denoted by XD(k) and defined as

XD(k) (3.51)

where Xd(k) is the periodogram calculated from the dt1 block of samples using Eq. (3.28).

Note that the same number of samples must be used for each periodogram, and no sample

should be used for more than one periodogram. The sample blocks must not overlap.

The mean of the average periodogram can be determined easily by applying Eq. (3.47),

so that

E[XD(k)] = E[Xd(k)]

D-1 --

= j R(f)WN(f — df

=1: R(f)WN(f - )df. (3.52)

Similarly, the variance is

Var[XD(k)] = E[X(k)]
—
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D-1D-1 D-1D-1

= E[Xd(k)Xe(k)1 — E[Xd(k)IE[Xe(k)]
dO e=O d=O eO
D-1 D-1

= COV[Xd(k),Xe(k)1 , (3.53)
d=O e=O

where Cov[.,.] denotes the covariance [281. A detailed analysis of the covariance has not

been included in this thesis for the sake of brevity. However, different periodograms are

essentially uncorrelated, and the variances of all the periodograms are identical, independent

of block number. Using these properties the variance of the AP can be expressed as

D-1 D-1

Var[XD(k)] Var[Xd(k)]6(e — d)
d=O c=O

= Var[Xd(k)]

= Var[Xd(k)] . (3.54)

As can be seen by Eq. (3.54), the variance of the AP is a fraction of the variance of a single

periodogram. By increasing D it is possible to reduce the variance to any arbitrary level. Fig.

27 shows an AP calculated for the signal in the preceding example, calculated with D = 8

and N = 2048. Note that the random perturbations have been significantly reduced, allowing

the tone to be detected easily. As more blocks of samples are processed and included in the

AP, the variance decreases further. Unlike N, D is not a fixed parameter and can increase

without bound. Given enough time, even the weakest tone can be detected in the AP.

Aside from N and L, the other important system design parameter is N, the number of

samples per symbol. To prevent aliasing, N must be greater than or equal to two. However,

the practice of taking N > 2 is questionable. Although the periodogram is proportionate

to N, the tone spike is no more or less prominent with different values of N. Increasing

N widens the frequency range over which the PSD is estimated, but all this additional

range falls outside the signal frequency band, Since N remains unchanged, the points in the
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Figure 27. Average Periodogram (AP) of Received Signal.
D = 8, N = 2048, N = 2, SNR = 15 dB, SIR = 15 dB,

periodogram become more spread out so the frequency resolution is decreased, with fewer

relevant estimates. On the other hand, collecting samples at a faster rate requires less time

to collect a full block of N. However, in that shortened time span, a less valuable estimate

of the PSD is produced. Therefore, it is concluded that two is the best value for N to

estimate the PSD.

3.3.3 Symbol Rate Sampling

If the primary goal was estimating the PSD of the signal, the optimal value of N would

be two. However, for the proposed tone canceller, estimating the frequency of the interfering

tone is the main concern, accurate estimates of the true PSD are not really important. By

taking N = 1 (i.e., sampling below the Nyquist sampling rate), aliasing is introduced. The

resulting average periodogram does not reflect the PSD of the received signal, but does contain

sufficient information to accurately estimate the frequency of the interference. There are three

reasons for doing this: i) the implementation is considerably easier, ii) the tone frequency

can be estimated with greater accuracy, and iii) decision feedback (which will be discussed
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in Subsection 3.3.6) can be used to further improve the results. Only one sample is collected

per symbol, and it is collected at the symbol sampling instant. Throughout the remained of

this chapter, only the case when N = 1 will be discussed.

In Appendix B, expressions for the mean and variance of the resulting AP are derived,

when only one sample per symbol is collected. They are

E[XD(k)] = o + N0 + KZo(k) (3.55)

and

Var[XD(k)] j[(cT +No)2 +2(u +No)KZo(k)] , (3.56)

where

Zo(k)=WN(fi—Jr)

—

sr2 [w(f —

— Nsin2
— N)Ts]

— sin2 7rfNTS
—

2 (3.57)
Nsrn — k]

is the mathematical formula that characterizes the effect of the tone on the points in the average

periodogram. This spike is largest for the value of k closest to fNT8, and is small for all

other values of k. Also, note from Eq. (3.56) that the variance is inversely proportional to D.

3.3.4 Frequency Estimation

By using the average periodogram it is possible to estimate the frequency of the interfering

tone. The presence of a tone in the received signal is indicated by a large spike in the AP,

with the position of the spike depending on the frequency of the tone. By finding the position

of the largest spike in the AP, the frequency of the tone can be determined. To illustrate this

procedure, assume that enough blocks have processed so that the random nature of XD(k)

is minimal, so XD(k) E[XD(k)].
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As noted in Appendix B, the mean of the average periodogram is

E[XD(k)] = + N0 +
sinfNT3

(3.58)
Nsin [fNT3—kJ

which attains its largest value when k = k, where k is the integer closest to fNT8. To use

this property, let k be the position of the largest value in the average periodogram, so that

XD (kg) > XD(k) for all k E {—, — 1]. Then, one possible estimate for f is

(3.59)

Under normal operating conditions, the largest value of the AP always occurs at k, so this

estimate can be quite reliable. The only problem arises when the tone is relatively weak

and only a few blocks have been processed. In this case the tone is hidden in the random

nature of the AP. However, as more blocks are processed, the variance decreases and the tone

spike becomes prominent. As this problem only occurs for an extremely short time while

the receiver tunes to a new channel, it can be disregarded. In general, it is safe to assume

that k = k, and that assumption will be made for the remainder of this section. Although

the estimate of Eq. (3.59) is very reliable, it is limited by the frequency resolution of the

AP to an accuracy of

(3,60)

There is no error only if fNT8 happens to be an integer.

By considering the shape of the tone pulse, it is possible to fine-tune the estimate of the

frequency to achieve significantly better performance. The shape of the spike is governed by

sin2 (7rfNT8)
Zo(k) = 3.61

N sin2 (*[fNT3— k])

which is plotted in Fig. 28 for N = 2048 and fT3 = 0.05, so fNT = 102.4. As expected, it

appears as a large spike, which falls at k = 102. Fig. 29 shows the same function for points
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around k only. The points marked with a circle are for integral k, and indicate the points

for which the average periodogram has been calculated. The dashed line shows the values of

Zo(lc) when k is not an integer. In this case, Zo(k) reaches its peak at some point not included

in the AP, That is, Z0(k) is at a maximum at fNT8 = 102.4, while the largest value in the

mean of the AP is at k = 102. It is useful to define the difference between the two points as

= fNT8 — k. (3.62)

Note that 6jj < 1/2. By finding 6 as an estimate for j, the frequency of the tone can be

estimated as

(3.63)
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Figure 28. Plot of Zo(k) vs. k, for N = 2048 and fT = 0.05.

To estimate 6j, a simple interpolation procedure is used. The second largest point in

E[XD (k)] occurs at k + 1 if 6 > 0 or at k1 — 1 if S < 0. Consider the ratio of the largest

point in E[XD(k)] to the second largest point. Let

B
E[XD(k)j

—

(cr + N0)

= E[XD(k+l)]—(u+No)

81



2000
-

!

1500 -

1000
1

500 Q -

e.. /

0 — _—G — i I I

98 99 100 101 102 103 104 105 106
Position (k)

Figure 29. Plot of Zo(k) vs. k, for N = 2048 and fT = 0.05. For points around fNT only.

Z0 (kg)

— Zo(k±1)
sin2 (7rf,NT)

— N sin2 (-y[fNT_k])

— sin2 (irfNT)
Nsin2 (-,[f,NT—(k±1)])

— sn2 ([fNT8— (k + 1)])
(364)

— i2 ([fNT8— k2])

Substituting, 8 = fNT5 — k into the above equation yields

B
= sin2 (*[i + ii) = sin2 (i

. (3.65)
sin ( ) sin ( )

Since < -, both and .[+1 — S] are small, so the approximation Sill X x can be

used. Therefore

[]2[±1 612 +1 2

B 2 9 = —

— 1 . (3.66)
[-k] [Sj Sj

Taking the positive square root of both sides yields

— 1 (3.67)
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which implies

+1

=

. (3,68)

To take advantage of this relationship, note that XD(k) E[XD(k)] for large D, so using

B
— XD(k)

— ( + N)
(369)

XD(k+l)—(+No)

in Eq. 3.68 produces a satisfactory estimate of 6j. Since N0 is unknown, this method cannot be

used directly. However, since typically o >> N0, the effect of the noise can be disregarded,

and o used in place of + N0. Alternatively, a method for estimating o + N0, such as the

one discussed along with estimating the power ratio in Section 3.3.5, can be used instead.

In summary, the frequency of the interfering tone can be estimated as follows. First, find

the largest value in the average periodogram, and let k denote its position. If the largest

neighbour of XD(kj) is XD(k + 1), find the ratio

B
= XD(kj)

2’ (3.70)
XD(k + 1) — a8

and estimate the frequency of the tone by

1

:_

k 1+V 371
NT3

On the other hand, if the largest neighbour is XD(k — 1), find the ratio

B—
— 2’ (. )XD(kj — 1)

—

and estimate the frequency of the tone by

k i+-./’ 373
2NT8 NT3 ‘
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3.3.5 Power Ratio Estimation

For proper cancellation of the interfering tone, the ratio C
=

(o + N0)/K must be

estimated as well as the frequency of the tone. This estimate can also be extracted from the

average periodogram.

To produce this estimate, a couple of intermediate quantities must be generated. The first

one is the average of all points in the AP. Let

N1

k=-

(3.74)

The second quantity is the sum of only a few points in the AP, centered around the position

of the tone spike, k. Let M denote the number of points to sum, where M is odd, and let

c = (M — 1)/2. This quantity is then given by

k +c

S2 = XD(k) . (3.75)
k—k,—c

Once S1 and 52 have been calculated, estimators for u + N9 and K can be generated with

NGM(S)Sl —52

= NGM(Si) — M
(3.76)

and

S2—MS1
02

= NGM(S) — M
‘ (3.77)

respectively, where the function

k, +c

GM(6) Z(k) (3.78)
k=k—c

represents the fraction of the power of the tone that is contained in the M points centered

around k. This is a function of j, which was defined in Eq. (3.62) and measures how

close the frequency of the tone is to the spike in the AR Fig. 30 contains plots of GM(6j) for

various values of M when N = 2048, In practice, GM (Sj) can be approximated by using linear
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Figure 30. Plot of GM(Sj) vs. 6, for N = 2048 and for various values of M,

interpolation, and since S is unknown at the receiver, the quantity S = fNT — k is used

in its place. As confirmed by the experimental results in the next chapter, this approximation

has little impact the performance of the interference canceller.

In Appendix C, it is shown that 01 and 02 are unbiased estimators for o + N0 and K,

respectively. It is also shown that their variances are approximately

Var[0i]
— (N-M)D + N0)2 + ( — 2(u)2) N _M]

and

Var[02] + No)2NM + 2( + No)K] . (3.80)

Note that Var[01] and Var{02] are roughly proportional to 1/ND. This implies that these

estimates are very accurate for large N, and, in addition, the accuracy increases as more blocks

are added to the AP. Because of these properties, the quantity

(3.81)
02

can be used as an estimate for the power ratio C = (o +N0)/IQ. Note, however, that C

is not an unbiased estimator for C since division is not a linear operation. Nonetheless, it

0.95
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is generally sufficient for the purposes of the tone canceller, usually providing very reliable

estimates of the power ratio. There is, unfortunately, a situation where this is not the case.

When the tone is very weak, C can be a very large number. In fact, C —> cx as K? —* 0.

The same can not be said for C, however. By inspecting Eq. (3.80), it is apparent that the

variance of 02 does not tend to zero as I — 0. Because of this non-zero variance, 02 can

be much larger than I when the tone is weak, As a result, C does not tend to infinity as

K? — 0, but instead levels off at some maximum value. In implications of this problem are

explored more thoroughly in the next chapter.

In summary, the estimate for the power ratio can be found by first calculating S and

52 with Eqs. (3.74) and (3.75), and then using the results to calculate 0 and 02 with Eqs.

(3.76) and (3.77). Then calculate

(3.82)

as an estimate for C = (u + No)/K.. The estimate 0 could also be used by the frequency

estimator instead of o + N0 in Eq. (3.69).

3.3.6 Decision Feedback for Frequency and Power Ratio Estimation

As in the case of the interference estimator (see Subsection 3.2.3), the strong presence

of the data signal in the received samples is the primary factor limiting the accuracy of the

parameter estimators. Here, too, the use of decision feedback significantly improves results

and is very easy to implement. As each sample, rd(n), is received by the parameter estimator,

the corresponding detected symbol, 1n+dN’ is subtracted from it. The periodogram for the

dth block is then calculated as

N—i 2

Xd(k) = (rd(n) —
e22

. (3.83)

The average periodogram resulting when decision feedback is used has essentially the same

properties as the one described earlier in this section. Theoretical analysis is difficult, but
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by replacing o with o E Ia — Ia
2],

the mean and variance are approximately (see

Eqs. (3.55) and (3.56))

E{XD(k)] + N0 + KZo(k) , (3.84)

and

Var[XD(k)] + No)2 + 2(? + No)KZ0(k)] . (3.85)

By using the same procedure described earlier, an accurate estimate of f can be pro

duced. Also, the quantity C estimates (o +N0)/I when feedback is used, instead of

(o- +N0)/K. However, if feedback is also used by the interference estimator, C estimates

the desired value.

3.4 Summary and Conclusion

Fig. 31 contains a block diagram of the proposed tone interference canceller. The received

signal, r(t), after demodulation and filtering, is sampled at the symbol sampling instants,

t = aT3. From each sample, Ra, an estimate of the interference present in the sample, Za, is

subtracted. The resulting decision variable, R, is used by the symbol detector to produce the

detected symbol, Ia, which is expected to be the same as the transmitted symbol. Since the

tone interference has been removed from the decision variable, this is likely to be the case.

To estimate the interference present in each sample, a simple tapped delay line is used,

as is shown in Fig. 32. The tone is estimated as

Za
=

Wn (Ra_n — Ia_n), (3.86)

where {R0_} are previously received samples, and {ian} are previously detected symbols.

The weights, { }, are calculated by

=
exp (j2nTs), (3,87)

L+C
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Ra

where fj is an estimate of the frequency of the interfering tone, and C is an estimate of

(u? + No)/K. The quantity equals E [ia

— 2],
an unknown value that depends on

the power of the transmitted symbols and the probability of detection error. Both f and C

are generated by the parameter estimator. The number of samples used, L, is a fixed design

parameter. It should be selected to be as large as possible, but inaccuracies in f place a

theoretical limit on how large it can be,

r(t)
Data
Sink

Figure 31. Tone Interference Canceller.

+

+

Za

Figure 32. Interference Estimator
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In practice, the cost of a long tapped delay line will be the primary limitation on L.

However, an alternate realization can be used that is considerably cheaper. To motivate this

realization, let

Qa=RaIa, (3.88)

so that

a=WnQan

— 1 j2irf2nT
ane

— 1 j27rfj(fl+1)7
— a a_(n+1)e

n=O

= L +
+ — Qa_(L÷1)e32+1]

= [L a Qa_i_ne22nT8] ej2T + W1Qa_i
— W(L+1)Qa_(L+1)

= a_ie2Ts + WiQa_i
— W(L+1)Qa_(L+1). (3.89)

This equation provides a means for generating the interference estimate at t = aT3 by updating

the estimate from the previous sampling instant. Using this property, the interference can be

estimated with the device shown in Fig. 33. Since this implementation requires fewer adders

and multipliers, a much larger value of L can be used without significantly increasing cost.

The frequency and power ratio are estimated from the AP computed from the received

signal. The detected symbol is subtracted from the received sample, and the result is stored

in a buffer of length N. Let rd(n) denote the rh value stored in the buffer while processing

the dth block. Then

rd(n) = R+dN
— ‘n+dN (3.90)
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Figure 33. Reduced Complexity Realization of Interference Estimator

When the buffer is full, a FFT is performed on the data. The transformed block, {Rd(k)}

also contains N values. The dt periodogram is computed from the transformed block as

Xd(k) = . (3.91)

This periodogram is included in a running average of all the previously computed pen

odograms. This average periodogram is

XD(k) = (3.92)

where D is the total number of blocks currently processed. The block length, N, is another

fixed design parameter. It too should be selected to be as large as possible, however economic

considerations limit its size.

From the data in the average peniodogram, fj and C are calculated. To estimate the

frequency, the largest value in the AP is found, and its position is denoted by k. If XD(k + 1)

is found to be greater than XD(kj — 1), the quantity

B
= XD(kj) — 01

(393)

+

I;.1

I
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is computed, where 0 is an estimate for o + N0. If no estimate is available, a value of

zero can be used instead. With B, the quantity Sj is computed by = 1 / (i + \/), and

the frequency is estimated as = (k + ) /(NT5). If, however, XD(k + 1) is found to

be less than XD(kj — 1), the quantity

B
— XD(kj) —

0
(3 94)

XD(k—1)—01

is computed instead, and, with = _ii(i + the frequency is estimated as =

(k + )/(NT3).

To estimate the power ratio, the quantities

N1

=

, (3,95)

and
k +c

S2 = XD(k) (3.96)

are calculated from the average periodogram, where c = (M — 1)/2, with M being the number

of points to sum around the spike caused by the tone. With 51 and 52, the quantities

NGM(Si)S1 —52
Oi = , (3.97)

NGM(Si) -M

and

02
= 52 —MS1

(3.98)
NGM(Si) -M

are computed, where GM (82) is the fraction of the tone spike that is contained within the

M points centered around k2. Note that 01 is an unbiased estimator of o’ + N0, and 02 is an

unbiased estimator of I. The estimate C is finally generated by C = 01/02.

Using the procedure outlined above, extremely effective interference cancellation will be

achieved. Theoretically, near-optimal performance in terms of the MSE is possible. In the

next chapter, experimental results are presented to support this claim.
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Chapter Four

Computer Simulation Results

4.1 Introduction

The theoretical analysis of the proposed interference canceller included in the previous

chapter indicated that it should have near-optimal performance in the MMSE sense. Fur

thermore, using decision feedback and increasing L are both expected to yield better tone

cancellation since these actions directly affect the theoretical bound on performance. On the

other hand, the block length, N, and the number of blocks processed, D, do not affect the

bound, but they do affect how close to the bound the canceller performs.

To support these theoretical claims, computer simulations were employed. This chapter

contains a summary of the simulation results, confirming that effective cancellation of tone

interference is possible. After a description of the simulation system in Section 4.2, the

simulation results when decision feedback is not employed are discussed in Section 4,3, In

Section 4.4 the results when decision feedback is employed are studied.
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4.2 Computer Simulation System

All the experimental results presented in this chapter were produced by computer sim

ulation of the communication system and interference canceller. Appendix D contains a

complete listing of the source code, written entirely in C. All results in this chapter pertain

to a 16—QAM system with root raised-cosine filters with a roll-off factor of a = 0.2, and the

average transmitted signal power is P = 10/T8. The frequency of the interfering tone and

its initial phase were arbitrarily selected as = 0.05/T3, and çLj = 0.0. Of course, these

values were not available for use by the tone canceller. The tests were performed over a

wide range of tone and noise powers.

The interference canceller was implemented using the reduced-complexity model of Fig.

33, and the frequency and power ratio estimates were generated from APs using symbol-rate

sampling. Unless otherwise stated, a filter length of L = 32 was used, and a total of D = 32

blocks length of N = 2048 were used to compute the AP. In addition, a value of M = 21 was

used in Eq. (3.75) and Eqs. (3.76)-(3.77) to generate the intermediate estimates 01 and 02.

To accurately measure the average residual power, a very large number of trials must

be executed to ensure statistical convergence of the results. Since a total of ND = 65536

samples were processed for each trial, convergence was hastened by using the average over

the last ND/4 = 16384 samples as the estimate of the residue for that trial. Since the samples

in a single trial are not strictly independent, each trial was repeated 2000 times with different

random data, and the results were averaged together.

4.3 Cancellation Without Decision Feedback

In Section 3.2, the theoretical performance of the linear MMSE estimator was studied,

and the maximum performance gain was plotted in Fig. 17. For the sake of convenience
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in comparison, this figure is repeated in Fig. 34. As noted, this data represents a bound

that limits the performance gain of all tone interference cancellers that use linear estimates

without employing decision feedback to reduce the effect of the data signal. In Fig. 35 the

simulated results for the proposed canceller are presented. By inspecting this graph it is clear

that if the SIR is less than about 20 dB, some cancellation of the tone is possible. This

performance is almost identical to the theoretical bound in Fig. 17. If the SIR is in the 20—40

dB range, very little cancellation occurs. Again, this performance is in agreement with the

bound. However, if the SIR is greater than about 40 dB a minor problem is apparent. In

this region the canceller exhibits a negative gain, indicating that additional distortion is being

introduced. While this situation is undesirable, it should be pointed out that this additional

distortion is very insignificant, since it is proportionate to the strength of the tone, which

itself is very weak in this region.
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Figure 34, Theoretical Performance Gain vs. SIR, L
= 32, N = 2048, D = 32, without decision feedback
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Figure 35. Simulated Performance Gain vs. SIR, L
= 32, N = 2048, D = 32, without decision feedback

Another way to express the effectiveness of the interference cancellation is consider to the

SRR, which is plotted in Fig. 36 for the simulated results. Clearly all tones with a SIR greater

than 0 dB are reduced to residues with SRRs of greater that 8 dB. As such, the probability

of transmission error will be lower that if no attempt was made to cancel a strong interfering

tone. As noted, when the SIR is greater that about 40 dB, the SRR is less that the SIR, but

the SRR is nonetheless greater than 40 dB when the tone is this weak. Clearly this will have

no practical effect on the probability of transmission error. As the SIR increases without

bound, the SRR, instead of also increasing, actually levels off to a residue floor. Results

of simulation when no tone is present have indicated that this floor is at about 60 dB. The

proposed canceller can not reduce the residue below the floor, and interference that is weaker

than the floor will be increased to that level. This phenomenon is a result of inaccuracies in

the estimate of the power ratio, and in particular, the problem with 02 not tending to zero
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as I —* 0 that was discussed in Subsection 3.3.5. Fortunately, since the variance of 02 is

inversely proportional to D, the residue floor decreases as D is increased. As the amount

of time that the receiver has been tuned to a single TV station increases, more blocks are

included in the AP, thereby reducing the variance of 02, leading to a lower residue floor. This

is confirmed through simulation in the next section.

60
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0
0 10 20 30 40 50 60
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Figure 36. Simulated SRR vs. SIR, L = 32, N = 2048, D = 32, without decision feedback

With the exception of the introduction of distortion when the tone is weak, the proposed

canceller performs as well as can be expected. For practical purposes, the bound has been

achieved. However, without the use of decision feedback, the gain is limited to less than 8

dB. Significantly better results can be achieved when the detected symbols are used to reduce

the power of the transmitted data in the received signal by means of a feedback mechanism,
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4.4 Cancellation with Decision Feedback

As noted in Section 3,2, using the detected symbols to reduce the power of the data signal

before attempting to estimate the tone is expected to provide substantially better interference

cancellation. The theoretical bound in this case, presented originally in Fig. 23, is repeated

in Fig. 37. Comparison with the simulated results, which are shown in Fig. 38, confirms that

the performance gain is better than when feedback is not employed, and that the results are

very close to the bound over a wide range of distortion conditions. Of course, when the tone

is weak (i.e., SIR > 50 dB) additional distortion is still introduced due to the residue floor,

but it is at a noticeably lower level, Also, when the noise is strong (i.e., SNR < 10 dB), the

performance gain is somewhat lower than predicted by the bound. This occurs because of

the high number of transmission errors that occur at these noise levels. Since the data is not

completely removed less accurate estimates of the tone are produced. Unfortunately, without

knowing the true MMSE it is impossible to determine whether this is a problem with the

proposed estimator using sub-optimal weights or actually a property of the optimal estimator.

Nonetheless, performance is better at these noise levels than when decision feedback is not

used. In addition, since reliable communication is not possible when the noise is this strong,

the performance of the canceller is not particularly relevant.

Aside from using decision feedback, the theoretical bound can only be improved by

increasing the number of samples on which the estimate of the tone is based. In the previous

performance results a value of L = 32 samples was used. In Fig. 39 the theoretical bound

on performance when L = 1000 is shown. Note that by using the reduced complexity model

of Fig. 33, it is possible to implement the proposed canceller economically with such a large

value of L, since the number of multipliers and adders does not increase with L, as in the

case of the transervsal filter. This is a distinct advantage over traditional linear estimators.

Simulated performance evaluation results are presented in Fig. 40. Other than the residue
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Figure 37. Theoretical Performance Gain vs. SIR, L
= 32, N 2048, D = 32, with decision feedback.

floor, which is substantially higher, the performance is slightly sub-optimal in the regions

where the performance gain is small (i.e. G’ < 10 dB). Inaccuracy in the frequency estimates

are the likely cause. Nonetheless, performance is considerably better that when L = 32, with

about 15 dB better cancellation.

As more blocks are included in the AP, it is expected that more reliable estimates of f

and C will be produced. In particular, the reduced variance of °2 should lead to a reduction

of the residue floor. This is confirmed by the simulated performance results depiction in Fig.

41, which shows that performance gain after D = 128 blocks have been processed, as opposed

to the results presented in Fig. 38 when D = 32. Note that the residue floor does not affect

the performance for any of the interference conditions depicted in this graph.

Although performance improves over time as D increases, the parameter N is much more

important. The results of repeating the simulation with N = 32 and D 2048 are presented

0
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Figure 38. Simulated Performance Gain vs. SIR, L
= 32, N = 2048, D = 32, with decision feedback.

in Fig. 42. Note that even though the same total number of samples have been processed

as in the simulation of Fig. 38, the residue floor is much higher. Otherwise, the results are

still very acceptable.
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Figure 39. Theoretical Performance Gain vs. SIR, L = 1000, N = 2048, D = 32.
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Figure 40. Simulated Performance Gain vs. SIR, L = 1000, N = 2048, D = 32.
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Figure 41. Simulated Performance Gain vs. SIR, L = 32, N = 2048, D = 128.
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Chapter Five

Conclusions and Future
Research Topics

The various all-digital HDTV systems currently being considered by the FCC are capable

of delivering high resolution, wide aspect ratio video signals to home viewers over existing

cable TV networks. The impressive compression rates of the source encoders allow for

transmission without the use of additional bandwidth. Furthermore, the powerful error

protection ensures high quality image reception under normal operating conditions. The

presence of a strong interfering tone, however, may defeat the ability of the error correcting

codes, leading to severe image degradation. In this case the use of some form of tone

cancellation may be required at the receiver.

In this thesis an effective tone canceller has been proposed. This device is based on

a linear estimator, and is a suboptimal direct implementation of the minimum mean-square

error estimator, with performance that is very close to the theoretical optimum under most
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circumstances. Simulated performance analysis confirmed that cancellation can be applied to

reduce the tone to negligible levels, thereby allowing impairment-free image reception.

Finally, the following is a list of topics which can be considered for further research.

• MULTIPLE TONES

If multiple tones, closely spaced in frequency as in the case of CTB, interfere with the

HDTV signal, some cancellation is expected from using the proposed device directly, but

performance may be far from optimal. Further theoretical and experimental analysis

is required. One the other hand, for cancelling tones that are well separated some

modifications will definitely have to be made, However, these modifications should

be relatively minor as this problem was a secondary design consideration of the proposed

system. Nonetheless, extensive analysis and testing is required to support this claim.

• NON-STATIONARY TONES

The performance of the proposed canceller should be investigation if the interfering tone

is non-stationary. Methods for tracking slow variations in the tone’s frequency and

power should be developed.

• THRESHOLD CANCELLATION

To prevent distortion from being introduced because of the residue floor, methods for

determining if the tone is below a certain threshold, and hence too weak to cancel should

be developed. Under this condition the canceller would be disabled.

• ALTERNATIVE FREQUENCY ESTIMATION METHODS

Although the use of the periodogram provides an extremely reliable estimate of the tone’s

frequency, it may be unduly complex. Since the accuracy provided is excessive, a less

complicated method may be capable of providing adequate results, In addition, the

periodogram is ill-suited for tracking frequency variations and distinguishing between
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closely spaced tones. In hindsight, the periodogram may not be the most versatile tool

for frequency estimation. Alternate methods should be investigated.
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Appendix A
MMSE Tone Estimator

In this appendix the assertion that Za, given by

L

Za = wnRa_n , (A.l)

is the linear minimum mean-squared estimator of Za when

—

____

)Wfl (A2
L+C

where C = ( + No)/K and cj = 2fT is proved. This is accomplished by showing

that the partial derivatives of the MSE with respect to the real and imaginary parts of each

w are equal to zero. To begin, note that the MSE is

7 E[Za_a]

= Z Za — Z E[Za] — Za E [:] + E[a]

= ZZa — ZwnE[Ra_n]
— ZawE{R_nj

+ wwmE[R_nRa_m]. (A.3)
n=1 m=1

To use this expression, recall from Section 2.6 that since ‘a and Na are zero mean random

variables,

E[Ral = E[Ia + Na + Za]

= Zn , (A.4)

and

E[RjRm1 = E[IIm1 + E[NNm1 + ZZm

=
—

n) + No6(m
—

n) + ZZm. (A.5)
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Substituting these expressions into Eq. (A.3) yields

7 = ZZa — Za*WnZa_n
— Za w:za*_n

+ > WWm [(cr + No)S(m — n) + Z_mZa_m]. (A.6)
n=1 m=1

From the definition of Za given by Eq. (2.62) it is clear that

Za_n = z(aT8 — nT3)

=

= K ei2h1f.aT e_j2fmnTs

= Zae_j2T$

Zae3Th, (A.7)

so Eq. (A.6) becomes

7 = ZZ
— ZZa wne2— ZaZ: we3

+ Z:Za wwme_2wt(m_n) + ( + N) (A.8)
n=1 m=1 n=1

By noting that ZZa = K?, the above equation can be expressed as

7 = K — — + wwme_m_]

n=1 n=1 m=1

+ ( + N0) (A.9)

To find the partial derivatives it is convenient to express each w in terms of its real

and imaginary components. Let x = Re{w] and y = Im[w] so that w = x, + jy.

Then Eq. (A.9) becomes

= I? [i — (x + jy)e — (x — JYn)e]
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L L

+ K (x71 — jyn)(Xn + jyn)e1(m_

n=1 7n=1

L

n=1

L L

= K [i — x(e’ + e’)
—

j yn(e —

n=1 n=1
L L

+ (x, — jyn)(xn + jyn)e_3m_

n=1 m=1

L

n= 1

L L L

= (+No)(x +y) + KIl
n=1 L n=1 n=1 j

L L

+ K [XnXrn + XnYm — nXrn + ynym1e_Jm_. (A.1O)
n=1 m=1

The derivative of ‘y with respect to x for c = 1,.. . , L is

87
= (u+No)2xc+I[—2cos(wc)]

C

L L

+ K [xS(m—c) +
n=1 m=1

L L

[S(fl)y — y?6(mc)]e

n=1 m=1

= 2(o + N0)x — 2I cos (L.’c)
L

+ p12 [ _Jwj(c_n) _w(n_c)]xe +xe
n=1

L

+ jiQ
—
yne7]

n=1

= 2(u + No)x — 2K cos (wc)
L

+ 2I [x cos [j(n
—

c)] + y sin [w(ri
—

. (A.l1)
n=1

To show that this is equal to zero when the coefficients are given by Eq. (3.8), it is necessary
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to substitute

1
Re[w1]= cos(wn) , (A.12)

L+C

and

1
= Im[wn]

= L +
sin (cLn) (A,13)

into Eq. (A.11). This leads to

1
= 2(u + No) cos (cc) — 2K? cos (wic)

L+C
L

1
+ 2K?

[
cos (win) cos wj(n — c)] +

L +
sin (wjn) sin [w(n — c)]j

L+C
nzr=1

1
= 2(u + No) cos (wc) —2K?(L + C

L+C L+C)c0s(

L

+2K2
1

i L+CC0S1
n=1

= 2 cos (wc)
L

[(u + N0)
— K?(L + C) + K?L]

___

+No’\
=2cos(wic)LiC[(u +No) _I(L+ ) +K?L]

= 2 cos (wc)
L + C

[0]

= 0 (A.14)

for all c = 1,.. .,L.

Following a similar procedure for the derivatives with respect to Yc yields

— 2 + No)y — 2K? sin (wjc)

L

+ 2K? [—x sin w(n — c)] + y cos [w(n — c)]] , (A.15)
n=1

and substituting for x and y yields

1
= 2( + N0) sin (wjc)

— 2K? sin (wjc)
8Yc

‘9 L+C
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+ 2K [L+1c cos (win) sin [w(n — c)] +
L

sin (win) cos [wj(n — c)]]

= 2(a + N0)
L

sin (wc) — 21q() sin (wc)

+ 2I Zsin[wj(n_ n+c)]

= 2sin(wic)L
1

+ No)
— K?(L + C) + KL]

= 2 SIll (wc)
L +

= 0 (A.16)

for all c = 1,. . . , L. The results in Eq. (A.14) and (A.16) show that the partial derivatives

of y are all equal to zero when

= L

__)Wfl

(A.17)

To complete the proof it should be shown that the point given by {w} relates to the

global minimum of -y, and not a local minimum, or a maximum or saddle. However, it was

felt that such completeness is beyond the scope of this thesis. Nonetheless, it can safely be

assumed that the coefficients given by Eq. (3.8) do minimize y and therefore

Za
= L c Ra_ne’ (A.18)

is the linear MMSE estimator of Za.
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Appendix B
Derivation of Mean and Variance of Average
Periodogram with One Sample per Symbol

In this appendix, expressions for the mean and variance of the points in the average

periodogram are developed. This analysis is only valid if one sample per symbol is collected,

at the symbol sampling instant. It is tailored specifically for QAM signals. The proof begins

by finding various moments of the components in the received samples (Section B. 1). These

are used to find similar moments of the finite Fourier transformed blocks (Section B.2). These

results are in turn used to find the mean and covariance of the periodograms (Section B.3).

Finally, the mean and variance of the average periodogram is determined (Section B.4).

B.1 Signal Samples

Using Eq. (2.28), the samples of the received signal, rd(n), can be expressed in terms

of samples of the three component signals as

rd(n) r(nT + dNT)

= v(nT + dNT8)+ n(nT8 + dNT) + z(riT8 + dNT)

Vd(fl) + fld(fl) + Zd(fl). (B.l)

The three components will be treated separately.

The first component is due to the transmitted data signal, and each sample can be expressed

by using Eq. (2.34) as

Vd(fl) v(nT + dNT)

= Iah(nTs+dNT3aT8)
a= —00
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= Z I(+dN_)h(cTs)
C —00

= ‘(n+dN) , (B.2)

since h(cT5) = S(c) because of there is no intersymbol interference due to the Nyquist

filtering assumed (see Eq. (2.6)).

For all typical QAM signal constellations with each symbol equally likely, the following

properties hold: E[Ia} = 0, E[IaIa] = 0, and E[IIaIa] = 0. Let o = E[IIa] and

= E[IIaIIa]. As it is assumed that no correlation exists between the symbols transmitted

at different times, the following properties hold:

E[I1b] = crS(b— a) , (B,3)

and

E[IIbI1d] = oS(b — a)(d — c)6(c — a)

+ ()2(b- a)6(d - c)[i - 8(c - a)]

+ (a)2S(d - a)S(c - b)[l - - a)]

=

- 2(] 6(b - a)(d - c)6(c - a)

+ (u)2(b- a)S(d -

+ (2)26(d
— a)6(c — b). (B.4)

From these properties the following moments can be found:

E[vd(n)] = = 0 , (B.5)

E[v(n)ve(m)] = E [n+dN)I(m+eN)]

= u6(m — n + (e — d)N)

= — n)S(e — d), (B,6)
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E[vd(n)v(m)] = E[I(n+dN)I(m+eN)]

=0, (B.7)

E[v(ni )vd(ml )Ve(fl2)] = E [1ni+dN) I(mi+dN)I(n2+eN)]

=0, (B,8)

and

E[v(n1)vd(ml )v (m2)vd(m2)] = E [Ifl +dN) I(ml+dN)I+eN)I(m2+eN)]

=
— 2(u)2]8(mi — ni)6(m2 — Th2)6(fl2 — ni + (e — d)N)

+ (u)28(mi — m1)S(m2
— n2)

22
+ (u5) S(m2 — n1 + (e — d)N)S(n2— m1 + (e — d)N)

= [ — 2(u)2]S(m1
— nl)8(m2

— n2)(n2 — ni)S(e — d)

+
(2)28(

— ni)6(m2 — n2)

+ (u)2S(m2
— nl)6(n2 — mi)S(e — d). (B.9)

The second component of Eq. (B.1), nd(nj, is due to the AWGN signal. The samples

nd(n) are statistically independent complex Gaussian random variables with zero mean and

a variance of N0. Any zero mean complex Gaussian random variable, Y, with variance 4,
can be treated as two real Gaussian random variables, F and G, such that Y = F + jG. F

and G are statistically independent with identical distributions, zero mean, and variances of

4/2. Therefore they have the properties

E[F] = E[G] = 0, (B.lO)

E[F2] = E[G2] =, (B.1l)

E[F3] = E[G3] = 0 , (B,12)
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E[F4] =

=

= 32
(B.13)

and

E[FG] = E[F]E[G] =0. (BJ4)

Using these properties, the following moments of Y can be found:

E[Y] = E[F+jG] E[F]+jE[G] = 0, (B.15)

E[Y*Y] =E[F2+G2]= =4, (B.16)

E[YY]=E[F2H-j2FG—G2]= —j2(0)—=0, (B.17)

E[Y*YY] = E[F3 + jF2G + FG2 + jG3]
2 2

=0+j(0)+(0)+j(0)

= 0 (B.18)

and

E[Y*YY*Y1 = E{F4 + 2F2G2+ G4]

= 32)22(uY)(uY) 32)2

= 2(4)2. (BJ9)

For statistically independent samples of a Gaussian random process, the following prop

erties exist:

= — a), (B.20)

and

E[Y*YbY*Yd] = 2(4)26(b — a)(d — c)6(c — a)
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+ (4)26(b - a)6(d - c)[i - 6(c - a)]

+ (4)2(d- c)(c - b)[1 - - a)]

= (4)26(b - a)6(d - c) + (4)26(d - a)S(c - b). (B.21)

Extending these properties to samples of the noise signal yields

E[nd(n)] = 0, (B.22)

E[n(n)rie(m)] = No8(m — n)5(e — d) , (B.23)

E[nd(n)n€(m)] = 0, (B.24)

E[n(n1)nd(m1)ne(n2)] = 0 , (B.25)

and

E[n(n1)nd(m1)n(n2)n€(m2)] = NS(mi
— n1)(m2

— fl2)

+ — ni)S(n2 — mi)S(e — d). (B.26)

Finally, the third component of Eq. (B.l), zd(n), is deterministic and is a result of the

interfering tone. From Eq. (2.42), it can be expressed as

Zd(Th) z(nT3 + dNT8)

= ic . (B.27)

B.2 Finite Fourier Transform

The FFT of the 1rh block of samples, as defined in Eq. (3.27), is

Rd(k) rd(n)e J2N (B,28)
71 0
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This can be expressed in terms of the three component signals by defining

Vd(k) vd(n)e_12, (B.29)

Nd(k) nd(n)e2, (B.30)

and

Zd(k) Zzd(n)e_12, (B.31)

so that

Rd(k) = Vd(k) + Nd(k) + Zd(k) (B.32)

Once again, each of the components will be treated separately,

Moments of the first component can be found by applying the moments given in Eqs.

(B.5)-(B.9). Therefore,

E[Vd(k)] = E[vd(n)]eJ2

= 0 , (B.33)

N-i N-i

E[V(k)V(l)] =

n=O m=O

N-i N-i
= Zu5(m_n)6(e_d)e_j2mN

n=O m=O

= e_i26(e
— d)

= oNS(l — — d) , (B.34)

N-i N-i
Im kn

E[Vd(k)Ve(l)1 = E[vd(n)ve(m)]e_22e_32

n=O m=O

= 0 , (B.35)
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N-i N-i N-i

E[v;(k)vd(k)ve(l)1 = E[v(ni)vd(mi)ve(n2)je_j2e_j2mjv

n1=O mj=On2=O

= 0 , (B.36)

and

E [Vd* (k) Vd (k) V’ (1) V (1)]
N-i N-i N-i N-i

•, k(m1—r1)

_______

= E[v(ni)vd(mi)v(n2)ve(m2)]e1’N — N

n1Om1=O fl20 m2O

r [2(2)2] 6(mj —n)6(m2_n2)S(n2_nj)S(e—d)

N—i N—i N—i N—i X N
ej2m22)

. k(m1 —n1)

_________

= k(m1 -‘ii)

_____

e
J21(m2_2)

na=O mi=O n2=O m2=O + (a)2S(mi_ni)S(m2_n2)e327r N — N

k(mj —n1) t(m2—2)[ + (J)2S(m2_ni)S(n2_mi)6(e_d)e2 N e2 N

N-i N-i
k(n1—n1) .

________

=

— 2(cT)2] > S(n2-ni)S(e—d)e2 N N

n1=O fl20

N-i N-i

+
(2)2 ej27 1—1)

ej2i22)

n1O fl2O

N-i N-i

__

(2)2 :: >
)i2?rk(fl2fll)

j2hh12)N

ni=O fl20

= — 2(u)2jNS(e — d) + ()2N2 +()2N26(l
— k)S(e — d). (B.37)

Using Eqs. (B.22)-(B.26), the moments of the second component of Eq. (B.32), Nd(k)

can be found. They are:

N-i

E[Nd(k)] = E[nd(n)]e_)27

n=O

= 0 , (B.38)

N-i N-i

E[N(k)Ne(l)1 = E[n(n)ne(m)]e 2iej2

nO mO

N-i N-i
lm—kn

= No6(m — n)5(e — d)e2 N

m=O m=O
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N-i

N0 e_j2= N (e—d)
nr0

= N0NS(l — k)S(e — d) , (B.39)

N-i N-i

E[Nd(k)Ne(l)j
=

E[nd(n)ne(m)1e27e_J2
n=0 m=O

= 0, (B.40)

N-i N-i N-i

E[N (k)Nd(k)Ne(l)] =
E [n(ni)nd(mi)n(n2)]ei2‘e_22m1

-ni)

N

n1=0 m1=0n20

= 0 , (B,41)

and

E[N (k)Nd(k)N(l)N(l)j
N-i N-i N-i N-i

k(mi —n1) t(m2—2)
= ) > E[n(nl)nd(mi)n(n2)ne(m2)je2N e2 N

nj=0 m1=0n2=0 m2=0

N-i N-i N-i N-i
k(m1—n1) .21(m2—n2)

= N,6(mi — ni)6(m2 — n2)e’2 N

m=0 mi=0 fl20 m2=0

N-i N-i N-i N-i
k(m1 —‘ii)

_________

+ N5(m
— n1)(n2 — mi)S(e — d)e2 N ej2m2!2)

n1=0 m1On2Om2=0

N-i N-i

= N ) ej2khlv_1) e_j22fl2)

n1=0n2=0

N-i N-i
. k(n2—n1) . i(n1—n2)

+ N — d)e3’ N N

n1=0 fl20

= N02N2 + NN2S(l — k)5(e — d) . (B.42)

For the third component of Eq. (B.32), the FFT can be computed directly. Using Eq.

(B.27), Zd(k) can be expressed as

N-i

Zd(k) zd(n)eJ2N

nO
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N-i

= ::
n=O

N-i

= Kej2jdN ej2(ji —
— )nT

n=O

= Ijei2dNTse
[(f — )NT8]ej_)NTs

Sill
—

= Kje22 NTe3 sin [(fNT8— k)] eui_k)
(B.43)

sin [-.(fNT8— k)] eji(fiNT5_k)

Note that

= K
sin2 [7r(fNT5— k)]

sin [-CINTS — k)]

— K2
sin2 [TrfjNT5}

(B.44)
—

Sill {-kCINTS — k)]

It is useful to define the function

ii2 ‘irfNT8
Zo(k) = (B.45)

Nsin2(fNT8—k)

so that

= KNZo(k) . (BA6)

B.3 The Periodogram

From the definition of the periodogram in Eq. (3.28),

Xd(k) (B.47)

it has a mean of

E[Xd(lc)] = E[Rd(k)2] , (B.48)
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and a covariance of

COV[Xd(k),Xe(l)1 = cov[Rd(k)2, Re(l)2]
. (B.49)

To evaluate these expressions, substitute Eq. (B.32) for Rd(k) so that

= + V(k)Nd(k) + V(k)Zd(k)

+ N(k)Vd(k) + + N(k)Zd(k)

+ Z(k)Vd(k) + Z(k)Nd(k) + Zd(k)2. (B.50)

Taking the expectation yields

E [jRd(k)2] = E [Vd(k)2] + E[V(k)]E[Nd(k)] + E[V(k)]Zd(k)

+ E[N2(k)]Vd(k) + E [INd(k)2] + E[N(k)]Zd(k)

+ Z(k)VdE[Vd(k)} + Z(k)E[Nd(k)] + Zd(k)12,

= E [Vd(k)l2] + E [Nd(k)2] + (B.51)

The expression for E Ed2R(l)12] needed for the covariance, has eighty-one terms, but

most are equal to zero. All terms with exactly one or three data or noise components have

zero mean, and therefore are omitted. Also, terms with E[Vd(k)Ve(l)j and E[Nd(k)Ne(l)] are

also equal to zero, and are omitted too. The remaining terms are

E [Rd(k)2Re(l)2]

= E [vd(k)2ve(l) 2] + E [Vd(k)l2Ne(l)2] + E EVd(k)I2] z(l)2

+ E [INd(k)2Ve(l)2] + E [Nd(k)I2Ne(l)2] + E [Nd(k)2] Ze(l)12

+ Zd(k)12E[Ve(l)2] + lZd(k)2E[Ne(l)I2] + Zd(k)I2Ze(l)I2

+ E[V(k)V (l)]E[Nd(k)N(l)] + E[Vd(k)V*(l)]E[N(k)JV(l)]

+ E[Vc?(1C)Ve(l)lZd(k)7(l) +
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+ E[Iv;(k)1v:(l)lzd(k)z:(l) + E[Nd(k)N:(l)1z(k)ze(l) . (B.52)

From Eqs. (B.51) and (B.52), it is clear that

Coy [Rd(k) 2 Re(l)2]

E [Vd(k)I2Ve(l)2]
- E [vd(k)I2] E [Ve(l)2]

+ E [Nd(k) 2 N(l) 2]
- E ENdk 2] E [N(l) 2]

+ E[V1(k) Ve (l)IE[Nd(k)N: (1)] + E[Vd(k) V*(l)]E[N (k)N: (1)]

+ E[V(k)Ve(l)]Zci(k)Z’(l) + E[Vd(k)*(l)]Z(k)Zc(l)

+ E[N(k)N:(l)jzd(k)z:(l) + E[Nd(k)N (l)]Z(k)Ze (1) . (B.53)

Substituting Eqs. (B.34), (B.37), (B.39), and (B.42) into Eqs. (B.51) and (B.53) yields

E [Rd(k)j2] = + N0N + KNZ0(k), (B.54)

and

Coy [Rd(k)I2, R(l)2]

=

- 2(u] N6(e - d) + (g)2N2

+()2N26(l
— — d) — ()2N2

+ NN2 + J\/N2S(l — k)(e — d)
—
N1N2

+ uNoN2S(l — k)6(e — d) + uNoN25(l — k)6(e — d)

+ oNS(l —
— d)zd(k)z:(l) + oPvTS(l

—

k)6(e
— d)Z(k)Ze(l)

+ N0NS(l — k)S(e — d)Zd(k)Z(l) + N0NS(l — k)6(e — d)Z(k)Z(l)

=

— 2()2]N(e — d) +
[(2)2

+ 2No + N]N2S(l
— — d)

+ 2 [a + No] NZd(k)I26(l— k)S(e — d)

= ( + No)2N28(l
— — d) + 2( +N0)KN2Z0(k)S(l — — d)
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+ — 2(u)2]N6(e — d). (B.55)

As a result,

E[Xd(k)} a + N0 + KZo(k) , (B.56)

and

Cov[Xd(k), Xe(l)1 = ( + N0)2S(l — k)S(e — d) + 2( +N0)KZo(k)8(l — k)S(e — d)

(B.57)

B.4 The Average Periodogram

From Eq. (3.51), the average periodogram is computed as

XD(k) = Xd(k). (B.58)

Using Eq. (B.56), the mean of the average periodogram is

E[XD(k)] = E[Xd(k)]

=

= u + N0 + KZo(k) . (B.59)

The covariance between different points in the average periodogram is

D-1 D-1

Cov{XD(k),XD(l)] = COV[Xd(k),Xe(l)]
d=0 e=O

D-1 D-1

[(u+No)2+2(u+No)KZo(k)]S(l_k)S(e_d)
d=0 e=0

D-1 D-1

+ y — 2(o)2] 6(e — d)
d=0 e=0
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= + No)2 + 2( + No)KZo(k)] 6(1 — k) + [_2()2].

(B,60)

Note that for two different points in the periodogram, there is a slight correlation, as indicated

by the second term in Eq. (B.60), Note that the second term is much smaller that the first,

since it is divided by N. Therefore for the variance the second term is negligible, so

Var[XD(k)} = b[(u +iv0)2+2(o +No)KZo(k)] . (B,61)

In summary, Eqs. (B.59) and (B.61) provide expressions for the mean and variance of

the points in the average periodogram, when D blocks of N samples collected at the symbol

sampling instants are used to calculate the average periodogram. These expressions are in

terms of the transmitted energy per symbol, o-, the one-sided noise spectral density, N0, the

power of the interfering tone, K, and the function

Zo(k)
= sin2 (fNT5)

. (B.62)
N sin2 (--[fNT8— k])

These results are used extensively throughout Section 3.3.
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Appendix C
Power Ratio Estimator

In Section 3.3.5, two estimators, denoted by Oi and 02 were presented in conjunction with

a method for estimating the power ratio, C = ( + No)/I. In this appendix it is proved

that 01 and 02 are unbiased estimators of o + N0 and I, respectively, and expressions for

their variances are derived.

Recall that the two estimators are calculated from the two intermediate quantities, Si and

52, that are define by Eq. (3.74) and Eq. (3.75), respectively. To analyse 01 and 02 it is first

necessary to find the means, variances, and covariance of Si and S2.

In Eq. (3.74) the first quantity, S, is defined as

N1

k=-1

(C.l)

Its mean can be found by using Eq. (B.59) as an expression for E[Xj(k)], so that

E[S1j
=

= [r + N0+ KZo(k)]

= a + N0 + *K Z0(k). (C.2)

To simplify this equation it is important to note that

Z0(k) =

N—iN—i 1’ k \
= (C.3)

n=0 m=0
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which follows from the definition of Zo (k) given in Appendix B, in particular Eq. (B.43).

Using this identity it is easy to see that

N—i N—i / k ‘\

Zo(k) =

k=— n=0 m=0

N-iN-i

>
n0 m=0 k=—

N-i N-i

= > e_2i(m)TS(m
— m)

n=0 m=0

=

ej27)

=N. (C.4)

Substituting this into Eq. (C.2) yields

E[S1} = + N0 + K, (C.5)

which is, of course, the total power in the received symbols.

To find the variance of S1, Eq. (B,60) is used for the covariance of XD(k) and XD(l).

This leads to
N1 N1

Var[Si]
=

- 1 ( [( + No)2 + 2(u + No)KZo(k)] 8(1 - k)

2
k=_J2Ll=_i \

[(+N0)2+2(+No)Kzo(k)] +N2[a_2()2]

= + No)2 + 2( + N0)K
+ ( - 2()2)]. (C.6)

Recall that the second quantity, S2, defined in Eq. (3,75), is the sum of only a few points

in the AP, centered around the position of the tone spike, k. Let M denote the number of
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points to sum, where M is odd, and let c = (M — l)/2. This quantity is therefore defined as

k +c

S2 XD(k). (C.7)
k=k—c

Its mean can be found by using Eq. (B.59) for E[XD(k)], and is

k +c

E[S2]= E[XD(k)]
k=k—c

k +c

= > [+No+Kzo(k)]
k=k—c

k+c

= ( + N0)M + K Zo(k). (C.8)
k=k—c

The summation of Zo(k) over k e [k — c, k + c] requires some attention. From Eq. (B.62),

it is useful to note that

k+c k+c 2sin (irfNT8)

k=k-c

k
= k=k-c

N sin2 (*[fjNT — k])
— C (fNT)

— k=-c
N sin2 ([fNT8— (k + k)])

—
-_, sin2 (ir[ + kg])

— L.d 1\T Sifl \N1

= k=-c
N sin2 ([•- kfl’

(C.9)

which depends on S and on the number of points used in the sum. The function

k +c

Z0(k) (C.lO)
k=k—c

represents the fraction of the total power of the tone that is contained within the M points

centered around k. Since most of the power is contained in the spike, GM(6j) is usually

very close to unity. For the remainder of this Appendix, GM (Si) will be abbreviated to G to

simplify notation, Substituting Eq. (C.lO) into Eq. (C.8) yields

E[S2] = (o + N0)M + KNG. (C.ll)
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As in the case of S1, the variance of 32 can be found by using Eq. (B.60) as an expression

for the covariance of XD(k) and XD(l). This leads to

k+c k+c

Var[S2j= Cov[XD(k),XD(l)]

k=k1—c l=k—c

k+c k+c [(u +No)2+2( +No)KZo(k)]6(l_ k)

k=k—cl=k—c -f [o — 2(o) ]
k, +c

= > [( + No)2 + 2(cr + No)KZo(k)] + M2[ - 2()2]

k=k—c

= + N0)2M + 2(cr + No)KNG] + — 2(u)2], (C.12)

To find expressions for the variances of 0 and 02, the covariance of S and 32 must be

known. This is easily shown to be

N
1_1 k,+c

Cov[Si,S2]
= .

Cov[XD(k),XD(l)]
k=— l=k—c

1 k+c + 2(u + No)KZo(k)] 8(1 — k)

NZZ 2
+[u_2(o) ]

k +c
= [(+N0)2+2(+N0)K?z0(k)]+NM[_2()2]

l=k—c

= + N0)2M + 2( +N0)KNG + ( — 2()2)M] . (C.13)

Armed with the joint moments of S and S2, analysis can proceed to 0 and 02. Recall

from Eq. (3.76) that the estimator 0 is generated by

NGS1 — S2
01=

NG—M
(C.14)

Using Eqs. (C.5) and (C.l 1) for E[S1] and E[S2] respectively, it is clear that

NGE[S1]— E[S2j

NG-M
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— NG{c+No+K?] — [(o+No)M+KNG]
- NG-M

( + No)[NG — M}

= NG-M

=+No. (C.15)

Therefore 01 is an unbiased estimator of o + N0, Its variance can readily be found to be

Var[Oij — 1
— (NG_M)2/ar[NG91— S2]

1
= (NG-M)2

[N2G2Var[Sij — 2NGCov[Si, S2] + Var[S2}].

1
— (NG-M)2

(C.16)

By using Eqs. (C.6), (C.12), and (C.13), this variance can be expressed as

N2’2 1
[(+N0)2+2(-+N0)I+(_2()2)]

Var[0i] — 1
— 2NG 1 I

— (NG-M)2 ND I

[ +(u-2()2)M J
M2r2+[(u+No)2M+2(u+No)ING] +L4_2(u9)])

(o+No
21N2G2 9iVMG iwl
)[NDND+j

2NGINGnNG 11 Ij [ +2(+No)K I= (NG-M)

1N2G2 NMG
+

M21

__-

ND j)[(o+No)2[NG2_2MG+M]

+ 2(u + No)K?NG[G — 2G + 1]

M211
+ — 2()2){NG2

— 2MG+ j
2r M(1—G)][ (o + No) LG + NG-M j

= (NG_M)D +2(+No)KG
1—G1

____________________

(C.17)t NG-M1

\NG—M I
N I

This expression, although exact, is a little too cumbersome for practical use. A reasonable

approximation can be made by assuming that G is exactly equal to one. This assumption

129



greatly simplifies Eq. (C. 17), yielding

Var[Oi]
(N-M)D + No)2 + ( — 2()2) N —M]

(C.18)

as an approximate expression for the variance.

The second estimator, 02, can also be analysed in a straightforward manner. Recall from

Eq. (3,77) that

.$2—MS1
02=

NG—M
(C.19)

By using Eqs. (C.5) and (C.ll) its mean can be found to be

E 0 1
— E[S2] — ME[S1]

[2j- NG-M
—

- NG-M
K[NG — M]

= NG-M

= K. (C.20)

Therefore 02 is an unbiased estimator of K. Its variance can readily be found to be

Var[02]
= (NGM)21[S2 — MS1]

= (NG_M)2
[Var[82]— 2MCov[81,S2] +M2Var[8i]] . (C.21)

By using Eqs. (C.6), (C.12), and (C.13), this variance can be expressed as

[(u+No)2M+2(+No)KNG]
+[u2(g)2]

(u + No)2M + 2( + No)KNG

Var[02]
= (NG—M)2

— 2M

+
(cry — 2(o)2)M

+ M2[(at + N0)2 + 2( + N0)K
+

(cry - 2()2)]

M 2M2 M2
+JVO)

1 c-/ 2 ir ‘ jz2 NG nMNG M2
= (NG—M)2 + s + 1VO)11 D — L ND + ND

/ 2\ 2 2 2

— ) — ND V7Y
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- 1

((J+No)2MM

— (NG-M)2 I
+ 2(c + N0)K [G(N — M) — *(NG — M)]

/( 2 N 2M (N—M)
I s + 0) N (NG-M)

1 22— (NG-M)D

+2(+No)K?{G —*]
As in the case of the variance of 01, this expression, is a little too cumbersome for practical

use. By assuming G equals one Eq. (C.22) simplifies to

Var[02J + No)2NM + 2(o + No)K?] (C.23)

as an approximate expression for the variance.

To summarize, the preceding proof showed that 0 and 02 are unbiased estimates of cr +N0

and K, respectively. Furthermore, these estimators have variances that are approximately

given by

Var[0i] (N-M)D + No)2 + (a — 2(u)2) N _M]
(C.24)

and

Var[02] +No)2NM +2(u+No)K] (C.25)
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Appendix D
Source Code Listings

This appendix provides complete listings of the source code for all the programs used

in generating results for this thesis. Section D.1 contains listings for the programs used to

determine the positions of the CTB, Section D.2 contains listings for the program used to

determine the probability of transmission error, and Section D.3 contains a complete listing

the tone canceller simulator.

D.1 Positions of CTB

To determine the positions of the triple beats, three separate filters are used. The first, list,

generates a list of all the distinct beats, The second, merge, determines the distinct positions

of the beats and the number of beats at each position. The final filter, channel, sums the

number of beats falling within each channel. They are executed in order with the command:

% list I sort I merge I channel
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D.2 Probability of Symbol Error

To determine the probability of a symbol detection error in the presence of AWGN an

interfering tone, the program error was used. Numerical integration is implemented with

five-point Gaussian quadrature interpolation.
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D.3 Tone Canceller Simulator

In the following pages the source code for the simulator is listed. The program is separated

into two files: tx.c contains the main routines for the transmitter, channel, and receiver; and

canceLc contains the routines required by the interference canceller.
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