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Abstract

In a heterogeneous computing environment, computers have to use a suitable transfer syntax to communicate with each other because of the differences in data representations in each computer. The need to translate the data from one format to another, which can be understood by all computers, takes over 90% of the processing power used for protocol processings. Application specific architectures in a heterogeneous system may not be efficient in performing protocol processing functions and there is a need for a stand alone protocol processing system. In a gigabit networking environment, the processing power required for protocol processing is beyond that of a single processor and a multiprocessor approach is needed. Three different multiprocessor architectures with increasing complexities for protocol processing are described in this thesis. These designs make use of the properties of locality of processing and prefetching techniques. Both simulations and analytical methods are used to evaluate the performance. The results indicated that by putting instructions and packet data close to the processors, a significant increase in processing throughput can be obtained as compared to previously published designs. In our best scenario, we obtained a throughput of up to 560MBits/s. With further optimizations, it is expected that the throughput can be extended to a gigabit rate. The study also revealed that a bus based architecture is sufficient in handling the OSI protocol processing requirement for a network rate of over 560MBits/s. It was observed that the use of fast processors alone without matching fast memory is inadequate in providing a feasible solution. The sequential nature of protocol definition could be changed to include more parallelism and to further improve the scalability of the protocol processing system.
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Chapter 1

Introduction

High performance computer architectures have been designed to deal with different computational needs. However, a single application will usually consist of a number of tasks having different computational requirements. One single architecture is thus unable to satisfy the needs of every application and peak performance of the architecture can not be achieved as the system must spend part of its time working on computations not designed for it. A heterogeneous computing environment solves this problem by having a number of application specific architectures in the system so that each portion of the task can be processed in the fastest possible rate [13].

Computers within a heterogeneous computing environment have to communicate with each other to exchange information. Since each computer may have its own data format, a suitable transfer syntax is needed to enable the exchange of data. The OSI protocol stack provides a model which computers can use to communicate. In a high performance computer system, a high speed network would be required to handle the communication traffic. The need to perform transfer syntax conversion in a high performance computer system turns out be a major burden computationally because a large amount of data has to be transformed in a short period of time. The problem becomes worse with the use of application specific architectures in the heterogeneous environment because these architectures may not be efficient in performing protocol processing operations. Thus, a stand alone protocol processing system is desirable.

An example of such a system may consist of a database server machine optimized for data access, a vector processor for computations and a workstation for user interface. Protocol
processing systems capable of high speed operations could be installed at the database server and the vector processor as these specialized machines would not be optimized for protocol processing. The workstation may or may not be equipped with an external protocol processing system depending on the traffic and the cost of such a system.

1.1 Guide to the rest of the thesis

The remaining sections in this chapter describe the OSI protocol reference model and some basics of parallel processing. Related research activities, motivations for the research, our approach and objectives are also discussed. Chapter 2 explains the major design issues that have to be made for the multiprocessor protocol processing system. An analytical model is developed for a simple shared memory design and the behavior of this design is examined using both the analytical approach and the simulation approach. Chapter 3 deals with the effects of locality and studies the performance improvements that is obtained with the improved architecture. Chapter 4 discusses other means of achieving locality and thus increasing the system throughput by means of a further improved architecture. Chapter 5 gives a summary of the results and discusses their implications. Chapter 6 draws some conclusions based on the results. Details about the simulation program, data and simulation results are given in the appendices.

1.2 Background on protocol processing

Open System Interconnection (OSI) is a reference model defined by the International Organization for Standardization (ISO) for the communication between computer systems [32]. The OSI model consists of 7 layers, each of which has a unique function as defined by a service definition and a protocol specification. The service definition specifies the activity between adjacent layers and the protocol specification defines the interaction between peer entities on the communicating machines. The seven layers include the application layer, the presentation layer, the session layer, the transport layer, the network layer, the datalink layer and the
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Physical layer. A brief description of each layer is given in Table 1.1.

<table>
<thead>
<tr>
<th>Layer</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Application</td>
<td>deals with the distributed information services and access of the OSI environment by users.</td>
</tr>
<tr>
<td>Presentation</td>
<td>deals with the data representation and includes conversions, compression and encryption of data.</td>
</tr>
<tr>
<td>Session</td>
<td>deals with the establishment, maintenance and termination of connections between co-operating applications.</td>
</tr>
<tr>
<td>Transport</td>
<td>deals with the reliable and transparent transfer of data between end points. Segmentation and reassembly of packets are also performed if the network packet size is fixed and smaller than the session packet size.</td>
</tr>
<tr>
<td>Network</td>
<td>deals with the establishment, maintenance and termination of connections. In a connection oriented system, routing table has to be maintained to determine the path for routing packets.</td>
</tr>
<tr>
<td>Data link</td>
<td>deals with the reliable transfer of information across the physical link.</td>
</tr>
<tr>
<td>Physical</td>
<td>deals with the mechanical, electrical, functional and procedural characteristics to access the physical medium.</td>
</tr>
</tbody>
</table>

Table 1.1: OSI 7 layers of protocols

Communication between two systems is achieved by passing information in the form of protocol data units (PDUs) between peer layer entities. Since all peer layers are only connected logically except the physical layer, PDUs have to move down the layers until they get to the physical layer and then move up to the peer layer on the destination machine. Information is passed between adjacent layers using service data units (SDUs) through service access points (SAP). Figure 1.1 shows the interactions between the PDUs and the layer entities. An (N+1) layer entity trying to communicate with its peer entity with a (N+1) PDU will send the PDU as a (N) SDU to the (N) layer entity in its own machine by invoking a (N) service primitive through a (N) SAP. The (N) layer entity will then communicate with its peer with a (N) PDU created by adding protocol control information (PCI) to the (N) SDU. This will continue until the physical layer is reached and at which point, the information is sent.

1 The protocol control information is commonly known as the header.
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Figure 1.1: OSI layer concept
On receiving a \( (N) \) PDU, the \( (N) \) layer entity will carry out the actions specified in the PCI. The \( (N) \) SDU will also be passed to the \( (N+1) \) layer entity if required.

Protocol processing for connection-oriented protocols can be divided into two parts, packet processing and connection control block manipulation. Packet processing includes the transfer syntax conversion, checksum calculation, encryption and decryption, and encoding and decoding of headers. Connection control block manipulation [15] includes state machine transitions, enqueuing of received packets and other synchronization operations. Connection control block manipulation requires only a few lines of code for each packet while packet processing is more complicated and could take 20 or more instructions per byte of packet data.

In our design, we are assuming that the host machine is responsible for the application layer processing and the network adapter is responsible for the physical layer processing. Therefore, our protocol processing system is only responsible for the presentation layer to the datalink layer. In our discussion, processing associated with sending a PDU is referred to as downward processing as it involves moving the PDU down the protocol stack. Processing associated with receiving a PDU is referred to as upward processing for a similar reason.

Upward processing is more complicated and time consuming than downward processing. This is because for upward processing, we have to reassemble packets into bigger ones in the transport layer and since packets could come in out of sequence, special care must be taken to make sure that all the required packets have arrived before carrying on with the processing. Decoding of the packets in upward processing also requires more time than encoding in downward processing. For decoding, we do not know what is coming in and have to decode the data bit by bit whereas for encoding, we have all the information required. The need to compute the checksum for error detection also makes upward processing very time consuming. For downward processing, checksum calculation can be done in parallel with the data copy operations and thus no extra time is required. The definition of OSI uses a finite
state machine and thus the actual sequence of the PDUs has to be preserved. In a uniprocessor system, this could be achieved easily but for a multiprocessor system, PDUs can get out of sequence and explicit means are needed [15] to ensure that they are kept in order. This requirement of processing packets in sequence also makes upward processing more difficult than downward processing.

1.3 Motivation for the research into a multiprocessor design

One of the major difficulties in OSI protocol processing at a gigabit network rate is the large amount of processing power required for the transfer syntax conversion operations which account for more than 90% [9] of all the protocol processing power. The computational power needed cannot be easily met with a single processor if we would like to make use of all the communication bandwidth available to us. Table 1.2 gives the processing power required for different transfer syntax conversion complexities in terms of the number of instructions per byte \(^2\). For a gigabit network, data is coming in at a rate of 125MBytes/s and the processing power needed is tabulated as shown in table 1.2. Even with an Alpha processor, which could provide up to 400mips of processing power, we see that in a gigabit network, a number of them would still be needed. Since we are building the protocol processing system as a peripheral device to the host, we would like to keep the cost down by using slower processors. Therefore, in terms of cost and technology, a multiprocessor approach provides a possible solution. The use of a multiprocessor design could also allow an incremental increase in processing throughput if not all of the available network bandwidth is needed now and also

\[\begin{array}{|c|c|}
\hline
\text{number of instructions/byte} & \text{processing power (mips)} \\
\hline
10 & 1250 \\
20 & 2500 \\
40 & 5000 \\
\hline
\end{array}\]

Table 1.2: Processing power required for protocol processing in a 1000 megabit network

\(^2\)refer to appendix A for details
provides a higher fault tolerancy than a single processor system.

1.4 Background on parallel processing

The speed at which a processor runs at depends a lot on the technology used in fabricating the processor. For some applications, the processing power required exceeds that which can be offered by a single processor. A practical solution in those situations is to incorporate a number of processors into the system instead of having only one. A multiprocessor system could either speed up the processing of a task by dividing the task into subtasks and working on these subtasks in parallel or increase the system throughput by pipelining tasks to raise the rate of task completion. The former approach would benefit applications which can be subdivided into smaller tasks easily while the latter approach is more suitable for applications where new tasks can be started in a shorter time than the actual processing time of each task. The performance improvement will be affected by the granularity of the subtasks or pipeline stages.

Many types of multiprocessor architectures have been proposed and Flynn [12] has classified them based on the number of instruction and data streams. In a single instruction multiple data streams (SIMD) machine, the same operation is executed on each datum in a uniformly structured data set. In a multiple instructions multiple data streams (MIMD) system, there are several independent computers each capable of executing its own program and consequently the resulting system is more suited to less structured operations.

The choice of a particular architecture would be very dependent on the characteristics of the application itself. More discussions on the system architecture is given in the next chapter.

1.5 Related Research Activities

Research work on protocol processing techniques for high speed networks has increased with the advent in optical network technology. Different approaches have been taken by researchers
to tackle the high processing power requirement for OSI protocol processing. One approach is to speed up the transfer syntax conversion operations as these are the most CPU cycle consuming operations of protocol processing. Huitema et al. [18] proposed a replacement of the ASN.1 basic encoding rules with a light weight syntax to improve the performance. They found that an improvement of 6 times was possible and a higher increase could be obtained for some particular data structures. The problem with using a new transfer syntax is that it will take a long time before it can be accepted as a standard. Joseph [23] parallelized the transfer syntax conversion operations using specialized RISC processors. He was also able to speed up the processing by about 5 times. The limitation of Joseph’s approach is that the speedup depends on the complexity of the data packet and so for simple data types, the speedup is low.

Another approach is to deal with the lower protocol layers only in the protocol processing system and leave the higher layers to the host. Kanakia et al. [25] designed a highly specialized network adapter board (NAB) for the light weight VMTP transport protocol using a multiprocessor system. Giarizzo et al. [14] exploited the inherent parallelism in protocols by using a multiprocessor-based communication subsystem. Braun et al. [3] described a transputer based approach for implementing a gateway. The results of these studies proved that a multiprocessor approach could handle high speed networks with a throughput of more than 100MBits/s at the transport layer. Jain et al. [21] increased the throughput further to GBits/s rates with their parallel processing design. The problem of leaving the higher layers to the host is that with a high network rate, the host will have to spend most of its time doing protocol processing and not on the application using those data. Out of the large number of research efforts, only a few of them have attempted to deal with the higher protocol layers. Goldberg et al. [15] and Zitterbart [40] described ways of parallel processing the protocol stack up to and including the presentation layer using a small number of processors and showed that a significant improvement in throughput can be obtained.
Takeuchi [37] presented a couple of designs which could provide higher layer processings using up to 50 processors with a processing throughput of 100MBits/s. The first design included both local and shared memory. In that design, the shared memory was used to store the state information and other synchronization variables while the local memory was used for everything else, including packets. Packets coming into the system were assigned to the processors using a round robin scheme. The second design used only shared memory. All instructions, packet data and state information were stored in the global shared memory. The result of Takeuchi's research indicated that the interconnection between the processors and also the job allocation algorithm significantly affects the processor utilization, which in turn results in the nonlinear increase in system throughput with the number of processors. The shared memory design was found to scale poorly and was not able to provide a 100MBits/s throughput because of bus contentions. The mixed memory design was able to give a throughput of 100MBits/s but suffered from a low processor utilization.

1.6 Goals and approach of study

Our research attempts to solve the problems observed in Takeuchi's design and to look at higher speed networks. Designs presented in this thesis are based on the principal of locality and software cache prefetching techniques. In software cache prefetching, hit ratios are improved by predicting what data will be used next and loading them into the cache before they are used. In our case, we would like to use a similar idea to reduce the amount of shared memory contentions. It is believed that with the specific knowledge of the application, we could put the data in the best possible location at any given time to ensure a high degree of temporal and spatial locality. An incremental approach is taken here to look for a suitable architecture. Designs with increasing complexities are studied. Both analytical and simulation methods are used to evaluate our results. Objectives of the research are summarized as follows:

- Design a system that could handle the OSI processing requirement of a gigabit network.
• Design such a system in a simple and economical way. This is important because we do not want the protocol processing unit, which is designed as a peripheral, to be more complicated or expensive than the host machine it is attached to.

• Design a system with good linear increase in throughput and high utilization of all system resources.
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Design issues

In the design of a multiprocessor system, many design issues have to be solved. The following sections describe some of the system requirements and the major choices that have been made to optimize the system performance. An analytical method for determining the system performance is also discussed.

2.1 System requirement

In this research, we would like to design a multiprocessor based protocol processing system capable of all the processing required from layer 2 through layer 6 in the OSI protocol stack. The design should maximize the resource utilizations and processing throughput at a reasonable complexity and cost.

2.2 Method of parallelization

Protocol processing can be parallelized in a number of ways based on the granularity of the unit of parallelization [15][40]. The atomic unit can be a connection, a protocol layer, a function or a packet. The resulting multiprocessor system would either increase the peak throughput or speed up the processing as other parallel processing systems discussed in section 1.4.

For a processor per connection system, improvement of performance is obtained from the concurrent processing of different connections. The processing time remains the same and the increase in system throughput depends on the number of concurrent connections and the amount of activity in each. If the load is not balanced for each of the connections, the
effectiveness of a parallel design is low as only those heavily used connections can contribute to the improvement in performance.

Using protocol layers as a unit of parallelization would again increase the system throughput. The system works as a pipeline and its performance is governed by the slowest stage. The high processing power needed for the presentation layer and the synchronization needed between layers makes this design undesirable. We could improve this design by subdividing the presentation layer into more pipeline stages but we would also introduce more synchronization overhead which may offset any improvement.

In the processor per function design, the processing time is reduced from the concurrent processing of different protocol functions. The performance is highly dependent on the amount of embedded parallelizable tasks in the protocol. A high synchronization overhead would be incurred because of this sort of parallelism.

The final approach uses a processor per packet design. This design improves the system throughput without speeding up the processing of individual packets. With this arrangement, each packet is assigned to a processor which would carry out all processings required for that packet. Since the processor will carry the packet through all the layers, synchronization between layers as in the processor per layer design is not required. Without regard of which connection a packet belongs, the system can still derive the parallelism out of the processing as long as there are packets in the system. Inherent parallelism needed for processor per function design is not required. The only drawback of the processor per packet approach is that it is possible for some packets to pass each other in the stack and extra synchronization operations are needed to maintain the logical order of the packets. The proper order can be ensured by the use of internal sequence number [15] which adds to the overhead. Despite the extra overhead, this design is taken because of the higher potential gain in processing throughput.

With the packet per processor design, we are parallelizing the transfer syntax conversion operations which normally do not require access to the shared state information and do
not need any synchronization for the encoding and decoding functions. Multiple processors could be performing transfer syntax conversions for a number of packets in parallel once their headers which must be processed sequentially have been worked on. Each processor can be executing different instructions at any time because different packets could be in different layers and a MIMD type of architecture would be suitable for this application.

2.3 Single queue versus multiple queues

In a per packet based model, each packet forms a basic unit for parallel processing. A decision arises as to whether these units of work should be put into a single queue and distributed to the processors when the latter are ready or there should be a queue for each processor and these basic work units put into these queues according to some scheduling algorithm. These two configurations are shown in figures 2.1 and 2.2.

Figure 2.1: A single queue multiple server system

These two approaches can be compared by using the classical queueing theory. The delay time per packet of the single queue design can be proved to be less than that of the multiple queue design. The detailed analysis is given in appendix B. Intuitively, it could
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be seen that a single queue design will give the maximum processor utilization as none of
the processors in such a system can become idle if there is something in the queue. On the
contrary, for a multiple queue system, processors may be idle even while some queues are not
empty depending on how intelligent the scheduling algorithm is in estimating the processing
time for each packet. The sequential nature of protocol processing in which packets have to be
processed in a predefined sequence could complicate the scheduling algorithm for the multiple
queue system and therefore worsen the situation. Some of the processors may also be forced
to become idle even if their job queues are non empty if they do not have the packet with
the proper sequence number. Takeuchi [37] found that processor utilization of the multiple
queue system could be below 50%.

The single queue structure has been chosen in our designs because of its better delay
time characteristics, higher resource utilization and its simplicity in terms of implementation.
The multiple queue system is not considered further in our discussion.
2.4 Slow versus fast processors

In protocol processing, packet data have to be accessed a number of times for checksum calculation, transfer syntax conversion and reassembly operations [2]. There is very little immediate reuse of these packet data after they are accessed each time and thus normal caching techniques are not effective in increasing the system speed. The use of caches for this kind of operations may be harmful as useful data may be displaced from the cache [35] when the packet data are accessed. Without the benefits of using a cache, packet data accesses would have to go through the main memory most of the time. The access rate would be dependent on the memory speed. Since there is a gap between processor speed and memory cycle time [16], no real benefits can be obtained by using a fast processor if the main memory speed can not be increased with it.

The effective speed of a processor given the memory cycle time can be estimated given the knowledge of the application statistics. To develop an analytic model, the following notations are used:

\[
x = \text{portion of register only instructions out of all instructions} \\
h_i = \text{instruction hit ratio} \\
h_d = \text{data hit ratio} \\
t_c = \text{cache cycle time} \\
t_p = \text{processor execution time (for reg only instructions)} \\
t_m = \text{memory cycle time} \\
t_{ave} = \text{average system execution time} \\
t_i = \text{average instruction execution time}
\]

Assuming that if an instruction is in the cache, there is no extra overhead in accessing the instruction and that an instruction fetch starts when an instruction is being executed.
Thus

\[ t_i = [h_i + 0 + (1 - h_i)(t_m - t_p)] + t_p \]

Let \( t_m = \beta t_p \) and \( t_c = t_p \)

where \( \beta \) is the ratio of memory to processor speed

\[ t_{ave} = xt_i + (1 - x)[t_i + h_d t_c + (1 - h_d)t_m] \]

\[ = t_i + (1 - x)[h_d t_c + (1 - h_d)t_m] \]

\[ = (1 - h_i)(t_m - t_p) + t_p + (1 - x)[h_d t_c + (1 - h_d)t_m] \]

by substituting \( t_i \) into the equation

\[ = (1 - h_i)(\beta - 1)t_p + t_p + (1 - x)[h_d t_p + (1 - h_d)\beta t_p] \]

by substituting \( t_m \) into the equation

\[ = t_p(\beta - 1 + \beta h_i + h_i + 1 + (1 - x)[h_d + (1 - h_d)\beta]) \]

\[ = t_p(\beta - h_i + h_i + (1 - x)[h_d + \beta - h_d]) \]

\[ = t_p(\beta - h_i + h_i + (1 - x)\beta(1 - h_d) + (1 - x)h_d) \]

\[ = t_p(\beta[1 - h_i + (1 - x)(1 - h_d)] + h_i + (1 - x)h_d) \]

therefore \( \frac{t_{ave}}{t_p} = \beta k_1 + k_2 \)

where \( k_1 \) and \( k_2 \) are application specific constants

To achieve peak performance of the processor, \( \frac{t_{ave}}{t_p} \) should be as close to 1 as possible. To minimize the effect of \( \beta \), it is also desirable to have \( k_1 \) as close to 0 as possible. In other words, we would like to have the hit rates and percentage of register only instructions to approach 1.

Graphs of \( \frac{t_{ave}}{t_p} \) versus \( \beta \) have been plotted for values of \( h_i \), \( x \) and \( h_d \) as depicted in figure 2.3, figure 2.4 and figure 2.5. The effects of each one of them on the effective processor cycle time is studied by fixing two of the three variables in each of the graphs. We can observe that the effective processor cycle time is most sensitive to the instruction hit ratio and least
Figure 2.3: Variation of effective processor cycle time for different instruction hit ratio

Figure 2.4: Variation of effective processor cycle time for different data hit ratio
Figure 2.5: Variation of effective processor cycle time for different ratio of register only to all instructions to the percentage of register only instructions. This is because in our application, a high number of instructions is being executed in the syntax conversion phase. The slope of the lines vary greatly for the former case but not for the latter. To ensure that we can utilize at least 50% of the processing power, we would like to keep $\frac{t_{\text{max}}}{t_p}$ to be less than or equal to 2. This value of $\frac{t_{\text{max}}}{t_p}$ can be used to estimate the value of $\beta$ and the corresponding hit ratios and percentage of register only instructions required.

From figures 2.4, 2.3 and 2.5, we can see that even with high instruction and data hit ratios and a moderately high percentage of register only instructions, we can still only use memories that are around 10 times slower than that of the processor to provide an effective cycle time less than or equal to two times that of the processor. Memory which is slower than the processor by more than 10 times is definitely undesirable as shown in figures 2.4 and 2.5. When the hit ratios are lowered, the speed of the memory must be increased to compensate for the loss.
Keeping a high instruction hit rate is possible by using various prefetching techniques \cite{22,24,26,28,6} but keeping a high data hit rate is a major challenge. Since the data we are referring to here are the packets that keep coming through the system and do not stay in the system for a long time, prefetching them into the cache may not be worthwhile. The cost of issuing prefetches could be high for data packets which vary in length and processing time.

Based on the above discussion, it can be concluded that by using fast processors without matching memory devices, we will not be able to fully utilize the fast processors. The resulting system performance may even be poorer than than a slow processor system with matching memory devices. On the other hand, using a high number of slow processors introduces the problem of bus and memory contentions. Thus a tradeoff has to be made in picking the processor speed.

Designs presented in the thesis are restricted to processors with speeds 2 to 8 times faster than memory because of this reason. For a typical memory cycle time of 200ns, the corresponding processor speed is around 10 to 40mips.

2.5 Abstract Model of the system

In the previous sections we have described some of the major issues in the architecture. From our discussions, we have decided that the protocol processing system would be a MIMD system having packets as the unit of parallelization. A single active queue would be used for all jobs to ensure a high resource utilization and low latency. Processor speeds between 10mips to 40mips with the corresponding memory speed at around 200ns for random access will be used.

A simplified model of the system is given in figure 2.6. All packets coming into the system, from the host or the network are enqueued into a single active job queue in a FIFO manner. When a processor from the pool is ready, the first job in the queue is sent to it for processing. Owing to the sequential processing requirement, some jobs cannot be processed
Figure 2.6: Abstract model of the protocol processing system

Further when jobs ahead of it have not been finished yet and a strict processor per packet design cannot be realized. These jobs have to be suspended and put into a suspended queue. Since each connection operates independently from others, there are separated suspended queues for each connection. The queues are further divided into upward and downward suspended queues for each connection oriented layer within a single connection. The upward queues are for packets going up the protocol stack and the downward queues are for packets going down the protocol stack.

Jobs in suspended queues will be moved to the active job queue once the preceding job has been processed. When a processor finishes processing a packet in any connection oriented layer, it would look at the suspended queue of that particular connection layer concerned and move the first suspended job to the active queue if it can be processed now.

This simplified model does not take into account of the other resources like the shared memory or the interconnection structure between them. A detailed description of these resources is given in the following sections.
2.5.1 Interconnection requirement

State information indicating the locations of jobs, connection statistics and other synchronization data are used by processors to determine how a job is to be processed. In a multiprocessor system, information can be shared by using a message passing or shared memory paradigm. For the message passing paradigm, the processor sending the message must know which processor will process the packet of the same connection that the sender is working on. This information is not readily available because we do not know which processor is going to process the next packet in that particular connection and thus the sender would have to send the shared data to a well known message server instead. Processors requesting state information have to communicate with this server using a client server model. In such a system, the message server could become a bottleneck.

For a shared memory design, information is written directly into some shared memory locations without going through a server. The particular memory location would become a bottleneck and some explicit locking mechanisms are required to handle concurrent requests. Since the implementation of the server is more complicated than a shared memory design and that the two paradigms would both have a similar contention problem, the simpler shared memory design is employed in our system.

A bus is used to implement the shared memory paradigm because it is the easiest design to implement. By giving each processor the same priority for bus arbitration and using a first come first serve arbitration scheme, we can maintain a fair access to the bus by all processors. Other interconnection networks would be more complicated and should only be considered if the bus design cannot handle the memory traffic.

2.5.2 Number and kind of buses needed

The performance of the shared memory design is affected by the contention problem of the shared resources. Here, we have to deal with both the bus and memory contention problems. Bus contentions occur when more than one processing unit try to acquire the bus and can be
solved by using a bus sufficient system. In a bus sufficient system with $m$ memory modules and $p$ processors, the number of buses $b \geq \min(p, m)$ and there will not be any bus contention. Memory contentions occur when more than one processing unit tries to access the same memory port at the same time and thus can be solved by using multiple memory modules and putting data into different modules to avoid conflicts. These two problems are interrelated and are considered together when we are determining the proper system configuration.

Two major types of access modes can be identified for the protocol processing application. They are the burst access where a whole block of data is being moved and the random access where only a small chunk of data is accessed each time. The burst access mode is used when packets are copied from the interface to the main memory for processing and from the main memory to the interface when processing is done. It is also used for checksum computation when the packet is sent through some specialized hardware\footnote{refer to section 2.5.6}. Random access is used for the reading and writing of state tables and queues and also for accessing instructions and packet data.

Naturally, it makes sense to have two types of buses to match the access modes. One bus should be optimized for random and another optimized for burst access. Another advantage of this configuration is that dual ported memory devices optimized for this type of operations exists in the form of video random access memory [30].

As mentioned above, the problem of bus contention can be solved by using a bus sufficient system for both buses. However, we could not easily make use of the buses available to us because of memory contentions. Owing to the sequential nature of protocol processing and that the actual processing time for each packet is different, we can not put the packets into the memory modules in such a way that no memory contention will occur without some extensive data movements. The high cost of a bus sufficient system and the time and resource consuming data movements make a bus sufficient system unattractive for our application. Therefore, we are not going to consider a bus sufficient system unless the result reveals that
there is a need to use more than two buses.

2.5.3 Locking mechanism

In our design, requesters for a particular lock are responsible for getting and releasing the lock.\(^2\) The requester uses a test-and-set atomic instruction to obtain a lock. If the lock is not available, a busy wait mechanism is used. The requester will wait a certain interval and then retry the test-and-set until the lock is obtained. The choice of the retry interval has a major effect of the system performance. If it is too long, the latency increases. If it is too short, many retries may be needed for getting a lock. These retries will generate extra traffic on the random access bus and affect the speedup behavior.

This simple locking mechanism is used because of its ease of implementation. Since each processor attempts to get a lock independently without any particular co-ordination, it is possible that some processors may never get the lock they want. The severity of this problem will be looked at through simulations.

To determine the number of attempts needed to obtain a lock, the expected value of retry has to be found. This expected value depends on the probability at which a lock is needed and the probability that the lock is locked. The latter would in turn be a function of the system load. Since the system load changes dynamically with the type of packets and also the creation and removal of connections, the exact analysis of the number of attempts is complex and nontractable. Therefore, instead of getting an exact value, a rough estimate of the number of retries is used. To do so, we have assumed a case in which all n processors attempt to get the same lock at the same instant and that once the lock is obtained, the processor concerned will move onto some other jobs and not request the same lock again before all remaining requesters have finished with that lock. Without loss of generality, assume that the processors are numbered in the order in which the lock is acquired as in figure 2.7. Then the last processor has to wait (n-1) time intervals while the first processor

\(^2\)note that the problem of fault recovery is not discussed here for it is out of the scope of the current work.
does not have to wait. Assume that the lock is held for \( y \) units of time and that if a lock is not available, the processor will try again \( \alpha \) time units later. In the worst case where the lock becomes available immediately after the processor makes a request, the processor would need to wait for another \( \alpha \) time units. Thus the time interval between successful lock requests would be \( y + \alpha \) time units. Using this assumption, we could estimate that the average number of retries is

\[
r = \frac{(n - 1)(y + \alpha)}{2\alpha}
\]  

(2.1)

2.5.4 Analysis

The performance of a dual bus shared memory system can be estimated by looking at the processing throughput and the usage of the three shared resources, namely the processors, the locking is a major problem in parallel systems and more work needs to be done in this area.
random access bus and the burst access bus. The memory is not considered here because we only have a single access path to the memory devices in our design. Therefore looking at the buses would be sufficient because once the bus is obtained, the memory device should also be available. An analytic model and a simulation program are developed to estimate the system processing throughput and resource utilisations. The SSM design proposed by Takeuchi [37] is analyzed using these methods and the results of which are used as a basis for comparison with our designs described in later chapters.

Figure 2.8: Shared resources in the system

**Maximum throughput based on the number of processors**

Since over 90% of the protocol processing time is spent on the transfer syntax conversion phase [9], we can estimate the maximum throughput based on the processing power needed for transfer syntax conversion.

Let $\gamma$ = instructions required per byte for transfer syntax conversion

$n$ = number of processors
\[
\phi = \text{effective mips of processor (including the effect of memory speed)}
\]
\[
\rho_{\text{processor}} = \text{maximum throughput that could be provided by n processors}
\]
then \[
\rho_{\text{processor}} = \frac{n \cdot \phi}{\gamma} \quad (2.2)
\]

The simple relation shows that throughput can be increased by using more processors which is the main idea of using a multiprocessor system. However, as the number of processors increases, more contentions appear and bus saturation would limit the maximum number that can be used. To get a more accurate estimation, we have to look at the utilization of the shared buses.

**Maximum throughput based on the random access bus usage**

Assume that we have a Von Neumann architecture. Memory accesses on the random access bus can then be classified as instruction and data accesses. Instruction access refers to the fetching of protocol processing code and data access refers to the reading and writing of packet header, data and other state information. Since we are looking at a complete peripheral, the operating system code is included in the protocol processing code. To facilitate the analysis, instruction access is further divided into transfer syntax conversion related and header processing related accesses. Data access is also divided into state information, packet header and packet data accesses. The following notation is used in our analysis:

<table>
<thead>
<tr>
<th>Category</th>
<th>Access Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Instruction: Transfer syntax conversion</td>
</tr>
<tr>
<td>2</td>
<td>Instruction: Header processing</td>
</tr>
<tr>
<td>3</td>
<td>Data: State, Locks</td>
</tr>
<tr>
<td>4</td>
<td>Data: Packet header</td>
</tr>
<tr>
<td>5</td>
<td>Data: Packet data</td>
</tr>
</tbody>
</table>

Table 2.1: Memory access type

Let \( \gamma = \text{average number of instruction access per byte for processing a packet} \)
\[
\mu_m = \text{memory cycle time for random access}
\]
\[\mu_e = \text{processor execution time}\]
\[t_i = \text{number of instructions executed per packet for memory access in category } i\]
\[p_i = \text{fraction of memory access in category } i \text{ out of all memory access}\]
\[h_i = \text{hit ratio for category } i\]
\[l = \text{average length of a packet}\]
\[\rho = \text{processing throughput}\]
\[\rho_{\text{random}} = \text{maximum processing throughput derived from random access bus usage}\]
\[p_n = \text{network packet size}\]
\[r_t, r_s, r_p = \# \text{ of retries for the transport, session and presentation locks respectively}\]

Therefore average hit ratio \[\frac{1}{5} \sum_{i=1}^{5} p_i h_i\]
and average miss ratio \[1 - \sum_{i=1}^{5} p_i h_i\]
average # of memory access /packet \[\sum_{i=1}^{5} \sum_{i=1}^{5} t_i\]
average # of memory access /s \[\frac{\rho}{l} (1 - \sum_{i=1}^{5} p_i h_i) \sum_{i=1}^{5} t_i\]

Assume that when a processor needs to access memory, it has to acquire the bus, access the memory location, finish its operation and then relinquish the bus. Thus it will take \(\mu_m + \mu_e\) unit of time for each memory access or

\[\text{max # of memory access/s} = \frac{1}{\mu_m + \mu_e}\]

Therefore, \[\frac{1}{\mu_m + \mu_e} = \frac{\rho_{\text{random}}}{l} (1 - \sum_{i=1}^{5} p_i h_i) \sum_{i=1}^{5} t_i\]
\[\rho_{\text{random}} = \frac{l}{(\mu_m + \mu_e)(1 - \sum_{i=1}^{5} p_i h_i) \sum_{i=1}^{5} t_i}\]
\[\rho_{\text{random}} = \frac{(\mu_m + \mu_e) \sum_{i=1}^{5} t_i}{l (1 - \sum_{i=1}^{5} p_i h_i) \sum_{i=1}^{5} t_i}\]
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\[ l = \frac{1}{(\mu_m + \mu_e)(\sum_{i=1}^{5} t_i - \sum_{i=1}^{5} t_i h_i)} \]

\[ = \frac{l}{(\mu_m + \mu_e)(\sum_{i=1}^{5} t_i(1 - h_i))} \text{ MBytes/s} \quad (2.3) \]

Based on a static code count of the protocol processing code, \( t_i \) and \( p_i \) could be determined. The value of \( h_i \) depends on the system design and can only be estimated. The average length \( l \) depends on the actual traffic and again has to be estimated. Some typical values of \( t_i \) have been tabulated in table 2.2. The way in which those values are obtained is discussed in appendix A.

<table>
<thead>
<tr>
<th>i</th>
<th>access type</th>
<th>number of memory access ( (t_i) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Transfer syntax</td>
<td>( \gamma l )</td>
</tr>
<tr>
<td>2</td>
<td>Header processing</td>
<td>( 557.5(\frac{l}{p_n}) + 795 )</td>
</tr>
<tr>
<td>3</td>
<td>State, Locks</td>
<td>( \frac{l}{p_n}(128 + r_t) + 112 + r_s + r_t )</td>
</tr>
<tr>
<td>4</td>
<td>Packet header</td>
<td>( 84(\frac{l}{p_n}) + 90 )</td>
</tr>
<tr>
<td>5</td>
<td>Packet data</td>
<td>( \frac{l}{2} )</td>
</tr>
</tbody>
</table>

Table 2.2: Summary of memory access based on static code count

Since our estimate for the number of retries is a pessimistic value under most situations, although it could be worse if starvation occurs, the resulting maximum throughput will be a lower bound. In other words, we can expect the actual throughput to be higher than \( \rho_{\text{random}} \).

**Maximum throughput based on the burst access bus usage**

The analysis of the maximum throughput based on the burst access bus usage is somewhat simpler than that based on the random access bus. Burst access is used in cases where blocks of continuous memory locations are accessed together. The maximum throughput can be computed by estimating the number of data movements required. The following notations are used in deriving the formula.

\[ \beta = \text{bandwidth of burst access} \]
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\[ m_{up} = \text{number of packet data movement in upward processing} \]
\[ m_{down} = \text{number of packet data movement in downward processing} \]
\[ \mu_{burst} = \text{average memory cycle time for burst access} \]
\[ w = \text{bus width (in bits)} \]
\[ x = \text{percentage of traffic that is from the net (upward)} \]
\[ P_{burst} = \text{maximum processing throughput derived from burst access bus usage} \]

\[ P_{burst} = x \frac{\beta}{m_{up}} + (1 - x) \frac{\beta}{m_{down}} \text{ MBytes/s} \]
\[ \text{where } \beta = \frac{1}{8} \frac{w}{\mu_{burst}} \quad (2.4) \]

The maximum throughput derived here gives an upper bound on the data output rate since we are ignoring any other usages that may be required. For instance, more than one access is needed to access a block of data which crosses the memory device boundary.

**Estimation of the maximum throughput**

The actual maximum throughput that can be obtained depends on the maximum throughput obtainable from both access modes and also the processing power available. The relationship between the maximum throughput and the processing power is simple because a certain amount of instructions are needed per byte of packet data processed. Therefore, we have:

\[ \rho_{max} \leq \rho_{processor} \]

Since there is a complex relationship between the two access modes, we can only use some kind of heuristic to estimate a value for the throughput.

When \( \rho_{random} \gg \rho_{burst} \), the maximum is approximately equal to \( \rho_{burst} \). When \( \rho_{burst} \gg \rho_{random} \), the maximum is approximately equal to \( \rho_{random} \). When both values are

---

\footnote{when the burst access bus usage increases, we get a higher throughput and this implies more shared information access. The converse is true.}
Chapter 2. Design issues

about the same, an upper bound of the maximum would be equal to the \(\min[p_{\text{burst}}, p_{\text{random}}]\).

In other words, we have

\[
p_{\text{bus}} \simeq \begin{cases} 
  p_{\text{burst}} & \text{when } p_{\text{random}} \gg p_{\text{burst}} \\
  p_{\text{random}} & \text{when } p_{\text{burst}} \gg p_{\text{random}} \\
  \min[p_{\text{burst}}, p_{\text{random}}] & \text{when } p_{\text{burst}} \simeq p_{\text{random}}
\end{cases}
\]

Since \(p_{\text{processor}}\) gives the maximum processing throughput that could be provided by the processors assuming that all other resources are available and \(p_{\text{bus}}\) gives the maximum processing throughput that could be supported by the buses assuming that all other resources are available, the maximum processing throughput can be estimated by

\[
p_{\text{max}} \simeq \begin{cases} 
  p_{\text{processor}} & \text{when } p_{\text{processor}} < p_{\text{bus}} \\
  p_{\text{bus}} & \text{when } p_{\text{processor}} > p_{\text{bus}}
\end{cases}
\]  \hspace{1cm} (2.5)

In other words, if the processors can process more data than the bus can support, the maximum will be limited by \(p_{\text{bus}}\) since there is no way for the system to keep the processors busy all the time. The converse is true because if we do not have enough processing power, the throughput will be limited by \(p_{\text{processor}}\) as the bus will not be fully utilized.

2.5.5 Other parameters for measuring the performance

In addition to optimizing the maximum processing throughput, we would like to maintain a high resource utilization. The resource utilization is a function of many parameters. In estimating the resource utilization, we have to work out the details of the locking mechanism described in section 2.5.3. We also have to deal with the changes in the system load when packets are suspended and reactivated. We also need to consider the different complexities in transfer syntax conversions which vary with the data in the packets. Finally, the speed and number of processors in the system and their effects on resource contention have to be included as well. Since a large number of parameters have to be taken into account, the analysis becomes very complicated and hard to track. In our analysis, we have instead relied
on simulations to give us an estimate of the resource utilizations because it is easier to include the parameters mentioned above into the simulation program. We are mostly interested in the processor and bus utilizations which are defined below. Processor utilization is defined here as the ratio of the maximum throughput per processor in the multiprocessor system over the maximum throughput in a single processor system. This value gives us an estimate of the amount of processing power used in synchronization activities and lost in bus contentions in a multiprocessor system. Bus utilization is defined as the ratio of time the bus is used over a period of time. This value simply measures how much of the bus is being used and is related to the memory access cycle time. If memory is slow, each transaction will take a longer time and for the same number of accesses, the bus utilization will be higher. Other parameters like the number of packets processed or the average processing latency are also collected and reported.

2.5.6 Other major components

A protocol processing system consists of a number of other essential components in addition to the processors, memory devices and the interconnection structure. These components have to deal with the interfacing tasks between the host and the system and between the network and the system. They are also used to speed up certain critical operations like calculating the checksum and implementing timers.

Host interface

The host interface is responsible for communicating with the host machine. Since our protocol processing system is designed as a peripheral to the host computer, this interface must be capable of working with the I/O port of the host. One of its major functions is to ensure that data are buffered in both directions to minimize data loss. In our analysis, only a high level design is used and the actual design, which is machine specific, is not discussed.
Network interface

The network interface is used by the system to communicate with the network. It is responsible for taking care of the sending and receiving of data through the network. It could be combined with the network adapter to form a single unit. In that case, specialized circuitry would be needed based on the protocol used in the physical layer. For an ATM network, the interface would have to carry out the reassembly of cells and perform the checksum calculation. As in the case of the host interface, we only use a high level model for the network interface. Studies concerning the design of the network adapter can be found in [29] and [10].

Checksum unit

Checksum calculation is needed in the transport layer for reliable communication. Since checksum computation involves all the data in the packet, it is a very computation intensive operation. Using a specialized circuit for doing the calculation could improve the overall performance of the system [37] at a fairly low cost with a VLSI implementation. Processors in the system can then be freed to perform other tasks which are not as straight forward.

The checksum unit comprises of a specialized adder circuit that can compute the checksum when the data is sent through it in a stream using the burst access bus. The actual number of checksum units will vary according to the design. Since there is only one burst access bus, a single checksum unit may seem to be sufficient. However, if the result is returned through the random access bus, then the tradeoff of using multiple unit versus random access bus contention must be considered. In some of our designs, it is found that multiple units are more efficient than a single unit.

Timers

Many timers are used in protocol processing especially in the transport layer for ensuring a reliable transfer of data. The processing cost for implementing timers can be substantial [21]. Depending on the method of implementation, most of the processing can either be lumped
together in the phase for setting the timer or spread out in the phase for maintaining the timer. In the former case, an ordered list of the time remaining before expiry of the timers is maintained and processing is needed when inserting a new timer. In the latter case, no special processing is needed for setting the timer but processings are needed in counting down each of them. In our design, we have taken the former design and used a specialized processor to take care of all the timer processings. In our study, we are only interested in maximizing the processing throughput and error or flow controls are thus not considered. Therefore, in terms of simulating timers, we have restricted ourselves to look at the cost of setting them up but not in the detailed operations when a timer expires.

**DMA device**

To facilitate the movement of large blocks of data on the burst access bus, DMA devices are needed. Since all processors and the host and network interfaces are capable of initiating a block transfer for moving packets, each one of them is equipped with a DMA unit to reduce the need for using the random access bus and shared memory, which will normally be utilized if only one single DMA unit is installed in the system.

**Bus Arbiter**

Since the two shared buses are the major bottleneck of the system, we need an efficient scheme for allocating these resources. The First Come First Serve arbitration scheme is chosen to give the best possible performance [1]. Specialized hardware is needed to make sure that bus arbitration could be performed in parallel with bus transactions to maximize the use of the buses. Other simpler arbitration schemes are not used because of the importance of performance here.
2.6 The simple shared memory design

A simple shared memory (SSM) design based on the discussion in [37] is used to see if the simplifying assumptions made in the analysis are acceptable. The result is also used as a basis for comparison with other designs to be discussed later. The design of the system is shown in figure 2.9. It consists of all the major components described above and they are connected together using the two shared buses.

![Block diagram of the SSM design](image)

Figure 2.9: Block diagram of the SSM design

In this system, there is no local storage and both instruction and data are stored in the shared memory. Since everything is stored in the shared memory, the complete packet is moved only a few times during the processing. The number of movement is different when the packet is moved up and down the protocol stack as shown in figure 2.10. For upward processing, once the packet enters the system, it will be moved by the network interface
into the shared memory where most of the processing is performed. The packet is moved through the checksum unit during transport layer processing for error detection and is moved a third time to the host interface when all processing is done. For all other processing steps, the packet remains in the shared memory and is being accessed word by word through the random access bus. In total, three packet movements are required for upward processing.

For downward processing, the situation is similar except that the packet does not need to be moved through the checksum unit in a separate step. Instead, the checksum can be calculated and inserted into the packet when the packet is being moved from the shared memory to the network interface before it is being sent out into the network. The number of data movements is thus reduced to two. This modification reduces the number of data movements but may be regarded as a violation of the protocol stack model [40].

The expected throughput is determined by making the following assumptions. Hit
ratios as shown in table 2.3 are used. Here we are assuming that buses are 32 bits wide. For

<table>
<thead>
<tr>
<th>access category</th>
<th>Transfer Syntax conversions</th>
<th>Header processings</th>
<th>Locks access</th>
<th>Header data access</th>
<th>Packet data access</th>
</tr>
</thead>
<tbody>
<tr>
<td>hit ratio</td>
<td>0.975</td>
<td>0.975</td>
<td>0</td>
<td>0.75</td>
<td>0.75</td>
</tr>
</tbody>
</table>

Table 2.3: Hit ratios for simulating the SSM design

instruction accesses, we have assumed that about 75% are register only instructions\(^5\) and that the hit ratio of these is 1. For the remaining 25% of instruction accesses, we have assumed a hit ratio of 0.9. Thus on average, the hit rate is 0.975 for all instruction accesses. To simplify the analysis of synchronization operations, we have assumed that the hit ratio for state and queue access to be 0. If we have assumed a non zero hit rate, we would need to consider data cache and cache coherence schemes which will complicate the analysis because of the extra coherence traffic on the shared buses. For data access, we have assumed that all the data fetched will be used and since each time 4 bytes are fetched with a 32 bit bus, a data hit rate of 0.75 is obtained. This value is a little optimistic but since transfer syntax conversion may touch a large portion of the packet data, the error introduced is small.

The lock retry interval \(a\) is assumed to be a fixed value of 100ns. From the simulations, it was found that the lock holding time \(\gamma \simeq 10\alpha\) for most situations. Therefore, from equation 2.1 the number of retries can be written as \(r \simeq \frac{(n-1)^3}{2}\).

Other parameters used are shown in table 2.4:

<table>
<thead>
<tr>
<th>parameter</th>
<th>(\mu_m)</th>
<th>(\mu_e)</th>
<th>(l)</th>
<th>(p_n)</th>
<th>(\gamma)</th>
<th>(x)</th>
<th>(\mu_{burst})</th>
<th>(m_{up})</th>
<th>(m_{down})</th>
</tr>
</thead>
<tbody>
<tr>
<td>values</td>
<td>200ns</td>
<td>100ns</td>
<td>10000</td>
<td>4096</td>
<td>17</td>
<td>0.5</td>
<td>50ns</td>
<td>3</td>
<td>2</td>
</tr>
</tbody>
</table>

Table 2.4: Parameters used for simulating the SSM design

Substituting these values into equation 2.3

\[
\rho_{random} \simeq \frac{10000}{300 \times 10^{-9}(6028 + 24.42n)} \times 8 \text{ MBits/s}
\]

Thus for \(n = 1\), \(\rho_{random} = 44.08 \text{ MBits/s}\) and for \(n = 20\), \(\rho_{random} = 40.80 \text{ MBits/s}\). If there is more than one connection, the amount of lock contentions would be lowered and thus there

\(^5\)Estimation of the ratio of register only instructions is discussed in appendix A
will be less retries and a higher throughput is possible. From equation 2.4, the maximum throughput that could be supported by the burst access bus is:

\[ \rho_{\text{burst}} = 264\text{MBits/s} \]

Since \( \rho_{\text{burst}} \gg \rho_{\text{random}} \), the bottleneck is at the random access bus and the maximum throughput would be closer to 40.80MBits/s than to 264MBits/s. Since \( \gamma = 17 \), the processing power required is around 85mips which can be obtained with eight to nine 10mips processors.

![Graph showing Throughput of the SSM design with 10mips processors](image)

Figure 2.11: Analytical and Simulation results of the throughput for the simple shared memory design

The analytical and simulation results of the maximum throughput are shown in figure 2.11. The simulation result follows \( \rho_{\text{processor}} \) up to about 8 processors. Thus linear
increase in throughput is only achieved with 8 processors. When more processors are added, the throughput saturates at about 44MBits/s as predicted by $\rho_{\text{random}}$.

From the graph of bus utilization in figure 2.12, we can observe that the random access bus is a major point of contention. Since all instructions and data accesses have to go through this bus, it saturates quickly with only about twelve 10mips processors. On the other hand, the burst access bus is hardly used. This also explains why the $\rho_{\text{burst}}$, which is based on the burst access bus usage, is way off in estimating the maximum throughput. The simulation result shows that our analysis is quite accurate in describing the trend and in estimating the throughput to within 10%. We also did not observe any deadlock occurring with the simple locking mechanism.

The simulation is repeated using 20 and 40mips processors. The results are shown in figure 2.13. With higher speed processors, we could provide the same processing power with a fewer number of processors than by using 10mips processors. This would then reduce the amount of bus contentions due to lock contentions and allow us to increase the maximum throughput. However, the simulation result indicates that high speed processors do not help very much in improving the maximum throughput. The maximum throughput as obtained by using 40mips processors is only about 32% more than that of the 10mips processors. Thus the return for using faster processors is very low. The main reason for this result is that the bottleneck here is not caused by the lock accesses which would increase with the number of processors. Instead, the bottleneck is caused by the high amount of transfer syntax operations that are carried out using the random access bus. Therefore, the effects of having to busy wait for a lock, which increases with the number of processors, are not observed because the processors spend most their time waiting for the bus doing transfer syntax conversions rather than accessing the shared states.

From our results, we can conclude that using the SSM design to implement the single active queue processing model is inefficient and more sophisticated designs are needed.
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Figure 2.12: Bus utilizations of the random access and burst access bus for the SSM design
Figure 2.13: Throughput and bus utilization of the SSM design with 20mips and 40mips processors
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The local instruction memory design

In this chapter, we are going to look at some design features for improving the system performance. From the result of the SSM design, we can observe that even though the instruction hit ratio is high (at 0.975), instruction accesses still create a lot of shared memory references because of the high proportion of transfer syntax operations which is in the order of twenty or more instructions per byte of packet data. One effective means of improving the system performance is to make use of locality to reduce the shared memory access. If the information needed is easily accessible without accessing the shared resources, the speed of the operation can be increased. In the following discussions, we are going to see how we could apply the effects of locality to the design of protocol processing systems.

3.1 Background on locality

There are two aspects to the property of locality, namely the spatial and temporal aspects [11]. Temporal locality refers to the property that information which will be used in the near future is likely to be in use already. This type of behavior is observed in program loops where instructions and variables are reused. Spatial locality is the property that the location of the information to be accessed will be near to the ones that are being currently used. This is seen mostly in program codes and large data structures where data are accessed sequentially.

In an application, we could divide the memory references into instruction access and data access. Instruction access has a higher degree of locality when compared to data access in general because of the sequential execution of program codes and the various loop constructs. For data access, the number of times that a piece of data is used and the location of the data
used depend a lot on the application. In general, the degree of locality is lower than that of instruction access. In case of protocol processing, the main data structure is the packet data. If we consider only a single packet, temporal and spatial localities can be found since both the presentation and transport layer would potentially touch all the bytes in the packet during processing. However, if we consider the process in general, then little spatial and temporal locality can be obtained as packets keep coming in and moving out of the system at a high rate.

A lot of work have been done in improving cache system performance by prefetching when the inherent locality is not enough. Prefetching techniques range from simple ones which only prefetch the next memory location to ones which are controlled by program code. In our research, we are going to apply the prefetching technique to reduce the shared memory access by moving the program code and packet data closer to the processor into local storages before they are needed. This could be done because the packet is used heavily only in the presentation and transport layer and we know when these are performed. We do not simply apply prefetching to our cache because doing that alone is not enough in removing shared memory access which is a main problem in our design. In this chapter we will study the effect of keeping instructions locally and we will look at the effects for packet data in the following chapter.

3.2 Effects of locality

For the shared memory design discussed in the last chapter, both instructions and data are stored in the shared memory. In the transfer syntax conversion phase, even for a simple data structure like the personnel record used in the ASN.1 specification, 20 to 40 instructions per byte of packet data may be required for doing transfer syntax conversion using the basic encoding rules [37]. Fetching these instructions from the shared memory creates a lot of traffic on the shared bus and limits the total system throughput because of bus contention. Using the shared memory for temporary variables further adds to the problem as they create more
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shared bus traffic.

The result of our simulations for the SSM design shows that the random access bus usage rises quickly with the increase in the number of processors while the burst access bus usage is low. Our first step in studying the effects of locality is to see the change in performance when instructions and temporary variables are stored locally instead of in the shared memory so as to reduce the amount of random access bus traffic. This change is implemented by adding local memory to each of the processors. The local storage is designed to hold all codes and temporary variables required for processing. With this design, the shared memory is only used for storing connection state, system state and packet data. If we use the analogy that our shared memory is like the main memory in a hierarchical memory system and that the local memory is the cache, we would have a perfect hit ratio here in terms of instruction access. We call this architecture the local instruction memory (LIM) design.

The architecture of the LIM design is essentially the same as that of the SSM design. The only difference is the addition of local memory to each of the processors. The local memory is connected to its processor through the random access bus of the processor and is only accessible by that processor as shown in figure 3.1. Since the local memory is only available to one processor, no special arbitration hardware is needed. The design could be implemented by using the supervisor and user address spaces found in most common general purpose microprocessor or by using a memory mapped address space. The major cost of the design comes from the memory chips.

3.3 Performance analysis and Simulations

The way in which packets are processed is the same as the SSM design. Since we are only changing the location of the code and temporary variables and this is all done in hardware, the software would be essentially the same as the SSM design. In the analysis for the SSM design, the hit ratios refer to memory accesses to the shared memory. With local memory installed in the system, some of the hit ratios have to be modified. The numbers are changed
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Figure 3.1: The Local Instruction Memory design

as shown in table 3.1. They are only used in deriving $\rho_{\text{random}}$. The same hit ratio as in the

<table>
<thead>
<tr>
<th>access category</th>
<th>Transfer Syntax conversions</th>
<th>Header processings</th>
<th>Locks access</th>
<th>Header data access</th>
<th>Packet data access</th>
</tr>
</thead>
<tbody>
<tr>
<td>hit ratio for LIM</td>
<td>1.0</td>
<td>1.0</td>
<td>0</td>
<td>0.75</td>
<td>0.75</td>
</tr>
<tr>
<td>hit ratio for SSM</td>
<td>0.975</td>
<td>0.975</td>
<td>0</td>
<td>0.75</td>
<td>0.75</td>
</tr>
</tbody>
</table>

Table 3.1: Hit ratios for simulating the LIM design

SSM design is used for the local memory in the simulation so that instructions stored in local memory would still have a hit rate of 0.975. However, fetching these instructions from the local memory would not add any contention to the shared bus. We can obtain a good estimate of the system behavior without being too optimistic by using these hit ratios although a hit rate of closed to 1 is achievable if we have a perfect instruction pipeline implemented with cache prefetch mechanisms like branch prediction [31], stream buffers, victim buffers [24] and software prefetch schemes [6] [26].
Using the same assumptions and parameters used for the simple shared memory design, we have:

$$\rho_{\text{random}} \approx \frac{10000}{300 \times 10^{-9} (1724 + 24.42n)} \times 8 \text{ MBits/s}$$

which is a function of the number of processors

As \( n \) increases, there will be more contentions for the bus and this will result in a lower throughput. Since packets are processed in the same way as before, the number of packet movements is the same and so \( \rho_{\text{burst}} \) remains unchanged or

$$\rho_{\text{burst}} = 264\text{ MBits/s}$$

Even for \( n=1 \) where there is no contention, \( \rho_{\text{random}} = 152.48\text{ MBits/s} < \rho_{\text{burst}} \). From section 2.5.4, we estimate that the maximum throughput is limited by \( \rho_{\text{random}} \).

The simulated throughput is plotted against the number of processors as depicted in figure 3.2. The analytic results derived for \( \rho_{\text{random}}, \rho_{\text{burst}} \) and \( \rho_{\text{processor}} \) are also plotted on the graph. The simulated throughput follows \( \rho_{\text{processor}} \) up to about 30 processors and starts to saturate to about 112MBits/s which is just a little larger than the \( \rho_{\text{random}} \). Thus we could obtain a 3 times increase in maximum processing throughput as compared with the SSM. A linear increase in throughput with the number of processors is maintained until saturation occurs and the bus design is found to be capable of supporting 3 times more processors in this configuration than the SSM design.

The utilization of the burst access bus is also improved as shown in figure 3.3. By comparing with the bus utilization of the SSM design, the difference in the utilization of the two buses in the SSM and LIM designs has been reduced from approximately 0.8 to 0.45. The increase in burst access bus usage is directly related to the increase in throughput. From equation 2.4, we can see that burst access bus usage increases linearly with the throughput. By storing instructions and temporary variables in the local memory, we are able to reduce the traffic on the random access bus and allow the system to utilize more processors and thus handle more packets.
Chapter 3. The local instruction memory design

Throughput of the LIM design with 10mips processors

$\rho_{burst}$

$\rho_{random}$

$\rho_{processor}$

Figure 3.2: Analytical and Simulation results of the throughput for the LIM design
Figure 3.3: Bus utilizations of the random access and burst access bus for the LIM design
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The processor utilization is found to be better than 0.9 for most of the time before saturation of the bus occurs. Together with the linear increase in throughput, we can see that the overhead introduced by parallel processing is small as most of the processing power goes toward producing a higher output as desired.

The simulations are repeated with 20mips and 40mips processors with all other parameters remaining the same. The results are shown in figure 3.4. By using faster processors,

![Diagram](image)

Figure 3.4: Throughput and bus utilization of the LIM design with 20mips and 40mips processors

we can obtain the same processing power with a fewer number of processors. When the number of processors is low, the amount of bus contention will also be low and therefore more
processors can be added. This would imply that a higher throughput can be achieved. The simulation results supported this argument. For the same throughput, say at 100MBits/s, the random access bus usage of the 20mips system is higher than that of the 40mips system as shown in figure 3.4. As a result of the higher bus utilization, a higher bus contention will be seen in the 20mips system and the maximum throughput achievable on the 20mips system will be lower than that of the 40mips system.

Table 3.2 shows the maximum throughputs obtained from the SSM and LIM design with different processor speeds. The results indicate that with the LIM design, we can increase the maximum throughput more effectively by using higher speed processors. As discussed in section 2.4, using high speed processor without high speed memory would not be efficient and the results here illustrate that point. When the processor speed is increased by 4 times, the maximum throughput is only improved by 50% in the best case when the memory speed is kept the same.

<table>
<thead>
<tr>
<th>processor speed (mips)</th>
<th>SSM design</th>
<th>LIM design</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>max throughput MBits/s</td>
<td>% increase with 40mips cpu</td>
</tr>
<tr>
<td>10</td>
<td>43.52</td>
<td>32</td>
</tr>
<tr>
<td>20</td>
<td>52.48</td>
<td>10</td>
</tr>
<tr>
<td>40</td>
<td>57.60</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 3.2: Variation of maximum throughput with processor speed

3.3.1 Merits of the LIM design

The LIM architecture is designed to tackle some of the problems in the SSM design. There is only a minor modification in the hardware with the inclusion of local memory for each processor with minimal software changes. The use of local memory for storing program codes and temporary variables removes a big portion of memory accesses to the shared memory. Although there is not a lot of changes in the design as compared to the original, the maximum processing throughput is almost tripled for the different processor speeds simulated. The
number of processors that can be accommodated and still maintaining a linear speedup is also increased by more than 3 times. The utilization of the burst access bus has been increased while that of the random access bus has been reduced to obtain a more balanced use of the shared resources.

3.3.2 Weakness of the LIM design

A major disadvantage of this design is that instructions have to be duplicated in the local memory of each processor. Thus in terms of instruction memory usage, the efficiency is proportional to \( \frac{1}{\text{number of processors}} \). This is not a major problem because the cost of memory is expected to go down with the advent of technology. Another problem with this design is that false sharing of packet data is not addressed. Since there is only one access path to the packet data in the shared memory, whenever a processor is accessing a packet, no other processor can use the shared memory even if it needs to access a different packet. Assuming that only 1 out of 4 bytes of the packet needs to be accessed during transfer syntax conversion, there is still a lot of memory traffic. This problem seriously affects the system throughput and is dealt with in the next chapter.

Another undesirable characteristic of the design is that there is a low utilization of the faster burst access bus and a high utilization of the slower random access bus. The random access bus is thus the bottleneck again as in the SSM design. When the random access bus saturates, there is still a lot of bandwidth remaining on the burst access bus. This reveals that some improvement is possible without major modification to the hardware if we can change the usage of the buses.
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In the discussion of the LIM design, we have noticed that a fair amount of random access traffic is still required because packet data are stored in the shared memory. The resulting utilization of the slower random access bus is higher than that of the burst access bus and the processing throughput is limited to a lower value than allowed by the faster bus. In this chapter, we would look at an improvement that attempts to reduce the shared memory access by moving packets to the local memory. We could also balance the load on the two buses by using the burst access bus for the relocation of packets.

4.1 Usefulness of data cache

Since we know when the packet data will be used during protocol processing, we could prefetch the packet data into a local cache of the processor using a cache prefetch technique. However, we still have to use the shared random access bus to perform this prefetch, which is carried out like a cache miss operation, and therefore the overall bus contention problem is not improved. Since a cache prefetch instruction can only bring in a certain number of bytes determined by the bus width and the packet size varies a lot, extra calculations would be needed to determine how many prefetches are required and where and when to issue them. This could complicate the processing and affect the processing latency. Moreover, packet data are not reused extensively and thus leaving them in the cache would not be useful.

Instead of using a cache prefetch mechanism, we choose to simply move the data from the shared to the local memory just before the access begins. The advantage is that local memory could be made to support burst transfer and data can reside in them for a longer
time without the possibility of becoming invalid like in the cache. By using the burst access mode to move the data, only one single transfer is needed to relocate the data and the random bus is not used.

4.2 Spatial locality achieved through copying

To see why moving packets to the local memory will improve the performance, we have to look at how packet data is used during protocol processing. In the transfer syntax conversion phase, representation of the packet data has to be changed from one form to the other. For instance, all of the bytes have to be read and rewritten for the integer data type. If the packet is stored in the shared memory, the processor has to get hold of the bus, access a few bytes, release the bus and repeat the cycle again until the whole packet is processed. If there is more than one processor in the system, bus contention would occur and slow down the processing.

Since the transfer syntax conversion of a packet is considered as a single step and is carried out by one processor, the packet needs not be shared. Therefore, if the packet is moved to the local memory before the transfer syntax conversion phase begins, the false sharing of packets will be reduced and the shared random access bus traffic will also be lowered. The key idea here is to use the burst access bus instead of the random access bus to do the transfer. By doing so, we can also effectively balance the usage of both buses. We call this architecture the simple packet relocation (SPR) design.

The system architecture of the SPR design is similar to the LIM design. However, in this design, the local memory is dual ported, one for random and one for burst access as in the global shared memory. The random access port is only connected to the local processor through the local random access bus while the burst access port is connected to the shared burst access bus as shown in figure 4.1. Since all the local memories are connected to the shared burst access bus, the memory system could be viewed as a distributed shared memory system. Dual port memory devices are used to facilitate the movement of data from shared to local memory and the access to code and data by the local processor.
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Figure 4.1: The Simple Packet Relocation design
The processing steps are essentially the same as before with the addition of some extra data movements as shown in figure 4.2. For upward processing, global shared memory is used for storing the packets up to and including the session layer. In the presentation layer where there is potentially a high number of packet data accesses, the packet is copied from the shared memory to the local memory using block transfer on the burst access bus. By prefetching the data to the local memory, we have made a tradeoff between the decrease in random access bus usage with the increase in burst access bus usage. Packets are left in the shared memory for the lower layers because of the need to perform reassembly operations which can be carried out more efficiently when all packets are in the same address space so that no copying is required.

For downward processing, packets are copied from the shared to the local memory of the processor when processing begins. This packet can stay in the local memory of the
processor which would carry out all the processings if possible. In an ideal situation, when
the sequence number is correct for all connection oriented layers, the packet would be kept in
the local memory of the processor until the packet is sent out. In a less than ideal case, when
the sequence number is incorrect, the packet will be copied back to the shared memory. This
is done so that the current processor is freed to work on something else and that keeping the
packet in the global shared memory allows any processors to work on it at a later time.

4.3 Performance analysis and Simulation

Since packets have to be moved to the local memory, the software has to include proper
DMA instructions. Each processor is equipped with a DMA device so that each processor
can initiate a packet transfer. Other than that, the software and hardware would still be very
similar to the LIM design. Since the packet is now in the local memory for the transfer syntax
conversion, the hit ratio for accessing the packet data has to be changed. The new hit ratios
are shown in Table 4.1. As in the case for the LIM design, these hit ratios refer to the shared

<table>
<thead>
<tr>
<th>access category</th>
<th>Transfer Syntax conversions</th>
<th>Header processings</th>
<th>Locks access</th>
<th>Header data access</th>
<th>Packet data access</th>
</tr>
</thead>
<tbody>
<tr>
<td>hit ratio for SPR</td>
<td>1.0</td>
<td>1.0</td>
<td>0</td>
<td>0.75</td>
<td>1.0</td>
</tr>
<tr>
<td>hit ratio for LIM</td>
<td>1.0</td>
<td>1.0</td>
<td>0</td>
<td>0.75</td>
<td>1.0</td>
</tr>
<tr>
<td>hit ratio for SSM</td>
<td>0.975</td>
<td>0.975</td>
<td>0</td>
<td>0.75</td>
<td>0.75</td>
</tr>
</tbody>
</table>

Table 4.1: Hit ratios for simulating the SPR design

memory. For items which are now stored in the local memory, the hit ratio is always 1 as
far as the shared memory is concerned as the shared memory would not be accessed. For the
local memory, the original hit ratios used for the simple shared memory design will be used.

Using the same assumptions as before, we can derive the maximum throughput using
equation 2.3:

\[ \rho_{random} \approx \frac{10000}{300 \times 10^{-9}(474 + 24.42n)} \times 8\text{MBits/s} \]

For \( n = 1 \), \( \rho_{random} = 534.84\text{MBits/s} \) and for \( n = 40 \), \( \rho_{random} = 183.84\text{MBits/s} \). Depending on
whether we need to copy the packet back to the shared memory during downward processing, we would have a best and a worst case for $\rho_{\text{burst}}$. For the best case, only 3 data movements are needed for downward processing ($m_{\text{down}} = 3$). For the worst case, 4 movements ($m_{\text{down}} = 4$) are required.

Best case: $\rho_{\text{burst}} = \left(\frac{0.5 \times 80 \times 10^6}{4} + \frac{0.5 \times 80 \times 10^6}{3}\right) \times 8$

\[ = 186.64\text{MBits/s} \]

Worst case: $\rho_{\text{burst}} = \left(\frac{0.5 \times 80 \times 10^6}{4} + \frac{0.5 \times 80 \times 10^6}{4}\right) \times 8$

\[ = 160\text{MBits/s} \]

In this design, $\rho_{\text{burst}}$ is smaller than $\rho_{\text{random}}$ in both the best and worst case for a large range of values for the number of processors. Therefore, in this design, the burst access bus is the bottleneck of the system. The maximum processing throughput would be around 160MBits/s and the number of 10mips processors required is around 42.

Both analytical and simulation results are plotted as depicted in figure 4.3. The simulated throughput follows the analytical value closely and saturates at around 144MBits/s. The number of processors that can be accommodated is almost five times higher than that of the SSM design. The utilization of the burst access bus is higher than that of the random access bus as predicted by the analysis. From the plot in figure 4.4, we can observe that the utilization of the two buses have been interchanged as compared to the previous designs. A strange behavior is observed when the number of processors rises to about 45 when the random access bus utilization increases sharply and the burst access bus utilization drops. As the burst access bus usage decreases, the throughput also drops. This observation could be explained in terms of the contention in the random access bus. When there is a high number of processors in the system, the system may become unstable if all the processors try to compete for some shared resources. A good guideline would then be to keep the number of processors to around 35 to 40 under most situations.

The erratic behavior is not observed when the processor speed is increased to 20mips.
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Figure 4.3: Analytical and Simulation results of the throughput for the SPR design
Figure 4.4: Bus utilizations of the random access and burst access bus for the SPR design
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and 40mips as shown in figure 4.5. With faster processors, a fewer number is needed to

Figure 4.5: Throughput and bus utilization of the SPR design with 20mips and 40mips processors

provide a certain processing power and this can reduce the probability of bus congestion. The maximum throughput obtained with different processor speeds are very similar as observed from the simulation result. In other words, the maximum throughput is not very sensitive to the speed of the processors used. This behavior is similar to that of the simple shared memory design but the reasoning is different. In the former case, there is so much random access bus traffic due to transfer syntax conversion that the effects of increasing the processor speed are not significant. In the SPR design, the bottleneck is in the burst access bus and
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the traffic on which does not depend on the number of processors nor the processor speed. A better processor utilization trend is thus possible with the SPR design. Even when the burst access bus saturates, the processor utilization is still better than 0.85. Comparing with the LIM design in figure 3.4, the processor utilization near saturation drops much faster in the LIM design than here.

4.3.1 Merits of the SPR design

The SPR design reduces the false sharing problem and shifts the bottleneck to the faster bus by adding dual ported VRAMS as local memory and some minor changes to the software. The number of processors that can be supported in this design is almost 5 times that of the SSM design with the maximum throughput being around 4 times higher. The burst access bus utilization is improved significantly and becomes the throughput controlling factor of the system. In practice, burst access is more than 4 times faster than random access in dual ported VRAMS [17] as those used in our simulations. With a burst access time of 30ns, $p_{burst}$ would be increased to 267MBits/s. The advanced design in cache DRAM [4][5] suggests that we have the technology to construct VRAMS with even faster burst and random access which will further improve the performance of this design. Another improvement that we have achieved is that the maximum throughput of the system is not dependent on the speed of the processors. Therefore, the design allows us to use low speed processors, which could reduce the cost of the system, without lowering the processing throughput.

4.3.2 Weakness of the SPR design

When the number of processor increases, the system can become unstable when the random access bus usage suddenly rises. As more and more packets are processed per second, the demand for the state information and other synchronization data also increases and would cause the random access bus to become the bottleneck again. Thus a further reduction in random access bus usage is needed to ensure that more packets can be processed when faster
memory devices become available especially for a faster burst access cycle time.

The success of this design depends on a fast burst access mode. If burst access is slow because of slow memory or frequent crossing of memory device boundaries, the improvement would decrease. We could compare the SPR design which is limited by the burst access speed with the LIM design which is limited by the random access speed. With a 32 bit bus, equal network and host traffic and 4 copies for both upward and downward processing, $\rho_{burst}$ for the SPR design reduces to $\frac{1}{\mu_{burst}}$. Table 4.2 shows the change in $\rho_{burst}$ for this design when the speed of burst access is varied.

<table>
<thead>
<tr>
<th>$\mu_{burst} \text{ ns}$</th>
<th>25</th>
<th>50</th>
<th>100</th>
<th>150</th>
<th>200</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\rho_{burst} \text{ MBits/s}$</td>
<td>320</td>
<td>160</td>
<td>80</td>
<td>53.33</td>
<td>40</td>
</tr>
</tbody>
</table>

Table 4.2: Variations of maximum throughput when the burst access speed is changed

Plotting the data in table 4.2 with $\rho_{random}$ for the LIM design based on a 200ns random access cycle time, we can see from figure 4.6 that when the burst access cycle time $\mu_{burst}$ is more than $\frac{1}{4}$ that of the random access cycle time, no benefit can be derived from this SPR design. Therefore, when implementing the system, the memory management component must be designed carefully to reduce the possibility of storing a packet over a few memory devices so as to make sure that burst access is fast enough.

The extra data movements involved in this design increase the latency time especially for the situations in which very few data movements are needed for transfer syntax conversion as in character strings. To see if this is a real concern, data have been collected to estimate the latency time. Tables 4.3, 4.4 and 4.5 show the average processing latency time as obtained from the simulations.

The average bus request delay is also shown. Assuming that the average length of a packet from the host is 10000 bytes, the average copying time with a 50ns burst access cycle and a 32 bit bus is about 125$\mu$s. From the simulation results, we can see that the copying time and the bus delay is about 2 orders of magnitude smaller than the processing time. Thus, the increase in latency due to the extra data relocation would not be significant.
Figure 4.6: Comparison of the LIM design and the SPR design with different burst access speeds

<table>
<thead>
<tr>
<th>number of processors</th>
<th>processing time per packet (ms)</th>
<th># of packets processed</th>
<th># of packets copied back</th>
<th>% of packets copied back</th>
<th>bus request time (ns)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>20.3</td>
<td>23</td>
<td>0</td>
<td>0</td>
<td>9689</td>
</tr>
<tr>
<td>2</td>
<td>23.6</td>
<td>39</td>
<td>3</td>
<td>8</td>
<td>11803</td>
</tr>
<tr>
<td>4</td>
<td>21.9</td>
<td>85</td>
<td>18</td>
<td>21</td>
<td>13718</td>
</tr>
<tr>
<td>8</td>
<td>22.6</td>
<td>170</td>
<td>54</td>
<td>32</td>
<td>21416</td>
</tr>
<tr>
<td>16</td>
<td>23.2</td>
<td>327</td>
<td>130</td>
<td>40</td>
<td>35388</td>
</tr>
<tr>
<td>20</td>
<td>22.4</td>
<td>415</td>
<td>181</td>
<td>44</td>
<td>53157</td>
</tr>
<tr>
<td>32</td>
<td>22.0</td>
<td>654</td>
<td>299</td>
<td>46</td>
<td>96507</td>
</tr>
<tr>
<td>40</td>
<td>22.4</td>
<td>783</td>
<td>386</td>
<td>49</td>
<td>131078</td>
</tr>
<tr>
<td>48</td>
<td>27.1</td>
<td>626</td>
<td>343</td>
<td>55</td>
<td>127694</td>
</tr>
</tbody>
</table>

Table 4.3: Average processing time using 10mips processors in a 0.5s interval
### Table 4.4: Average processing time using 20mips processors in a 0.5s interval

<table>
<thead>
<tr>
<th>number of processors</th>
<th>processing time per packet (ms)</th>
<th># of packets processed</th>
<th># of packets copied back</th>
<th>% of packets copied back</th>
<th>bus request time (ns)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>12.5</td>
<td>38</td>
<td>0</td>
<td>0</td>
<td>11597</td>
</tr>
<tr>
<td>2</td>
<td>11.9</td>
<td>81</td>
<td>3</td>
<td>4</td>
<td>16453</td>
</tr>
<tr>
<td>4</td>
<td>12.6</td>
<td>151</td>
<td>25</td>
<td>17</td>
<td>19961</td>
</tr>
<tr>
<td>8</td>
<td>12.7</td>
<td>301</td>
<td>86</td>
<td>29</td>
<td>26712</td>
</tr>
<tr>
<td>16</td>
<td>12.3</td>
<td>604</td>
<td>239</td>
<td>40</td>
<td>69417</td>
</tr>
<tr>
<td>20</td>
<td>12.6</td>
<td>728</td>
<td>306</td>
<td>42</td>
<td>104359</td>
</tr>
<tr>
<td>26</td>
<td>12.9</td>
<td>890</td>
<td>423</td>
<td>48</td>
<td>158769</td>
</tr>
<tr>
<td>27</td>
<td>12.9</td>
<td>921</td>
<td>451</td>
<td>49</td>
<td>160492</td>
</tr>
<tr>
<td>28</td>
<td>13.2</td>
<td>942</td>
<td>498</td>
<td>53</td>
<td>176760</td>
</tr>
</tbody>
</table>

### Table 4.5: Average processing time using 40mips processors in a 0.5s interval

<table>
<thead>
<tr>
<th>number of processors</th>
<th>processing time per packet (ms)</th>
<th># of packets processed</th>
<th># of packets copied back</th>
<th>% of packets copied back</th>
<th>bus request time (ns)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>6.9</td>
<td>70</td>
<td>0</td>
<td>0</td>
<td>12784</td>
</tr>
<tr>
<td>2</td>
<td>6.9</td>
<td>138</td>
<td>4</td>
<td>3</td>
<td>17498</td>
</tr>
<tr>
<td>4</td>
<td>7.2</td>
<td>264</td>
<td>35</td>
<td>13</td>
<td>25651</td>
</tr>
<tr>
<td>8</td>
<td>7.2</td>
<td>520</td>
<td>141</td>
<td>27</td>
<td>49501</td>
</tr>
<tr>
<td>12</td>
<td>7.2</td>
<td>758</td>
<td>263</td>
<td>35</td>
<td>80958</td>
</tr>
<tr>
<td>14</td>
<td>7.3</td>
<td>856</td>
<td>299</td>
<td>35</td>
<td>101947</td>
</tr>
<tr>
<td>15</td>
<td>7.5</td>
<td>890</td>
<td>342</td>
<td>38</td>
<td>124350</td>
</tr>
<tr>
<td>16</td>
<td>7.6</td>
<td>932</td>
<td>362</td>
<td>39</td>
<td>143348</td>
</tr>
<tr>
<td>17</td>
<td>7.4</td>
<td>1002</td>
<td>576</td>
<td>57</td>
<td>192487</td>
</tr>
<tr>
<td>18</td>
<td>7.2</td>
<td>1088</td>
<td>797</td>
<td>73</td>
<td>264338</td>
</tr>
</tbody>
</table>
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The need to move the packet from local to shared memory when they are out of sequence is also a concern. Table 4.3, 4.4 and 4.5 also give the percentage of packets that have to be moved because of the serialization requirement. When the number of processor increases, the need to copy packets back to shared memory also increases. Over 50% of the packets have to be moved when the system is closed to saturation in all cases simulated. These extra copies result in a severe overhead which cannot be neglected.

4.4 Overcoming the weakness

Architectural changes are made to deal with the problems described in the last section and to further improve the system performance. We would like to reduce the bus utilization, to extend the maximum processing throughput to a gigabit rate and to maintain a graceful degradation of performance where there is a sudden increase of workload owing to bursty traffic or failure of some of the processors. The new architecture is called the improved packet relocation (IPR) design.

4.4.1 Reduce the number of packet relocation before processing starts

For the SPR design, packets buffered in the host interface for downward processing are copied into the shared memory when the packets arrive. The packet is copied again into the local memory of some processor when the presentation layer processing starts\(^1\). The reason for doing that is to give every processor equal access to the data so that when a processor is ready, it can process any packet in the shared memory. This arrangement results in an indirect copying step which uses up extra bandwidth on the burst access bus and the shared memory. We can eliminate the copying from the interface to the shared memory by moving the data directly from the interface to the local memory of the processor concerned. The detailed operation is discussed below.

When a packet enters the system from the host, the active queue is updated as before.

\(^{1}\) refer to discussions in section 4.2
However, the packet remains in the host interface buffer to minimize the use of the shared buses. When a processor becomes free, it gets the first job from the active queue and if that is a new job from the host, the processor will initiate a transfer of the packet from the interface buffer directly into its local memory.

This configuration will also give the system more tolerancy to bursty traffic or failure of one or more processors. Since all packets are buffered in the interface, the shared resource usage will be proportional to the actual number of packets being processed and thus the system performance would not be affected by the number of jobs waiting in the active job queue. In other words, graceful degradation of performance is achieved.

For upward processing, the number of data movements cannot be reduced easily. The requirement for reassembling packets makes it efficient to leave packets in the shared memory. However, storing the packets in the interface buffer still helps in making the system more fault tolerant as in downward processing.

4.4.2 Reduce the number of packet relocation during processing

For downward processing, the data portion of the packet is not accessed after the presentation layer processing where syntax conversion is performed. Headers are simply added to the original PDU in the lower layers. Therefore, it is possible to avoid the need of copying packets back into the shared memory when they are out of sequence as done in the previous design. The saving can be substantial. If packets are long, copying them takes a lot of valuable resources. Even if they are short, it would still be a waste of resources as the header, which is the part really needed for lower layer processing, is usually much shorter than the data portion of the PDU. For instance, in an ATM cell where there is only 53 bytes, the data portion still consists of over 90% of the cell. The processor performing the processing could allocate the header in its local memory and update the state table with this information. When the packet is going to be sent out, instead of having 1 single transfer to move the data from the memory to the network interface buffer, multiple transfers are used to get the packet
and all the headers which may reside in local memories of different processors. In the worst case, each layer will be processed by a different processor and a total of five transfers would be needed. Since the length of the packet is not changed, usage of the bus would not be affected. However, there would be more overhead in terms of getting the bus and setting up the DMA transfers and the overhead introduced would worsen the processing latency time. On the other hand, the packet is moved only once in the IPR design rather than a couple times in the SPR design and therefore the processing time will be shortened because of the reduced number of data relocations. The actual effect on the processing time would have to be observed from the simulations.

**Results of the IPR design**

Figure 4.7 shows the number of data movement after making the above improvements. For downward processing, only 2 relocations are needed while for upward processing, 4 copies are still required. We can estimate the maximum throughput of this system using the analysis discussed in chapter 2. The hit ratios are the same and by using 40mips processors,

\[
\rho_{\text{random}} \simeq \frac{10000}{225 \times 10^{-9}(474 + 24.42n)} \times 8 \text{ MBits/s} \quad (4.6)
\]

When \( n = 1 \), \( \rho_{\text{random}} = 713.37 \text{MBits/s} \) and when \( n = 20 \), \( \rho_{\text{random}} = 369.44 \text{MBits/s} \). The new value for \( \rho_{\text{burst}} \) is:

\[
\rho_{\text{burst}} = \left( \frac{0.5 \times 80 \times 10^6}{4} + \frac{0.5 \times 80 \times 10^6}{2} \right) \times 8 \text{ MBits/s} \quad (4.7)
\]

\[= 240 \text{ MBits/s} \]

Only 40mips processors are used for this design because the increased maximum throughput would require too many 10mips or 20mips processors which would exceed the physical limit that can be driven by the bus.

By reducing the number of data movements in downward processing from the average value of 3.5 to 2, we have increased the maximum throughput by over 25% from 176.96 MBits/s
Figure 4.7: Number of packet relocations for the IPR design
to 227.20MBits/s as shown in figure 4.8. Therefore, the increase in DMA overhead for gathering the headers is really smaller than the decrease in data copying time. Figures 4.8 and 4.9 show the simulation and analytical results. The characteristics of the IPR design is very similar to that of the SPR design. High processor utilization is maintained until saturation of the burst access bus occurs. The introduction of the changes do not seem to result in any undesirable effects.

Figure 4.8: Throughput of the IPR design using 40mips processors

Table 4.6 gives the average processing time per packet. We can see that there is an improvement in latency time when compared to the SPR design as depicted in table 4.5. In other words, the extra overhead in setting up the transfer gives a smaller increase in time
Chapter 4. The packet relocation design

Bus and processor utilization of the IPR design with 40mips processors

Figure 4.9: Resource utilization of the IPR design using 40mips processors

<table>
<thead>
<tr>
<th>number of processors</th>
<th>avg processing time (ms)/packet</th>
<th># of packets processed</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>6.19</td>
<td>77</td>
</tr>
<tr>
<td>2</td>
<td>6.35</td>
<td>148</td>
</tr>
<tr>
<td>4</td>
<td>6.79</td>
<td>275</td>
</tr>
<tr>
<td>8</td>
<td>6.90</td>
<td>537</td>
</tr>
<tr>
<td>16</td>
<td>7.03</td>
<td>1016</td>
</tr>
<tr>
<td>20</td>
<td>7.35</td>
<td>1169</td>
</tr>
</tbody>
</table>

Table 4.6: Average processing time for the IPR design in a 0.5s interval
than the reduction in time resulting from the lower number of data movements. In fact, the amount of reduction is not important as long as there is no significant increase in the processing time as we are mostly interested in reducing the usage of the shared resources without increasing the latency time.

Since we are interested in a gigabit network rate, we would like to see what the system throughput would be with the fastest memory device and widest bus that is practical. The new system parameters are shown in Table 4.7 and hit ratios in Table 4.8.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>( \mu_m )</th>
<th>( \mu_s )</th>
<th>( l )</th>
<th>( p_n )</th>
<th>( \gamma )</th>
<th>( x )</th>
<th>( \mu_{\text{burst}} )</th>
<th>( m_{\text{up}} )</th>
<th>( m_{\text{down}} )</th>
<th>( w )</th>
</tr>
</thead>
<tbody>
<tr>
<td>New values</td>
<td>190 ns</td>
<td>25 ns</td>
<td>10000</td>
<td>4096</td>
<td>17</td>
<td>0.5</td>
<td>30 ns</td>
<td>3</td>
<td>2</td>
<td>64</td>
</tr>
<tr>
<td>Old values</td>
<td>200 ns</td>
<td>25 ns</td>
<td>10000</td>
<td>4096</td>
<td>17</td>
<td>0.5</td>
<td>50 ns</td>
<td>4</td>
<td>2</td>
<td>32</td>
</tr>
</tbody>
</table>

Table 4.7: Parameters used for finding the max throughput

<table>
<thead>
<tr>
<th>Access Category</th>
<th>Transfer Syntax Conversions</th>
<th>Header Processings</th>
<th>Locks Access</th>
<th>Header Data Access</th>
<th>Packet Data Access</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hit Ratio for IPR (Wide Bus)</td>
<td>1.0</td>
<td>1.0</td>
<td>0</td>
<td>0.975</td>
<td>1.0</td>
</tr>
<tr>
<td>Hit Ratio for SPR</td>
<td>1.0</td>
<td>1.0</td>
<td>0</td>
<td>0.75</td>
<td>1.0</td>
</tr>
<tr>
<td>Hit Ratio for LIM</td>
<td>1.0</td>
<td>1.0</td>
<td>0</td>
<td>0.75</td>
<td>0.75</td>
</tr>
<tr>
<td>Hit Ratio for SSM</td>
<td>0.975</td>
<td>0.975</td>
<td>0</td>
<td>0.75</td>
<td>0.75</td>
</tr>
</tbody>
</table>

Table 4.8: Hit ratios for finding the max throughput

With a 64 bit bus, the hit ratio for state information is increased to 0.875 assuming that consecutive bytes fetched will all be consumed before they are removed from the cache. Therefore, we have

\[
\rho_{\text{random}} = \frac{10000}{215 \times 10^{-9}(437 + 24.42n)} \times 8 \text{ MBits/s} \quad (4.8)
\]

and

\[
\rho_{\text{burst}} = \left( \frac{0.5 \times 266 \times 10^6}{4} + \frac{0.5 \times 266 \times 10^6}{2} \right) \times 8 \text{ MBits/s} \quad (4.9)
\]

\[= 800 \text{ MBits/s} \]

For \( n=1 \), \( \rho_{\text{random}} = 806.41 \text{ MBits/s} \) and for \( n=40 \), \( \rho_{\text{random}} = 263.18 \text{ MBits/s} \). The analytical results indicate that if the burst access speed is increased without a corresponding
increase in random access speed, the bottleneck could shift back to the random access bus. Since the calculation of $\rho_{\text{random}}$ incurs a certain amount of uncertainty in estimating the number of attempts for obtaining a lock, simulation results are needed to see if the bottleneck will really shift back.

Maximum processing throughputs from analytical results and simulations are shown in figure 4.10. The maximum throughput is obtained with about 40 processors at 560MBits/s.

![Figure 4.10: Throughput of the IPR design using 40mips processors and fast memory](image)

Linear increase in throughput is obtained for up to about 30 processors and processor utilization only drops to 85% at maximum throughput. The simulation results show that the maximum processing throughput lies somewhere between $\rho_{\text{burst}}$ and $\rho_{\text{random}}$ but not equal
to $\rho_{\text{random}}$ as expected. Therefore, there is definitely some inaccuracy in the estimation of the number of lock attempts. The results also reveal that by speeding up the burst access cycle, a significant increase in throughput, which is not achievable with the SSM design, is obtained. The graph of resource utilization in figure 4.11 shows that the difference in the

Figure 4.11: Resource utilization of the IPR design using 40mips processors and fast memory usage between the shared buses has reduced significantly. The burst access bus usage is only slightly higher than that of the random access bus until the system starts to saturate. This is a desirable characteristic because both buses are fully utilized and this is a major improvement as compared to previous designs.

To see if the system is fault tolerant as predicted, another test is run to observe the
effect of overloading the system. Packets are sent into a system with 4 processors at rates of 2 and 4 times that of the maximum throughput rate as determined earlier. A poisson distribution and exponential service time is used. The results, as shown in table 4.9, indicate that the maximum throughput remains relatively unchanged. Packets are stuck in the interface buffers and the buffer size required to store all the packets for 0.5s is between 8-24MBytes. The actual buffer size required would be dependent on the protocol's ability to regulate the traffic in reaction to a reduction in processing power. Work on congestion control and avoidance are discussed in [19][20]. Our simulation results indicate that there is a slight increase in random access bus usage. This is due to the need of accessing shared states and active queues when a new packet arrives.

### 4.4.3 Discussions

The IPR design provides a processing throughput of more than 500MBit/s or half of that of a gigabit network. A balanced bus utilization is also obtained. However, the results reveal a number of weakness in the design and the analytical model.

By increasing the burst access speed alone, the bottleneck will go back to the random access bus. Thus we can predict that if the memory speeds are not increased in the same proportion for the two access modes, the bottleneck may bounce back and forth between the two buses.

With a 32bit bus system, let the ratio of random access cycle time to burst access cycle time be \( x \) so that \( \mu_{\text{random}} = x\mu_{\text{burst}} \). To ensure that burst access would be our bottleneck for up to 20 processors, we could substitute the new processor and random access speed into

<table>
<thead>
<tr>
<th>system configuration</th>
<th>Throughput (MBits/s)</th>
<th>Random access bus usage</th>
<th>Burst access bus usage</th>
<th>Avg Latency (ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td>peak value</td>
<td>64.41</td>
<td>0.096</td>
<td>0.096</td>
<td>5.88</td>
</tr>
<tr>
<td>input rate doubled</td>
<td>64.64</td>
<td>0.103</td>
<td>0.099</td>
<td>5.81</td>
</tr>
<tr>
<td>input rate quadruple</td>
<td>63.84</td>
<td>0.110</td>
<td>0.096</td>
<td>5.87</td>
</tr>
</tbody>
</table>

Table 4.9: System performance when the input rate is higher than the processing throughput
equations 4.6 and 4.7 to derive a proper value of \(x\). Assuming that the processor speed is 4 times that of the random access cycle time, we have

\[
\frac{10000}{\frac{5}{4}x\mu_{\text{burst}}(474 + 24.42 \times 20)} \geq \frac{3}{8} \times \frac{4}{\mu_{\text{burst}}} \\
x \leq 5.5
\]

In other words, if we cannot keep the random access fast enough so that the cycle time will be less than 5.5 times that of the burst access, the bottleneck will be shifted to the random access bus. When the bus width is increased, this value of \(x\) will change. This is because the burst access bandwidth will increase by a greater extent than the random access bandwidth. Using equations 4.8 and 4.9, we have

\[
\frac{10000}{\frac{5}{4}x\mu_{\text{burst}}(437 + 24.42 \times 20)} \geq \frac{3}{8} \times \frac{8}{\mu_{\text{burst}}} \\
x \leq 2.9
\]

The small value of \(x\) implies that it is a lot harder to keep the bottleneck on the faster bus. Therefore, using a wider bus would not be a solution by itself.

The simulation result reveals a weakness in the analytical model for computing \(\rho_{\text{random}}\). In the analysis, we have to estimate the average number of attempts for acquiring a lock using the assumption that when the number of processors increases, the number of attempts will also increase. In this design, we have made the improvement in assuming that the value of \(\alpha\), which is the time between retries, is a fraction of the average lock holding time instead of a fixed value to get a better estimate of the number of retries. However, \(\rho_{\text{random}}\) is still off from the simulated value by quite a large margin because the number of attempts also depends on how much time each processor spends on accessing shared information. With a more complex transfer syntax conversion step, the processor would spend more time in local processing and spend a smaller amount of time accessing shared information when compared to a processor doing simpler transfer syntax conversions. Thus, even if there is a large number of processors, the average number of attempts needed to acquire a lock can still be low.
when the transfer syntax conversion is complicated. Since our estimate of $\rho_{random}$ has not included the effects of the transfer syntax complexity, the estimated value would only be a pessimistic approximation. This is not important if we could ensure that the burst access bus is the bottleneck. Otherwise, care must be taken in using the estimate.

Another difficult problem is that we must maintain the buffering capability of the host interface so that data will not be lost. In previous designs, packets are moved out the interface immediately when they arrived so that the interface is always ready to accept more data. With this new approach, if the input rate is higher than the output rate due to bursty traffic, data may stay in the interface for a long time and thus special care is needed to make sure that we have enough buffer space in the interface.
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Results and Discussions

In the last few chapters, we have looked at how processing throughput and resource utilizations are affected by the number of processors, their speed and the location of the packets and program code. Here we are going to look at some other measurements of the system design and effects of other parameters on the system performance.

5.1 Cost

Table 5.1 summarizes the throughput and major characteristics for the various designs proposed. The trend is that the higher the maximum throughput, the more hardware and software changes are required.

<table>
<thead>
<tr>
<th>Design</th>
<th>Throughput (MBits/s)</th>
<th>Processor Utilization</th>
<th>Cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>SSM</td>
<td>60.08</td>
<td>0.6</td>
<td>use VRAM for the shared memory</td>
</tr>
<tr>
<td>LIM</td>
<td>164.16</td>
<td>0.81</td>
<td>same as SSM + use DRAM for the local memory</td>
</tr>
<tr>
<td>SPR</td>
<td>176.96</td>
<td>0.88</td>
<td>use VRAM for both the shared and local memory. DMA devices are needed for each processor and special instructions needed to relocate the packet</td>
</tr>
<tr>
<td>IPR</td>
<td>227.20</td>
<td>0.82</td>
<td>same as SPR + big interface buffers in the host and network adapter</td>
</tr>
<tr>
<td>IPR</td>
<td>565.90</td>
<td>0.85</td>
<td>same as SPR except that fast VRAM and a 64bit bus (2 times wider than other designs) are used</td>
</tr>
</tbody>
</table>

Table 5.1: Summary of system characteristics

The biggest jump in throughput is obtained when local memory is added to the SSM design. The improvement for using VRAM in the SPR design is small but it allows us to benefit from the faster burst access bus. With the optimizations implemented in the IPR
design, the throughput increases by close to 40% when compared to that of the LIM design. The ability to use faster memory with the IPR design allows us to push the throughput up to more than 9 times that of the SSM system. The main design feature which results in the improvement of the processing throughput is the addition of local memory. The cost of the system increases with the kind and number of memory devices added. Since the price of memory in terms of cost per bit is expected to drop with the advent of VLSI technology, the system proposed should be realizable with an affordable price tag. The major cost of the systems proposed comes from the hardware as the software component is essentially the same for all designs. The choice of a particular design for implementation depends on the throughput requirement and the budget.

5.2 Memory speed

The limiting factor in all our designs is the memory speed. In our work, we have only used a single memory speed except for the last design. With a faster memory cycle time, more transactions can be carried out with the use of faster processors and a higher throughput can be obtained. As we have discussed in the last chapter, cycle time of random and burst accesses have to be reduced by the same proportion to ensure that the system characteristic be preserved. Techniques like interleaving and split transactions can be used to increase the speed of random access effectively to compensate for the higher increase in burst access speed then the random access speed that are being seen in newer devices [17]. If the memory speed is increased to 10ns for burst access, \( \rho_{\text{burst}} \) will rise to over 2400MBits/s which will enable our designs to work in a gigabit network.

5.3 Bus speed

Increasing the memory speed implies that the bus speed has to be increased and that more processing power is required to make use of the extra bandwidth. These would pose two problems in the bus design in terms of the speed of the bus and number of loads on the bus.
Chapter 5. Results and Discussions

Currently, common bus design is limited to a speed of around 100MHz [36]. Problems of stray inductance and capacitance will become serious at higher speeds and special care is needed to make the system work. One may even have to resort to optical links for speeds higher than 400MHz. The number of loads on a bus affects the speed of the bus. The higher the number of loads, the lower the speed will be because of the loading effects. A bus design is unlikely to be able to support more than 40 to 50 loads.

To extend our design to gigabit network rates, we would need to double the speed of the various components. This is achievable with the various optimizing techniques mentioned above. However, to build a system that could handle even higher network rates based on a bus based shared memory architecture would seem unlikely because of the physical limitations of the bus design. Changes have to be made to the protocol to simplify the syntax conversion required and to put in more parallelism in the definition so that there will not be so much shared memory traffic. Other possible alternatives include going for bus sufficient systems or resorting to more expensive interconnection architectures.

5.4 Multiple connections

Our analysis has been limited to situations where there is only one active connection. All our packets originate from the same connection and this worst case scenario results in a heavy contention for the state information in the shared memory. In a real system, there will likely be more than one active connection and we can expect to have less bus and memory contentions and thus a higher system throughput than the results shown here. Takeuchi [37] had performed some simulations in this area and showed that this is the case.

5.5 Packet lengths

From equation 2.3, the maximum processing throughput is directly proportional to the packet length. The packet length that we have used in this context refers to the length of the presentation layer PDU. Figure 5.1 shows that variations in $\rho_{\text{random}}$ when the packet length
is changed for the IPR design. We can observe that if the packet size is reduced, the bottleneck will go back to the random access bus. On the other hand, if the packet size is increased, $\rho_{\text{burst}}$ will become the ultimate limit and memory devices with higher burst access speed can be used without creating the problem of having the random access bus as the bottleneck. The problem of having the random access bus as the bottleneck is that the random access bus traffic is less linearly related to the system throughput than the burst access traffic, and thus the accuracy of the estimate is lower.

![Throughput variation with different packet lengths](image_url)

Figure 5.1: Maximum throughput variation with different packet lengths
5.6 Other presentation layer operations

In our discussions, we have only concentrated on the transfer syntax conversion operations in the presentation layer. In fact, there are other computation intensive functions in the presentation layer like the encryption operations for data security and compression operations for reduced bandwidth requirement. By using a similar argument as with syntax conversion, our design should be able to handle these functions as well with minimal changes.

5.7 Future Work

We have presented a high level analysis of a protocol processing system using multiple processors. The next step is to perform some detailed designs and to construct some critical system enabling circuits. These circuits include an efficient FCFS bus arbitration circuit and memory management circuit for the shared memory. The possibility of using interleaving or split transaction schemes should also be investigated. Once the basic hardware architecture has been defined, software can be ported to the system from some parallel implementations like the one described in [15] and further testing can be carried out.
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Conclusions

In this thesis report, three multiprocessor based OSI protocol processing systems have been described. The systems are designed to minimize the utilization of shared resources using techniques similar to those used for cache prefetching. An incremental approach had been used in which each system is designed with some improvements over the previous one. The results indicated that our designs are capable of maintaining a higher resource utilization and giving a higher processing throughput than previous published designs. We have also shown that the OSI protocol stack is promising in a high performance heterogeneous computing environment using a gigabit network despite of the computation intensive operations.

In the LIM design, local memories are used to store program codes. With this architecture, the processing throughput was increased by closed to 3 times as compared to the SSM design proposed in [37]. It was found that the false sharing of data packets in the shared memory had resulted in a severe bus congestion problem on the random access bus and this congestion had restricted the system processing throughput to a low value. The SPR design dealt with this problem by moving packet data to the local memory of the processor doing the processing before the operations begin. Our result indicated that by using the faster burst access bus to relocate the packets, we had successfully reduced the random access bus usage and shifted the bottleneck to the faster burst access bus. The high number of data movements and lack of fault tolerancy of this design prompted further changes. The IPR design improved on the SPR design by reducing the number of data relocation operations with the use of a big interface buffer. This design resulted in a throughput closed to 4 times that of the SSM design and allowed the system to provide a graceful degradation in performance when some
of the processors fail. With the use of faster memory devices and wider buses, a processing throughput of 560MBits/s has been estimated. The processing throughput of this design is close to half of that required in a gigabit network and almost an order of magnitude higher than that of the SSM design.

An analytical method for estimating the processing throughput for such systems has also been developed. Although many simplifying assumptions have been made in the analysis, good estimates were still obtained. From both the analytical and simulation results, we have identified that bus speed, memory speed, synchronization, number of active connections, packet lengths and transfer syntax complexities are among the more important parameters that control the processing throughput.

A bus based architecture is found to be sufficient for handling a network rate of over 500MBits/s. With further optimizations, it is possible to extend it to a gigabit rate. If higher network rates or processing power are needed, physical limits of the bus design must be reconsidered to ensure that proper operations can be maintained.

Using fast processors alone without the matching main memory is not enough to provide the necessary processing power needed for protocol processing. The constant flow of packets through the system makes data caches ineffective in bridging the growing gap between processor and memory speed. Memory speed is a critical factor in the system performance.

An equal proportion of increase in random access and burst access speed in VRAMs is important to enable our designs to scale properly. Similar to the problem of processor and memory speed difference, if access speeds of both access modes are not changed together, the performance of the system will be limited by the slowest device. This would make it uneconomical to use higher speed components in other parts of the system.

The need to process packets in sequence reduces the amount of parallelism that can be incorporated into the system. Operations like reassembly are found to slow down the processing of received packets and this type of operations should be revised to enable a better use of the resources. As stated by Amdahl's Law, the maximum speedup of a parallel
machine is inversely proportional to the amount of serial processing required. Therefore, to design protocol processing systems to work with gigabit rates and beyond, a parallel protocol specification not using finite state machines should be used to minimize the synchronizations needed and to allow a higher degree of parallelism.
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Appendix A

Simulation Details

Simulation is used to evaluate the different designs because it allows us to try out different configurations and combinations of parameters easier than implementing the system. It is also needed to study system behavior which can not be derived from the analysis presented because of the many assumptions that have been made to make the analysis tractable. Our simulation involves simulating the hardware and software of the system. The simulation program is written in SimScript II.5 and run on Sun Sparc workstations.

A.1 Simulation model

SimScript constructs for process and resource are used to model the system components. A process is defined as an object and the sequence of actions it experiences throughout its life in the model. A process routine is used to describe the activity of a process. A resource is defined as a passive object which is required by the process objects. If the resource is not available when required, the process object is made to wait until the resource becomes available.

Processors in the system are simulated as processes while buses and memory systems are simulated as resources. Instruction executions are simulated by obtaining the memory resource and/or the bus depending on whether the instruction is in the cache, local or shared memory and waiting for a fixed amount of time corresponding to the processor speed. The number and frequency of memory accesses for processing a packet is based on static code counts as used in other studies [37][23]. Only the processing of data packets, acknowledgement packets, connection packets and disconnection packets are simulated. Segmentation and
reassembly of packets are only done in the transport layer for simplicity. Since we are only interested in the maximum processing throughput, error and flow controls are not simulated.

The structured chart in figure A.1 shows the structure of the simulation program

![Structured Chart](image)

**Figure A.1: Overview of the simulation program**

for a processing element. Not shown in the diagram are the network and host interface adapters which insert new jobs into the active queue. Monitoring routines which collect system statistics and routines which perform the initiation and termination operations are also not included. Three input file are needed and are used for specifying the system configuration, host data and network data. One output file is produced giving the system statistics at regular intervals and at the end of the simulation.
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A.2 Protocol processing data

The data used for simulating the software or the timing aspect are based on the static code count. The set of data used in [37] is employed because it represents an unoptimized implementation on a single processor system. The data link layer statistics is for the IEEE 802.2 logical link control type I. The network and transport layer statistics are for the Internet Protocol (IP) and Transmission Control Protocol (TCP) respectively from an implementation in C done for Unix4.3 BSD by the University of California, Berkeley. The session and presentation layer statistics are for the OSI Session and Presentation protocol respectively from the ISODE implementation done in C (version 6.0) by Marshal Rose. Table A.1 shows the number of times a PDU is accessed by different layers. In our analytical model, we have simply taken the worst case disregarding the difference in send and receive operations for simplicity. Therefore, we have assume that the number of PDU access is $84\frac{l}{p} + 90$ where $l$ is the length of the packet and $p$ is the network packet size. For large packets, multiple packets would be needed in the lower three layers and thus more processing required.

Table A.1 shows the number of state and queue access in the different layers. Assuming

<table>
<thead>
<tr>
<th>Protocol Layer</th>
<th>receive</th>
<th>send</th>
<th>value used in analysis</th>
</tr>
</thead>
<tbody>
<tr>
<td>Datalink</td>
<td>6</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>Network</td>
<td>14</td>
<td>16</td>
<td>16</td>
</tr>
<tr>
<td>Transport</td>
<td>62</td>
<td>20</td>
<td>62</td>
</tr>
<tr>
<td>Session</td>
<td>60</td>
<td>40</td>
<td>60</td>
</tr>
<tr>
<td>Presentation</td>
<td>30</td>
<td>30</td>
<td>30</td>
</tr>
</tbody>
</table>

Table A.1: Number of access to PDUs for the different layers

<table>
<thead>
<tr>
<th>Protocol Layer</th>
<th>receive</th>
<th>send</th>
<th>value used in analysis</th>
</tr>
</thead>
<tbody>
<tr>
<td>Datalink</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Network</td>
<td>22</td>
<td>20</td>
<td>22</td>
</tr>
<tr>
<td>Transport</td>
<td>65</td>
<td>90</td>
<td>90</td>
</tr>
<tr>
<td>Session</td>
<td>40</td>
<td>30</td>
<td>40</td>
</tr>
<tr>
<td>Presentation</td>
<td>40</td>
<td>30</td>
<td>40</td>
</tr>
</tbody>
</table>

Table A.2: Number of state access for the different layers
that we need around 16 access for acquiring a lock which includes access to the queue and actually getting the lock, and using the maximum value among send and receive operations, the value used in our analysis becomes 

\[ (112 + 16 + r_t) \frac{1}{p} + 80 + 2 * 16 + r_s + r_p \]

where \( r_t \) is the number of lock retries for the transport, session and presentation layers respectively.

Table A.3 shows the number of instructions executed in different layers. The average values used in the analytical model are obtained by assuming that 10% of the traffic comes from acknowledgments, 5% comes from connection requests, 5% comes from disconnection requests and the rest from packets\(^1\). The number of instructions used in the analysis are obtained from the average values and is equaled to 

\[ 557.5 \frac{1}{p} + 795. \]

Transfer syntax conversion is assumed to take 5-20 instructions for encoding and 5-40 instructions for decoding. The number of instructions are based on the ASN.1 encoder/decoder implemented by Mike Sample of the computer science department at the University of British Columbia [37]. We have further assumed that only \( \frac{1}{4} \) of the packet data is copied during the conversion and thus the number of bytes accessed (read and write) is \( \frac{1}{2} \).

The amount of register only instructions is assumed to be 75% based on an educated guess. The actual number would depend on the processor used and the software implementation which could vary a lot. The accuracy of this estimation is verified by comparing the simulated processing latency time using this assumption with the published measurements for a RISC multiprocessor protocol processing system described in [15]. The simulated results were found to have the same order of magnitude with the measurements reported.

\(^1\)half of which from packets sent out and half from packets received
A.3 Simulation parameters

In our simulations, we have to set a number of parameters to enable us to observe the maximum processing throughput and to optimize the simulation time. We have used both a normal and poisson distribution for the network and host workload with a mean of 10000 and a standard deviation of 5000. The normal distribution is used in most simulations unless otherwise specified. Other parameters used are described in the following sections.

A.3.1 Obtaining Peak Performance

One way of achieving peak performance is to keep sending packets into the system. However, data sent into a system use a certain amount of processing power even before actual processing starts. For instances, active job queue needs to be updated, burst access bus may be used for moving the packet to the shared memory and locks may be acquired. All these are important shared resources and we would like to reduce this kind of over usage which would affect the result. In the simulation, a feedback mechanism is used to make sure that the input data rate is always higher than the output data rate so that all processors can be kept busy and at the same time that not too much extra packets would be sent. This is achieved by setting the input rate to about 4MBits/s higher than the output rate and that the number of outstanding job in the active queue to be just greater than 3 times the number of processors. Since we want to find the peak throughput, flow control and error control are not simulated as they would reduce the peak rate.

A.3.2 Selecting the content of the workload

In a real system, the traffic going through the protocol processing system will consist of varying proportions of network and host packets. In our simulations, a 50-50 load is used. This would give us a good estimation when the peer are communicating on a equal basis. Different proportions of network and host packets have been simulated for the SPR design with 10 processors using a Poisson interarrival rate and an exponential service time to model
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a realistic system. The results are shown in table A.4 and plotted in figure A.2. It is observed

<table>
<thead>
<tr>
<th>Host traffic %</th>
<th>Net traffic %</th>
<th>Throughput (MBits/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>100</td>
<td>78.16</td>
</tr>
<tr>
<td>20</td>
<td>80</td>
<td>82.72</td>
</tr>
<tr>
<td>40</td>
<td>60</td>
<td>81.04</td>
</tr>
<tr>
<td>60</td>
<td>40</td>
<td>81.28</td>
</tr>
<tr>
<td>80</td>
<td>20</td>
<td>81.28</td>
</tr>
<tr>
<td>100</td>
<td>0</td>
<td>77.52</td>
</tr>
</tbody>
</table>

Table A.4: Effects on Throughput with different workload

from figure A.2 that a higher throughput is obtained in the middle of the graph where the ratio of host to network traffic is closer to 1. This is because when all the traffic comes from the same source, the chance of getting a lock contention is a lot higher and it reduces the overall performance.

Figure A.2: Throughput variation with contents of workload
A.4 Analysis of accuracy

In our simulations, random numbers are used. For an accurate simulation, the results should not be dependent on the random numbers used. The following sections describe what we have done to ensure that the choice of random numbers would not affect our simulation result.

A.4.1 Random numbers

SimScript generates pseudo-random numbers based on the Lehmer technique. A starting seed is multiplied by a constant to produce a new seed and a sample. In SimScript, 10 different random number streams are provided by default. These random number streams are used in our simulations and each one of them is used for a different purpose in an attempt to keep the results reproducible so that changing one part would not affect other parts in some unknown ways when the usage of a random number stream is changed. Further information about the random number generators in SimScript can be found in [33].

A.4.2 Sensitivity to random numbers

The result obtained from a single simulation gives us an estimate of the true value. This estimated value is affected by the random number stream and also the simulated time. Ideally, the result should not be sensitive to the choice of the random seeds. Using a long simulated time will reduce the effects of the random numbers but a long simulated time implies a long simulation time.

To be statistically accurate, each simulation should be repeated a number of times with different random seeds. However, a typical simulation takes up to 5-10 hours on a Sun Sparc station 2 workstation and to repeat every single run 10 or more times is not feasible for this research. Instead, we have looked at the SSM design where the random seed is exercised the least and tried to determine its sensitivity to the random seeds. The set of tests using different number of processors for the simple shared memory design was repeated 10 times.
Different random number streams provided by SimScript are used in each run. The resulting throughputs and bus utilizations are shown in Tables A.5, A.6 and A.7.

<table>
<thead>
<tr>
<th>Trial</th>
<th>Number of Processors</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.482 0.858 1.820 3.457 5.348</td>
</tr>
<tr>
<td>2</td>
<td>0.537 0.972 1.876 3.658 5.400</td>
</tr>
<tr>
<td>3</td>
<td>0.558 1.078 2.141 3.838 5.668</td>
</tr>
<tr>
<td>4</td>
<td>0.558 1.074 2.008 3.730 5.397</td>
</tr>
<tr>
<td>5</td>
<td>0.479 1.012 1.946 3.601 5.397</td>
</tr>
<tr>
<td>6</td>
<td>0.537 0.972 1.840 3.727 5.432</td>
</tr>
<tr>
<td>7</td>
<td>0.559 1.074 1.961 3.733 5.238</td>
</tr>
<tr>
<td>8</td>
<td>0.480 0.971 1.914 3.623 5.456</td>
</tr>
<tr>
<td>9</td>
<td>0.480 0.971 1.913 3.776 5.415</td>
</tr>
<tr>
<td>10</td>
<td>0.482 0.982 1.990 3.877 5.564</td>
</tr>
<tr>
<td>mean</td>
<td>0.515 0.996 1.941 3.702 5.432</td>
</tr>
<tr>
<td>s.d.</td>
<td>0.037 0.067 0.093 0.123 0.116</td>
</tr>
<tr>
<td>%</td>
<td>7 7 5 3 2</td>
</tr>
</tbody>
</table>

Table A.5: Standard Deviation of Peak Throughput (MBytes/s)

<table>
<thead>
<tr>
<th>Trial</th>
<th>Number of Processors</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.115 0.197 0.368 0.658 0.971</td>
</tr>
<tr>
<td>2</td>
<td>0.114 0.200 0.366 0.662 0.975</td>
</tr>
<tr>
<td>3</td>
<td>0.114 0.207 0.383 0.673 0.982</td>
</tr>
<tr>
<td>4</td>
<td>0.116 0.204 0.378 0.667 0.972</td>
</tr>
<tr>
<td>5</td>
<td>0.113 0.203 0.372 0.662 0.974</td>
</tr>
<tr>
<td>6</td>
<td>0.114 0.200 0.364 0.661 0.978</td>
</tr>
<tr>
<td>7</td>
<td>0.115 0.204 0.377 0.667 0.974</td>
</tr>
<tr>
<td>8</td>
<td>0.113 0.199 0.368 0.660 0.975</td>
</tr>
<tr>
<td>9</td>
<td>0.113 0.199 0.366 0.664 0.975</td>
</tr>
<tr>
<td>10</td>
<td>0.114 0.200 0.375 0.678 0.977</td>
</tr>
<tr>
<td>mean</td>
<td>0.114 0.201 0.372 0.665 0.975</td>
</tr>
<tr>
<td>s.d.</td>
<td>0.0010 0.0031 0.0063 0.0062 0.0031</td>
</tr>
<tr>
<td>%</td>
<td>1 2 2 1 0.3</td>
</tr>
</tbody>
</table>

Table A.6: Standard Deviation of Random Access Bus Usage

The standard deviation for the throughput values is less than 10% for all configurations. As the number of processors increases, the standard deviation decreases because
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<table>
<thead>
<tr>
<th>Trial</th>
<th>Number of Processors</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>0.023</td>
</tr>
<tr>
<td>2</td>
<td>0.025</td>
</tr>
<tr>
<td>3</td>
<td>0.026</td>
</tr>
<tr>
<td>4</td>
<td>0.025</td>
</tr>
<tr>
<td>5</td>
<td>0.023</td>
</tr>
<tr>
<td>6</td>
<td>0.025</td>
</tr>
<tr>
<td>7</td>
<td>0.026</td>
</tr>
<tr>
<td>8</td>
<td>0.023</td>
</tr>
<tr>
<td>9</td>
<td>0.023</td>
</tr>
<tr>
<td>10</td>
<td>0.023</td>
</tr>
<tr>
<td>mean</td>
<td>0.023</td>
</tr>
<tr>
<td>s.d.</td>
<td>0.0013</td>
</tr>
<tr>
<td>%</td>
<td>5</td>
</tr>
</tbody>
</table>

Table A.7: Standard Deviation of Burst Access Bus Usage

with more processing power, more packets get through and thus more random numbers are consumed and the initial choice of the seed is not as important.

The standard deviation for the bus utilization shows a similar trend although the variation is even smaller. This is mainly because during the startup phase of the simulation, resources are consumed but data do not get out of the system until after the required processing latency time. Since the throughput is computed based on the total data output over the entire simulated time, the effect of the startup phase actually reduces it value. The throughput obtained would thus underestimate the real value. This throughput value could be adjusted by eliminating the first part of the simulation when computing the throughput. That approach is not taken as we would like to be not too optimistic in establishing the peak values.

A.4.3 Picking the simulated time

Another set of simulations are carried out to observe the effects of the simulated time. As discussed above, a longer simulated time will reduce the bias introduced in the startup phase and thus will give us a higher value for the throughput. A longer simulated time will also
reduce the error introduced by not accounting for the jobs still running in the processor when
the simulated time limit has been reached. Table A.8 shows the simulation results.

The results indicate that as the simulated time increases, the throughput also in-
creases while the bus utilization remains the same. By using a 0.5s simulated time, we are
underestimating the throughput by only 10% from the observed mean. The random and burst
access bus utilizations are within 2% from the observed mean. This pessimistic estimation is
useful for establishing a lower bound for the maximum throughput and bus utilization. In all
of our simulations, a 0.5s simulated time is used.

<table>
<thead>
<tr>
<th>Simulated time(s)</th>
<th>Throughput (Mbytes/s)</th>
<th>Random Bus Usage</th>
<th>Burst Bus Usage</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5</td>
<td>0.482</td>
<td>0.115</td>
<td>0.023</td>
</tr>
<tr>
<td>1</td>
<td>0.500</td>
<td>0.111</td>
<td>0.023</td>
</tr>
<tr>
<td>2</td>
<td>0.519</td>
<td>0.114</td>
<td>0.024</td>
</tr>
<tr>
<td>3</td>
<td>0.534</td>
<td>0.113</td>
<td>0.024</td>
</tr>
<tr>
<td>4</td>
<td>0.533</td>
<td>0.113</td>
<td>0.024</td>
</tr>
<tr>
<td>5</td>
<td>0.520</td>
<td>0.112</td>
<td>0.024</td>
</tr>
<tr>
<td>mean</td>
<td>0.515</td>
<td>0.113</td>
<td>0.0237</td>
</tr>
<tr>
<td>s.d.</td>
<td>0.020</td>
<td>0.0014</td>
<td>0.0005</td>
</tr>
<tr>
<td>%</td>
<td>4</td>
<td>1</td>
<td>2</td>
</tr>
</tbody>
</table>

Table A.8: Variation due to different simulated time
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queueing model

In section 2.3, we discussed what queueing model would be suitable for the packets entering the protocol processing system. Here, we will use the classical queueing theory and determine which queueing model is better. For the following analysis, assume that the system has a Poisson input rate and exponential service time.

B.1 Multiple queue multiple server

A multiple queue multiple server system can be represented by a M/M/1 queue for each of the server. Assume that the input rate is equal to \( \lambda \), then for each server, the input rate will be \( \frac{\lambda}{m} \). From queueing theory [27], the average delay time for each packet is given by:

\[
T_m = \frac{1}{\mu - \frac{\lambda}{m}} \\
= \frac{m}{m\mu - \lambda}
\]

(B.10)

B.2 Single queue multiple server

From standard queueing analysis of a M/M/m queue [27], the average delay time is given by:

\[
T_s = \frac{1}{\mu} + \frac{P_Q}{m\mu - \lambda} \\
= \frac{m - \frac{\lambda}{\mu} + P_Q}{m\mu - \lambda}
\]

where

\[
P_Q = \frac{1}{1 + m!(\frac{\lambda}{\mu})^m(1 - \rho)\sum_{n=0}^{m-1} \frac{1}{n!(\frac{\lambda}{\mu})^n}} \text{ Erlang C function}
\]
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Figure B.1: A multiple queue multiple servers system

$$\rho = \frac{\lambda}{m\mu}$$

B.3 Comparing single queue and multiple queue systems

Comparing equations B.10 and B.11, it can be deduced that the single queue system will have a smaller average delay time if

$$\frac{\lambda}{\mu} > P_Q$$

It can be proved by mathematical induction that $T_m$ is always greater than $T_s$.

Proof:

To prove that $P_Q = \frac{1}{1 + m \left( \frac{\lambda}{\mu} \right)^m (1 - \rho) \sum_{n=0}^{m-1} \frac{1}{n!} \left( \frac{\lambda}{\mu} \right)^n} < \frac{\lambda}{\mu}$

For $m=2$,

$$P_Q = \frac{1}{1 + 2 \left( \frac{\lambda}{\mu} \right)^2 (1 - \frac{\lambda}{2\mu})(1 + \frac{\lambda}{\mu})}$$

$$= \frac{1}{1 + \frac{2\mu^2}{\lambda^2} \left( \frac{2\mu - \lambda}{2\mu} \right) \left( \frac{\mu + \lambda}{\mu} \right)}$$
Figure B.2: A single queue multiple servers system

\[
\begin{align*}
1 &= \frac{1}{1 + \frac{2(2\mu - \lambda)(\mu + \lambda)}{2\lambda^2}} \\
&= \frac{2\lambda^2}{2\lambda^2 + 4\mu^2 - 2\mu\lambda + 4\mu\lambda - 2\lambda^2} \\
&= \frac{2\lambda^2}{4\mu^2 + 2\mu\lambda} \\
&= \frac{\lambda^2}{\mu(2\mu + \lambda)} \\
&< \frac{\lambda}{\mu}
\end{align*}
\]

Thus the statement is true when \( m = 2 \).

Assume that the statement is true for \( m = k \), thus

\[
P_Q = \frac{1}{1 + k!(\frac{\lambda}{\mu})^k(1 - \rho) \sum_{n=0}^{k-1} \frac{1}{n!}(\frac{\lambda}{\mu})^n} < \frac{\lambda}{\mu}
\]

is true.

When \( m = k + 1 \),

\[
\begin{align*}
P_Q &= \frac{1}{1 + (k + 1)!((\frac{\lambda}{\mu})^{k+1}(1 - \rho) \sum_{n=0}^{k} \frac{1}{n!}(\frac{\lambda}{\mu})^n} \\
&= \frac{1}{1 + (k + 1)!((\frac{\lambda}{\mu})^{k+1}(1 - \rho) \sum_{n=0}^{k-1} \frac{1}{n!}(\frac{\lambda}{\mu})^n + \frac{1}{(\frac{\lambda}{\mu})^k}]}
\end{align*}
\]
\[
\frac{1}{1 + (k + 1)\left(\frac{\mu}{\lambda}\right)^k \left(1 + \frac{1}{\mu}\right) \sum_{n=0}^{k-1} \frac{1}{n!} \left(\frac{\lambda}{\mu}\right)^n + (k + 1)\left(\frac{\mu}{\lambda}\right)^k \frac{1}{k!} \left(\frac{\lambda}{\mu}\right)^k} < \frac{1}{1 + (k + 1)\left(\frac{\mu}{\lambda}\right)^k \left(1 + \frac{1}{\mu}\right) \sum_{n=0}^{k-1} \frac{1}{n!} \left(\frac{\lambda}{\mu}\right)^n + (k + 1)\left(\frac{\mu}{\lambda}\right)^k \left(1 - \frac{\lambda}{(k+1)\mu}\right) \frac{1}{k!} \left(\frac{\lambda}{\mu}\right)^k}
\]

from assumption \(k!\left(\frac{\mu}{\lambda}\right)^k \left(1 - \frac{\lambda}{(k+1)\mu}\right) \sum_{n=0}^{k-1} \frac{1}{n!} \left(\frac{\lambda}{\mu}\right)^n > \frac{\mu}{\lambda} - 1\)

\[
= \frac{1}{1 + (k + 1)\left(\frac{\mu}{\lambda}\right)^k \left(1 + \frac{1}{\mu}\right) \sum_{n=0}^{k-1} \frac{1}{n!} \left(\frac{\lambda}{\mu}\right)^n + (k + 1)\left(\frac{\mu}{\lambda}\right)^k \left(1 - \frac{\lambda}{(k+1)\mu}\right) \frac{1}{k!} \left(\frac{\lambda}{\mu}\right)^k}
\]

\[
= \frac{1}{1 + (k + 1)\left(\frac{\mu}{\lambda}\right)^k \left(1 + \frac{1}{\mu}\right) \sum_{n=0}^{k-1} \frac{1}{n!} \left(\frac{\lambda}{\mu}\right)^n + (k + 1)\left(\frac{\mu}{\lambda}\right)^k \left(1 - \frac{\lambda}{(k+1)\mu}\right) \frac{1}{(k+1)\mu} \left(\frac{\lambda}{\mu}\right)^k}
\]

\[
= \frac{1}{1 + (k + 1)\left(\frac{\mu}{\lambda}\right)^k \left(1 + \frac{1}{\mu}\right) \sum_{n=0}^{k-1} \frac{1}{n!} \left(\frac{\lambda}{\mu}\right)^n + (k + 1)\left(\frac{\mu}{\lambda}\right)^k \frac{1}{(k+1)\mu} \left(\frac{\lambda}{\mu}\right)^k}
\]

thus \(P_Q < \frac{\lambda}{\mu}\) when \(m = k+1\)

since \(\frac{\lambda}{(k+1)\mu} = \rho \leq 1\)

Since the statement is true when \(m=2\) and the statement is true when \(m=k+1\) assuming that \(m=k\) is true, by the principal of mathematical induction, the statement is true for all integer \(m \geq 2\). (Q.E.D.)
Appendix C

Simulation Results

The following tables contain the simulation results of the various designs discussed in the thesis. These data have been plotted in a number of ways throughout the thesis.

<table>
<thead>
<tr>
<th>number of processors</th>
<th>Throughput (MBits/s)</th>
<th>Random access bus utilization</th>
<th>Burst access bus utilization</th>
<th>Processor utilization</th>
<th>Actual speedup</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3.84</td>
<td>0.115</td>
<td>0.023</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>2</td>
<td>6.88</td>
<td>0.197</td>
<td>0.035</td>
<td>0.90</td>
<td>1.80</td>
</tr>
<tr>
<td>4</td>
<td>14.56</td>
<td>0.368</td>
<td>0.069</td>
<td>0.95</td>
<td>3.80</td>
</tr>
<tr>
<td>8</td>
<td>27.68</td>
<td>0.658</td>
<td>0.122</td>
<td>0.90</td>
<td>7.20</td>
</tr>
<tr>
<td>12</td>
<td>37.68</td>
<td>0.868</td>
<td>0.171</td>
<td>0.82</td>
<td>9.84</td>
</tr>
<tr>
<td>14</td>
<td>41.04</td>
<td>0.937</td>
<td>0.191</td>
<td>0.76</td>
<td>10.64</td>
</tr>
<tr>
<td>16</td>
<td>42.80</td>
<td>0.971</td>
<td>0.196</td>
<td>0.70</td>
<td>11.20</td>
</tr>
<tr>
<td>20</td>
<td>43.52</td>
<td>0.995</td>
<td>0.204</td>
<td>0.57</td>
<td>11.40</td>
</tr>
</tbody>
</table>

Table C.1: SSM design with 10mips processors

<table>
<thead>
<tr>
<th>number of processors</th>
<th>Throughput (MBits/s)</th>
<th>Random access bus utilization</th>
<th>Burst access bus utilization</th>
<th>Processor utilization</th>
<th>Actual speedup</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>7.12</td>
<td>0.163</td>
<td>0.037</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>2</td>
<td>14.0</td>
<td>0.296</td>
<td>0.065</td>
<td>0.98</td>
<td>1.96</td>
</tr>
<tr>
<td>4</td>
<td>26.0</td>
<td>0.537</td>
<td>0.117</td>
<td>0.91</td>
<td>3.64</td>
</tr>
<tr>
<td>8</td>
<td>46.56</td>
<td>0.875</td>
<td>0.204</td>
<td>0.82</td>
<td>6.56</td>
</tr>
<tr>
<td>16</td>
<td>52.48</td>
<td>0.998</td>
<td>0.237</td>
<td>0.46</td>
<td>7.36</td>
</tr>
<tr>
<td>20</td>
<td>52.00</td>
<td>0.998</td>
<td>0.239</td>
<td>0.37</td>
<td>7.40</td>
</tr>
</tbody>
</table>

Table C.2: SSM design with 20mips processors
### Appendix C. Simulation Results

#### Table C.3: SSM design with 40mips processors

<table>
<thead>
<tr>
<th>number of processors</th>
<th>Throughput (MBits/s)</th>
<th>Random access bus utilization</th>
<th>Burst access bus utilization</th>
<th>Processor utilization</th>
<th>Actual speedup</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>12.48</td>
<td>0.250</td>
<td>0.056</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>2</td>
<td>23.44</td>
<td>0.448</td>
<td>0.105</td>
<td>0.94</td>
<td>1.88</td>
</tr>
<tr>
<td>4</td>
<td>44.88</td>
<td>0.765</td>
<td>0.195</td>
<td>0.90</td>
<td>3.60</td>
</tr>
<tr>
<td>8</td>
<td>60.08</td>
<td>0.985</td>
<td>0.259</td>
<td>0.60</td>
<td>4.80</td>
</tr>
<tr>
<td>16</td>
<td>57.60</td>
<td>0.998</td>
<td>0.260</td>
<td>0.29</td>
<td>4.64</td>
</tr>
</tbody>
</table>

#### Table C.4: LIM design with 10mips processors

<table>
<thead>
<tr>
<th>number of processors</th>
<th>Throughput (MBits/s)</th>
<th>Random access bus utilization</th>
<th>Burst access bus utilization</th>
<th>Processor utilization</th>
<th>Actual speedup</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3.84</td>
<td>0.052</td>
<td>0.023</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>2</td>
<td>7.04</td>
<td>0.076</td>
<td>0.037</td>
<td>0.92</td>
<td>1.84</td>
</tr>
<tr>
<td>4</td>
<td>14.64</td>
<td>0.137</td>
<td>0.069</td>
<td>0.95</td>
<td>3.80</td>
</tr>
<tr>
<td>8</td>
<td>30.24</td>
<td>0.256</td>
<td>0.134</td>
<td>0.98</td>
<td>7.84</td>
</tr>
<tr>
<td>16</td>
<td>57.76</td>
<td>0.478</td>
<td>0.261</td>
<td>0.94</td>
<td>15.04</td>
</tr>
<tr>
<td>20</td>
<td>72.32</td>
<td>0.579</td>
<td>0.320</td>
<td>0.94</td>
<td>18.80</td>
</tr>
<tr>
<td>24</td>
<td>85.44</td>
<td>0.689</td>
<td>0.383</td>
<td>0.93</td>
<td>22.32</td>
</tr>
<tr>
<td>28</td>
<td>99.12</td>
<td>0.791</td>
<td>0.433</td>
<td>0.92</td>
<td>25.76</td>
</tr>
<tr>
<td>32</td>
<td>107.84</td>
<td>0.880</td>
<td>0.470</td>
<td>0.88</td>
<td>28.16</td>
</tr>
<tr>
<td>36</td>
<td>109.60</td>
<td>0.959</td>
<td>0.479</td>
<td>0.79</td>
<td>32.94</td>
</tr>
</tbody>
</table>

#### Table C.5: LIM design with 20mips processors

<table>
<thead>
<tr>
<th>number of processors</th>
<th>Throughput (MBits/s)</th>
<th>Random access bus utilization</th>
<th>Burst access bus utilization</th>
<th>Processor utilization</th>
<th>Actual speedup</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>7.12</td>
<td>0.067</td>
<td>0.037</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>2</td>
<td>14.56</td>
<td>0.115</td>
<td>0.067</td>
<td>1.00</td>
<td>2.00</td>
</tr>
<tr>
<td>4</td>
<td>28.88</td>
<td>0.209</td>
<td>0.128</td>
<td>1.00</td>
<td>4.00</td>
</tr>
<tr>
<td>8</td>
<td>56.64</td>
<td>0.388</td>
<td>0.245</td>
<td>0.99</td>
<td>7.92</td>
</tr>
<tr>
<td>16</td>
<td>109.28</td>
<td>0.710</td>
<td>0.460</td>
<td>0.96</td>
<td>15.36</td>
</tr>
<tr>
<td>20</td>
<td>130.48</td>
<td>0.845</td>
<td>0.554</td>
<td>0.92</td>
<td>18.40</td>
</tr>
<tr>
<td>24</td>
<td>143.12</td>
<td>0.939</td>
<td>0.602</td>
<td>0.84</td>
<td>20.16</td>
</tr>
<tr>
<td>28</td>
<td>135.20</td>
<td>0.988</td>
<td>0.585</td>
<td>0.68</td>
<td>19.04</td>
</tr>
</tbody>
</table>
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#### Table C.6: LIM design with 40mips processors

<table>
<thead>
<tr>
<th>number of processors</th>
<th>Throughput (MBits/s)</th>
<th>Random access bus utilization</th>
<th>Burst access bus utilization</th>
<th>Processor utilization</th>
<th>Actual speedup</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>12.72</td>
<td>0.097</td>
<td>0.060</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>2</td>
<td>25.12</td>
<td>0.173</td>
<td>0.112</td>
<td>0.99</td>
<td>1.98</td>
</tr>
<tr>
<td>4</td>
<td>50.40</td>
<td>0.318</td>
<td>0.216</td>
<td>0.99</td>
<td>3.96</td>
</tr>
<tr>
<td>8</td>
<td>99.12</td>
<td>0.587</td>
<td>0.415</td>
<td>0.97</td>
<td>7.76</td>
</tr>
<tr>
<td>12</td>
<td>140.64</td>
<td>0.805</td>
<td>0.581</td>
<td>0.92</td>
<td>11.04</td>
</tr>
<tr>
<td>14</td>
<td>153.66</td>
<td>0.876</td>
<td>0.631</td>
<td>0.86</td>
<td>12.04</td>
</tr>
<tr>
<td>16</td>
<td>164.16</td>
<td>0.939</td>
<td>0.667</td>
<td>0.81</td>
<td>12.96</td>
</tr>
<tr>
<td>20</td>
<td>164.72</td>
<td>0.992</td>
<td>0.673</td>
<td>0.65</td>
<td>13.00</td>
</tr>
</tbody>
</table>

#### Table C.7: SPR design with 10mips processors

<table>
<thead>
<tr>
<th>number of processors</th>
<th>Throughput (MBits/s)</th>
<th>Random access bus utilization</th>
<th>Burst access bus utilization</th>
<th>Processor utilization</th>
<th>Actual speedup</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3.84</td>
<td>0.031</td>
<td>0.029</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>2</td>
<td>6.88</td>
<td>0.039</td>
<td>0.046</td>
<td>0.90</td>
<td>1.80</td>
</tr>
<tr>
<td>4</td>
<td>14.64</td>
<td>0.062</td>
<td>0.093</td>
<td>0.95</td>
<td>3.80</td>
</tr>
<tr>
<td>8</td>
<td>30.88</td>
<td>0.111</td>
<td>0.190</td>
<td>1.00</td>
<td>8.00</td>
</tr>
<tr>
<td>16</td>
<td>60.56</td>
<td>0.201</td>
<td>0.379</td>
<td>0.99</td>
<td>15.84</td>
</tr>
<tr>
<td>20</td>
<td>74.96</td>
<td>0.248</td>
<td>0.473</td>
<td>0.98</td>
<td>19.60</td>
</tr>
<tr>
<td>32</td>
<td>116.48</td>
<td>0.305</td>
<td>0.730</td>
<td>0.95</td>
<td>30.40</td>
</tr>
<tr>
<td>40</td>
<td>138.00</td>
<td>0.508</td>
<td>0.882</td>
<td>0.90</td>
<td>36.00</td>
</tr>
<tr>
<td>44</td>
<td>154.40</td>
<td>0.558</td>
<td>0.946</td>
<td>0.91</td>
<td>40.04</td>
</tr>
<tr>
<td>45</td>
<td>150.56</td>
<td>0.618</td>
<td>0.906</td>
<td>0.87</td>
<td>39.15</td>
</tr>
<tr>
<td>48</td>
<td>108.72</td>
<td>0.737</td>
<td>0.744</td>
<td>0.59</td>
<td>28.32</td>
</tr>
</tbody>
</table>

#### Table C.8: SPR design with 20mips processors

<table>
<thead>
<tr>
<th>number of processors</th>
<th>Throughput (MBits/s)</th>
<th>Random access bus utilization</th>
<th>Burst access bus utilization</th>
<th>Processor utilization</th>
<th>Actual speedup</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>7.28</td>
<td>0.037</td>
<td>0.047</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>2</td>
<td>14.32</td>
<td>0.054</td>
<td>0.088</td>
<td>0.98</td>
<td>1.96</td>
</tr>
<tr>
<td>4</td>
<td>28.16</td>
<td>0.089</td>
<td>0.167</td>
<td>0.97</td>
<td>3.88</td>
</tr>
<tr>
<td>8</td>
<td>56.40</td>
<td>0.161</td>
<td>0.336</td>
<td>0.97</td>
<td>7.76</td>
</tr>
<tr>
<td>16</td>
<td>113.92</td>
<td>0.313</td>
<td>0.675</td>
<td>0.98</td>
<td>15.68</td>
</tr>
<tr>
<td>20</td>
<td>136.64</td>
<td>0.376</td>
<td>0.806</td>
<td>0.94</td>
<td>18.80</td>
</tr>
<tr>
<td>24</td>
<td>157.44</td>
<td>0.439</td>
<td>0.914</td>
<td>0.90</td>
<td>21.60</td>
</tr>
<tr>
<td>26</td>
<td>165.20</td>
<td>0.478</td>
<td>0.967</td>
<td>0.87</td>
<td>22.62</td>
</tr>
<tr>
<td>27</td>
<td>169.92</td>
<td>0.489</td>
<td>0.988</td>
<td>0.86</td>
<td>23.22</td>
</tr>
<tr>
<td>28</td>
<td>176.80</td>
<td>0.515</td>
<td>0.999</td>
<td>0.87</td>
<td>24.36</td>
</tr>
</tbody>
</table>
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#### Table C.9: SPR design with 40mips processors

<table>
<thead>
<tr>
<th>number of processors</th>
<th>Throughput (MBits/s)</th>
<th>Random access bus utilization</th>
<th>Burst access bus utilization</th>
<th>Processor utilization</th>
<th>Actual speedup</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>12.64</td>
<td>0.047</td>
<td>0.077</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>2</td>
<td>25.12</td>
<td>0.075</td>
<td>0.148</td>
<td>0.99</td>
<td>1.98</td>
</tr>
<tr>
<td>4</td>
<td>50.24</td>
<td>0.132</td>
<td>0.289</td>
<td>0.99</td>
<td>3.96</td>
</tr>
<tr>
<td>8</td>
<td>100.32</td>
<td>0.248</td>
<td>0.575</td>
<td>0.99</td>
<td>7.92</td>
</tr>
<tr>
<td>12</td>
<td>146.88</td>
<td>0.358</td>
<td>0.830</td>
<td>0.97</td>
<td>11.64</td>
</tr>
<tr>
<td>14</td>
<td>162.56</td>
<td>0.397</td>
<td>0.908</td>
<td>0.92</td>
<td>12.88</td>
</tr>
<tr>
<td>15</td>
<td>169.52</td>
<td>0.418</td>
<td>0.945</td>
<td>0.89</td>
<td>13.35</td>
</tr>
<tr>
<td>16</td>
<td>176.96</td>
<td>0.438</td>
<td>0.981</td>
<td>0.88</td>
<td>14.08</td>
</tr>
</tbody>
</table>

#### Table C.10: IPR design using 40mips processors

<table>
<thead>
<tr>
<th>number of processors</th>
<th>Throughput (MBits/s)</th>
<th>Random access bus utilization</th>
<th>Burst access bus utilization</th>
<th>Processor utilization</th>
<th>Actual speedup</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>13.92</td>
<td>0.048</td>
<td>0.066</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>2</td>
<td>28.40</td>
<td>0.080</td>
<td>0.135</td>
<td>1.00</td>
<td>2.00</td>
</tr>
<tr>
<td>4</td>
<td>52.96</td>
<td>0.133</td>
<td>0.256</td>
<td>0.95</td>
<td>3.80</td>
</tr>
<tr>
<td>8</td>
<td>104.56</td>
<td>0.246</td>
<td>0.494</td>
<td>0.94</td>
<td>7.52</td>
</tr>
<tr>
<td>16</td>
<td>195.28</td>
<td>0.448</td>
<td>0.873</td>
<td>0.88</td>
<td>14.08</td>
</tr>
<tr>
<td>20</td>
<td>227.20</td>
<td>0.520</td>
<td>0.986</td>
<td>0.82</td>
<td>16.40</td>
</tr>
</tbody>
</table>

#### Table C.11: IPR design using 40mips processors and 2 times transfer syntax operations

<table>
<thead>
<tr>
<th>number of processors</th>
<th>Throughput (MBits/s)</th>
<th>Random access bus utilization</th>
<th>Burst access bus utilization</th>
<th>Processor utilization</th>
<th>Actual speedup</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>7.12</td>
<td>0.034</td>
<td>0.034</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>2</td>
<td>14.80</td>
<td>0.050</td>
<td>0.071</td>
<td>1.00</td>
<td>2.00</td>
</tr>
<tr>
<td>4</td>
<td>30.48</td>
<td>0.085</td>
<td>0.148</td>
<td>1.00</td>
<td>4.00</td>
</tr>
<tr>
<td>8</td>
<td>56.73</td>
<td>0.143</td>
<td>0.276</td>
<td>1.00</td>
<td>8.00</td>
</tr>
<tr>
<td>16</td>
<td>114.21</td>
<td>0.273</td>
<td>0.542</td>
<td>1.00</td>
<td>16.00</td>
</tr>
<tr>
<td>20</td>
<td>137.31</td>
<td>0.325</td>
<td>0.648</td>
<td>0.96</td>
<td>19.20</td>
</tr>
<tr>
<td>32</td>
<td>210.82</td>
<td>0.493</td>
<td>0.937</td>
<td>0.93</td>
<td>29.76</td>
</tr>
<tr>
<td>36</td>
<td>228.86</td>
<td>0.543</td>
<td>0.987</td>
<td>0.89</td>
<td>32.04</td>
</tr>
<tr>
<td>number of processors</td>
<td>Throughput (MBits/s)</td>
<td>Random access bus utilization</td>
<td>Burst access bus utilization</td>
<td>Processor utilization</td>
<td>Actual speedup</td>
</tr>
<tr>
<td>----------------------</td>
<td>----------------------</td>
<td>-------------------------------</td>
<td>-----------------------------</td>
<td>-----------------------</td>
<td>---------------</td>
</tr>
<tr>
<td>1</td>
<td>16.63</td>
<td>0.038</td>
<td>0.025</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>2</td>
<td>33.43</td>
<td>0.058</td>
<td>0.050</td>
<td>1.00</td>
<td>2.00</td>
</tr>
<tr>
<td>4</td>
<td>64.41</td>
<td>0.096</td>
<td>0.096</td>
<td>0.97</td>
<td>3.88</td>
</tr>
<tr>
<td>8</td>
<td>133.94</td>
<td>0.184</td>
<td>0.198</td>
<td>1.00</td>
<td>8.00</td>
</tr>
<tr>
<td>16</td>
<td>262.02</td>
<td>0.341</td>
<td>0.382</td>
<td>0.98</td>
<td>15.68</td>
</tr>
<tr>
<td>20</td>
<td>326.34</td>
<td>0.417</td>
<td>0.469</td>
<td>0.98</td>
<td>19.60</td>
</tr>
<tr>
<td>26</td>
<td>409.67</td>
<td>0.530</td>
<td>0.582</td>
<td>0.95</td>
<td>24.70</td>
</tr>
<tr>
<td>32</td>
<td>488.83</td>
<td>0.640</td>
<td>0.685</td>
<td>0.92</td>
<td>29.44</td>
</tr>
<tr>
<td>40</td>
<td>565.90</td>
<td>0.772</td>
<td>0.777</td>
<td>0.85</td>
<td>34.00</td>
</tr>
<tr>
<td>50</td>
<td>547.95</td>
<td>0.881</td>
<td>0.804</td>
<td>0.66</td>
<td>33.00</td>
</tr>
</tbody>
</table>

Table C.12: IPR using 40mips processors and fast memory
Appendix D

Glossary of terms

ASN  Abstract syntax notation
BAB  Burst access bus
DMA  Direct memory access
DRAM Dynamic random access memory
FCFS First come first serve
IPR  Improved packet relocation
LIM  Local instruction memory
MIMD Multiple instruction multiple data
MIPS Million instructions per second
OSI  Open system interconnection
PCI Protocol control information
PDU  Protocol data unit
RAB  Random access bus
RISC Reduced instruction set computer
SAP  Service access point
SDU  Service data unit
SIMD Single instruction multiple data
SPR  Simple packet relocation
SSM  Simple shared memory
VRAM Video random access memory