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Abstract 

In this thesis, several enhancements and optimizations related to H.264, 
the latest and most advanced video standard, are explored. The first part of 
this work involves the investigation of a new spatial scalability scheme involv­
ing MPEG-2 as a base-layer and H.264 as a spatial enhancement-layer. This 
scheme does not involve any bitstream modifications, and can be configured 
using off-the-shelf components. While simplistic, this scheme results in bitrate 
reductions for the tested CIF sequences of approximately 50% (depending on 
the quality of the base-layer) and bitrate reductions on the order of 20% for 
high-definition 720p imagery. 

An alternate scheme is also proposed that extends the H.264 bitstream 
syntax by adding a new 4x4 Intra-block prediction mode. For Intra-frames, 
bitrate reductions on the order of 25% are possible depending on the quality of 
the base-layer. Since this scheme can also choose to ignore distorted base-layer 
blocks, it is not subject to the large bit-penalty associated with low-bitrate 
base-layer sequences demonstrated using the first proposed scheme. 

Finally, a modified Intra-mode prediction scheme is proposed for H.264 
that involves forming a real-time estimate of the joint probability distribution 
functions for the Intra prediction modes. Using these distributions, it is pos­
sible to obtain an increase in prediction accuracy of approximately 50% over 
the default H.264 prediction method. 
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C h a p t e r 1 

I n t r o d u c t i o n 

We live in a world that is driven by media. From our telephone, to our tele­

vision, the set-top boxes in our living rooms down to the digital projectors 

in the local movie theater, the enjoyment and distribution of media is tightly 

coupled with everything that we do. The digital versatile disc (DVD), com­

bined with the MPEG-2 video codec, revolutionized the world of digital video. 

In contrast to the existing VHS tape format it originally competed with, the 

DVD also had the following advantages: 

• superior image quality 

• movie-specific special features 

• menuing systems 

• variable rate fast-foward and fast-rewind 

• 100 year archival life 



These attributes quickly catapulted MPEG-2 and the DVD to the fore­

front of the digital video world, and put an advanced video decoder into most 

homes. 

The evolution of video compression technology has been a slow, steady 

journey, with each generation of video codecs pushing the envelope of current 

technology. The general goal for each new video codec is to reduce the amount 

of bits necessary for a given quality picture. For example, H.263 video offered a 

substantial improvement over H.261 video, while H.264 encoded video humbles 

even the best H.263 encoder. Ten years ago, it was not possible to stream 

SQCIF (88 pixels wide by 72 high) imagery over a local area network (LAN) in 

real time. Now, with the advances in video codec technology and the increase 

in computation power, it's possible to stream CIF or V G A imagery in real-time 

over a typical broadband internet connection at home. Apple's iChat product 

(a real-time audio/video conferencing application) can even stream multiple 

H. 264 streams and form a real-time video conference on the Internet. 

H.264 achieves compression ratios unheard of several years ago. Figure 

I. 1 shows the relative compression ratios for H.263+, MPEG4 and H.264. As 

can be seen, at the corresponding picture quality (measured by the peak signal 

to noise ratio, or PSNR) of 30dB, H.264 uses approximately 40% less bits than 

H.263+ [1]. 

While video compression technology has slowly improved over time, it is 

clear that audio technology has far outpaced video technology. The transition 

from eight-track tapes to cassette tapes brought about a large improvement in 
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Figure 1.1: The rate distortion curves for three popular video codecs. Note 
how H.264 uses roughly half the bits for the same quality as H.263+. 

listening quality, as did the progression from cassettes to compact disc (CD) 

audio. Sony now has a new audio format called Super Audio CD (SACD) that 

offers 96 kHz audio recordings which many individuals claim are indistinguish­

able from the gold studio master tapes that are made in the recording studio. 

Since most humans can only hear frequencies between 20Hz and 20kHz, a 

96kHz audio recording contains more information than most people can actu­

ally hear [2]. In terms of audio, we have reached our own biological auditory 

limits using the available technology, and it is hard to foresee any necessary 

changes in the near future. 

The situation is somewhat different for video however. The holy grail of 

digital imagery, high definition, is just slowly beginning to take hold in North 
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America. Unfortunately, the costs associated with adopting high definition 

are currently too high for most individuals to justify obtaining this technology 

[3]. In addition, there are still several technological challenges to overcome 

before the average consumer throws his or her 720x480 DVD discs away, and 

embraces high-definition whole-heartedly. One problem to overcome is that a 

new digital medium capable of storing a high-definition movie must be brought 

to market. Currently there are two competing technologies - Blu-Ray[4] (a 

50 GB disc that uses a 405nm blue laser) and HD-DVD[5] (a 30 GB disc 

that uses similar technology to the DVD). The second challenge is to obtain a 

video codec that is able to provide a high-definition movie using less bits than 

MPEG-2. After years of research, H.264 is ready, and is well suited to replace 

the aging MPEG-2 standard. 
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1 . 1 R e s e a r c h O b j e c t i v e s 

Since MPEG-2 will continue to exist in the marketplace for quite some time, 

the original goal of this thesis was to attempt to combine elements of MPEG-2 

with H.264 so that H.264 implementations could benefit from MPEG-2 streams 

that already exist. Ultimately, a digital broadcasting system was envisioned 

that could transmit a MPEG-2 low-definition sequence on one channel (which 

is currently compatible with most digital broadcasting systems such as dig­

ital TV) , and also transmit supplemental high-definition H.264 data on an 

alternate channel. 

The main thesis goal was to investigate the bitrate reduction possi­

ble when combining a H.264 high-resolution stream with a lower resolution 

MPEG-2 stream. Some literature exists that explores the combination of 

non-scalable MPEG2 codecs for a spatial scalability scheme, but no work has 

been done to explore the combination of MPEG2 with the new H.264 stan­

dard. The results from this investigation led us to explore modifications to 

the H.264 standard with respect to Intra-prediction modes for Intra-frames. 

The purpose of this investigatation was to enhance the efficiency of the pro­

posed MPEG2/H.264 scalability scheme by modifying the H.264 standard to 

improve the bitrate reduction possible when a spatial scalability scheme based 

on an alternate codec is used. 

The proposed changes to the H.264 standard also led to the realization 

that the Intra-mode prediction mechanism currently used in H.264 could be 

enhanced by several small changes. The proposed changes lead to a decrease 
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in bits neccessary for the proposed MPEG2/H.264 scalability schemes, and 

also improves the prediction mechanism for normal H.264 bitsreams. 

The remainder of this thesis is structured as follows: 

In Chapter 2, an overview of video compression technology is presented. 

This chapter details video compression fundamentals, as well as background 

material needed to understand subsequent chapters. 

In Chapter 3, a spatial scalability scheme that combines aspects of 

MPEG-2 and H.264 (to allow for a high resolution H.264 enhancement-layer 

to be based on a low-resolution MPEG-2 base layer) is explored. This scheme 

does not involve any changes to the H.264 standard, and can be created using 

off-the-shelf components. 

In Chapter 4, extensions are made to the proposed scalability scheme 

that involves changes to the H.264 standard in the area of 4x4 Intra-block 

prediction, and results in a further bitrate reduction for the scheme presented 

in Chapter 3. These changes led to the realization that improvements could 

be made in the H.264 4x4 Intra-mode prediction scheme as well. 

In Chapter 5, enhancements are explored for the H.264 4x4 Intra-mode 

prediction mechanism. These extensions allow for a reduction in bits in a 

given Intra frame due to improvements in the overall accuracy of the prediction 

scheme, and further enhance the two schemes proposed in Chapters 3 and 4. 

Finally, in Chapter 6, we provide a summary along with possible future 

work. 
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Chapter 2 

Background 

2 . 1 V i d e o C o m p r e s s i o n B a s i c s 

A normal uncompressed video frame typically consists of a 24-bit RGB triplet 

indicating the amount of red (R), green (G) and blue (B) components for each 

pixel in the frame. This combination is well suited for display on home televi­

sions and computer monitors, since these devices typically use red, green and 

blue phosphors to create a colour gamut. While RGB images are widely used, 

research has shown that the human visual system (HVS) is extremely sensi­

tive to brightness (luminance), but not very sensitive to deviations in colour 

(chrominance) [6]. This perceptual knowledge makes it possible to reduce the 

size of a frame with little deterioration in quality simply by converting to a 

different colourspace [7], and discarding some of the colour data. 

Most video codecs convert the RGB colour space into a 1420 colour 

space, yielding an immediate decrease in data size. The 1420 colourspace 
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contains the same amount of luminance information as a RGB-24 image of the 

same size, but contains only half of the color information. 

A typical resolution for a DVD movie is 720x480 pixels, which yields a 

raw frame size of 4.04 megabits (Mb) in 1420. At thirty frames per second, 

a raw, uncompressed DVD movie sequence would require 121 megabits (Mb) 

for each second of video. The goal of video compression is to remove as much 

redundancy as possible from a video sequence, and reduce the size requirements 

of a video sequence. 

Video compression employs many methods to convert raw image data, 

which is very large, into a lossy, reduced bitrate representation of the orig­

inal video sequence. This section presents a quick overview of the general 

procedures for compressing video. 

2.1.1 Intra Frames 

There are several frame types that are used in modern video compression. 

Intra frames, or I-frames, are completely independent, and represent a resyn-

chronization point for a decoder when frames are lost. Intra frames can also 

form the basis for other types of frames. 

Each I-frame is divided into a series of blocks, usually on the order of 

8x8 or 16x16 pixels. Figure 2.1 shows a sample image subdivided into 16x16 

macroblocks. 

For most block-based video encoders the encoder loops over each block 

in the I-frame, and computes the two-dimensional discrete cosine transform 
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F i g u r e 2.1: T h i s image has been d i v i d e d into 8x8 macroblocks , as indicated 

by the whi te lines. N o t i c e how the p i x e l v a r i a t i o n w i t h i n most blocks is s m a l l . 

( D C T ) for the block. Since each block, a n d video i n general, is p r e d o m i n a n t l y 

composed of low-frequency i n f o r m a t i o n , the D C T usual ly results i n significant 

energy compact ion . F i g u r e 2.2 shows an example of energy c o m p a c t i o n us ing 

the D C T . 

N e x t , the values of the D C T are w r i t t e n out to the b i t s t r e a m i n a 

p a r t i c u l a r order (often cal led the zig-zag order i n l i terature) that places low-

frequency i n f o r m a t i o n first i n the stream, followed by the h i g h frequency infor­

m a t i o n . T h i s arrangement maximizes the number of consecutive zeros (from 

the lack of high-frequency energy i n the b lock) , a n d results i n efficient r u n -
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length-encoding (RLE) during the entropy encoding phase (see section 2.1.4). 

Modern day decoders also make use of I-frames to provide video pre­

views during fast-forward or fast-rewind methods on DVD or set-top boxes. 

(c) (d) 

Figure 2.2: These figures show how the DCT results in energy compaction, 
(a) the original sample image (b) a 8x8 region located in the water of the 
image, (c) a view of the actual pixel values for the 8x8 region, (d) 8x8 DCT 
of the water region. Notice how almost all of the energy is located at the DC 
component. 

2.1.2 Predictive Frames 

Predictive frames, or P-frames, represent a large portion of the size reduction 

in video compression. Since each frame in a video sequence usually represents 
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a fraction of a second, there is large amount of spatial redundancy between 

frames. P-frame compression exploits this redundancy by utilizing information 

in previous I or P frames to achieve a very high compression ratio. 

For each block in a P-frame, the encoder attempts to find the closest 

matching block from the previous I-frame or P-frame (or some other reference 

image, depending on the complexity of the encoder). Most encoders allow 

at least an 8x8 pixel deviation from the current macroblock position to the 

macroblock in the reference frame. For each macroblock in the search region, 

the encoder usually computes the sum of absolute differences (SAD): 

s - l s-1 

MSAD = YlY,\hi,3)-kd)\ (2-1) 
j=0 i=0 

where Ms AD represents the SAD result, i is the x coordinate, j is the y co­

ordinate, is the current macroblock pixel value for position s is 

the number of positions in each direction that can be used for motion estima­

tion, and is the reference macroblock value at position For H.264, 

which can use 8x8 search regions and quarter-pel accuracy, the value of s is 

32 in each direction. Of all the computationally complex operations involved 

in video compression, determining the best block in a reference frame (which 

is called motion estimation ) is the most intense. For H.264, nearly 1024 4x4 

values can be estimated for each block when an exhaustive search is being 

done. A great deal of research goes into fast motion estimation algorithms 

that minimize the amount of physical calculations needed [8, 9, 10]. Advanced 

codecs usually allow motion estimation to occur for non-integer pixel values 

[11]. For example, H.263 allows for half-pel accuracy of motion estimation, 
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while H.264 allows for quarter-pel accuracy1. 

The macroblock that results in the lowest amount of bits written to 

the stream is chosen as the basis for the currently encoded macroblock, and 

is signalled to the decoder by a two-dimensional motion vector (MV). Most 

encoders also allow each macroblock in a P-frame to be encoded as if it were an 

Intra-macroblock. This is useful if no suitable match in the previous reference 

frame can be found for the current macroblock in the P-frame. In this case, 

basing the prediction on previous data would result in a greater amount of 

bits than encoding the macroblock directly. P-frames can only be predicted 

from I-frames or previously decoded P-frames. 

Once the motion-vector is specified, the encoder subtracts the refer­

ence macroblock from the current macroblock. The two-dimensional spatial 

difference block is then converted into the frequency domain via the DCT, 

quantized, and then written to the bitstream. 

The loss of a P frame is problematic since future P frames were most 

likely based upon the lost P frame. The visual quality of the sequence will 

therefore continue to deteriorate until the reception of the next full Intra frame. 

2.1.3 Bi-predictive Frames 

The last major frame type used in video is called a bi-predictive frame, or 

B-frame. B-frames are similar to P-frames, but they are based on predictions 

from past and future frames. They generally achieve better compression ratios 
1 eighth-pel accuracy is currently being experimented with 
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than P-frames, but are more computationally complex. In addition, they also 

introduce a one-frame latency into the bitstream (since the previous and future 

frames must first be decoded before the B-frame can be decoded). The addition 

of latency makes B-frames unpopular for most real-time video systems such 

as video over IP. 

Since no other frames depend on decoded B-frames, they are completely 

discardable, and will not result in the further deterioration of video quality 

should a B-frame be lost from the stream. 

13 



2.1.4 Entropy Encoding 

The final area where video achieves compression is by entropy encoding. Com­

mon entropy reducing methods usually revolve around run-length encoding, 

such as in a bitmap, or around variable length codes (such as Huffman or 

Exp-Golomb). These codes are based on the probability distribution of the 

symbols in the source stream. 

H.264 makes use of Exp-Golomb codes, which are optimal codes for 

exponential or geometric distributions [12]. Table 2.1 shows several codewords 

for the Exp-Golomb codes used in H.264. The cost of a zero using this scheme 

is only one-bit. Since H.264 encodes only the difference between the actual 

block and the predicted block, many of these elements are usually zero, and 

only cost one-bit to write each element to the bitstream. 

Table 2.1: H.264 makes use of Exp-Golumb codes. These codes are optimized 
for exponential distributions. The first nine of these codes are shown here. 
Notice that the cost of encoding a zero is simply one bit. 

Value Codeword 
0 0 
1 010 
2 Oi l 
3 00100 
4 00101 
5 00110 
6 00111 
7 0001000 
8 0001001 

H.264 also has context adaptive variable length codes. These codes 
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change their meaning depending on the content of surrounding marcoblocks, 

or encoding modes. Using context adaptive codes further reduces the bit 

requirements of the H.264 stream. 

2.1.5 Peak Signal-to-Noise Ratio 

To most common metric that is used amongst researchers to gauge video qual­

ity is the peak signal-to-noise ratio, or PSNR. The PSNR for an image is 

defined by the following equations: 

1 M N 
M 5 £ ^ E E l J(t, J) - K(i,j)\2 (2.2) 

255 
PSNR=20108 Turn  ( 2-3 )  

where M and N represent the width and height of the image, / repre­

sents the source image, K represents the deteriorated image, and are the 

coordinates within the image. Typical values for the PSNR are between 20dB 

and 40dB, although it varies based on the source material. As a general rule 

of thumb, 20dB is heavily distorted video, 30dB is acceptable for most people, 

and 40dB is nearly indistinguishable from the original. 

While the PSNR is useful for gauging relative quality within a sequence, 

it does not provide any absolute measurement ability. For the purpose of this 

thesis, PSNR measurements are generated using a fixed set of input sequences, 

and compared. This allows a fair comparison of quality within each sequence. 
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2 . 2 O v e r v i e w o f H . 2 6 4 

Several years ago, an effort was initiated to replace the aging MPEG-2 stan­

dard with a new video compression design, one that would take advantage 

of the improvements in computational power since the time MPEG-2 was re­

leased. In 1997, the ITU-T Video Codec Experts Group started work on a 

new codec which was named H.26LJ13]. The goal of this group was to create a 

new codec that would outperform H.263++ (the year 2000 version of ITU-T 

recommendation H.263), and MPEG4 simple profile. 

In 2003, the J V T in combination with the ITU-T standardized the 

H.26L draft and officially renamed it to H.264. Figure 2.3 shows the progres­

sion of all major video codecs over time. 

ITU-T 
H.261 H .263 H.263+ H.263++ S t a n d a r d s H.261 H .263 H.263+ H.263++ 

J o i n t 
ITU-T / M P E G 

S t a n d a r d s 
H.262/MPEG-2 H.26L 

M P E G 
S t a n d a r d s M P E G - 1 

1 r — 

M P E G - 4 

— i 1— 
1984 1986 1988 1990 1992 1994 1996 1998 2000 2002 2004 

Figure 2.3: This figure shows the progression of the various video codecs de­
veloped in the last twenty years (Source: UB Video) 
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Figure 2.4: A typical H.264 encoder is shown here. Compared to H.263, H.264 
also contains an in-the-loop deblocking filter, advanced quarter-pel prediction 
accuracy, Intra-mode prediction and adaptive entropy coding schemes. 

2.2.1 H.264 Encoder Details 

The bitrate savings in H.264 are the result of advanced Intra-prediction modes, 

strong motion isolation due to quarter-pel accuracy, multiple reference frames 

for predictions, Intra-frame prediction, weighted bi-predictive frames, and by 

context-adaptive block coding (CABAC) [14]. These added features make 

H.264 extremely computationally complex [15], [16]. 

Figure 2.4 represents a H.264 encoder. Ever since H.263+, block-based 

coders have benefited from an in-the-loop deblocking filter [17]. This filter 

greatly enhances the perceived image quality by reducing the blocking arti­

facts caused by the DCT at low bitrates [18]. H.264 includes a deblocking 

filter that changes its filter taps depending on the amount of blocking present. 

While a deblocking filter usually improves the subjective quality, the PSNR 
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after deblocking usually decreases slightly since the image has technically been 

altered. 

2.2.2 H.264 Intra Prediction 
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I A|b -;IL lEIFIdHI 
1 
,1 
K 

3 f V 

1 (horizontal) 
A|5|c |D|E|F|4 |H | 

2 (DC) 
A|B|C|D|E|F|5TH1 

3 (diagonal down-left) 4 (diagonal down-right) 
• mm 

5 (vertical-right) 

Figure 2.5: H.264 allows prediction to occur within each Intra frame. Shown 
here are the nine modes used by H.264 for the Intra 4x4 predictor. The letters 
represent pixels in the adjoining macroblocks, while the arrows represent the 
direction of the prediction. 

In H.264, it is possible to predict the value of a intra 4x4 or 16x16 

block based from another adjacent 4x4 or 16x16 block. This functionality is 

called Intra-prediction, and it is not included in other major codes [19]. Intra 

prediction is usually limited to data within a slice, so that if surrounding slices 

are lost, the Intra prediction values for the current slice will remain the same. 

There are nine distinct prediction modes that are currently used within 
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4x4 Intra blocks. These modes are shown in figure 2.5. Pixels A through F 

represent pixels in the blocks directly above the current block, while I through 

L represent pixels in the previous horizontal block. For modes 0 and 1, each 

value in the current block is determined by duplicating the values of the pixels 

at the base of each arrow. For example, in mode 0, all pixels under pixel A will 

assume the same value as the pixel at A. For mode 2, a DC value is computed 

based on the pixel values at M , A, B, C, D, I, J, K and L . Modes 3 through 8 

are determined by fitting planes between the indicated pixels. 

To reduce bits, H.264 does not directly encode the predicted intra 4x4 

mode used for each block. Instead, the encoder estimates the most probable 

prediction mode for the current block based on the modes chosen for the 

adjacent MBs. If the encoder makes an accurate prediction of the Intra mode, 

a single bit is written to the bitstream; the cost of an accurate prediction is 

therefore only one bit. 

If the estimate was not correct, then the encoder must signal the correct 

mode to the decoder. Since there are nine prediction modes, and the most 

probable mode is not correct, three bits are needed to indicate the proper 

mode. The cost of a prediction miss is four bits. Intra-mode predictions are 

discussed in more detail in chapter 5. 

H.264 also includes a network abstraction layer (NAL). This layer deals 

with the packetization of data so that H.264 can easily be transmitted over a 

network such as the Internet [20]. 

Encoding video using H.264 is extremely computationally complex, and 
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much research has gone into reducing the complexity for use in real-time en­

vironments ([21], [22]). Some implementations have even optimized enough to 

work on digital cameras [23] or other hand-held devices[24]. 
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2.2.3 H.264 Decoder Details 

Figure 2.6 represents the minimal functionality for a H.264 decoder. The first 

operation the decoder performs is to parse the bitstream. Once the bitstream 

is parsed, the decoder converts the entropy-coded data into macroblock data. 

This data may have been compressed with either C A V L C or C A B A C . Inverse 

quantization is then performed and the IDCT is computed for each encoded 

block. For Intra frames, the result of the IDCT is the spatial block. For 

Predictive and Bi-predictive frames, the spatial data is combined with the 

motion compensated block computed by using the past and future reference 

frames (in the case of B frames) in conjunction with the signalled motion 

vectors. Deblocking is performed on the image to reduce compression artifacts. 

The decoded frames are then added to the stored picture buffer for use in the 

future decoding of other P or B frames. 

(reference) 
M C 

(reference) 
M C 
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Intra 
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X 
Q-1 Reorder Entropy Q-1 Reorder decode NAL 

Figure 2.6: Shown here is a block diagram representing a typical H.264 de­
coder. 

Most decoders also contain additional logic for dealing with missing 

blocks or corrupted data. Typically these elements will interpolate missing 

blocks within a frame, or use elements from previous reference frames to fill 

in erroneous information. 
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In comparison to encoding, decoding video is far less computationally 

complex. However, some of the research done lately has been to reduce the 

complexity of H.264 encoding and decoding so that more individuals can be 

able to decode larger frame sizes (such as high-definition) [25]. Today, one 

needs a fast computer (roughly a 3GHz machine) to decode high-definition 

H.264 in real time. 
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2 . 3 V i d e o S c a l a b i l i t y 

One of the most active research areas in video compression is scalability. The 

primary concept of scalability is that a basic form of the video is sent to the 

receiver in a base-layer. This layer consists of a reduced quality version (for 

SNR scalability), a frame reduced version (temporal scalability), or a spatially 

reduced version of the video (for spatial scalability). The base-layer is typically 

encoded using a minimum number of bits to ensure that there is always enough 

bandwidth for its transmission. 

An enhancement-layer is created that contains additional information 

to add to the base-layer. This enhancement-layer is meant to augment the 

base-layer, improving either the quality, the temporal resolution, or the spatial 

resolution of the final sequence. When bandwidth permits, the enhancement-

layer, or a portion of it, is sent to the receiver. If the bandwidth decreases 

suddenly during transmission, the streaming server can omit either part or all 

of the enhancement-layer. Since the receiver generally receives the base-layer 

in its entirety (this is usually a requirement for scalability schemes, and can 

be accomplished using forward error correction techniques as in [26]), a lower 

quality version of the video can still be shown when the enhancement-layer is 

partially or totally missing. 

2.3.1 Temporal Scalability 

Temporal scalability is one of the simplest forms of video scalability, as it 

involves changing the frame rate of the video sequence in real time. One way 
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to accomplish this is through the use of bi-predictive (B) frames. Since no 

frames (I or P) are predicted from B frames, B frames can be dropped at any 

time without impacting the future PSNR quality of the video. This can be 

utilized to drop frames if the decoder is having difficulties maintaining the 

frame rate due to computational complexity, or if other hardware limitations 

exist. 

Most modern video compression schemes (H.263, H.264, MPEG4) em­

ploy bi-predictive frames for temporal scalability. 

2.3.2 PSNR Scalability 

PSNR scalability refers to a video sequence that can change its video qual­

ity under certain conditions. There are several different methods to achieve 

PSNR scalability. One method is to encode a certain video sequence multiple 

times using different bitrate options for each stream. If the streams are being 

broadcast over a bandwidth limited medium, the low bitrate stream can be 

sent by default, and then increased to a higher bitrate stream when conditions 

allow. After the switch is complete, the video sequence at the decoder would 

have improved visual quality. 

Another popular method of spatial scalability involves a scheme called 

Fine Granular Scalability, or FGS. Typical PSNR scalability usually involves 

only a few streams at different bitrates. Each switch is therefore very coarse 

in terms of the bandwidth and quality level acheived during the switch. FGS 

allows very fine resolution switches, since data can change at the bit level 
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[27, 28]. The original ideas related to FGS were first added to the MPEG-4, 

and later proposed for H.264 in [29], [30], [31] and [32]. Improvements to the 

FGS scheme based on context-adaptive binary arithmetic coding were also 

proposed in [33] and [34]. 

It should be noted that when scalability is used, it is usually impossible 

to recover elements in an enhancement-layer if a portion of the base-layer is 

missing. This phenomenon is known as drift , and it indicates that errors will 

propagate in the enhancement-layer when errors occur in the base-layer [35]. 

It is one of the major problems with scalability schemes. Several means of 

correcting for drift are discussed in [36]. 

2.3.3 Spatial Scalability 

Spatial scalability aims to add an enhancement-layer with additional spatial 

resolution. An example of this would be a moderate resolution base-layer 

(720x480) with a high-definition (1920x1080) enhancement-layer. Switching 

from the base-layer to the enhancement layer would yield an increase in reso­

lution and greater resolving power for the features within the video sequence. 

Several examples of spatial scalability schemes can be found in [37]. 
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2 . 4 P r e v i o u s R e s e a r c h 

Most of the exciting research in terms of video compression over the last decade 

has been in the area of scalability. Scalability allows the quality of the video 

sequence to be adjusted when the bandwidth of the channel fluctuates. When 

excess bandwidth is available, the full version of the video is transmitted, either 

in a full encoded sequence, or via a base-layer and one or more enhancement-

layers. 

One popular method of spatial scalability, often used when only one 

codec is available, is to encode the same sequence at different bitrates using an 

encoder such as MPEG-2, and then send different versions based on the current 

bandwidth conditions [38]. This method, while easy to implement, forces extra 

computational requirements onto the encoder, since multiple versions must be 

encoded offline. Another constraint is that the bitstream can usually only 

switch on an I-frame, otherwise drift errors will occur in the stream. 

As part of the MPEG-4 standard, a new scalability scheme called Fine 

Granular Scalability (FGS) was proposed. The purpose of FGS "can be viewed 

as optimizing the video quality over a given bit range instead of at a given bit 

rate." [39]. The enhancement layer for a FGS scheme is devised so that it can 

be broken down into a series of bit-planes, each with a different significance. 

If bandwidth allows, the encoder may choose to transmit the five most sig­

nificant bit-planes, allowing partial reconstruction of the enhancement-layer, 

and partial improvement in quality. If the bandwidth suddenly drops, the FGS 

decoder can send a small number of bit-planes, or terminate the enhancement-
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layer completely. In the second scenario, only the base-layer would be received 

and decoded. 

In H.264, the ability to switch between different streams at places other 

than an I-frame was added. These special frame types are denoted SI, for 

switching I-frame, and SP, for switching P-frame [40]. These frames represent 

the information needed to go from one layer to another without introducing 

any errors. Ugur extended this feature, which provides course bitrate changes 

via stream switching, with FGS, allowing both course and fine granular bitrate 

changes [29]. 

While SI and SP frames allow course bitrate changes within H.264, they 

do not allow for any bitstream changes if another codec were to be used in the 

base-layer. FGS allows for fine granular changes, but also requires that the 

encoder and decoder be modified to understand FGS bitstreams. To satisfy 

the requirements that the base-layer be based on MPEG-2 (see section 1.1), a 

different type of scalability scheme is necessary. 

In [41] the authors investigated the use of two independent encoders to 

create a spatial scalability scheme. The benefit of the proposed scheme was 

that it could be constructed using off-the-shelf MPEG-2 encoders. This novel 

scheme showed a bitrate reduction compared to encoding a high-resolution 

stream using MPEG-2 alone. While this scheme presents a basis for form­

ing a spatial scalability scheme using non-scalable MPEG-2 codecs, it would 

advantageous if a similar scheme could be modeled around H.264, since it is 

emerging as the dominant video codec for the future. 
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The first part of this thesis extends the ideas presented in [41] in an 

attempt to validate this scheme when used with non-scalable MPEG-2 and 

H.264 codecs. It is not immediately obvious that the new scalability scheme 

based on spatial difference images would result in a reduction of bits for the 

H.264 stream, since many aspects of the advanced codec are fine-tuned for 

standard content images. For example, there is no guarantee that the H.264 

deblocking filter would correctly handle a primarily high-frequency spatial dif­

ference image without distorting some of the frequency content. The scheme 

presented in [41] forms the basis for the research done in chapter 3. 
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Chapter 3 

Scalability with M P E G - 2 

3 . 1 M o t i v a t i o n 

While H.264 offers significant bitrate improvements over MPEG-2, the widespread 

usage of MPEG-2-enabled set-top boxes and DVD players ensures that the 

MPEG-2 codec will continue to dominate the consumer market for quite some 

time. Because of this, the transition over to H.264 will take time, and the two 

codecs will undoubtedly co-exist in the market place over the next few years. 

As most digital broadcasts are currently encoded using MPEG-2, it 

would be advantageous to utilize redundant information in a MPEG-2 stream 

to enhance a concurrent high-definition (HD) digital broadcast in another 

codec, such as H.264. This configuration would allow digital broadcasters 

to offer additional channels to their customers, and increase their revenue 

streams. A scalability scheme that combines a low-resolution MPEG-2 base-

layer with a high-defitinion H.264 enhancement layer is explored in this section. 
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Figure 3.1: This figure shows the encoding details for the proposed scalability 
scheme. The scheme conbines elements from a low-resolution MPEG-2 stream 
and a high-resolution H.264 streams. 

3 . 2 E n c o d i n g D e t a i l s 

3.2.1 Base-Layer 

Figure 3.1 depicts the modified encoding setup for this scalabilty scheme. The 

first encoding step is to convert the HD source sequence into a sequence suit­

able for the base-layer encoding. The HD sequence is downsampled: 

FLD = (1 n)[H*FHD] (3.1) 

where FLD represents the base-layer source sequence, n is the downsam-

pling factor (which can be fractional), H is a two-dimensional anti-aliasing 
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filter, and FHD is the high resolution source image. The usage of the anti­

aliasing filter is important, since it ultimately affects the bitrate reduction of 

this scheme (see section 3.2.3). 

Since the decoder will only have access to the decoded MPEG-2 image, 

and not the source image, the HD encoder must utilize the decoded MPEG-2 

sequence (and not the original source sequence) to construct the enhancement 

layer. 

3.2.2 Enhancement Layer 

The enhancement layer uses H.264, and is composed of spatial difference im­

ages representing the changes between the decoded base-layer and the source 

HD sequence. We can form the enhancement layer source sequences by the 

following: 

FEL = C (FHD - (T n ) F M ) (3.2) 

where FEL is the spatial difference image for the H.264 enhancement-layer, 

FHD is original high resolution source image, FM is the decoded MPEG-2 base-

layer image, and C(B) is an invertible function that maps the 9-bit result of 

the pixel subtraction operation to the 8-bit value allowed for the pixel . This 

function is discussed more in section 3.2.4. 

Figure 3.2 shows the spatial difference image formed by equation 3.2 

for the first frame of the Foreman CIF sequence. Since the downsampling 

operation results in a reduction of high-frequency components, the primary 
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Figure 3.2: This image shows an example spatial difference image that is 
formed using the proposed scalability scheme. Notice how the image is com­
posed of primarily high-frequency information. 

component of the spatial different image are those components that were fil­

tered out by equation 3.1. 
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3.2.3 Resizing Filters 

Since the HD enhancement-layer is formed by creating a spatial difference 

image from an. encoded, downsampled version of the original sequence, it is 

important that a high quality resizing algorithm be used to minimize any 

artifacts or anomalies (such as ringing). 

Most popular image conversion programs offer various options for resiz­

ing. ImageMagick was used for these experiments, and it offers the following 

conversion filters: Point, Box, Triangle, Hermite, Hanning, Hamming, Black-

man, Gaussian, Quadratic, Cubic, Catrom, Mitchell, Lanczos, Bessel and Sine. 

Based on the documentation, a small subset of these were used to determine 

which combinations produced the highest PSNR based on the image resam­

pling requirements of the proposed scheme. 

One-hundred frames of the Foreman CIF sequence were used for the 

image resizing tests. These tests amounted to the following: 

1. Downsample source sequence from CIF to QCIF using the specified filter. 

ImageMagick chooses a filter automatically if one is not specified. 

2. Upsample source sequence from QCIF to CIF using the specified filter. 

The results of the experiments, sorted by descending image quality, are dis­

played in table 3.1. 

Based on these results, the Lanczos filter was chosen for both the up-

sampling and downsampling portions of the scalability scheme. 
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Table 3.1: Shown here are different combinations of filters for upsampling and 
downsampling. The resampling filters chosen can have a significant impact on 
final image quality. The difference between the highest and lowest values is 
1.3 dB, which is quite noticeable. The Lanczos filter yields the highest PSNR 
value, and was chosen for both upsampling and downsampling in the proposed 
scalability scheme. 

Filter down Filter up PSNR (dB) 
unspecified lanczos 31.9 

lanczos lanczos 31.9 
catrom lanczos 31.6 

unspecified catrom 31.5 
lanczos catrom 31.5 
catrom catrom 31.0 
mitchell lanczos 31.0 

unspecified unspecified 30.9 
unspecified mitchell 30.9 

lanczos unspecified 30.9 
lanczos mitchell 30.9 

unspecified bessel 30.8 
lanczos bessel 30.8 
bessel bessel 30.7 
catrom unspecified 30.6 
catrom mitchell 30.6 
mitchell catrom 30.5 
catrom bessel 30.4 
bessel mitchell 30.3 

mitchell unspecified 30.0 
mitchell mitchell 29.0 
mitchell bessel 29.7 
bessel unspecified 29.7 
bessel lanczos 29.7 
bessel catrom 29.6 
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3.2.4 Quantization Function 

In equation 3.2, an invertible function1 is required that maps a 9-bit value to 

an 8-bit value. Several clamping functions were investigated for this design. 

Linear Clamp 

The first is a simple linear clamping function: 

C{x) = ^ 

255 if x > 127, 

x + 128 if -128 < x < 128, ( 3- 3) 

0 if x < -128. 

The benefit of this scheme is that there is no quantization error for the 256 

values centered around zero error. Unfortunately, this benefit is at the expense 

of poor accuracy for large errors. 

Linear Scale 

The next quantization scheme investigated involves scaling the 9-bit input 

signal into an 8-bit output signal. The mapping function is: 

C(x) = (3.4) 

Equation 3.4 gives nearly equal quantization errors for all values. 

Figure 3.3 utilizes the quantization functions for the two quantization 

schemes. 
1since we are dealing with finite precision numbers, there will inherently be quantization 

errors in this mapping, even though it is by definition invertible 
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Figure 3.3: This figure demonstrates the two quantization schemes used for 
this experiment. 

Figure 3.4 shows the resultant rate-distortion curves for both quantiza­

tion schemes. Based on the results, it appears that both are adequate, and 

provide minimal error for low-values, which will predominate the signal values. 

The linear-scale method was chosen for all future experiments. 
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Figure 3.4: This figure shows the results of the quantization scheme test when 
used in the proposed scalability scheme. Based on the results, the linear-scale 
method was chosen. 

3 . 3 D e c o d e r D e t a i l s 

Decoding using this scalability scheme involves decoding both the MPEG-2 

and H.264 stream. If the MPEG-2 stream is lost or damaged, the quality of 

the H.264 will suffer significantly. No work was done to limit the damage to 

the H.264 scheme based on loss in the base layer. 

Figure 3.5 shows the steps neccessary to decode the modified H.264 

stream. First the MPEG-2 and H.264 streams are decoded on a frame by 

frame basis. The H.264 decoder will output the spatial difference image for the 

sequence, and the MPEG-2 stream will output the low resolution frame. The 

H.264 decoder was modified to read the MPEG-2 decoded imagery, scale the 
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Figure 3.5: Shown here are the decoding steps associated with the proposed 
scalability scheme. The decoder forms a high-resolution image by combining 
elements from a low-resolution MPEG-2 layer and a high-resolution H.264 
layer. 

images up to match the high-resolution layer, and re-create the original H.264 

stream by adding the MPEG-2 spectral information to the H.264 difference 

image. 
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3 . 4 R e s u l t s 

In the previous sections the components of a new scalability scheme based 

on work done in [41], but extended to be used with MPEG-2 and H.264, 

were described. In section 3.2, the layout of the encoder block was described. 

Part of the encoding and decoding process involves resampling sequences to 

different resolutions. Based on the results show in section 3.2.3, the Lanczos 

resampling filter yields the highest PSNR values. Since the result of doing 

a spatial subtraction between two eight-bit values is a nine-bit value, two 

quantization schemes were evaluated. The results showed that both methods 

performed equally well. For all future experiments, the linear-scale method 

was chosen.' The decoder for the proposed scheme was shown in section 3.5, 

and represents the final block for the proposed scheme. 

The following subsections detail the results for the proposed scalabil­

ity scheme. Al l PSNR values refer to the luminance components only. For 

all sequences discussed, fifty frames, representing progressive sequences of ap­

proximately two seconds, were encoded using this scalability scheme. Each 

point on the results graphs represents approximately 15 minutes of computa­

tion time using only fifty frames. 

The motivation for each experiment was to examine the bitrate changes 

in the H.264 enhancement-layer by basing it on various base-layers. The base-

layers that were used were 100 - 1000 kb/s MPEG-2 encodings, as well as an 

uncompressed base-layer that had been downsampled, and then upsampled 

(i.e., an MPEG-2 layer with no MPEG-2 compression artifacts). 
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Figure 3.6: This figure demonstrates the rate-distortion curve for the Foreman 
sequence that has only undergone Lanczos downsampling from CIF to QCIF, 
followed by Lanczos upsampling from QCIF to CIF. The PSNR values rep­
resent the upper-limit on the quality obtainable using this scheme, since the 
sequence has not undergone any MPEG-2 compression. 

3.4.1 Foreman Results 

The original Foreman sequence was a 1420 CIF sequence. This sequence was 

downsampled to QCIF resolution and used for the base-layer. The base-layer 

was encoded using MPEG-2 at rates of between 100 - 1000 kb/s. The decoded 

MPEG-2 sequences were then upsampled offline to form the reference images 

for the enhancement layer. Figure 3.6 shows the resultant CIF PSNR for the 

base-layer sequences. 

Figure 3.7 shows the results of using the proposed scalability scheme 

on the CIF Foreman sequence. The lower solid line in figure 3.7 represents 
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Figure 3.7: Shown here is the results of the proposed scalability scheme using 
the Foreman sequence. For MPEG-2 rates of at least 300 kb/s, the scheme 
usuaully results in a bitrate reduction. For lower rates, a bitrate penalty 
sometimes occurs. 

the PSNR curve for H.264 using the CIF Foreman sequence without using the 

scalability scheme. For that sequence, Foreman was encoded using only H.264. 

Any curve that is shifted towards the top of the graph with respect to that 

curve represents a reduction in bits for a given PSNR. 

The dotted curves in Figure 3.7 show the resultant H.264 bitrates when 

our scalability scheme is used. They represent the rate-distortion curves for 

the H.264 enhancement layers when they are based on the shown MPEG-2 

base layer sequences. For most levels of compression, the proposed scalability 

scheme offers a bitrate reduction in the H.264 enhancement-layer. For exam­

ple, if the desired enhancement-layer PSNR is 36dB, H.264 normally requires 
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approximately 650 kb/s to encode the CIF sequence. When the proposed 

scheme is used, the bitrate in the enhancement layer can be reduced to as low 

as 250 kb/s, depending on the compression used in the MPEG-2 layer. 

It should be noted that some of the MPEG-2 curves fall below the 

H.264 curves. This indicates that the proposed scalability scheme actually used 

more bits at this level than would have been used had the original sequence 

would have been encoded using only H.264. This can be explained by realizing 

that low-bitrate MPEG-2 sequences have very noticeable compression artifacts 

(namely blocking) that would require substantial high-frequency information 

in the H.264 layer to compensate for. 

Table 3.2: This table shows the bitrate reduction for the Foreman sequence. 
The percentage values indicate the size of the bitstream as a fraction of the 
original H.264 bitstream. For resultant CIF PSNR values of 36dB, bitrate 
reductions of approximately 50% are achievable. 

Base Layer Enhancement Layer PSNR 
Bitrate (kb/s) 32dB 34dB 36dB 

100 
200 85% 
300 56% 84% 
600 34% 47% 68% 
800 26% 31% 58% 
1000 21% 26% 55% 

Table 3.2 shows the bitrate reductions possible by using the proposed 

scheme (these data can be obtained directly from figure 3.7). The percentage 

values in tables 3.2, 3.3, 3.4, and 3.5 indicate the size of the resulting bitstreams 

(when using our proposed scalability scheme) as a percentage of the original 
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H.264 bitstream size. As is evident in table 3.2, given a high bitrate MPEG-2 

stream (1000 kb/s), it is possible to achieve bitrate savings of up to 80%. Even 

at modest bitrates of 600 kb/s, the resulting bitrate uses only 34% of the bits 

in the original bitstream. It should be noted that M P E G rates of 100 kb/s -

200 kb/s are heavily distorted, and have a very poor visual quality. 

Sample images from the Foreman sequence can be found in Appendix 

A. 
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Figure 3.8: Results for Coastguard, CIF Source 

3.4.2 Coastguard Results 

The results of the Coastguard CIF sequence can be interpreted similarly to 

those discussed in the Foreman section. Figure 3.8 shows the results of the 

scalability scheme when using the Coastguard sequence. 

Since the Coastguard sequence is less complex than the Foreman se­

quence in terms of subject movement, the MPEG-2 bitrate needed to obtain 

a high-quality sequence is reduced. As a result, most curves in Figure 3.8 

lie above the H.264 curve, indicating a bitrate savings using this scheme. It 

should also be noted that the 1000 kb/s MPEG-2 encoding approaches the 

bitrate savings of the uncompressed CIF sequence (shown as the upper solid 

line marked "Max"). This indicates that 1000 kb/s in the MPEG-2 layer is 
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Figure 3.9: This sequence shows the PSNR values for Coastguard sequence 
after undergoing downsizing to QCIF, followed by upsizing to CIF. 

sufficient to represent the data in the original sequence with minimal loss upon 

decoding. 

Figure 3.9 represents the PSNR of the upsampled decoded MPEG-2 

sequence at various bitrates. 

Table 3.3 shows the bitrate savings using this scheme at various quality 

levels. For a modest MPEG-2 rate of 600 kb/s, the resultant bitstream uses 

between 29% and 68% of the bits as the original H.264 stream. 

Sample images from the Coastguard sequence can be found in Appendix 

A. 
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Table 3.3: Shown here are the bitrate reductions possible using the Coastguard 
sequence with the proposed scalability scheme. For a high-resolution PSNR 
value of 36 dB, the resultant bitstream uses only 13% of the bits as the original 
H.264 stream. 

Base Layer Enhancement Layer PSNR 
Bitrate (kb/s) 32dB 34dB 36dB 

100 92% 
200 75% 93% 96% 
300 41% 81% 88% 
600 29% 44% 68% 
800 20% 37% 59% 
1000 13% 23% 50% 

3.4.3 Silent Results 

Silent is a CIF image sequence tested using the proposed scalability scheme. 

The results from this sequence are shown in table 3.4. In terms of image 

content, it is fairly complex, having rapid movement in several locations within 

the frame. For this type of sequence, a lower bitrate reduction should be 

expected using H.264 directly, since H.264, with its quarter-pel accuracy, is 

well suited for compressing images with high motion. 
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Figure 3.10: This graph shows the results for the proposed scalability scheme 
with the Silent Sequence 

For a low bitrate base-layer, the new scheme uses approximately 93% of 

the bits as the original H.264 stream as at PSNR of 32dB. For higher bitrate 

base-layer sequences (1000 kb/s), the proposed scheme uses between 20% and 

67% of the bits as the original H.264 stream, depending on the quality of the 

base-layer used. 

Figure 3.10 depicts the bitrate reductions for this sequence graphically. 

As can be seen, many instances of Silent perform better when encoded using 

H.264 directly. 

Sample images from the Silent sequence can be found in Appendix A. 
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Table 3.4: Shown here at the bitrate reductions possible using the Silent se­
quence. For a high-resolution PSNR value of 36 dB, the resultant bitstream 
uses approximately 67% of the bits as the original H.264 stream. 

Base Layer Enhancement Layer PSNR 
Bitrate (kb/s) 32dB 34dB 36dB 

100 
200 93% 
300 46% 81% 
600 33% 46% 86% 
800 27% 42% 75% 
1000 20% 35% 67% 
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Figure 3.11: This graph shows the results for the proposed scalability scheme 
with the News sequence. 

3.4.4 News Results 

News is the final CIF image sequence tested using the proposed scalability 

scheme. It represents a fairly complex scene with multiple people and large 
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Table 3.5: Shown here are the bitrate reductions possible using the News 
sequence. For a high-resolution PSNR value of 36dB, the resultant bitrate 
uses approximately 72% of the bits as the original H.264 stream. 

Base Layer Enhancement Layer PSNR 
Bitrate (kb/s) 34dB 36dB 38dB 

100 
200 
300 91% 
600 67% 74% 
800 62% 66% 76% 
1000 59% 64% 72% 

movement. 

The results from the News sequence are depicted in Figure 3.11. As 

can been seen, low bitrate MPEG-2 sequences do not always yield a bitrate 

reduction using the proposed scheme. This is due to the high amount of 

blocking artifacts in the base-layer due to the high motion within the News 

sequence. 

Table 3.5 shows the bitrate reductions for the News sequence. For 

a low-bitrate MPEG-2 base layer using 300 kb/s, the resultant bitstream is 

approximately 91% of the size of the original H.264 stream as a PSNR of 34 

dB. 

For a higher bitrate MPEG-2 base-layer at 1000 kb/s, the resultant 

bitstreams are between 59% and 72% of the size of the original H.264 streams. 

Sample images from the News sequence can be found in Appendix A. 
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3.4.5 High Definition Enhancement Layer 

A 1920x1080 high definition video sequence was obtained from Digital Film 

Group, a Vancouver based company. This image was obtained to attempt to 

validate the proposed scalability scheme when used for high-definition enhance­

ment layers. A sample image from this sequence is shown in Figure 3.12. The 

sequence was resampled down to 720x480 to simulate a DVD digital broadcast 

for the base-layer. This layer was then encoded using two bitrates: 8 Mb/s 

and 10 Mb/s. 

Table 3.6 shows the approximate reduction in bitrate for the high defi­

nition sequence using this new scalability scheme. These results are depicted 

graphically in Figure 3.13. 

Figure 3.12: High Definition Sample Frame 

Table 3.6 shows the enhancement layer bitstream sizes as a percentage 
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Figure 3.13: Result for High Definition Sequence 

High Resolution PSNR 
MPEG-2 Rate 36dB 38dB 40dB 42dB 

8 Mb/s 75% 83% 85% 82% 
10 Mb/s 68% 79% 83% 84% 

Table 3.6: High Definition Rate Reduction Results 

of a high-definition layer encoded using only H.264. As can be seen, for a high 

definition PSNR of 38 dB, and a base-layer bitrate of 10 Mbps, the resultant 

stream is approximately 79% of the original H.264 stream (or roughly a 20% 

reduction in bits). 

51 



3 . 5 D i s c u s s i o n 

3.5.1 Frequency Content of Different Layers 

In an effort to understand the behaviour of the proposed scalability scheme, 

a detailed frequency analysis is performed here. Figure 3.14 (a) shows the 

luminance value for the first frame in the Foreman sequence, while figure 3.14 

(b) shows the frequency response for the first frame of the Foreman sequence. 

The frequency response shows a large amount of frequency content at low 

frequencies, with a few dominant high frequency bands primarily representing 

the sharp edges along the bricks in (a). 

The first part of the scalability scheme involves an anti-aliasing step 

followed by a decimation step to form the base-layer image. This operation will 

cause slight aliasing (since it is impossible to have an ideal anti-aliasing filter 

in practice), as well as loss of high-frequency information above the Nyquist 

rate for the base-layer image. In the reverse operation, the decoded base-

layer image is upsampled to the same resolution as the enhancement-layer 

image prior to forming the final combined image. Figure 3.14 (c) shows the 

image in (a) after is has been filtered, downsampled and then resampled: it 

represents the best approximation to (a) since no MPEG-2 distortion has been 

introduced. 

Figure 3.14 (e) shows the spatial difference image formed by subtracting 

(a) from (c) and adding a DC offset to put the average image level at grey. 

It is evident that this image primarily contains high-frequency information 
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(a) (b) 

(e) (f) 

Figure 3.14: Shown here are several images that detail the frequency content 
of the foreman sequence, a) luminance plot b) Frequency content of luminance 
data c) Luminance of image that was first downsampled by a factor of two, 
then upsampled by a factor of two. d) Frequency content of (c) e) Spatial 
difference image of (a) and (c) f) Frequency content of (e) 
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which intuitively matches the information filtered out of (a) during the resizing 

process. Figure 3.14 (f) shows the frequency content of the spatial difference 

image in (e). 

The success or failure of the proposed scheme essentially rests on the 

ability of the enhancement-layer encoder to be able to encode the frequency 

content shown in (f) using less bits than it would take to encode the content 

shown in (b) directy. Not only does (f) contain the high frequency information 

lost during the resizing operation, but also aliasing distortion not originally 

present in (a). This places an added burden on the encoder, since it must 

allocate bits to information that was not originally in the enhancement-layer 

image. 

Figure 3.15 (a) shows the luminance component of the first frame from 

the Foreman sequence after undergoing MPEG-2 compression at lOOkb/s. 

Some mild blocking artifacts can be noticed in this image, (b) shows the 

frequency content of (a), and is primarily composed of low-frequency informa­

tion. 

Figure 3.15 (c) shows the difference between figure 3.15 (b) and figure 

3.14 (b). In essence, this is the frequency information that the enhancement-

layer encoder must encode in order to reconstruct the original image. To gain 

an understanding of the added difficultly encoding this information, it can be 

compared against the original frequency content shown in Figure 3.14 (b). This 

result is shown in Figure 3.15 (d), and represents erroneous image information 

that must be encoded to properly restore (a) to the original image shown in 
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(c) (d) 

Figure 3.15: Analysis of the first frame from the Foreman Sequence after 
undergoing MPEG-2 compression, a) Image after undergoing MPEG-2 com­
pression at lOOkb/s b) the frequency content of (a), c) the frequency content 
difference between (b) and Figure 3.14 (a), d) Frequency information from (c) 
that was not originally contained in Figure 3.14 (b). 

3.14 (a). This information is the cumulative result of DCT quantization errors 

inherent to the MPEG-2 encoding process, and the anti-aliasing filters used in 

the resizing operation. 

3.5.2 Limit on Bitrate Reduction 

Figure 3.16 shows the results of the MPEG-2 compression artifacts in the 

frequency domain. For example, (a) shows the difference in spectrum be-
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Figure 3.17: This figure represents the erroneous frequency information com­
pared with vary amounts of MPEG-2 compression. The graph approaches a 
non-zero MSE, indicating a fundamental bitrate limit for this sequence. 

tween Figure 3.14 (b) and the first frame of the Foreman sequence encoded at 

300kb/s, while (b) shows the erroneous information in (a) that is not present 

in Figure 3.14 (d). 

Comparing Figure 3.16 (f) with (b), it is evident that overall there is 

less speckle, especially around the center of the images. 

Figure 3.15 (b), (d) and (f) show various levels of erroneous frequency 

information that must be encoded using the enhancement-layer encoder. We 

can use a mean-squared error metric to determine the amount of erroneous 

information present: 
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M - l N-l 

MSE=^2^2\F(iJ)-F(iJ)\2 (3-5) 

where M is the width of the image, N is the height of the image, F is the 

fourier transform of the MPEG-2 image, and F is the fourier transform of the 

zero-compression image (the one created by downsampling to the base-layer 

resolution, and then upsampling to the enhancement-layer resolution), similar 

to the one shown in Figure 3.14 (c). 

Using equation 3.5, it is possible to come up with an error measure based 

on the MPEG-2 compression rates. The results for the Foreman sequence are 

shown in Figure 3.17. The non-zero asymptote indicates a lower-limit on the 

distortion introduced into the Foreman sequence due to the aliasing artifacts 

and then MPEG-2 compression artifacts due to DCT quantization. 

3 . 6 S u m m a r y 

In this chapter, we introduced a spatial scalability scheme that combined a 

MPEG-2 base layer with a H.264 ehancement layer. In general, this scheme re­

sulted in a bitrate reduction for low-bitrate to moderate-bitrate H.264 streams. 

One benefit of this scheme is that it does not require any changes to either 

the MPEG-2 or H.264 bitstream formats: it can be created using off-the-shelf 

components. 

In the next chapter, we investigate modifying the H.264 Intra prediction 

modes to allow prediction from another layer. Using this new ability, we 
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can increase the likelihood of a bitrate reduction, since each Intra frame 

selective choose whether or not to include elements from the base-layer. 
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Chapter 4 

Modified H.264 Scalability 

Scheme 

4 . 1 M o t i v a t i o n 

In chapter 3, a spatial scalability scheme was presented that often decreased 

the bitrate requirements of the high-definition layer. The main benefit of the 

presented scheme is that it works with independent codecs (in the case of the 

proposed scheme, MPEG-2 was combined with H.264), and does not require 

any bitstream modifications to be made. Unfortunately, by not modifying the 

bitstream of the enhancement-layer, an upperbound is placed on the quality 

achievable in the high-definition layer. This bound is ultimately due to aliasing 

distortion introduced during the resizing operations, and is also influenced by 

the distortion introduced in the base-layer encoding operation. 

In this section, an alternate scalability scheme is presented based on 
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the methods discussed in chapter 3. This scalabilty involves modifying the 

bitstream for H.264, and is therefore not compatible with other implementa­

tions. These enhnacements could easily be added at a future date as an annex 

to the H.264 standard [1]. 

4 . 2 M e t h o d 

In section 2.5, the various 4x4 Intra prediction modes are discussed for H.264. 

These modes are used for prediction within an Intra frame only. For our 

proposed scheme, an extension is proposed that would provide one-additional 

prediction mode. This new prediction mode will be called MPEG-2. 

In essence, this prediction mode forms a prediction based on the exact 

4x4 block in the upsampled base-layer. The benefit of forming a scalability 

scheme in this manner is that the encoder has the ability to use the base-layer 

prediction if it would result in the lowest amount of bits, and to use a normal 

H.264 prediction mode if the prediction formed from the base-layer requires 

too many bits to encode. In the scalability scheme proposed in chapter 3, the 

encoder was forced to encode elements of the base-layer in every block, which 

often resulted in additional bits being used to compensate for the base-layer 

errors. 

61 



42 

38 

r£ 36 

34 

G New Scheme using 100 kb/s M P E G - 2 
a Old Scheme using 100 kb/s M P E G - 2 

H.264 
9*h 9*h 

• yy 
•' [/^ 

y 

y 
y 

/ / 
/ / 

/ / 
30 

0 20 40 60 80 100 120 140 160 180 
Intra Frame Bits Per Frame 

Figure 4.1: This figure shows the bitrate of the Foreman Intra-frames after 
addition of the MPEG-2 mode 

4 . 3 R e s u l t s 

4.3.1 Intra-Prediction Mode Modifications 

As a first step, the new MPEG-2 Intra prediction mode was added to the refer­

ence encoder. Figure 4.1 shows the results from the proposed scheme. The first 

evident feature of figure 4.1 is that while the bitrate of the 100 kb/s MPEG-2 

based scalability scheme (based on the old method proposed in the previous 

chapter) is initially smaller, at higher enhancement-layer bitrates the scheme 

quickly breaks down, and the bitrate surpasses that of pure H.264. In contrast, 
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Figure 4.2: This figure shows the average bits per Intra frame for the Coast­
guard sequence after addition of the MPEG-2 mode 

the new modifications show a reduced bitrate at each of the enhacement-layer 

bitrates shown in figure 4.1. 

Figure 4.2 shows the results of the Coastguard sequence after addition 

of the MPEG-2 mode. Three rates are shown: Full H.264 (i.e. no scalability 

scheme used), a 300 kb/s MPEG-2 base-layer, and a 800 kb/s MPEG-2 layer. 

In all cases, the MPEG-2 layer results in a modest bit reduction per Intra 

frame. 

Cost of new MPEG-2 mode 

While adding a new Intra mode increases the flexibiliy of the H.264 encoder, it 

also adds an extra overhead in terms of bits. In H.264, the encoder expects to 
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have a large amount of redundancy between adjacement Intra modes. When 

the mode for a particular block is the same as the adjacent blocks, the encoder 

can signal this to the decoder using only one bit. If, however, the mode is 

different, the encoder takes a penalty, and must write out the actual mode 

that was used. The cost of writing out an inaccurate estimate is four bits. 

To estimate the number of bits required for each Intra-block, we can 

use the relation: 

Equation 4.1 shows that the number of bits required in a function of 

the accuracy of the Intra-mode prediction mechanism. Typical prediction 

accuracies for the default H.264 scheme are between 30% and 70% (see section 

5.3). For an accuracy of 50%, the average number of bits used per Intra-block 

is 2.5. For a CIF image, there are 6336 blocks. Using the average of 2.5 bits 

per block, there are approximately 15840 bits in each Intra-frame dedicated 

to which Intra-prediction mode was used. 

By adding an extra mode, the encoder must now use five bits for a 

prediction miss, instead of four. This yields the new bit cost for Intra frame 

as: 

Using the same metric of 50% for the accuracy, the addition of an extra 

Intra mode yields an average of 3.0 bits per Intra block, for a total of 19008 

Nb = P(5 n |S„_i ) + 4(1 - P(5 n | 5 n _i ) ) (4.1) 

N'b = P(Sn\Sn^) + 5(1 - P(S n |S„_i)) (4.2) 
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Figure 4.3: This figure shows the selection of Intra prediction modes for a fixed 
enhancement layer bitrate, but varying degrees of base-layer MPEG-2 bitrates 

bits per Intra frame. The cost of adding an additional Intra mode is 3168 bits 

per frame when the Intra-prediction accuracy is 50%. 

Selection of Modes for Fixed Enhancement-Layer Rate 

Figure 4.3 shows a stacked graph detailing the internal four by four Intra pre­

diction modes chosen by the encoder for this scheme. For low-bitrate MPEG-2 

streams, such as the 100 kb/s stream, the encoder only choses the MPEG-2 

mode 18% of the time, indicating that for the other 82% of the time, it was 

more advantageous to not base a prediction on the base-layer. As the bitrate of 

the MPEG-2 stream increase, the encoder predominantly chooses the M P E G -

2 mode more often. For the highest bitrate MPEG-2 stream measured, 1000 
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Figure 4.4: This figure shows the selection of Intra prediction modes for a fixed 
base-layer bitrate, but varying degrees of enhancement-layer bitrates (lower 
QP indicates higher bitrate) 

kb/s, the encoder chose the MPEG-2 mode 78% of the time. 

Selection of Modes for Fixed Base-Layer Rate 

Figure 4.4 shows a stacked graph detailing the internal four by four Intra 

prediction modes chosen by the encoder when a fixed MPEG-2 base-layer rate 

of 100 kb/s was chosen. This is a very low bitrate, which visually has a 

large amount of blocking artifacts. It is noteworthy that the amount of blocks 

that use the MPEG-2 mode is nearly constant across all enhancement-layer 

bitrates. This implies that the amount of modes chosen for the MPEG-2 mode 

is ultimately dominated by the amount of compression in the base-layer. At 
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high bitrates (low QP), the Intra prediction modes are nearly equal, with the 

MPEG-2 and DC modes occuring the most. 

4 . 4 S u m m a r y 

In this section, a new 4x4 Intra-mode is proposed. The purpose of this mode 

is to allow a 4x4 Intra prediction to occur from a 4x4 block in a base-layer. 

The addition of this mode allows the modified H.264 encoder to selectively 

utilize a base-layer macroblock, or choose not to use it if encoding the block 

using H.264 directly would result in fewer bits used. 

Using this scheme, an additional bitrate reduction on the order of 20% 

for the CIF sequences tested is achieved. In terms of the proposed scalability 

schemes, these changes allow for improved compression since the encoder can 

selectively choose whether or not to include a block from the base-layer. 

For video sequences that contain periodic Intra frames (such as DVD 

video or real-time video conferencing data), the bitstream size is largely dom­

inated by Intra frames. For this reason, no changes are proposed for P or B 

frames, since the bitrate reductions would not justify the complexity changes 

involved by modifying the stored picture buffer of the encoder and decoder. 

While investigating these the MPEG-2 mode and 4x4 Intra prediction in 

general, it became apparent that the 4x4 Intra-mode prediction mechanism in 

H.264 can be enhanced to give improved accuracy. This improvement in accu­

racy would further enhance the bitrate reductions possible with the proposed 

scalability scheme, and is explored in the next chapter. 

67 



Chapter 5 

Intra Mode Prediction 

Modifications for the H.264 

Standard 

In the previous chapter, a new 4x4 Intra mode called MPEG-2 was discussed 

that would enhance the proposed scalability scheme. While investigating the 

addition of this mode, it became apparent that the Intra-mode prediction 

mechanism in H.264 can be improved. This improvement in prediction accu­

racy leads directly to a reduction in bits for our proposed schemes. 

Ever since H.263+, encoders have been able to do predictions within 

each Intra frame. H.264 is no exception, and also has this ability. Prior to 

H.264 and H.263+, most video encoders encoded macroblocks within an intra 

frame completely independent of other macroblocks. While this makes each 

intra frame more resiliant to error, it does not exploit the spatial redundancy 
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between each macroblock. 

With H.264, each macroblock can be encoded independently, or it can 

be predicted from an adjacement macroblock. This prediction is determined 

by a particular mode. For 4x4 macroblocks, nine modes are available for 

prediction, depending on which adjacement macroblocks are available. 

5 . 1 4 x 4 I n t r a P r e d i c t i o n 

5 .1 .1 Choosing the Intra Mode 

When using Intra-mode prediction, the encoder first makes an estimate of the 

most-probable prediction mode for a particular macroblock. This prediction is 

called the most probable prediction mode, or MPP. Once the M P P mode for 

a particular M B is determined, the encoder cycles through all predictions to 

determine which mode results in the lowest distortion. The encoder determines 

this by computing the sum of absolute differences (SAD), which is given by: 

NM-1 R-l R-l 

V ( m ) = E V)l (5-1) 
m=0 x=0y=0 

where x and y represent the coordinates within a particular M B , R represents 

the size of a macroblock, in pixels, I(x, y) represents a pixel value in the source 

image at location (x, y), I(m, x, y) represents the encoding estimate of the M B 

value at location (x, y) based on prediction mode m, and NM is the number 

of intra 4x4 predictions modes. 

The mode m that is used is m such that the SAD function V(m)is 

minimized. If the chosen prediction mode is the same as the M P P mode, a bit 
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savings is achieved since only one bit needs to be written to the stream. If, 

however, the M P P mode is incorrect, the encoder must write out the actual 

mode used, which results in a bit penalty. The relationship between accuracy 

and average bits needed for the M P P is discussed in section 4.3.1. 

5 . 2 N e w S t a t i s t i c a l M e t h o d s 

The current method of determining the M P P mode is based on a simple com­

parison of the modes used in the upper and previous MBs (if they exist). 

While this is computationally trivial, it assumes a stationary statistical distri­

bution of these modes, and does not take into account any spatially-dependant 

correlation between M B modes. 

Figure 5.1 shows the accuracy of the current scheme used by the H.264 

standard. As can be seen, for high QP values (which represent high compres­

sion), the accuracy of the prediction mechanism is close to 85%. For lower QP 

values (which represent less compression), the accuracy of the current scheme 

is approximately 25% for these sequence. 

To improve this scheme, our method uses the statistics accumulated in 

a Intra frame or slice to better estimate this mode. Since the intra predicted 

mode that will result in the lowest SAD for a particular M B is correlated with 

the modes in the adjacent MBs, we set out to determine: 

J V M - 1 

E [ s ( i , = p 0 l s i > s j ) * ( 5 - 2 ) 
i=0 

where E[s(i,j)\s^-ij), represents the expected value of the M P P mode 
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Figure 5.1: The Intra-mode prediction accuracy of H.264 is shown here. For 
low values of QP, the prediction accuracy is around 80%. For high values of 
QP, the prediction accuracy approaches 25%. 

for the 4x4 Intra-block at position when the previous 4x4 Intra-block 

modes for the adjacent 4x4 Intra blocks and S ( i j + i ) are known. This 

can be estimated in real time by computing: 

Mp[si}[su}[s] 
P(s\shsu) = 

ESMPN[S„][JT 
(5.3) 

where P(s\si, su) represents the probabilty that a 4x4 Intra block is a certain 

type when the modes of the previous 4x4 Intra blocks (s/ and su) are known, 

MP is a matrix with dimensions (NM, NM, NM)- Equations 5.2 and 5.3 can 

be combined to yield the new M P P mode: 

MP[S,][S B][S] NM-1 

£ [ s | s ( ; _ i ; j ) , S ( i J + i ) ] = ^ (5.4) 
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This algorithm was coded into the J V T reference software, version 8.4. 

5.2.1 Encoder and Decoder States 

For this algorithm to work, it is imperative that the encoder and decoder 

always predict the same value of a M B mode given the same initial conditions. 

To achieve this, the state matrices must be seeded with initial values that are 

known to both the encoder and decoder. For this paper, the initial probabilities 

were determined by using the currently implemented algorithm in H.264, which 

makes a simple prediction based on the adjacent MBs. 

5.2.2 Statistical Memory 

The statistical distribution represented by equation 5.4 will be updated over 

the course of the entire video sequence encoded. To limit the memory of the 

distribution, the probabilities within the distribution are reset at the start of 

each intra frame. This allows the encoder and decoder a chance to synchronize 

if a intra frame is lost. 

While refreshing the distribution is obvious at frame boundaries, we 

also investigated increasing this refresh interval to encompass M B and GOB 

boundaries. Three types of adjustments were investigated for each refresh 

interval: 

1. Scaling the entire distribution by a factor of | 

2. Scaling the entire distribution by a factor of \ 
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Figure 5.2: In this figure, the refresh scheme for the statistical information 
is presented. Tbe best performance occurred when all accumulated data was 
divided by two approximately every fifty macroblocks. 

3. Resetting the entire distribution to zero 

5 . 3 R e s u l t s 

Figure 5.2 shows the results of the statistical memory investigation for the 

Silent QCIF sequence. As is evident, the greatest accuracy was achieved by 

scaling the entire distribution by two after every 50 MBs. Resetting the dis­

tribution approximately every 100 MBs also produced excellent results, and 

also performed better at higher refresh intervals. This method is also more 

resilient to errors, since the encoder and decoder can synchronize at multiple 
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locations within each frame: this scheme was adopted for all experiments with 

this scheme. 

5.3.1 Improvement in Accuracy 

A simple method to determine the accuracy of the new statistical method is 

to compute an accuracy metric M : 

M = — (5.5) 
Nhits "P ^misses 

Figure 5.1 depicts the Intra 4x4 prediction accuracy using the current 

scheme in H.264. While the accuracy is acceptable for low-bitrates (around 

80% for a QP of 45 for all three sequences), the current prediction implemen­

tation performs quite poorly at higher bitrates - the accuracy approaches 30% 

for a QP of 15 for the Silent sequence. 

Figure 5.3 shows the prediction accuracy of the proposed scheme. While 

the gain at low bitrates is notable, there is a substantial increase in prediction 

accuracy at high bitrates. 

Figure 5.4 demonstrates the improvement of the proposed method over 

the current method in H.264. At high bitrates, the improvement is as much 

as 100%. 

The improvement in prediction accuracy directly leads to a decrease in 

the bits required for each intra frame. Figure 5.3 shows the resulting average 

bit savings for each of the three sequences tested. For high bitrate sequences, 

nearly 2000 bits are saved per Intra frame using the proposed method - for 
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Figure 5.3: This figure shows the prediction accuracy of the new scheme. 

this sequence, where the bits per Intra frame varied between 10000 and 40000 

bits, the bit savings that results is between 5% and 20%, depending on the 

level of compression used. 

5 . 4 C o m p u t a t i o n a l C o m p l e x i t y 

The current implementation of the H.264 encoder makes an intra-prediction, 

then proceeds to calculate the bitrates needed for each of the other intra pre­

dicted modes. Based on the rate-distortion information obtained at this step, 

the encoder makes a final decision regarding which intra mode to use. If 

certain modes are statistically determined to have a low probability of occur­

rence, then these calculations can be skipped by the encoder, resulting in a 
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Figure 5.4: This figure shows the prediction accuracy improvement of the new 
scheme when compared to the old scheme. 

speed increase for intra-frame encoding. 

5 . 5 A d j u s t i n g f o r t h e D o m i n a n t M o d e 

Since the distribution is reset to zero at the start of each intra frame, there 

are no statistics for which to base future Intra-mode predictions on. In this 

scenario, the encoder defaults to the original method implemented currently 

within H.264. This method is 
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DC M O D E if either macroblocks is unavailable 

MODE(x) = { UP M O D E if UP M O D E less than L E F T M O D E 

L E F T M O D E otherwise 
(5.6) 

While the method represented by equation 5.6 is simplistic, it does take 

into account the local macroblock statistics, and forms the basis for the default 

scheme in H.264. 

We can define the dominant mode for each prediction method as 

M D O M = max(MPP\i][j][k][i = O..NM - 1]) (5.7) 

p E S ' 1 E fX 1 Ego"1 max(MPP\z][j}[k}) 

D O M EST 1 Eft"1 EST 1 E^O"1 MPP[A [J] [k] N ^ 

5 . 6 S u m m a r y 

In this section, a novel Intra-mode prediction method was proposed that in­

volved tracking the Intra-frame statistics for Intra-block modes. Using this 

new scheme, accuracy improvements of up to 100% are achievable over the 

default H.264 method. This trade off comes at the expense of reduced ability 

to handle errors within a frame, and a slight computational increase. 
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Chapter 6 

Summary and Future Work 

6 . 1 S u m m a r y 

With the recent completion of the H.264 standard, and the certain increase in 

high-definition capable televisions in the future, H.264-based spatial scalability 

schemes are promising areas of research. In this thesis, our main contribution 

is a new scalability scheme that combines a MPEG-2 base layer with a H.264 

high resolution enhancement layer. To demonstrate the effectiveness of our 

proposed scheme, several CIF sequences were evaluated and compared against 

bitstreams compressed directly with H.264. For these sequences, bitrate re­

ductions of around 25% are obtainable for moderate quality MPEG-2 base-

layers (600 kb/s). For higher-quality base-layers (of between 800 kb/s and 

1000 kb/s), bitrate reductions of approximate 50% are obtainable for these 

sequences. Our proposed scalability scheme does not involve modifying the 

H.264 or MPEG-2 bitstreams, and can therefore be used with off-the-shelf 
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components. 

In chapter 4, an alternate scalability scheme is proposed that requires 

modifications to the H.264 bitstream syntax. In particular, a new Intra-mode 

prediction method called "MPEG-2" is proposed. This mode allows the en­

coder to base a particular block in the enhancement-layer on a block in the 

base-layer, or to selectively ignore it if using the base-layer block would re­

quire additional bits. Although this approach causes a modest bit overhead 

due to signalling an extra Intra mode, it results in significant bitrate reductions 

for Intra frames of up to 25%, and further enhances our proposed scalability 

scheme. 

In chapter 5, further improvements to our scalability scheme were ex­

plored by modifiying the Intra-mode prediction scheme within H.264. Our 

contribution in this area is a new scheme which involves tracking the local 

Intra-mode statistics for a particular frame, and basing a prediction on this 

information. Using our proposed changes, accuracy improvements of between 

10% and 140% were demonstrated, depending on the sequence used, and the 

desired quality of the encoded video. This improvement in prediction accuracy 

leads directly to a reduction in the bits required for each Intra-frame, since less 

bits are used to indicate the result of an inaccurate prediction. The reduction 

in bits further enhances our proposed scalability schemes, reducing the bits 

required for the enhancement layers. 
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6 . 2 F u t u r e W o r k 

In chapter 3, a spatial scalability scheme is proposed that demonstrated a 

bitrate reduction when the base-layer was of a sufficiently high quality. If this 

scheme is used when the quality of the base-layer is low, it may yield a slight 

increase in bitrate, indicating that the scheme is inefficient in these scenarios. 

The analysis done in chapter 3 shows that the ultimate limit on bitrate 

reduction is asymptotically dependant on the aliasing and quantization distor­

tion inherent in the base-layer. More work should be done to understand this 

fundamental limit, and to obtain a quantitative metric for when this scheme 

should and should not be used. 

For the proposed scalability scheme in chapter 4, it was shown that 

a bitrate reduction can be obtained by adding a new Intra-mode that corre­

sponds to a prediction from a block in the base-layer. This addition adds a 

modest bit overhead to the stream, but in general, but allows for a modest 

bit-reduction for Intra-frames when used with a base-layer. The main cause 

of the bit overhead is because the addition of a new mode causes 4 bits to 

be used instead of 3 bits for an incorrect prediction. Based on the results in 

chapter 4, it may be possible to replace one of the less likely Intra-modes with 

the MPEG-2 Intra-mode when the scheme is used. This would reduce the 

1-bit penalty for using the MPEG-2 mode, and increase the attractiveness of 

the scheme. 

In addition, it is clear that work needs to be done to understand how to 

increase the bit reductions with Predictive and Bi-predictive frames. Since the 

80 



majority of bit reduction for video compression comes from these two frames, 

it is important that they also contribute to a bitrate reduction for a scalability 

scheme. 

For the Intra-prediction mode changes proposed in chapter 5, it may 

be possible to realize additional bit savings by exploiting the fact that the 

transition between modes is correlated. In the current scheme, an inaccurate 

prediction causes one bit to be written (indicating that it was inaccurate), 

followed by three bits, indicating which mode is the correct one. If it is known 

which modes are more accurate than others, it may be possible to use entropy-

coding for the inaccurate prediction mode. In the case of Exp-Golomb codes, 

, if only two modes are dominant, then the cost of a inaccurate prediction can 

be written using only two bits instead of four. Depending on the statistics 

of the Intra-frame, this may or may not result in a bitrate savings, but it is 

definitely worth exploring. 
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Appendix A 

Reference Images 

This appendix includes reference images for the video sequences used in this 

thesis. 
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Figure A . l : Shown here are several Foreman reference images, a) PSNR of 
32dB b) PSNR of 34dB c) PSNR of 36dB d) PSNR of 38dB e) Original Image 



(e) 

Figure A.2: Shown here are several Coastguard reference images, a) PSNR 
of 30dB b) PSNR of 32dB c) PSNR of 34dB d) PSNR of 34dB plus post­
processing sharpening e) Original Image 
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(a) (b) 

Figure A.3: Shown here are several Silent reference images, a) PSNR of 30dB 
b) PSNR of 32dB c) PSNR of 34dB d) PSNR of 36dB e) Original Image 
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