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Abstract 

To meet the anticipated demand for wireless access to the broadband Asynchronous 

Transfer Mode (ATM) network, the concept of wireless ATM has been proposed in 1994 

[1]. One of the main challenge in the design of a wireless ATM network resides in the 

conception of a Medium Access Control (MAC) protocol that will handle the different 

ATM services while providing an efficient utilization of the wireless channel. 

In this thesis, we propose a new Dynamic Reservation TDMA (DR-TDMA) MAC 

protocol for wireless ATM networks. DR-TDMA combines the advantage of distributed 

access and centralized control for transporting Constant Bit Rate (CBR), Variable Bit 

Rate (VBR) and Available Bit Rate (ABR) traffic efficiently over a wireless channel. 

The contention slots access is governed by the novel framed pseudo-Bayesian priority 

Aloha protocol that we introduce in this thesis. This protocol minimizes the contention 

delay and provides different access priorities for heterogeneous traffic. Simulation results 

indicate that the framed pseudo-Bayesian priority protocol offers a significant delay im­

provement for high priority packets with both Poisson and self-similar traffic, while low 

priority packets only experience a slight performance degradation. In the context of the 

DR-TDMA protocol, results show that the priority algorithm improves real-time traffic 

Quality-of-Service (QoS). 

The DR-TDMA resource allocation algorithm grants to terminals reserved access 

to the wireless ATM channel by considering their requested bandwidth and QoS. We 

propose scheduling algorithms for CBR, voice, VBR and ABR traffic. We also introduce 

a method to dynamically adjust the number of uplink control slots per frame as a function 

of the estimated contention traffic. Furthermore, the DR-TDMA protocol features a 
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novel rate based allocation algorithm for VBR traffic and a cell control algorithm to 

determine the VBR flow conformance with the connection traffic parameters. Finally, an 

algorithm is proposed to integrate these algorithms to provide ubiquitous wireless ATM 

services. Performance, results show that the DR-TDMA MAC protocol can achieve high 

throughput in the range of 90 to 95% while maintaining reasonable QoS for all ATM 

services. 

in 
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Chapter 1 

Introduction 

In the recent years, we have seen the development of two major trends in the telecommu­

nication world: the evolution of the wireline network to support broadband multimedia 

services and the increasing success of personal communications systems. We can thus 

expect an increasing demand in the future to connect mobile devices to the broadband 

wired network. 

Asynchronous Transfer Mode (ATM) has been proposed by CCITT to be the transfer 

protocol of the future Broadband Integrated Services Digital Network (B-ISDN) [2]. To 

extend the capabilities of ATM over the wireless channel, the concept or wireless ATM 

(WATM) was first proposed in 1994 [1]. In order to remain compatible with the wired 

ATM network, the wireless hop must support the standard ATM service classes: Constant 

Bit Rate (CBR), Variable Bit Rate (VBR) and Available Bit Rate (ABR) traffic. 

However, the development of ATM assumed a fixed wireline network with character­

istics that are not shared with the hostile wireless environment. For example, the first 

is characterized by a high bandwidth, low error rate and time-invariant channel while 

the second deals with a limited bandwidth, error prone and time-varying broadcast radio 

medium. Thus, the most crucial issues in the conception of an efficient WATM network 

are the design of the physical layer, data link layer, Medium Access Control (MAC) pro­

tocol and mobility management functions. In this project, we mainly focus on the design 

of an efficient MAC protocol and its associated resource allocation algorithm to satisfy-

ingly handle the different ATM services and their Quality of Service (QoS) requirements 
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Chapter 1. Introduction 2 

(bandwidth, access delay, cell delay variation, cell loss rate, . . . ). 

1.1 Motivations and Objectives 

In wired networks, adjacent nodes are joined by point-to-point communication links. 

Thus, the received message at one end of the link only depends on the transmitted 

message at the other end. On the other hand, in a Wireless Local Area Network (WLAN) 

the signal that is received at the base station consists of the sum of the transmitted 

message from a set of mobiles. There is thus a need in such an environment for a Medium 

Access Control protocol to efficiently and equitably allocate the multiaccess scarce radio 

medium among the competing mobile nodes. In a wireless ATM environment, the MAC 

protocol must support, at reasonable QoS levels, mobiles transmitting heterogeneous 

ATM traffic while maintaining a high radio channel utilization. Furthermore, the required 

bandwidth for many ATM services is time-varying; the wireless ATM MAC protocol must 

therefore adapt the channel allocation to these traffic variations. 

In the past couple of years, several projects have developed MAC protocols for 

WLANs. Among, those we can highlight the IEEE 802.11 WLAN and HIPERLAN 

standard MAC protocols [3]. However, they can not be used as they are to provide a 

WATM service. Their main problem is the lack of priority for delay sensitive packets. 

Other MAC protocols have been specifically design to implement the WATM technology 

[4, 5, 6]. Three majors WATM prototypes were developed by Lucent [7], NEC [8] and the 

Magic Wand project [9]. Most of these protocols used centrally control demand assign­

ment MAC protocols and are designed to support CBR, ABR and VBR traffic. However, 

few resource allocation algorithms that efficiently integrate these ATM traffic classes are 

proposed in the literature. 

Further research must thus be conducted to develop a WATM MAC protocol and its 
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corresponding integrated scheduling algorithm that will efficiently support distributed 

CBR, ABR, voice and particularly VBR connections with their specified QoS. The main 

objectives of this thesis are therefore as follows: 

• Design a MAC protocol structure that allows the multiplexing of distributed mul­

timedia connections into a single radio channel within the area covered by a base 

station; 

• Propose a contention algorithm with multiple priorities to reduce the access delay 

of time sensitive control packets and evaluate the impact of this algorithm on the 

performance of time sensitive connections; 

• Develop a resource allocation algorithm that integrates CBR, ABR and VBR traffic; 

• Evaluate the performance of the proposed protocol for different integrated traffic 

scenarios. 

In order to meet these objectives, we propose a new D y n a m i c Reservat ion T i m e 

Divis ion Mult ip le Access wireless ATM MAC protocol. The work conducted in this 

thesis differs from previous proposals in the following ways: 

• The DR-TDMA protocol offers different contention access priorities according to 

the required QoS of the connection; 

• The MAC protocol features a dynamic adjustment of the number of uplink control 

slots as a function of the estimated control traffic which allows a significant increase 

of the channel utilization for data transmission; 

• We develop a novel rate based allocation algorithm to control the channel access of 

VBR station that can achieve a higher throughput that what has been previously 

reported; 
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• A cell control algorithm is proposed to determine cells that conforms to the VBR 

traffic parameter. Complying cells receive a guaranteed service while non-complying 

cells receive a best effort service. 

• We propose a novel traffic integration algorithm that allocates the channel capacity 

to control and multimedia traffic based on the required QoS of the connections and 

their current traffic characteristics. 

1.2 Structure of the Thesis 

Chapter 2 investigates the proposed WATM MAC protocol in the literature. The charac­

teristics of these protocols are analyzed in term of the constraints imposed by the wireless 

environment and the requirements of ATM traffic. The proposed Dynamic Reservation 

TDM A (DR-TDMA) MAC protocol is then introduced. 

A novel pseudo-Bayesian priority Aloha algorithm is presented in Chapter 3. Theoret­

ical analysis justifying the proposed algorithm are derived. An adaptation of the Aloha 

protocol to the framing environment is also described. Simulation results illustrating the 

performance of the protocol with Poisson and self-similar traffic are finally presented. 

Chapter 4 proposes resource allocation algorithms for voice, ABR, VBR and control 

traffic as well as their integration for a complete CBR, ABR and VBR ATM traffic service 

that complies with the required QoS. The utilization of the framed pseudo-Bayesian 

priority Aloha (FPBP) algorithm described in Chapter 3 in the context of the DR-

TDMA MAC protocol is also depicted. Performance results of the DR-TDMA protocol 

are given for different traffic scenarios. 

Finally, Chapter 5 summarizes the majors points of the thesis and the results. Some 

suggestions for further avenues of research are also proposed. 



Chapter 2 

Medium Access Control Protocol for 

Wireless ATM 

MAC protocols at tempt to efficiently allocate the access to the radio channel among 

several competing distributed users. A key factor in the selection of a MAC protocol 

for wireless ATM is its ability to support CBR, ABR and VBR ATM traffic classes at 

reasonable QoS while maintaining a high utilization of the scarce radio medium. MAC 

protocols can be grouped into three classes [2]: fixed assignment, random access and 

demand assignment protocols. Fixed assignment techniques, like Time Division Multiple 

Access (TDMA) and Frequency Division Multiple Access (FDMA), involves a permanent 

channel assignment during the time of a connection. However, they can not take ad­

vantage of the bursty nature of ATM traffic and are thus inefficient for wireless ATM 

networks. Random access protocols like ALOHA can serve more efficiently bursty traffic, 

but the random nature of these protocols does not allow any control to ensure the QoS 

of the admitted connections. In demand assignment MAC protocols the channel capac­

ity is assigned to users on a demand basis. The. mobiles reserve bandwidth through a 

control channel and transmission capacity is allocated based on the transmission needs 

and required QoS of each admitted connections to achieve high multiplexing efficiency. 

This last group of MAC protocols are the most suitable to implement a wireless ATM 

network. 

5 



Chapter 2. Medium Access Control Protocol for Wireless ATM 6 

A MAC protocol also heavily depends on the nature of the multiple access technique 

used. FDMA is not considered for wireless ATM networks since it necessarily involves 

a fixed channel assignment. In a TDM A system, the access to the channel is divided 

on a time basis. That is, a user will occupy the whole channel bandwidth for a certain 

period of time and users are multiplexed by transmitting at different time. On the other 

hand, in a, Code Division Multiple Access (CDMA) system a user sends information on 

the overall bandwidth during the whole message transmission time. Thus simultaneous 

transmission takes place at the same time. Multiplexing is achieved by spreading the 

transmission over the complete bandwidth using either a spread-spectrum sequence (i.e. 

the code) or frequency hopping. 

In this chapter, we review several proposed WATM MAC protocol. We mainly focus 

on their MAC structure. Resource allocation algorithms are reviewed in Chapter 4. 

Requirements and constraints to which these protocols are subject are first highlighted. 

Code Division Multiple Access (CDMA) and TDMA based WATM MAC protocols are 

then described and compared, finally we introduce the DR-TDMA protocol that we have 

designed. 

2.1 Requirements and Constraints 

The design of an efficient WATM MAC protocol is subject to different requirements and 

constraints. An exhaustive list of requirements for wireless WLANs is presented in [10] 

and in [11] we can find some specific requirements to WATM MAC protocols. Among 

these we can underline the followings: 

• High throughput; 

• Low delay performance; 
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• Ability to serve data, voice and video with their required QoS; 

• Preservation of packet order; 

• Fair channel access algorithm. 

Also, the wireless channel will impose some constraints on the MAC protocol de­

sign. Some issues related to WATM are presented in [7, 10, 12]. We can emphasize the 

followings: 

• Equalizing or array antennae are needed to provide a high-speed radio channel due 

to multipath fading; 

• Limited power at the mobile unit; 

• Duplex mode; 

• Difficulties to implement carrier sensing; 

• Error recovery (retransmissions). 

We should also stress the fact that usual wired LANs multiple access techniques such as 

Carrier Sense Multiple Access (CSMA) and CSMA with collision detection (CSMA/CD) 

are difficult to implement in the wireless environment [10]. The success of CSMA/CD in 

Ethernet relies on the ease of sensing the carrier by measuring the current or the voltage 

in the cable. However, the wireless environment does not permit collision detection by 

the mobile (it is impossible in a mobile to, simultaneously, send and receive information 

on the same radio channel). Furthermore, reliable carrier sensing required for CSMA 

techniques is extremely difficult due to severe channel fading in indoor environments, the 

use of directional antennas, the hidden terminal problem and co-channel interference. 

To overcome some of these problems, CSMA with collision avoidance (CSMA/CA) was 
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proposed. However, this protocol requires a four-way handshaking procedure and it 

presents a significant throughput reduction compared to the CSMA protocol. 

2.2 Wireless ATM C D M A M A C Protocols 

In a "pure" CDMA system, access to the channel is completely unconstrained so that 

a user begins transmission with its own spreading code whenever it receives new data. 

When the number of simultaneous transmissions increases, the multi-user interference 

increases causing a link quality degradation. It is obvious that no quality of service can 

be guaranteed with this kind of system. In fact, in order to guarantee any kind of QoS 

to the users, bandwidth allocation among the mobiles must be done centrally at the base 

station. This is achieved by a hybrid TDMA/CDMA system where simultaneous access 

by different users is provided on a slot by slot basis. 

2.2.1 Multi-Code CDMA DQRUMA 

A Lucent's research group presents in [13] a multi-rate packet transmissions WATM 

CDMA/TDMA MAC protocol. It uses a Multi-Code CDMA (MC-CDMA) access tech­

nique while the Distributed-Queuing Request Update Multiple Access (DQRUMA) is the 

demand assignment medium access protocol. It has to be noted that a TDMA system 

based on the DQRUMA MAC protocol is also presented in [7, 14]. However, only the 

Direct-Sequence CDMA (DS-CDMA) based protocol will be analyzed (the TDMA proto­

col is really simple and is outperformed by many other protocols). This CDMA system 

is one of the most advanced and promising of all the WATM CDMA systems. 

In a MC-CDMA system, data are transmitted over the radio channel only at the 

"basic" rate f4- When a mobile needs to transmit at a rate m times the basic rate, 

it converts its serial data streams into rh parallel basic-rate data streams. Each one is 
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Mutli-code DS-CDMA 
data transmission 

Uplink 

Request access 
acknowledgment Packet-Transmit Permission 

Figure 2.1: MC-CDMA with DQRUMA for multi-rate packet transmission protocol 

then spreaded with a different code and they are superposed for radio transmission. The 

parallel spreading codes used by a mobile are generated by a sub-concatenation scheme 

that avoids self-interference. Thus, higher transmission rate sources will experience less 

interference than low-rate users. The transmitted power from high rate mobiles can 

therefore be lowered in order to increase the channel capacity. 

Figure 2.1 shows the structure of a MC-CDMA time slot with DQRUMA for multi-

rate packet transmission protocol. The uplink and downlink channels are assumed to 

be on different frequencies. In the downlink frame, the Request-Access Acknowledgment 

mini-slot acknowledges uplink request-access that occurred in the same time slot while 

packet-transmit permissions are for the next time slot. There is a time shift between the 

uplink and downlink frame due to transmission and processing delay. 

Figure 2.2 illustrates the DQRUMA protocol flow chart. When packets arrive to a. 
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Figure 2.2: Flow chart of the DQRUMA protocol at each mobile 

mobile with an empty buffer, the mobile sends a Request-Access packet in the uplink 

Request-Access mini-slot. The packet includes the mobile Access ID (assigned by the 

base station at the admission of the mobile in the system) and the number of packets 

for which the mobile is requesting to transmit. To transmit a Request-Access packet, a 

mobile randomly chooses one of the dedicated control PN codes. The number of dedicated 

PN codes can be chosen smaller than the number of mobiles admitted in the system which 

implies a form of random access in the Request-Access mini-slot. 

When the base station successfully receives a Request-Access packet from a mobile, 

it sets the corresponding entry in the request table to indicate that the mobile has 

packets to transmit and acknowledges the reception on the downlink Request-Access 

Acknowledgment mini-slot using the mobile's spreading code. Once a mobile receives a 

positive acknowledgment that its Request-Access was received by the base station, it will 

listen with its despreading code at the downlink Packet-Transmit Permission mini-slots. 

A Transmit-Permission directed to a mobile includes a field indicating the number of 
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codes with which the mobile is given permission to transmit, a field assigning the primary 

PN code for the mobile's packet transmission in the next time slot and a field allocating 

the mobile's power level (for channel efficiency). Because the Transmit-Permission are 

announced on a slot-by-slot basis, primary codes can be assigned on a slot-by-slot basis 

to those mobiles given the Transmit-Permission. This assignment significantly reduces 

the number of PN codes required by the system. Transmit-Permission are allocated 

according to the desired packet transmission policy (not specified in the papers). 

When a mobile receives a Transmit-Permission in a time slot, it configures its MC-

CDMA transmitter according to the received parameters in the Transmit-Permission 

packet. In the next uplink time slot, the mobile transmits packets to the base station with 

the new transmitter configuration. The mobile can also send a contention-free Request-

Access to the base station via the Piggybacking Request field in the data transmission 

packet. 

2.2.2 Other CDMA Based MAC Protocols 

Figure 2.3 illustrates the channel structure of the WATM MAC protocol presented in [15]. 

Similarly to the MC-CDMA protocol, the source bit stream is converted into parallel bit 

streams at the basic channel rate. Each basic bit stream is spreaded with a different 

spreading code before being superposed for wireless transmission. The physical channel 

is divided into logical channels. One of these is used as a signaling channel for the 

mobiles contending for access to the system. This channel is time slotted and the access 

is controlled by the slotted Aloha protocol. When the connection is established through 

the signaling channel, data transmission takes place on the other logical channels. 

Let K denote the maximum number of basic parallel bit streams that a logical channel 

can support and r& the basic rate of each parallel bit stream. Then each logical channel 
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Signaling 
channel 

k 

* • 

Time 

Figure 2.3: CDM parallel transmission channel structure 

can provide a variable bit rate of kr\, (k = 1 , . . . , K). Traffic channels are divided into 

two categories: multi-user channels for light traffic connections and single-user logical 

channels for heavy traffic connections. A multi-user logical channel has a TDMA struc­

ture. Periodic slots are assigned to constant bit rate connections like voice traffic while 

data traffic receives slots on an availability basis. For a single-user channel, the whole 

bandwidth (KRb) is assigned to one mobile and it can transmit without taking care of 

time slot synchronization. In the case of CBR, a fixed number of data branches are used 

to keep a constant transmission rate. For VBR traffic, the number of data branches is 

variable in time from 0 to K (where K is the maximum transmission rate requested by 

the mobile). However, when the number of data branches used for transmission is less 

than K, the assigned bandwidth is wasted. The throughput is thus decreased but the 

interference on the other connections is reduced. 

The MAC protocol proposed in [16] uses CDMA to divide the physical channel into 

different TDMA Time Division Duplex (TDD) channels. Each base station is assigned 

a group of channels for the transfer of ATM cells between the base station and the 

Power 
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mobiles within the base station cell. Delay-sensitive connections receive a unique control 

mini-slot that allows a contention-free transmission of high priority requests. On the 

other hand, request packets from low-priority connections are sent in contention using 

the Slotted Aloha protocol. After reception of the acknowledgment, the mobile waits for 

a transmission permission from the base station. When transmitting its data packets, the 

mobile can send contention-free requests to the base station piggybacked to the WATM 

cells. 

A slotted, frame based protocol with CDMA transmissions in each time slot is pre­

sented in [17]. When a source wants to transmit information with a spreading code in 

a time slot (referred as a slot-code resource), it listens to the access field of the others 

while transmitting its own access field. If the slot-code is not used by an established 

non-queueable connection, the slot-code will be granted to the user with the highest 

priority access field. When several users of the same priority class have the right to 

obtain a slot-code, then there will be a collision and the slot-code will be wasted. While 

in this proposal the number of simultaneous transmissions in a time slot is limited, in 

the WATM MAC protocol introduced in [18], CDMA transmissions in a time slot are 

unconstrained. Therefore, no collision can occur, but when the number of simultaneous 

transmissions increases, the multi-user interference increases as well, and the probability 

that a packet is corrupted and lost is thus greater. Packet transmission from a user is 

controlled by a transmission probability (selected as a function of the packet priority) 

and the user state (i.e. idle, blocked or active). However, this system does not offer a 

good mechanism to control the connections' QoS. 
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2.3 Wireless ATM TDMA MAC Protocols 

Most TDMA wireless ATM MAC protocols can be divided into two categories: polling 

MAC protocols and reservation based MAC protocols. Both approaches provide 

contention-free access to the TDMA channel on a time slot basis and the access is granted 

on a demand basis as the user needs it. In a polling system, the base station sequentially 

polls users for transmission privileges. In some systems, users are polled both for request 

and data transmissions, while in other systems requests are sent using a random access 

protocol. The poll signal can be used to set parameters of anti-fading devices (anten­

nas weight, equalizer coefficients, . . . ) which can help to increase the link quality and 

therefore the channel capacity. However, the efficiency is reduced by the time wasted for 

poll signal transmissions. Furthermore, the mobile must listen over the channel most-of 

the time to hear its poll. Little idle time is thus available for power saving or channel 

scanning. 

In reservation TDMA MAC protocols, as in polling systems, users send request pack­

ets (either with a random access or a contention-free protocol) to reserve non-contending 

slots for actual data transmission. However, in reservation protocols the time slots are 

grouped into frames and the base station makes an announcement of the frame's slot 

allocation such that mobiles know in advance when they will transmit and receive their 

information. In some systems, the reservation is implicit, that is if a user successfully 

transmits in a time slot, in subsequent frames the same time slots will be reserved to this 

user until the end of the message transmission. On the other hand, the slot reservation 

announcement can be explicit when at the beginning of each frame the base station ex­

plicitly assigns each slot to a,mobile. Reservation protocols have a better throughput (less 

overhead) and mobiles can perform other operations while waiting for their transmission 

or reception time slots. However, since slot allocations are done in advance, it allows 
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Figure 2.4: Frame and sector structure 

less flexibility in packet scheduling compared to polling protocols where instantaneous 

decisions can be taken (i.e., retransmission of an important packet, new high priority 

request, . . . ). 

2.3.1 Broadband Access to a Wireless ATM LAN 

The WATM polling MAC protocol proposed in [19, 20] is predicated on the use of 

switched, multi-sector antennas at the base stations and mobiles. These antennas, which 

permit transmission and reception on only one antenna beam at a time, serve to focus 

power and thus reduce transmitter power requirements, multipath fading and inter-cells 

interference. 

Figure 2.4 shows the overall fixed length frame structure of the protocol. The frame 

is divided into sector segments (not necessarily of the same lengths), one for each of the 

base antenna sectors. During each sector segment, the base station communicates with 

mobiles registered in that antenna sector. The order of the sector segments may vary 
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from frame to frame to ensure that co-channel interference is independent from frame to 

frame. 

A sector segment begins with a beacon envelope that is used by mobiles to determine 

the best combination of their own and base antenna sector for transmission with their 

base station. When a mobile is new and seeking to register with a base station or if it 

is already registered on a base/sector combination, but is evaluating possibilities for a 

future hand-off to a new base station or sector with a better link quality, it will passively 

monitor each of its own mobile antenna sectors listening for base antenna sectors beacon 

envelop. 

Following the beacon envelop are registration slots used by mobiles wishing to regis­

ter to this base/sector combination to transmit request packets with the slotted Aloha 

protocol. A request packet contains information about the rate the mobile wishes to be 

polled, its traffic class priority and the transmit power level it requests from the base 

station. Acknowledgments to the requests will be sent in the new user polling period of 

the next frame. 

If the base station has any packets intended to all the mobiles, a control envelop will 

then be sent to poll all the mobiles and the broadcast packets will be transmitted. Then, 

the base station starts polling individual mobiles. Whether a mobile is polled or not 

depends on its current assigned polling rate, on the time since its last poll and its traffic 

class priority. Each polling packet contains the maximum number of uplink packets the 

base will accept, the number of downlink packets to be sent by the base station and 

acknowledgments for the previous frame uplink packets from the mobile. After the poll, 

the base station sends its packets and the mobile answers with a control packet followed, 

if it has something to send, by its uplink packets up to the maximum allowed. Included 

with the control packet will be acknowledgments for downlink packets, request for a 

polling rate and/or power level change and request for a hand-off to a different base 



Chapter 2. Medium Access Control Protocol for Wireless ATM 17 

R: Reserved A: Available 

A R R • • • A R 

U S slots 

Figure 2.5: PRMA frame structure 

antenna sector. 

This scheme is very efficient to reduce the co-channel interference. We can thus use a 

smaller frequency reuse factor and increase the system capacity. However, there is a lot 

of overhead and the throughput is therefore reduced. Furthermore, no indication on the 

slot allocation algorithm for this scheme is reported. 

2.3.2 Basic TDMA Reservation Protocols 

Most of the wireless ATM reservation protocols are derived from the basic reservation 

protocols designed for voice and data traffic that we describe in this section. The Packet 

Reservation Multiple Access (PRMA) MAC protocol [21] is one of the most popular 

voice/data reservation protocols. Figure 2.5 illustrates the PRMA frame structure. Slots 

in a frame are either available or reserved by a voice user. Voice users that have a newly 

generated talkspurt but have not yet obtained a reservation and active data users can 

contend for the available slots according to the voice and data transmission probabilities 

(chosen to give a higher priority to voice users). After an available slot, the base station 

broadcasts the outcome of the contention (collision, idle or success by which-type of 

user). If a voice user succeeds, this slot will be labeled as reserved and the voice user can 

transmit in the same slot in subsequent frames until the end of its current talkspurt. If 

a data user succeeds in the contention, this slot is still marked as available and the data 
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user can only use the slot in the current frame and must contend again to transmit further 

data packets. In PRMA, no dedicated reservation bandwidth is used. Therefore, if all 

the slots are reserved no request can be made. PRMA also uses an information packet 

to make a channel reservation. This is somewhat inefficient in that each unsuccessful 

reservation wastes a whole time slot. 

Some modifications to PRMA have been proposed to overcome some of its short­

comings. In the PRMA-Independent Stations Algorithm (PRMA-ISA) protocol [22] an 

algorithm to manage the access rights in available slots that maximizes the success prob­

ability is presented. The Multi-Rate PRMA protocol [23] supports sources with different 

bit-rates as opposed to the PRMA protocol where the maximum transmission rate for a 

voice user is one slot per frame. In the Dynamic Reservation Multiple Access (DRMA) 

protocol [4], available slots are divided into a set of mini-slots. If a user chooses to 

transmit in the available slot, it will randomly select one mini-slot to send its reservation 

packet. Each successful user will be assigned one of the available information slots in the 

frame (including the current slot starting from next frame). Short reservation packets 

in DRMA can utilize the system bandwidth more efficiently than information packets 

in PRMA. A scheme similar to DRMA is used in Centralized-PRMA [24], however the 

protocol uses the request information to poll users according to their needs. 

In Dynamic-TDMA [4] and in P R M A + + [25], the uplink period is divided into reser­

vation and traffic slots. A user transmits a short request packet in the reservation slots 

using the slotted Aloha protocol. Bandwidth is always dedicated in each frame for mak­

ing reservations and it has been suggested to dynamically adjust length of the reservation 

period to achieve the best performance [4]. Acknowledgments from the base station in­

dicate mobiles that were successful in the contention and those that are assigned a slot 

in subsequent frames until the end of the talkspurt. Mobiles that did not receive a slot 

allocation but successfully transmitted the request to the base station will continue to 
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monitor acknowledgment slots until they receive a slot reservation. This has multiple ad­

vantages: smaller slots can be used for reservation, access to the system is always possible 

even under heavy load and the base station has centralized control over the traffic slot 

allocation policy (this is particularly important when different priority services are con­

tending). The Resource Auction Multiple Access (RAMA) protocol [26] uses an auction 

procedure to access the reservation mini-slots. The auction procedure is based on the 

user's ID (can be chosen to allow different priorities). During the auction slot, requesting 

users will transmit their ID's one bit at a time. Following each transmission, the base 

station announces the highest value received on the channel and only users which sent 

this values will continue the auction procedure. At the end of each auction slot, there 

will be a single winner who will not attend future auction. At the end of the auction 

slots period, the base station announces the final resource assignment. With this scheme 

the reservation success probability is much higher. However, it is not obvious how the 

auction procedure can be implemented in a high speed channel. 

2.3.3 Multiservice Dynamic Reservation TDMA 

Many WATM MAC protocols based on TDMA reservation that have been proposed in the 

literature are similar to the Multise7,vice Dynamic Reservation TDMA (MDR-TDMA) 

protocol proposed by NEC [1, 27]. This protocol will be described and then some variants 

are introduced. 

Figure 2.6 outlines the MDR-TDMA frame format. MDR-TDMA dynamically divides 

the uplink and downlink channels using Time Division Duplex (TDD) as a function of 

the traffic load. Some other authors prefer to separate the two channels using Frequency 

Division Duplex (FDD). The modem preamble is used to perform diverse radio physical 

layer functions while the frame header announces the boundaries between the frame 
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Figure 2.6: MDR-TDMA frame structure 

periods. The base station has absolute control in determining the number of slots in 

each part of the frame and which mobile will receive or send information during the data 

slots. This is done according to the chosen scheduling algorithm. 

In the uplink period, control slots provide a communication mechanism for a mobile 

station to send a reservation request, while the data slots supply it with resource band­

width during the network connection. Uplink control packets are sent in a slotted Aloha 

contention mode by transmitting the packet in a randomly selected control slot. Ac­

knowledgments for the uplink control slots are transmitted in the next downlink control 

packets. Downlink control packets contain as well announcements for downlink data slot 

transmissions and allocations of uplink data slots to mobiles. If a collision occurs, the 

mobile will again contend in the next frame. After completing the contention procedure, 

the mobile station can use the data slots without undergoing further contentions while 

it has data to transmit. 

Uplink control packets provide the base station with the traffic characteristics of the 

connection. Updated information can also be sent piggybacked to the data packets. The 

base station will use these traffic parameters to allocate data slots to each reserving 
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station. When a connection is successful in the contention period, the mobile monitors 

the control slots in each subsequent frame to receive its frame slot assignment. After 

receiving this information, the mobile transmits the WATM cells in its assigned slots in 

the frame. 

CBR connections are assigned slots periodically according to their bit rates spec­

ified when the new (or hand-off) calls are established. Furthermore, the position of 

the assigned slots within a frame are maintained relatively static to facilitate operation 

of low complexity terminals and to reduce the downlink control signaling. ABR slots 

are assigned dynamically on a frame-by-frame basis to provide a best-effort service [28]. 

VBR service may be provided with a suitable combination of these periodic and dynamic 

allocation modes or by using an adaptive slot allocation scheme [29]. 

Some variants of the MDR-TDMA protocol have also been proposed for WATM MAC 

protocol [5, 30, 31, 32, 33, 34]. We will now highlight some of the differences between 

these protocols and the MDR-TDMA protocol. In PRMA with Dynamic Allocation 

(PRMA/DA) [30], an algorithm is proposed to dynamically adjust the number of up­

link control slots depending on the congestion state of the network. The objective of 

the scheme is to maximize the throughput by having the majority of slots serving the 

reserving stations while maintaining a minimal number of request slots to allow network 

access by contending stations. 

In Dynamic Slot Assignment (DSA-|-+) [31, 35, 36], instead of using slotted Aloha 

as the access protocol for uplink control slots, they proposed the utilization of a tertiary 

splitting algorithm with a higher throughput. Some proposals are also made to provide 

a faster feedback to reduce the system access delay. 

A contention-free scheme, using time orthogonal codes, to send uplink control request 

packets is proposed in Dynamic Slot Allocation Multiple Access (DSAMA) [33]. However, 

the request slot length determines the maximum number of simultaneous users in the 
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system. Furthermore, the request orthogonal code can not be used to transmit traffic 

parameters to the base station. 

In the Dynamic Slot Multiple Access (DSMA) protocol [5] when a connection is es­

tablished a unique status slot is assigned to the connection if it needs to transmit con­

trol information (i.e. VBR and ABR connections). This guarantees a contention-free 

transmissions of request packets. Similarly, for the Non-collision PRMA (NC-PRMA) 

wireless ATM MAC protocol [34], the uplink slots are divided into assigned control slots 

for contention-free access of time-sensitive control packets and random access slots for 

non time sensitive control packets. However, for both protocols, the number of admit­

ted connections is limited by the number of contention-free control slots available in the 

frame. 

2.3.4 Other TDMA Based MAC Protocols 

Acompora introduces a WATM polling MAC protocol in [12]. A mobile having queued 

ATM cells sends a request message in its assigned polling slot. The base station imme­

diately acknowledges this request in the base-to-mobile subsegment of that polling slot. 

Receipt of the mobile's request at the base station reserves for this mobile the corre­

sponding time slot in the uplink period. If the mobile has not sent a request, the base 

station may assign the time slot for other purposes (other users, control, . . . ). At the 

beginning of a reserved uplink time slot, the mobile sends a brief pilot tone of RF (used 

for adjustment at the base station) followed by an ATM cell. In the downlink period, the 

base station polls intended mobiles, that replies with a pilot tone of RF. The base station 

then immediately sends its ATM cells sequence to the mobile. This MAC protocol is very 

efficient to deal with the time-varying channels. However, this protocol can not handle 

integrated traffic and different bit-rate connections. 
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Another TDMA based polling system is presented in [37]. A polling signal preceding 

each time slot announces if the slot is a downlink or uplink slot and, for the latter case, 

which mobile is authorized to transmit or if it is a reservation slot. The reservation slots 

are divided into mini-slots, the first half is accessed using a slotted Aloha protocol and 

the second half is used by the base station to send acknowledgments. 

Two others WATM MAC polling systems are presented in [11]. During the request 

phase, the base station polls all inactive terminals to allow further transmissions with­

out undergoing a contention phase. These schemes are different from the Acompora 

scheme where all the stations (active and inactive) transmit during the request slots. 

In the proposed protocols, active stations piggyback information about their bandwidth 

requirements for the next frame in the information packets that are sent to the base 

station. 

A token MAC protocol approach is proposed for the SWAN system [38, 39]. However, 

the system is design such that only one mobile has access to a given physical channel 

during the whole length of its connection and the token is just intended to transfer 

the transmission privilege from the base station to the mobile user. Finally, with some 

modifications, the Group Randomly Addressed Polling (GRAP) protocol [10] can also be 

used as a WATM MAC protocol. 

2.4 Comparison Between Wireless ATM MAC Pro­

tocols 

For most of the proposed systems in the literature, some performance evaluations are 

presented. However, it is really hard to compare these systems based on their performance 

results since different assumptions were taken (channel bit rate, source characteristics, 
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overhead, . . . ). Many papers do not make any comparisons with other systems to 

evaluate the performance of their proposal and, if a benchmark system is used, it is often 

the PRMA protocol (which is not too hard to outperform). Although, we can compare 

these protocols based on their general properties. 

All proposed wireless ATM MAC protocol can be classified by the multiple access 

and duplex method that they utilize. For multiple access methods, the following systems 

can be considered: 

• Time Division Multiple Access system: 

— Polling protocol; 

— Reservation protocol. 

• Code Division Multiple Access system: 

- "Pure" CDMA protocol; 

- Hybrid reservation TDMA/CDMA protocol. 

For the duplex method between uplink and downlink transmission, there are two options: 

• Frequency Division Duplex (FDD); 

• Time Division Duplex (TDD). 

In a FDD system, the total bandwidth allocation for uplink and downlink connections 

is determined by the frequency band attributed to both components. It is therefore easy 

to manage co-channel interference in a FDD system. However, this frequency allocation 

is static while bandwidth requirements for uplink and downlink ATM connections are 

dynamic. It is thus clear that FDD is not suitable for a WATM network. On the 

other hand, a TDD system can dynamically adapt to the instantaneous connections 
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requirements. Furthermore, since we have a short propagation time, guard time needed 

for a TDD system is short. TDD also offers the advantage that uplink and downlink 

channels have the same radio propagation characteristics (fading, delay, . . . ), which is 

not the case with FDD. Thus, for example, anti-fading information (equalizer coefficients, 

directional antenna weights, . . . ) gathered on the uplink can be used for the following 

downlink transmission. Therefore, TDD is preferable for a WATM network. 

As explained in Section 2.2, a "pure" CDMA system can not be used for wireless 

ATM networks with QoS requirements. In polling systems, a polling signal from the base 

station always precedes a mobile transmission. However, the polling signal increases the 

overhead and the throughput is therefore reduced. Furthermore, in a high speed TDD 

channel, the guard time required and the time to switch from transmission to reception 

in the base station will result in important bandwidth loss. Polling systems are therefore 

not appropriate for WATM networks. For the same reasons, the base station can not 

send a feedback for an uplink transmissions immediately after each time slot. Therefore, 

any protocol relying on an immediate channel feedback will be inefficient in the wireless 

ATM environment. 

There is thus only two systems that are appropriate for the WATM environment: the 

hybrid reservation TDMA/CDMA system and the reservation TDMA system. There 

is no general agreement on whether TDMA or CDMA is the most efficient multiple 

access method for the voice-only digital cellular radio and even less for wireless ATM 

networks. In [40] and [41] a comparative study of a "pure" packet CDMA system ver­

sus a Dynamic-TDM A (D-TDMA) network in an integrated voice/data environment is 

presented. Although these protocols are not suitable for a WATM environment, it is 

worthwhile to look at the main conclusions of the study. 

From a system point of view, it is observed that CDMA random access mode provides 
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a zero channel access delay and an almost perfect statistical multiplexing of traffic. How­

ever, the simultaneous CDMA transmissions appear as interference at the receiver and a 

power control system must be used to avoid near-far interference. Under increasing load 

there will be a quality degradation, this is in contrast to D-TDMA where the quality is 

constant but congestion leads to higher probability of voice blocking and longer delay for 

data messages. Finally, the comparison between CDMA and D-TDMA involves a number 

of factors that are inherent to the multiple access method used. We can underline the 

followings: 

• Spatial re-use in TDMA requires explicit frequency coordination while in CDMA it 

is achieved implicitly. This also implies that "soft hand-off" between cells is possible 

with CDMA while in TDMA complex "hard hand-off" procedures are needed; 

• CDMA provides a signal quality advantages in the presence of interference and 

multipath transmissions while with TDMA a fairly complex equalizer is required; 

• The burst data rate on a TDMA channel can be higher than in a CDMA system. 

So message transmission delay is generally longer in a CDMA system; 

• Timing system is more complex in a TDMA system than in a CDMA system where 

user synchronization is minimal; 

• Higher data rates in TDMA are associated with larger peak transmit power re­

quirements at the remote terminal than for CDMA; 

Simulation results show that the packet CDMA protocol does have a higher capacity 

than the D-TDMA protocol. However, the CDMA system performance advantage is 

very sensitive to the assumed propagation loss constant. It is also observed that the 

CDMA protocol provides good delay performance for short data messages but higher 
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data delay than D-TDMA for longer data messages generally associated with file transfer 

and multimedia applications. 

For WATM networks, we must compare the hybrid reservation TDMA/CDMA system 

and the reservation TDMA system. Since a slotted structure is used for TDMA/CDMA 

systems, some advantages associated to the CDMA multiple access method are lost (syn­

chronization, complexity, . . . ) while others are preserved (lower mobile power, frequency 

management, . . . ). We will compare two systems that are representative of both types 

of WATM MAC protocol: the MC-CDMA system (Section 2.2.1) and the MDR-TDMA 

system (Section 2.3.3). We assume that for both system, the amount of information 

transmitted with M spreading codes during a period of time T is the same as the infor­

mation transmitted in M slots of length T/M. 

First, we can observe that the downlink period for each system is composed of a 

downlink control sub-period (acknowledgments for uplink control and information pack­

ets, uplink transmission permissions and downlink transmission announcements) and a 

data transmission sub-period. Similarly, in the uplink period, we find in each protocol a 

request transmission period and a data transmission part. 

In MC-CDMA, when a mobile wants to transmit an uplink control packet it chooses 

between M control spreading codes and if more than two users choose the same code, a 

collision occurs. While in the MDR-TDMA system, a mobile chooses between M control 

slots and a collision occurs when more than two users transmit in the same control 

slot. Downlink control packets, in the MC-CDMA system, are transmitted using the N 

downlink control codes as the spreading sequence, while in MDR-TDMA, transmissions 

are clone in the N downlink control slots. Finally, uplink (downlink) data are transmitted 

using the spreading code allocated (announced) by the base station in the downlink 

control information for the MC-CDMA system, while in MDR-TDMA, data packets are 

transmitted in the time slots allocated (announced) by the base station. 
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Therefore, if we replace spreading codes by time slots, the two systems are almost 

identical. Yet, some differences remain. First, the MC-CDMA system uses FDD to 

separate the uplink and downlink channel, but there is nothing that prevents us to modify 

it to obtain a TDD system as for the MDR-TDMA system. Second, the TDMA/CDMA 

system is less flexible for bandwidth allocation since the number of codes available in a 

time slots is a fixed system parameter. Therefore, this creates a higher granularity for 

bandwidth allocation among control, data, uplink and downlink slots. Furthermore, it is 

believed that CDMA systems are more complex to implement in a high speed environment 

and offer lower maximum bit-rate limit [1]. 

On the other hand, in the MC-CDMA system, when not all the codes are used, the 

link quality of transmitting users is increased, thus reducing the probability of reception 

errors and retransmission (hence reducing the traffic on the channel). Furthermore, it 

offers the possibility to add some codes when there are urgent packets (retransmissions, 

expiring time-sensitive packets, . . . ) to transmit at the expense of a decreasing link 

quality. However, we believe that this increase in the number of spreading codes should 

not be accepted in a wireless ATM protocol because the quality of service of transmitting 

users can not be guaranteed. 

We believe that the advantages of a reservation TDMA/TDD structure (flexibility, 

higher bit-rate, . . . ) over a hybrid TDMA/CDMA system make it a better choice to 

implement our WATM MAC protocol. Furthermore, most of the proposed WATM MAC 

protocols use a TDMA based reservation MAC protocol. It is thus preferable to continue 

the research in this direction. However, as explained before, if we replace the time slots 

by spreading codes, the MAC protocol that we propose can be adapted to a CDMA 

structure. 
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2.5 Dynamic Reservation TDMA MAC Protocol 

A centrally controlled dynamic reservation TDMA/TDD approach is adopted for our 

MAC protocol to multiplex multimedia connections into a single radio channel within 

the area covered by a base station. The DR-TDMA protocol that we introduce is based on 

the MDR-TDMA MAC protocol [1]. To improve the MDR-TDMA system performance, 

we have focused on the following points in the design of the DR-TDMA MAC protocol: 

• Provide a mechanism to manage the control slots access such that contention delay 

can be minimized and priority services can be provided without limiting the number 

of users; 

• Dynamically adjust the number of uplink control slots per frame to optimize the 

channel utilization; 

• Design an efficient resource allocation algorithm to integrate CBR, VBR and ABR 

traffic. 

Figure 2.7 illustrates the frame structure of the DR-TDMA MAC protocol for sup­

porting multi-service traffic. The DR-TDMA MAC frame is time duplex into an uplink 

and downlink channel and the boundary between these two periods is dynamically ad­

justed as a function of the traffic load. However, the total frame length is kept fixed in 

order to facilitate coordination between cells, hand-offs and the operation of low com­

plexity terminals. Downlink and uplink channels are further divided into control and 

data transmission periods (the control and data periods designate, respectively, the slots 

assigned for control and data transmissions in the downlink or the uplink channel). The 

uplink and downlink control period lengths (the length refers to the number of slots as­

signed for this control period in the frame) are also dynamically adjusted as functions of 

the control and data traffic loads. The base station has absolute control in determining 
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Figure 2.7: DR-TDMA wireless ATM MAC protocol frame structure 

the number of slots in each part of the frame and which mobile will receive or send infor­

mation during the data slots. This is done according to the resource allocation algorithm 

presented in Chapter 4. 

The modem preamble is used by radio physical layer functions to perform diverse 

operations: synchronization, power control, hand-off monitoring, etc. The frame header 

announces the frame boundaries between downlink control slots, downlink data slots, 

uplink control slots and uplink data slots. A control slot designates a slot assigned for 

control purpose. The control slots are divided into control mini-slots used to transmit 

control packets. A data slot defines a slot used for data transmission (either CBR, VBR 

or ABR). 

Downlink control packets contain acknowledgments for uplink control and data cells, 

announcements for downlink data slot transmissions and allocations of uplink data slots 

to mobiles. Other network management functions can also be done in this downlink 

control period like announcement of uplink control packets transmission probabilities, 

power management, answer to hand-off requests, . . . 

In the uplink channel, control slots provide a communication mechanism for a mobile 

station to send a reservation request, while the data slots supply it with contention free 
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resource bandwidth during the network connection. An uplink control packet is sent when 

a mobile: wants to establish a new connection, has a new data message to send, wants to 

increase the bandwidth allocated by the base station, begins a new talkspurt, . . . Uplink 

control packets are sent in contention according to the framed pseudo-Bayesian priority 

Aloha algorithm introduced in Chapter 3. With this protocol, contention transmission 

priorities are assigned to mobile stations according to the required QoS of their connec­

tions. The contention delay of time sensitive control packets is thus reduced. Feedback 

for the uplink control slot transmissions are sent in the downlink control packets in the 

next frame. Mobiles for which control packets experienced a collision will again contend 

in the next frame. After completing the contention procedure, the mobile station can 

use the data slots assigned by the base station without undergoing further contentions 

(unless one of the situations mentioned above arises). 

When there is no uplink traffic from a mobile but downlink packets are sent to it, 

uplink control packets can also be used to acknowledge downlink packets and to adjust 

anti-fading parameters at the base station for this mobile. These uplink control mini-slots 

are directly assigned to mobiles by the base station and are therefore accessed without 

any contention. 

Uplink control packets provide the base station with the traffic characteristics and 

source status of the connection. Status information can also be sent piggybacked to 

the data packets. The base station will use these traffic parameters to allocate uplink 

data slots to each reserving station. When a connection has successfully sent its request, 

it monitors downlink control slots in each subsequent frames to receive its frame slot 

assignment. If the mobile receives a slot assignation, it transmits packets in the allocated 

uplink slots in the current frame. 
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Figure 2.8: Uplink wireless ATM cell format 

2.5.1 System Architecture Parameters 

System architecture parameters adopted for the DR-TDMA protocol are according to the 

literature [1, 29]. Figure 2.8(a) illustrates the format of uplink wireless ATM data packets. 

The overhead is composed of a 2 byte DLC control header (sequence number, service type, 

hand-off indicator), 2 byte compressed ATM header, and 2 byte FEC/CRC used to correct 

and/or detect errors depending on the payload. The 6 byte wireless header includes 

bits for synchronization, guard time, anti-fading information (i.e. equalization), in-band 

signaling for piggybacking status information, and forward error correction. Figure 2.8(b) 

shows the format of an uplink control packet. The wireless header is longer since uplink 

control packets are usually from users that have not transmitted cells to the base station 

for a long time. Better anti-fading and error correction methods are thus required. Each 

slots in the frame has the same length as data packets (i.e. 60 bytes). When a slot is 

assigned for control purpose, it is divided into 3 control mini-slots. 
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Table 2.1: DR-TDMA MAC frame parameters 

Channel bit rate 
Frame duration 
Uplink data slot size 
Uplink control slot size 
Preamble size 
Frame header 
Number of slots per frame 
Number of control mini-slots per slot 

8.528 Mbps 
2 ms 

60 bytes 
20 bytes 
16 bytes 
16 bytes 

35 
3 

Downlink packets (both data and control) are similar to uplink packets; however 

the wireless header can be reduced since the modem preamble at the beginning of the 

frame plays the same role [8]. Slot allocations and cell acknowledgments for all mobiles 

are grouped in the same downlink control slots (i.e. each downlink control slot is not 

dedicated to a specific mobile). However, the exact structure of downlink packets is not 

addressed here since in this work we are more concerned about the performance of the 

DR-TDMA protocol for the uplink period of the frame as explained in Section 4.3. 

Table 2.1 summarizes the DR-TDMA MAC frame parameters. It should be noted 

that the only parameters that directly influence the MAC protocol efficiency are: the 

frame duration, the number of slots per frame and the data to control slot size ratio. 



Chapter 3 

A Pseudo-Bayesian Aloha Algori thm 

with Mixed Priorities 

In the DR-TDMA MAC protocol, as in all reservation protocols, a mobile sends a request 

to the base station to obtain a contention-free access to the wireless channel. However, the 

request packet is transmitted in contention with request packets from other connections. 

Thus, one of the most critical phase for quality of service and delay in a reservation 

MAC protocol is the contention period that a connection goes through before obtaining 

a contention-free channel access. 

For certain classes of traffic the contention phase is the limiting part of the scheme 

[21, 29] while other classes are not too sensitive to the introduced delay. The first packet 

of a voice talkspurt, a request for new bit-rate in a VBR connection or a hand-off request 

for a real-time connection are examples of control packets that are very sensitive to 

contention delay. Long contention time can result in loss of packets, buffer overflow, 

dropping of connections, . . . On the other hand, control packets for data messages or 

requests to establish new connections are less sensitive to the contention delay. It is 

thus necessary to find a contention access protocol that will give a higher priority to 

delay sensitive packets in order to implement an efficient multimedia wireless ATM MAC 

protocol. 

In the next section, we will review some random access protocols with mixed priorities 

34 
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proposed in the literature. In Section 3.2, the slotted Aloha protocol with mixed priorities 

is presented. A modification to adapt the protocol to the framing environment is then 

introduced in Section 3.3. Simulation results of the protocol with Poisson and self-similar 

traffic are presented in Section 3.4 and 3.5. Finally, it has to be noted that the priority 

protocols proposed in this chapter are not just specific to WATM but can be used in 

any situation where there is multiple traffic streams requiring their own quality of service 

that are contending for the same channel. 

3.1 Background 

Several multiple access protocols for a system with mixed priorities are presented in the 

literature. A first group of priority protocols avoids collisions between high and low 

priority packets [42, 43, 44, 45]. In [42] and [43] the low priority traffic is embedded into 

the primary high priority traffic contention protocol. In [42] a slotted Aloha protocol is 

used and the low priority traffic find the idle slots in the high priority traffic transmissions 

via CSMA. In [43], a well-defined finite-number user population is assumed and time slots 

are grouped into fixed length frames. A deterministic tree-search is performed for high 

priority traffic contention. Through channel feedback, low priority users detect the end 

of the contention procedure for high priority traffic. Low priority traffic then contends 

for the slots left in the frame using the random access algorithm proposed in [46]. 

In [44] and [45, 47], low-priority transmissions are postponed to avoid collision with 

high priority packets. When the protocol detects that there is no high priority packets in 

the system (i.e. no high-priority transmissions), low-priority users are allowed to trans­

mit. Furthermore, a transmission permission window is used to give a service advantage 

to high-priority traffic. The window length is smaller for low priority traffic in order 

to reduce the contention resolution period such that high-priority traffic contention can 
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restart earlier. In [44], a clipped binary tree protocol is used to resolve collision while in 

[45, 47] the random access protocol described in [46] is employed. 

The second group of priority protocols presented in [48], [49], [50], and [51] allows 

collisions between high and low priority packets and service priority is given by the 

collision resolution protocol. In [48], the priority mechanism is implemented by giving 

a longer back-off time distribution to low-priority packets. In [49], the Part-and-Try 

algorithm is used for channel random multiple access. The priority access is achieved by 

allowing a longer transmission permission window for high priority traffic. 

In [50] and [51], when a collision between the two types of traffic occurs, the col­

lision between high priority packets is resolved before low priority packets are allowed 

to at tempt retransmissions. In [51], the presence of high priority packets in collision is 

determined through the use of mini-slots at the beginning of the contention slots. In [50], 

after the initial collision, low-priority packets are postponed until they detect the end 

of the collision resolution for the high-priority packets. Both protocols use the random 

access protocol presented in [46] to resolve collisions. Furthermore, this algorithm allows 

low-priority stations to detect the moment when the high-priority traffic collision has 

been resolved. 

In order to select or design a random access protocol with mixed priorities, we must 

recall certain properties inherent to wireless ATM. First, it will operate in a very high 

speed channel. Second, a wireless ATM frame structure similar to the one illustrated by 

Figure 3.1 is used. Therefore, feedback via a control slot is not available immediately 

after each contention slots. Instead, feedback for all uplink control slots in each frame 

are all transmitted at the same time in the downlink control slots in the next frame. 

Furthermore, the base station can transmits in the downlink control slots information 

about the actual state of the multiple access algorithm. Thus a full-sensing algorithm, 

that requires knowledge of the overall feedback history of the channel in its operation, can 
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Figure 3.1: Wireless ATM frame structure 

be implemented without any problem. One of the design criterion for our MAC protocol 

is to impose no constraint on the number of users. We can thus make no assumption 

about the user population size which eliminates all deterministic algorithms. Finally, we 

must remember that in reservation protocols the overall throughput is not determined 

by the random access throughput, but the quality of service is highly dependent on the 

delays encountered by control packets. Hence, we should put more emphasis on the 

access delay than on the maximum sustainable throughput. We thus want to obtain a 

relatively constant low delay for high priority traffic in a wide range of total traffic rates 

without introducing an excessive delay for low-priority traffic. 

The protocol presented in [43] can not be selected because it assumes a finite popu­

lation size to perform its algorithm. Similarly, the protocol described in [42] can not be 

used since it relies on CSMA and it is known that CSMA presents some pitfalls in the 

wireless environment [10]. In [43], [44], [47, 45], [50] and [51] the random access algorithm 

assumes a limited sensing environment, that is each user is required to monitor the chan­

nel feedback only from the time it generates a packet and it does not use the previous 

channel history in its protocol. However, in order to avoid interference with on-going 

collision resolution, a user with new packets must monitor the channel feedback for a 

certain time until it detects a certain event (for example, two consecutive non-collision 
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slots) before attempting a first transmission according to the chosen algorithm. This 

introduces a fixed overhead to the delay that is unacceptable. -These types of random 

access algorithm must therefore be rejected. 

Finally, we are left with two possible protocols: the simple stack algorithm in [48] 

and the Part-and-Try protocol presented in [49]. The latter protocol clearly outperforms 

the first one in either the throughput or the delay performance. In fact, the Part-

and-Try algorithm is the known random access protocol with the highest throughput 

(0.487 packets/slot). However, these two protocols, in order to operate correctly, need 

an immediate feedback after the contention slot, which is not available in wireless ATM. 

A straightforward modification that can be implemented is to form N different sessions 

for each uplink control slot in the frame. Then, feedback information transmitted in 

the downlink control slots can be used to update each independent session. Even if this 

modification will maintain the maximum global throughput, this separation between 

sessions is not desirable since it will cause higher delays (for the same reason that N 

servers of capacity C/N with distinct queues produce a longer delay than a single server 

of capacity C). 

We must thus find a new random access protocol with mixed priorities that may 

be specifically adapted to the reservation protocol structure and that will meet all the 

required properties. We have chosen to explore the possibilities offered by the Slotted-

Aloha protocol. 

3.2 Pseudo-Bayesian Slotted Aloha with Priorities 

It is known that the basic slotted Aloha algorithm, where a mobile transmits new packets 

when it receives them and retransmits backlogged packets with a fixed probability qr, is 

unstable for any value of the arrival rate. Thus, to implement a slotted Aloha protocol 
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with priority classes, we have derived an algorithm similar to the pseudo-Bayesian Aloha 

stabilization algorithm presented in [2] and [52] and described in the next section. The 

proposed slotted pseudo-Bayesian priority algorithm is then introduced. 

3.2.1 Pseudo-Bayesian Algorithm 

In the pseudo-Bayesian algorithm, a new arrival is regarded as backlogged immediately 

after its arrival and it will attempt transmission in each subsequent slots until success 

with a probability qr. Thus, if there are n backlogged packets (including new arrivals) 

at the beginning of a slot, the attempt rate is G(n) = nqr. The objective of the pseudo-

Bayesian algorithm is to maximize the throughput (approximately equal to G(n)e~G^) 

by maintaining the attempt rate G{n) equal to one. 

The algorithm operates by keeping an updated estimate n of the number of back-

logged packets n. Each backlogged packet is independently transmitted in a slot t with 

probability q\ = m i n ( l , l / n i ) . Thus, if we have an accurate estimate ( n), the 

at tempt rate G(n) will be equal to one. The estimated backlog nt+l at the beginning of 

each slot t + 1 is updated from the estimated backlog and feedback for slot t according 

to the rule: 

max(A,n* + A — 1) for idle or success 
nt+1 = I V ' (3.1) 

[ n* + A + (e — 2) _ 1 for collision 

where A is the estimated arrival rate per slot. 

It is known that if the a priori probability distribution of n* is Poisson with parameter 

?V > 1 and if the arrival process is independent of the system state and Poisson with 

parameter A, then given an idle or successful transmission in slot t, the probability 

distribution of nt+1 is Poisson with parameter ?V + A — 1 (in equation (3.1) for the idle or 

success case, the "maximum" operation is to ensure that if n1 < 1, the estimated backlog 
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is at least equal to the number of new arrivals). On the other hand, if there is a collision, 

the resulting distribution is not quite Poisson but is reasonably approximated as Poisson 

with parameter ht+1. 

3.2.2 Slotted Pseudo-Bayesian Priority Algorithm 

To implement priority classes, we have derived an algorithm similar to the pseudo-

Bayesian algorithm introduced in the previous section. Let new arrivals be regarded 

as backlogged immediately after their arrival. They will at tempt transmission in sub­

sequent slots until success with a probability determined by their priority class and the 

estimated backlogged state of the system. The cumulative input packet arrival process 

consists of p independent Poisson processes with intensities Ax,. . . , \p. Let nx,. . . ,np 

and g i , . . . ,qp, respectively, be the numbers of backlogged packets and the transmission 

probabilities of the traffic classes. Then, the channel traffic generated by class i is: 

Gi(rn) = n{qi 1 < i < p (3.2) 

and the total at tempt rate is: 

v v 
G{nu... ,np) = J2Gi(rii) = ^n,-<£ (3.3) 

The probability that a packet of the ith traffic class is successfully transmitted in a slot 

is then given by: 

v 

(3.4) 
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and the probability that a packet from any class is successfully transmitted is: 

Pf E^s\ succ — z^1 succ 
1=1 

1=1 
n ^a-ft-r-'iK1-*: 

3 = 1 

(3.5) 

G{nu... ,np)e-G(n i n"] 

We see that if G(« i , . . . , np) is maintained at the optimal value of 1, the system can 

achieve its maximum throughput of 1/e. The priority class i throughput will then be 

Gi(rii)/e. There is thus a possibility to adjust the throughput of each stream to a specific 

value. Let 71 , . . . , 7P be the priority parameter of each traffic class. We can then relate 

this priority parameter to each priority class channel traffic as follows: 

Gi(rii) = riiqi = 7, 1 < i < p 

If we impose the following constraint on the priority parameters: 

(3.6) 

£7.- = l (3.7) 
t = i 

we obtain, using equations (3.3) and (3.5), the desired optimal throughput: 

•fsiicc — G; nx 1 y i t • • • i ""p n„)e 
-G(ni,...,np) E 7« e • £?=!-* = ] . / ( (3i 

and each traffic class i has a throughput of ji/e. 

Now, assume that before a slot the number rii of backlogged packets of each priority 

class i is statistically independent and given by a Poisson distribution with parameter 

hi > li- We thus have: 

n 
ni 

P(n0 = ^T e n' 
n;\ 

p(nu... ,np) = X\p{n, 
t = i 

(3.9) 

(3.10) 
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Furthermore, each packet of class i (1 < i < p) is independently transmitted in the next 

slot with probability g,- = -fi/hi ("hi > 7,-) and the priority parameters respect equa­

tion (3.7). We will now derive the probability distribution of the number of backlogged 

packets of each priority traffic class after each of the three possible slot outcomes: idle, 

success or collision. 

Idle Slot Case 

We can find the a posteriori joint probability distribution of the number of backlogged 

packets in the system before a slot given that the slot was idle. We have, using Bayes' 

rule: 

/ I • 1, N p ( i d l e | n i , . . . ,np)p(nu... ,np) p{nu... ,np I idle) = - - — (3.11) 

w. here: 

p(idle \ni,...,np) = f f t l - 7 i /«0 n < (3-12) 

CO CO 

p(idle) = Y, ••• Yl p(idle | n i , . . . ,np)p(n1,... ,np) = 1/e . (3.13) 

therefore: 

P (ft. — ^Mip-ni 

p ( n 1 > r . . , n p | i d l e ) = e n l ' 7 , (3-14) 
1 n , 

We can then obtain the a posteriori marginal probability distribution of the number of 

backlogged packets of priority class i (1 < i < p) before a slot, given that the slot was 

idle: 

CO CO CO CO 

p(nt I idle) = Y " ' Y, 12 " ' Z ) P ( " I > • • • > nv I i d l e ) 
n i = 0 n , _ i = O r i j + i = 0 n p = 0 / o i ^ 

nil 
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Let ni denotes the number of backlogged packets of class i after an idle slot (excluding 

new arrivals). Then, the n t 's joint and marginal probability distributions, given that the 

slot was idle, are: 

p (h- — ,y-'\nie~ni 

p(n[,... ,n'p\ idle) = p(n1 = n1,... ,np = n'p\ idle) = e J[ —' 
?V 

(3.16) 

p(n'i | idle) = p(ni = n'i | idle) = ^ , ^ " ' e-(*i-7.-) (3.17) 

Thus, excluding new arrivals, the numbers of backlogged packets after an idle slot of each 

priority class i are independent and Poisson distributed with parameter hi — 7,-. Further­

more, the arrival process of new packets in the system is Poisson and independent of the 

contention system. Therefore, the numbers of backlogged packets of each priority class 

i, including new arrivals, after an idle slot are also independent and Poisson distributed 

with parameter hi — 7,- + A,-. 

Success Slot Case 

Similarly, we can compute the a posteriori joint probability distribution of the number of 

backlogged packets for each traffic class i (1 < i < p) before a slot, given that in the slot 

a packet from priority class j (1 < j' < p) was successfully transmitted. We have, using 

Bayes' rule: 

1 x p(succj | r a i , . . , }np)p(nu... ,np) 
p{ni,... ,nv succ,) = (3.18) 

p(succj) 

w here: 

p(succj I n i , . . . ,np) = n~{\ - 7j/nj)n j ' l JJl1 _ 7 i / ^ 0 " ' (3.19) 

CO CO 

p(succj) = Y; ' " J2 P ( S U C C J I nu... ,np)p(ni,... ,np) =jt/e (3.20) 
n i = 0 n„=0 
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therefore: 

[ni - 7.7)nj_1e~"J f r {rii - 1%)^e~ 
p(n 1 , . . . , n l , | succ J - ) = e ^ " , I P * ' ' (3-21) 

Using this joint probability distribution, we can find the a posteriori marginal distribution 

probability of the number of backlogged of priority class j before a slot, given that in the 

slot a packet from the same priority class j was successful. We then obtain: 

OO CO OO CO 

p(nj i succ,-) = 53 • • • J2 J2 " • J2 p(n i ' • • • ' n p I SUCCJ) 
ni=0 nj_i =0 nj_j-i =0 iip—0 

3.22 

( n , - - l ) ! 6 

We can also find the a posteriori marginal distribution probability, given that in the 

slot a packet from the priority class j was successfully transmitted, of the number of 

backlogged of priority class i, i ̂  j , before the slot: 

CO CO 

p{ni | succj) = J2 ' • ' 5 3 5 3 " ' 5 3 P(ni> • • • ' nP I s u c c i ) 

Let ni denotes the number of backlogged packets of class i (1 < i < p) after a slot 

where a packet from priority class j (1 < j < p) was successfully transmitted (excluding 

new arrivals). Then, the n,'s joint and marginal probability distributions are: 

p(n1,... ,np I SUCCJ) = jo(ni = n 1 , . . . ^nJ=nJ + 1 , . . . ,np = np \ succ,) 

en VI nt\ (3.24) 
/ 

p(nl. | succ,) = p(n,=nn + 1 | succ,) = ^ ' ~ 7 i J ' e ^ - ^ ) (3.25) 
n3. 

,_(hi- 7 . ) " ' (n,-7l) p(?2^ | succ,) = p(i%i = ni I succ,) = r, e i ̂  J 

(3.26) 
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Thus, excluding new arrivals, the numbers of backlogged packets of each priority class i 

(1 < i < p) after a slot where a packet from priority class j (1 < j < p) was successfully 

transmitted are independent and Poisson distributed with parameter n,- — 7,-. Further­

more, the arrival process of new packets in the system is Poisson and independent of 

the contention system. Thus, the numbers of backlogged packets of each priority class i, 

including new arrivals, after a success slot are also independent and Poisson distributed 

with parameter hi — r)l + A;. 

Collision Slot Case 

Finally, we can compute the a posteriori joint probability distribution of the number of 

backlogged packets for each traffic class i (1 < j < p) before a slot given that there was 

a collision in the slot. We then have, using Bayes' rule: 

p(coll I nu. . . }np)p(n1}. . . ,n p ) 
p(ni,... ,n„ I coll) 

where: 

p(coll) 

p(coll I nu.. . ,np) = 1 - p ( i d l e | nu ... ,np) - ^ p ( s u c c t | nu ... ,np) 

= i-n(i-7^r 
i = l 

i = l 

i = l 
m-

% 

n 
Mi-^r^na-^-r 

(3.27) 

(3.28) 

p(coll) = 1 — p(idle) — ]jPp(succ;) = 
e - 2 

(3.29) 
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therefore: 

p(nu.. . ,np | coll) 
v e-m n e — 2 "T nA ii"?''-n(".--70n'' 

1 = 1 

p 

i 
t=i 
E ™*7i •i(*i - HP-1 U(*i ~-TiP 

j = i 

(3.30) 

Using this joint probability distribution, we can find the a posteriori marginal distribution 

probability of the number of backlogged of priority class i (1 < i < p) before a slot, given 

that in the slot a collision occurred. We then obtain: 

CO CO 

p{n, | coll) = ]T • • • Yl X " ' X P(ni' • • • ' nP I co11) 
ni=0 n;_i=0ni4i=0 np=0 

e e 
ra •' - e ,7.-1 

e — 2 rii 

+ ni^i(hl - -fi)n'~1 

(2-ll)(ht-7l)
n' (3.31) 

Let ni denote the number of backlogged packets of class i (1 < i < p) after a slot 

here a collision occurred (excluding new arrivals). Then, the n^'s joint and marginal 

probability distributions after a collision slot are: 

w 

p(nl,... , np | coll) = p(nx = n1,... ,np = np | coll) 

p V p-ni / P / 
C- -i—r C / T—r A n U-T IK'-IK*.--^ e - 2 i = 1 n,-! , = 1 j = i 

X 
J=I 

";7i("i - 7i)",_1 I I K ' ~ Jjp 
i=i 
i^1 

p(ni I coll) = p(n,- = ni | coll) 

e e "• 
e - 2 raj! 

+ n-7i(nt -

/ 

V -

- 7*r: 

P 7 . - 1 

- 1 
-I 

( 2 - 7 ! ) ( n t - 7 t ) r 

(3.32) 

(3.33) 
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We can clearly see that after a collision slot, the number of backlogged packets in each 

priority class i are not independent nor Poisson distributed. However, we can compute 

the mean and variance of the obtained marginal distribution and compare with the 

mean and variance of a random variable X that is Poisson distributed with parameter 

ft>i + 7 i / ( e — 2). We then find: 

E[n'i | coll] = n, + -^— E[x] = h% + - ^ - (3.34) 
e — I e — Z 

Varln't | coll] = hz H l— - — ~ Var[x] = hi -\ l— (3.35) 
e — Z \e — ZJ e — Z 

We thus see that even if the distribution of n^ given that there was a collision, is not quite 

Poisson, its mean and variance are similar to the Poisson distribution with parameter 

hi -\- 7i/(e — 2). Furthermore, we know that 7,- < 1 and that hi is likely to be large 

when a collision occurs. Under these conditions, the variance becomes almost equal 

to the variance of a Poisson distribution. The similarity of the two distributions can 

also be observed through plotting of their respective probability density function. For 

these reasons, we can say that the number of backlogged packets for each priority class 

i (1 < 1 < p) after a collision slot, including new arrivals, is reasonably approximated as 

Poisson with parameter n,- + ji/(e — 2) + A,-. 

The distributions are still not independent, but we can compute the correlation matrix 

to find an indication of the degree of dependency between the variable. We find that the 

correlation between the number of backlogged packets of two different priority classes i 

and j (i ^ j) is given by: 

E[riinj I coll] — E\n{ I coll]i£[n- | coll] 
Corr[n^n- \ coll] = 

JVar{n'i \ coll]Var[n- \ coll] 
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Since 7 < 1 and n's are likely to be large when there is a collision, we see that the 

correlation between the number of backlogged packets of different priority classes is quite 

small. Furthermore, the arrival streams for each traffic class are independent. Therefore, 

we can reasonably assume that the n t ' s are independent. 

Algor i thm 

In the previous analysis, we showed that our initial assumptions on the independent and 

Poisson distributions of the number of backlogged packet of each traffic class i (1 < i < p) 

are satisfied for the three possible slot outcomes: idle, success or collision slot. We can 

therefore, based on these results, derive an algorithm similar to the pseudo-Bayesian 

algorithm to implement a^multiple access protocol with mixed priorities. Suppose that we 

have p different priority classes with independent Poisson arrival processes of intensities 

A 1 ? . . . , \p. A lower index corresponds to a higher priority packet class. Let "ji be the 

priority parameter of each traffic class i. To maintain the priority order, we must have 

71 > 72 > • • • > 7P_i > 7P and the parameters satisfy the relation YA=I 7J
 = 1-

The algorithm operates by maintaining for each priority class i an estimate n\ of 

the number of backlogged packets n\ at the beginning of each slot t. For each priority 

class i, an effective priority parameter 7 ' is also computed (used to avoid that 7,- > iif). 

A new arrival during slot t is immediately regarded as backlogged and it will at tempt 

transmission in each subsequent slot after its arrival until success. 

At the beginning of each slot t, h\ is updated from ra*_1, 7*_1 and the feedback for 

slot t — 1 according to the rule: 

{ max(A,-,n'_1 + A; — 7*-1) for idle or success 
- t - i . . ( 3 - 3 7 ) 

h\ + A; + - ^ for collision 

The priority parameters 7; are fixed values set when the system is initialized. How­

ever, the transmission probabilities for each slots t are given by 7 t/n* and they can not 
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be greater than one. Therefore, if for one or more priority classes i we have 7,- > hj, 

then q\ = 1 and then the "effective" values of the priority parameters 7; for the through­

put equations are no longer equal to their initial values but to h\ (see equation (3.6)). 

Furthermore, since h\ < 7;, we have YM=\ li < 1 a n d the total throughput is lower than 

its optimal value of 1/e (equation (3.8)). Thus, to maintain the optimal throughput, we 

should assign the difference between the fixed 7; and h\ to another priority class. We 

therefore use a prorating algorithm to dynamically compute, at the beginning of each 

frame t, for each priority class i, the effective priority parameter 7* based on the fixed 

priority parameters 7,- and the estimated numbers of backlogged packets n\. 

The parameters 7* are set such that YA=I l\ = 1 a n < i , if YA=\
 7"21 ^ 1? then 7; < h\ 

for all priority classes. The prorating algorithm ensures that for each priority class i, its 

effective priority parameter 7* is set to 7; if 7; < n*, or ra*, otherwise. If Y^i=i l\ < 1> 

to maintain the optimum throughput, the "leftover" (i.e. 1 — YA=I'1J)
 1S added to the 

effective priority parameter of the highest priority class (i.e. 7') in order to increase 

its transmission probability and therefore decrease its waiting time. Then, if Yi < h\ 

the prorating algorithm is stopped, otherwise, 7J is set to h\ and the same procedure 

is repeated for each priority class i (i > 1) in order of decreasing priority. After this 

procedure, if YA=\ 7; < 1> the "leftover" will be assign to each priority class proportionally 

to their arrival rate. The prorating algorithm can be summarized as follows: 

for (each priority class i in order of increasing priority) 

7* = m i n l n \ , 1 - ^ 7* - £ m i n ( " j> 7j) 

v 

i = i 

for (each priority class i) 

y = y + —b. 1 
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Then each backlogged packet is independently transmitted in slot t according to the 

transmission probability q\ of the priority class i it belongs to. Transmission probabilities 

are calculated as follows: 

ql = mm(l,^) (3.38) 

3.3 Framed Pseudo-Bayesian Aloha with Priorities 

In order to work in wireless ATM environment, we must adapt the slotted pseudo-

Bayesian priority algorithm to the framed structure of reservation protocols. The pseudo-

Bayesian protocols introduced until now work on a slot basis and require an immedi­

ate feedback after the contention slot. However, in reservation protocols time slots are 

grouped into frames and feedback is available only once per frame. In the next section 

we introduce a strategy to adapt the original pseudo-Bayesian algorithm to the framed 

environment. Then, the framed pseudo-Bayesian priority algorithm is described. 

3.3.1 Framed Pseudo-Bayesian Algorithm 

The straightforward modification to adapt the slotted pseudo-Bayesian algorithm to the 

frame structure is to create K different sessions for each slot k (1 < k < K) in the frame. 

However, as explained in Section 3.1, this scheme will introduce longer-delays. Instead, 

we propose a strategy where a packet wait until the end of the on-going frame before 

attempting its first transmission (gated system). Starting from the next frame, it will 

independently attempt to transmit with a probability qr in a randomly chosen slot for 

each frame. The selected slot is independent from' frame to frame. 

Let suppose that there is K slots in a frame, the arrival process is Poisson with 

parameter A (arrival rate per frame) and the a priori distribution of the total number 
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of backlogged packets n* at the beginning of frame t is Poisson with parameter ht. If 

each backlogged packets chooses independently a given slot in the frame for transmission 

with an uniform probability (each slot has a probability 1/K of being chosen), then the 

probability distribution of the number of backlogged packets n\ that chose a given slot 

k is: 

oo 

P(nk) = Y, P(nk \nt)p{nt) 
n'=0 

(3.39) 

Therefore, n\, the number of backlogged packets for each slot k (1 < k < K) at the 

beginning of frame t, is Poisson with parameter h1 jK and it can be shown that they 

are independent for each slot k [53]. We can then apply the pseudo-Bayesian algorithm 

presented in Section 3.2.1 independently for each slot. The moment of the feedback is not 

important, as long as we receive it before the next frame. Therefore, n^+1, the updated 

estimated number of backlogged packets in a slot k after frame t, can be computed with 

equation (3.1) and nj.+1, the numbers of backlogged packets in each slot k at the end of 

frame t, are independent Poisson random variables with parameter n | + 1 . Then ?^i+1, the 

total number of backlogged packets at the beginning of frame t + 1, is given by: 

nt+ 1 = £ <+1 (3.40) 
k=0 

Since the n^.+1's are independent Poisson random variables, nt+1 is also Poisson with 

m e a n £ L o ^ l + 1 -
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Algor i thm 

Using these results, we propose the following slotted pseudo-Bayesian algorithm for a 

K slots frame and where the arrival rate A is given in number of packets per frame. 

The algorithm operates by maintaining an updated estimate h of the total number of 

backlogged packets in the system. A new arrival during frame t is immediately regarded 

as backlogged and it will independently attempt transmission in each subsequent frame 

after its arrival (i.e. starting with frame t + 1) until success. Each backlogged packet is 

independently transmitted in a frame t with probability ql
r = min(l , K/fi1) over a slot 

independently chosen with an uniform probability (each slot has a probability 1/K of 

being chosen). Therefore, if we have an accurate estimate ( 1.6. 11 ~ n), then the at tempt 

rate per slot G(n) = jrqr will be equal to the optimal value of one. 

For each frame t, the estimated total number of backlogged packets at the beginning 

of frame t + 1 is updated from the estimated total backlog at the beginning of frame t 

and feedback from each slot k (1 < k < K) of frame t (let knc be the number of idle or 

success slots and kc the number of collision slots in frame t) according to the rule: 

ht+1 = A + fcncmax(0,— - l j + kc I — + — ^ J (3.41) 

Algor i thm Evaluation 

The at tempt rate per slot in the new scheme is G{n) = yqr and the probability of suc­

cess in a given slot (i.e. the throughput) is Psucc ~ G(n)e~G(n\ Thus the maximum 

achievable throughput per slot is e _ 1 when G(n) = 1, which is the objective that the 

framed pseudo-Bayesian algorithm tries to achieve. Since each individual slot indepen­

dently obtains a throughput of e _ 1 then the total throughput is still e _ 1 . Our scheme 

uses the same algorithm as the normal pseudo-Bayesian, it is thus stable under the same 

conditions (i.e. if a fixed A value of e _ 1 is used within the algorithm, stability is achieved 
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for all actual arrival rate smaller than e _ 1 [2, 52]). In our simulations, we have used 

a dynamic estimate of A computed by averaging the number of success over a sliding 

time window of 500 slots. Nothing has been proved about the stability of such a scheme; 

however, in our simulations, no instability has been observed. 

To evaluate the delay performance of our scheme, we will compare our results with the 

performance of protocols where K different sessions are formed for each of the TV frame 

slots. We used a modified version of the Time-Division Multiplexing (TDM) system and 

of the pseudo-Bayesian slotted Aloha algorithm. We take a slot as the time unit and the 

total arrival rate A is given in number of packets per slot. 

In the TDM system, we have K traffic streams that are time-division multiplexed 

in a scheme where the time axis is divided in 7\-slot frames with one slot dedicated to 

each traffic stream. Packets arrive according to a Poisson process with rate A/K for each 

stream. The system is gated, that is a new packet can join the queue only in the next 

frame following its arrival. We can see the scheme for each slot in the frame as a system 

where transmissions can only start at the beginning of a frame and the service time is 

K time units. We thus have an MjD/l queuing system with vacations where fi — 1/K, 

p = A, V = K and V2 = K2. This give us the waiting time from the arrival of a packet 

to the beginning of the frame where it will be transmitted. We then have an average 

additional waiting time of (K — l ) / 2 before the packet can be transmitted in the slot 

associated with the session that the packet belongs to. Thus, using results from [2], the 

total waiting time before transmission for this system is: 

ww =K ~\+ whr) (3'42) 
We can apply, a similar analysis for the slotted Aloha system where a new arrival 

chooses a slot in the frame at its arrival and only contend in this slot starting from the 

frame following its arrival. We then find, using results presented in [2], that the waiting 
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Figure 3.2: Waiting time in number of slots 

WSA = A' 
1/2 ( e A - l ) ( e - l ) 

+ 
A " - l 

(3.43) 
1 - A e A [ l - ( e - l ) ( e A - l ) ] _ 

We have also evaluated another adaptation scheme derived from the framed pseudo-

Bayesian algorithm where the number of slots in a frame is dynamically adjusted as a 

function of the total estimated number of backlogged packets. In this modified protocol, 

Kf, the number of slots in a frame t, is set to [n*]. However, the frame length remains 

equal to K; only Kl slots in frame t are used for contention and the other slots are idle 

(in a real system they can be used for other purposes). 

Figure 3.2 shows the results of the simulations for the two proposed systems compared 

to the theoretical waiting time of the two reference schemes with a frame length of 10 

slots (i.e. K = 10). We see from the results that our proposed schemes outperform the 

straightforward implementation of slotted Aloha in a framed environment. This confirm 

our hypothesis that the implementation of independent collision resolution sessions for 
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each slot in a frame reduces the delay performance of the scheme. If we compare our 

schemes with the TDM system, we see that for arrival rates lower than 0.3 packets/slot 

the delay experienced by each packets is in the same order of magnitude. In fact, the 

contention delay difference between the framed pseudo-Bayesian algorithm and the TDM 

system (the perfect multiplexing system) is less than 10 slots in this region which is less 

than a frame. 

If we compare the two proposed schemes, we see that the delay for the adaptation 

scheme is approximately 10 slots (or 1 frame) greater than for the fixed scheme. This 

is due to the fact that when there is a burst of arrivals, there is a latency (at least one 

frame) before the frame reaches its optimal size. For low arrival rate, the delay is shorter 

for the adaptation scheme because the useful slots are taken at the beginning of the frame 

such that the chosen transmission slot is before the average one for the fixed system. 

In a real wireless ATM structure, the uplink contention control slots are grouped in 

a short period of time and are not spanned over the entire frame. This justifies the use 

of a gated system. For the same reason, we are more interested in the frame delay than 

in the slot delay. The frame delay represents the number of frames that a packets must 

wait before its transmission (i.e. departure frame - arrival frame). Figure 3.3 shows 

the average waiting time in number of frames for the two proposed schemes. These 

simulation results confirm the one frame latency of the adaptation scheme compared 

to the fixed system. What is interesting is that for arrival rates smaller than 0.3, the 

average delay for the proposed fixed framed pseudo-Bayesian algorithm is lower than 2 

frames. This is excellent since, due to the gated nature of the system, there is a fixed 

minimal waiting time of one frame. Finally, Figure 3.4 shows the average number of slots 

used for contention by the adaptation algorithm. Thus, if the number of slots per frame 

assigned to control slots is an important issue, the adaptation algorithm can provide an 

advantage. However, the price to pay is a one frame increase in the average packet delay. 
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3.3.2 Framed Pseudo-Bayesian Priority Algorithm 

Using the results from Section 3.3.1, we can derive from the slotted pseudo-Bayesian pri­

ority algorithm presented in Section 3.2.2 a multiple access protocol with mixed priorities 

for a K slots frame. The arrival rate A; for each priority class i (1 < i < p) is given in 

number of packets per frame. The same definitions that were presented in Section 3.2.2 

for 7, 7 and priority order are assumed. 

The algorithm operates by maintaining for each priority class i an estimate h\ of the 

total number of backlogged packets n\ at the beginning of each frame t. A new arrival 

during frame t is immediately regarded as backlogged and it will at tempt transmission 

in each subsequent frame after its arrival until success. 

. Similarly to what has been shown in equation (3.39), we can show that if each of the 

n\ backlogged packet of priority class i chooses independently one of the K slots in the 

frame for transmission with an uniform probability, then at the beginning of frame t, the 

number of backlogged packets of priority class i for each slot k (1 < k < K) is Poisson 

and independent with parameter h\jK. We can then independently apply for each slot 

k the pseudo-Bayesian rule given by equation (3.37) to compute the updated estimate of 

the number of backlogged packets after the slot. Furthermore, according to the results 

in Section 3.3.1, n^ , the updated estimate of the total number of backlogged packets of 

priority class i at the end of frame t, is given by the sum of the updated estimate of each 

slot k in frame t. Therefore, at the beginning of each frame t, for each priority class i, 

h\ is updated from n*_1, 7*_1 and the feedback for frame t — 1 (let knc be the number of 

idle or success slots and kc the number of collision slots in frame t — 1) according to the 

rule: 

h\ = A, + knc maxfo, ^ - - ^ " ^ + kc (j^- + ^ - ^ \ (3.44) 

For the prorating algorithm, the objective is to maintain the optimum throughput 
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in each slot k in the frame. We can therefore use the prorating algorithm presented in 

Section 3.2 with the only difference that the estimated number of backlogged packet in a 

slot is given by n\j'K. We thus find the effective priority parameter of each priority class 

using the following prorating algorithm: 

for (each priority class i in order of increasing priority) 

7* = minf -^ , 1 - ^ 7 * - ] T min( -^ , 7^ 

v 
K ^ 3 .^r1 KK 

t=l 

for (each priority class i) 

7* = 7* + L 

Then each backlogged packet is independently transmitted in frame t according to 

the transmission probability q\ of the priority class i it belongs to. The transmission 

probability for each class i is selected such that the attempting rate in each slot of the 

frame is maintained to its optimal value. We can therefore use equation (3.38) to compute 

the transmission probabilities by replacing the estimated number of backlogged packet 

by n\lK. Transmission probabilities are thus calculated as follows: 

^ = m i n f l , | / i ^ (3.45) 

If a packet is transmitted in a given frame, it will independently choose a contention slot 

for transmission with an uniform probability (each slot has a probability 1/K of being 

chosen). 

3.4 Simulation Results with Poisson Traffic 

A C + + simulator has been written to evaluate the performance of the proposed systems 

under various conditions. Representative results are presented in this section. Three 
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different systems have been examined: 

• Slotted Pseudo-Bayesian Priority (SPBP) algorithm (Section 3.2.2); 

• Framed Pseudo-Bayesian Priority (FPBP) algorithm (Section 3.3.2); 

• Framed Adaptation Pseudo-Bayesian Priority (FAPBP) algorithm. 

The last system is a modification of the framed pseudo-Bayesian priority algorithm pro­

posed in Section 3.3.2 similar to the modification presented in Section 3.3.1. In this 

adaptation algorithm, the number of slots in a frame remains fixed; however, in frame 

£, only Kf slots among the K slots can be used for contention where K1 is set equal to 

To evaluate the proposed systems, the delay measurements have been compared with 

results obtained with the non-priority algorithms. The slotted pseudo-Bayesian, the 

framed pseudo-Bayesian and the framed adaptation pseudo-Bayesian priority algorithms 

are respectively compared with the systems presented in Section 3.2.1, 3.3.1 and 3.3.1. 

The arrival rate value used by the backlogged estimation algorithm is an estimate com­

puted with the moving time-average of successful transmissions for each traffic class over 

a window period of 500 slots. Simulations have also been run with a perfect knowledge of 

the arrival rate. However, results for these simulations are not presented since they are 

similar to those obtained with the moving-average estimation and also because in a real 

system no a priori .knowledge of the arrival rate is available. Furthermore, the moving 

average estimation algorithm gives slightly better results since it has the possibility to 

adapt to short term variation of the arrival rate. We have simulated each experimental 

condition for a period of at least 10 million slots. We do not have any confidence in­

terval for the results; however the length of the simulations ensures the validity of the 

results. The framed schemes have been simulated with ten slots per frame and delays 
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calculated in number of frames are presented for this scheme. Only delays calculated 

in number of frames are presented for the two framed algorithms since, as explained in 

Section 3.3.1, the waiting time in number of slots has no real signification in the wireless 

ATM environment 

Before presenting the results, we recall the required objectives that our new schemes 

should fulfill: 

• Low and stable waiting time for high priority traffic over a wide range of total 

arrival rates; 

• "Average" results similar to the reference algorithm; 

• Small degradation of low-priority traffic delay. 

We have performed simulations to completely evaluate the performance of the schemes 

with two different priority classes. We then simulated other experimental conditions to 

evaluate the performance of the pseudo-Bayesian priority algorithms with more than two 

priority classes. Simulation results illustrating the impact of the FPBP algorithm on the 

DR-TDMA protocol performance are presented in Chapter 4 (Section 4.4.3). 

3.4.1 Performance with Two Priority Classes 

In this section we have simulated the priority algorithms with two different priority 

classes. The total arrival process is Poisson with intensity Ax + A2 and each packet has an 

independent probability Ai/(AX + A2) of being part of the traffic class one, otherwise it is 

a traffic class two packet. On each figure, four different results are presented: statistics 

for class one, statistics for class two, results obtained by considering class one and class 

two as a single population in statistics computations ("Average" line), and the reference 

algorithm ("Basic PB" line). 
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Traffic class one priority parameter 

Figure 3.5: Waiting time as a function of the priority parameter for the SPBP system. 
A] = 0.18 and A2 = 0.18 packets/slot. 

Figures 3.5 to 3.8 show the effect of the priority parameter on the waiting time 

for a fixed arrival rate. From the throughput equations presented in Section 3.2.2, we 

see that a traffic class i has a portion 7; of the total throughput. Thus, we should 

expect that when a traffic class has an arrival rate smaller than its share of the total 

throughput (i.e. A,- < 7;/e), it will experience lower delays than the other traffic classes. 

We can clearly observe this phenomenon from the results: each traffic class has the same 

delay when their arrival rate is equivalent to their share of the total throughput, that 

is, when 7,- = A t /X^ = 1 A;. We should also underline the sharp "cutoff". We can thus 

select the priority parameter without having a good a priori knowledge of the traffic 

characteristics of each class. Finally, there is an interesting phenomenon that we can 

observe in the figures: the delay experienced by each traffic class (both lower and higher 

priority) decreases as we move away from the fair share point. That is, the more we favor 
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Figure 3.6: Waiting time as a function of the priority parameter for the SPBP system. 
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Figure 3.7: Waiting time as a function of the priority parameter for the FPBP system. 
Ai = 0.15 and A2 = 0.20 packets/slot. 
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Traffic class one priority parameter 

Figure 3.8: Waiting time as a function of the priority parameter for the FAPBP system. 
Aj = 0.05 and A2 = 0.30 packets/slot. 

a traffic class, not only does its delay decrease, as we expect, but the delay of the low-

priority class also decreases. This phenomenon can be explained by the fact that if we 

give a large priority parameter to a traffic class, there are less packets allowed to contend 

for the channel and there are less collisions, thus reducing the high priority delay. The 

prorating algorithm helps the low priority packets to take advantage of the high priority 

delay reduction and to decrease the low-priority delay. Thus, the optimum operating 

point is at 71 = 1 (if we want to give priority to class one traffic). 

The waiting time as a function of the high priority arrival rate is illustrated in Fig­

ures 3.9 to 3.12 for the three systems. Since, as explained previously, the optimal op­

erating point is at 71 = 1, only the results with this condition are presented. We have 

also simulated the systems for -)i = 0.5 and 71 = 0.75. However, the results are not 

interesting since the performance is better with 71 = 1 for both the waiting times of 

the low-priority and high-priority packets. From these result, we can observe that the 
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Figure 3.9: Waiting time as a function of traffic class one arrival rate for the SPBP 
system. A2 = 0.18 packets/slot and 71 = 1. 
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Figure 3.10: Waiting time as a function of traffic class one arrival rate for the FPBP 
system. A2 = 0.25 packets/slot and 71 = 1. 
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Figure 3.11: Waiting time as a function of traffic class one arrival rate for the FPBP 
system. A2 = 0.30 packets/slot and 71 = 1. 
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Figure 3.12: Waiting time as a function of traffic class one arrival rate for the FAPBP 
system. A2 = 0.20 packets/slot and ^i = 1. 
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proposed protocols meet our requirement, that is: 

• The high-priority waiting time is stable for a large range of traffic conditions. Fur­

thermore, even near the maximal total arrival rate (0.368 packets/slot) the waiting 

time of high priority packets remains almost at the same level; 

• The average waiting time of the two classes together is always lower than that of 

the reference protocol; 

• The low-priority traffic class suffers only a small degradation of its waiting time 

compare to the reference. 

We also see that regardless of the intensity of the low priority traffic (from A2 = 0.18 

to A2 = 0.3 packets/slot), the maximal average waiting time for the high-priority traffic 

class stays under 4 slots for the SPBP system and 3 frames for both the F P B P and 

FAPBP systems even if the total arrival rate is equal to 0.368 packets/slot. In fact, from 

the throughput equations presented in Section 3.2.2, we can deduce that the sub-system 

composed of traffic class one will remain stable while its arrival rate stays under 1/e. 

For the general case, even if the total throughput is limited to 1/e, the throughput of an 

individual class i with a priority parameter 7; can reach 7;/e, where 0 < 7,- < 1, regardless 

of the arrival rates of other classes. We have not been able to simulate these conditions 

because, when the total arrival rate exceeds 1/e, the buffer for traffic class two packets 

increases to infinity which is unmanageable on a computer. This stability for high-priority 

traffic even if the whole system is unstable is very important since under bursty traffic 

conditions, the high-priority packet waiting time will remain bounded for a great range 

of total arrival rates. Finally, we can observe that for the adaptation algorithm, for low 

arrival rates, the high-priority delay is slightly longer than for the normal fixed frame 

length algorithm. However, as the arrival rate increases, the difference disappears. Thus, 
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Figure 3.13: Cumulative density function of the waiting time for the SPBP system. 
Xi = 0.15 and X2 = 0.20 packets/slot. 7! = 1. 

if the number of slots used for the contention slots is an important issue, the adaptation 

algorithm can be considered without being penalized by a significant degradation of the 

high-priority traffic class delay (for the low-priority traffic class the difference observed 

in Section 3.3.1, i.e., a one frame additional delay, remains). 

The statistics presented so far are only average waiting time, but it is also important 

to.see how the waiting times are distributed. Figures 3.13 to 3.15 show the Cumulative 

Density Function (CDF) of the three systems. Each CDF has been computed based on 

the waiting time in number of frames (for the slotted system, we can consider it as a 

framed system with 1 slot per frame). The presented results are for a total arrival rate 

of 0.35 packets/slot which is almost the saturation point for the non-priority pseudo-

Bayesian algorithms. For the slotted system, we observe a great improvement for the 

high-priority traffic class while for the low-priority packets the performance is slightly 

better than the reference scheme. For example, for the SPBP system (Figure 3.13), 70% 
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Figure 3.14: Cumulative density function of the waiting time for the FPBP system. 
Ai = 0.15 and A2 = 0.20 packets/slot. 71 = 1. 
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Figure 3.15: Cumulative density function of the waiting time for the FAPBP system. 
Aj = 0.15 and A2 = 0.20 packets/slot. -yx = 1. 
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of the high priority packets are transmitted less than 3 slots after their arrival, while for 

the reference algorithm, it is 30 slots. Furthermore, 90% of the high-priority packets are 

transmitted less than 7 slots after their arrival with the priority protocol while for the 

non-priority algorithm it is completely out of range. 

For the framed system, the improvement is less spectacular but is still quite interest­

ing. For example, for the FPBP system (Figure 3.14), we move from a point where 90% 

of the packets were transmitted less than 10 frames after their arrival in the reference 

system to a transmission under 4 frames for the priority algorithm, which represents an 

improvement of 60%. We observe a similar improvement of 60% for the FAPBP system 

(Figure 3.15) where the CDF at 90% goes from 13 frames to 4.5 frames. 

3.4.2 Performance with More than Two Priority Classes 

In this section, we have performed simulations to determine how the PSBP algorithm 

reacts when more than two priority classes contend for the channel. The system has 

been observed with three priority classes and we will see that we can easily predict the 

performance of the algorithm with a higher number of classes. The total arrival process 

is Poisson with intensity Xi + A2 + A3 and each packet has an independent probability 

-W(^i + -̂ 2 + A3) of being part of traffic class i. The implemented prorating algorithm 

gives the following priority order: class one, class two and then class three. Thus even 

if two classes have the same priority parameter, a priority order will be given by the 

prorating algorithm. Other simulation conditions are similar to the ones presented in 

Section 3.4.1. 

Figures 3.16 and 3.17 illustrate the impact of the class one priority parameter on the 

waiting time for the slotted system. The priority parameters of the two other classes 

were set for each simulated condition to 7 — (1 — 7i) /2 . Thus no advantage is given to 
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Figure 3.16: Waiting time as a function of the traffic class one priority parameter. 
Ai = 0.08, A2 = 0.08 and A3 = 0.08 packets/slot. 

any of the low priority classes by the priority parameter. Only the prorating algorithm 

will implement the priority order among the two classes. 

From these results many interesting conclusions can be drawn. First, we see that 

the algorithm is performing as expected with three priority classes. That is, when the 

priority parameter of traffic class one exceed its share of the total throughput, it has the 

lower waiting time of all traffic classes. We also observe that even if class two and three 

have the same priority parameter, class two traffic has a lower waiting time resulting from 

the priority order in the prorating algorithm. This confirms that the prorating algorithm 

is a key part of the performance of the priority system. We also remark tha t when the 

priority parameter of traffic class one exceeds its fair share, the waiting time stays low 

and stable for a great range of traffic intensity (waiting time between 1.5 and 3 slots 

observed at 71 = 1 for all conditions). Finally, we see that the optimum operating point 

is, like for the two priority classes case, at 71 = 1. At this point, the "average" waiting 
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Figure 3.17: Waiting time as a function of the traffic class one priority parameter. 
Aj = 0.05, A2 = 0.15 and A3 = 0.15 packets/slot. 

time is at its lowest value. We can observe at this optimum point a slight improvement 

for the high-priority and "average" waiting time over the two priority classes case. This 

confirm our hypothesis that the priority algorithm tends to split the contention channel 

in different sub-channels when we deviate from the fair share region. The number of 

collisions is therefore reduced and the waiting time decreases. However, we see that the 

low-priority waiting time is higher than it was before. This is normal since we have 

introduced a middle priority class between the high and low priority classes that takes 

some share of the channel from the low priority class without affecting the high priority 

traffic. From these results, we can easily generalize to the.p priority classes case: 

• The algorithm will perform as expected in the general case with p priority classes; 

• The optimum operating point is at 71 = 1; 

• The prorating algorithm will implement the priority order among classes i, i > 2; 
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• When the number of classes increases, the performance slightly improves. 

The framed priority protocols implement the same algorithm that the slotted priority 

system uses. Therefore, the same conclusions can be drawn for the FPBP and FAPBP 

algorithms. 

3.5 Simulation Results with Self-Similar Traffic 

The pseudo-Bayesian algorithm (either with or without priority) is derived with the 

fundamental Poisson traffic assumption. However, it has been observed that real data 

traffic does not behave like a Poisson process. Instead, some authors demonstrated that 

many types of traffic like Ethernet traffic, wide area traffic and VBR video traffic exhibit 

long-range dependence and self-similar characteristics [54, 55, 56, 57]. In order to validate 

pseudo-Bayesian algorithms for an utilization in the "real world", we must submit them 

to non-Poisson traffic to observe their robustness. We have thus ran simulations of the 

pseudo-Bayesian algorithms with and without priority with an asymptotically self-similar 

arrival process of data packets. 

It has been shown that multiplexing constant-rate connections that have a Poisson 

arrival process and a heavy-tailed distributed connection lifetimes with infinite variance 

will result in an asymptotically self-similar data traffic [55]. We can show that the 

following probability density function satisfies the property of a heavy-tailed distribution 

with an infinite variance: 

p[X = x) = 4/(x(x + l)(x + 2)) f o r x > l (3.46) 

For a discussion on the generation of self-similar traffic and the proof that equation (3.46) 

is a heavy-tailed distribution with infinite variance see Appendix A. 
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Even if a Poisson traffic process is bursty on a short period of time, if we observe this 

process on a large time scale all the bursts will disappear and the traffic will appear to be 

at a constant rate. This property allows us to obtain steady-state value of the statistics 

if we simulate the system on a relatively long period of time. On the other hand, self-

similar traffic exhibits bursts of traffic on any time scale (this visual difference between 

a self-similar process and a Poisson process is well illustrated in [54]). This "burstiness" 

of a self-similar process makes it necessary that, even if the system is ergodic, we have to 

simulate it for an extremely long period of time in order to obtain steady-state statistic 

values. Instead, we have used a Monte-Carlo simulation approach to find the mean values 

of the waiting time with a confidence interval. 

Each experimental conditions has been simulated 400 times with a length of one 

million slots each run. For each simulation, average waiting time statistics have been 

computed. In each sample experiment, the sample means can be assumed to be com­

puted from a large number of iid means on observed subintervals of the total number 

of packets (in fact, since the arrival process is self-similar and exhibits some long-term 

correlation, each observations are not completely independent; however since the num­

ber of observations is large the independence assumption is good). Using the central 

limit theorem, we can thus assume that each sample mean is approximately Gaussian. 

According to [58], the (1 — a) x 100% confidence interval, for a particular sample of d 

observations X = (Xi,... ,Xd), is then given by: 

{Md-za,2A_lVdlVd,Md + z0l/24_lVdlVd) (3.47) 

where: 

Md = W*i and
 ^ = 77TE(^ -^ ) 2 (3-48) 

a j=x a l j=\ 

and za/2,d-i is the value for which a = 2Fd-i(—za/2,d-i) where Fd-\ is the Student's 

t-distribution CDF with d — 1 degrees of freedom. 
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In order to obtain comparable statistics between the non-priority and priority pseudo-

Bayesian algorithms, for each simulation run, both algorithms have been simulated with 

the same traffic scenario. For the non-priority algorithm, even if the packet type does 

not influence the algorithm, the waiting time for a type of packet can significantly differ 

from the total average waiting time for a particular traffic scenario. We thus computed 

separately the average waiting time of each traffic class in the non-priority algorithm. 

This allows a better comparison between the two algorithms waiting time. For each 

traffic scenario, the average waiting time improvement for traffic class one packets (high 

priority packets) was compiled. Since, the average waiting time obtained for a simulation 

run for each algorithm is assumed to be Gaussian, then the difference will also be Gaussian 

and we can thus use the confidence interval given by equation (3.47). 

To generate a traffic scenario with a traffic rate of A; (packets per slot) for priority class 

i} we produced a Poisson arrival process with intensity Â  of connections of priority class 

i such that X"iE[X] = A; (where X is distributed as (3.46)). Then each new connection 

generates one packet of priority class i per slot for a random period of time (the connection 

lifetime) drawn from the probability distribution given by equation (3.46). 

To evaluate how the algorithm is robust to data traffic different from Poisson traffic 

(in our case self-similar traffic), we have to simulate the system with conditions similar 

to the one that we will use if the traffic was Poisson. The algorithms are thus the 

same as they were with the Poisson traffic, the only change in the simulation is the 

arrival process. The arrival rate estimation is still made with a moving time-average of 

successful transmissions for each traffic class over a window period of 500 slots. Finally, 

the traffic class one priority parameter is set to its optimal value of one. 

Table 3.1 presents the results obtained for average traffic class one waiting time for 

the slotted system while Table 3.2 gives the average waiting time obtained by considering 

both classes together. Each result is given with its 90% confidence interval. Results for 
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Table 3.1: Traffic class one waiting time in number of slots for slotted pseudo-Bayesian 
algorithms with self-similar traffic (90% confidence interval) 

Ai 

0.05 

0.05 

0.05 

0.05 

0.05 

0.10 

0.10 

0.10 

0.15 

A2 

0.05 

0.10 

0.15 

0.20 

0.25 

0.10 

0.15 

0.20 

0.15 

Poisson 
Traffic (Non-

Priority) 

0.961 

1.40 

2.17 

3.61 

7.54 

2.17 

3.61 

7.54 

7.54 

Non-Priority 
Algorithm 

16.9 (14.3-19.6) 

25.3 (21.4-29.2) 

35.7 (32.3-39.1) 

54.1 (49.1-59.2) 

102 (95.3-109) 

33.2 (29.7-36.8) 

57.4 (52.0-62.7) 

102 (96.0-108) 

106 (100-113) 

Priority 
Algorithm 

13.5 (11.2-15.7) 

14.9 (12.2-17.7) 

14.8 (12.9-16.6) 

16.1 (13.8-18.4) 

15.9 (14.3-17.6) 

18.7 (16.4-21.1) 

21.7 (19.0-24.3) 

21.7 (19.8-23.7) 

28.9 (26.6-31.2) 

Improvement 

3.46 (3.05-3.88) 

10.3 (9.00-11.6) 

20.9 (18.8-22.9) 

38.0 (34.9-41.2) 

85.9 (80.4-91.4) 

14.5 (13.2-15.8) 

35.7 (32.7-38.7) 

80.5 (75.7-85.3) 

77.4 (72.8-82.0) 

the pseudo-Bayesian algorithm without priority with Poisson traffic are also presented to 

have a point of comparison. From these results, we easily see that there is a degradation 

of the waiting time for each protocol with self-similar traffic compared to the waiting 

time obtained with Poisson traffic. However, this is normal since self-similar traffic is 

a lot more bursty than Poisson traffic and thus some packets can experiment very long 

delays. Nevertheless, we observe that the priority scheme performs well with respect to 

the non-priority algorithm. We can see that with the priority scheme the waiting time for 

high priority packets is quite steady for any traffic conditions. It must be underlined that 

for every simulated traffic condition, the priority scheme provides an improvement for the 

class one waiting time for all traffic scenario. Finally, while with Poisson traffic we have 

observed an improvement of the average waiting time with the priority algorithm, with 

self-similar traffic there is a small degradation of the average waiting time. However, this 

degradation is overwhelmed by the great waiting time improvement given to the priority 

traffic with the priority algorithm. 
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Table 3.2: Average waiting time in number of slots for slotted pseudo-Bayesian algorithms 
with self-similar traffic (90% confidence interval) 

Ai 

0.05 

0.05 

0.05 

0.05 

0.05 

0.10 

0.10 

0.10 

0.15 

A2 

0.05 

0.10 

0.15 

0.20 

0.25 

0.10 

0.15 

0.20 

0.15 

Poisson 
Traffic (Non-

Priority) 

0.961 

1.40 

2.17 

3.61 

7.54 

2.17 

3.61 

7.54 

7.54 

Non-Priority 
Algorithm 

16.2 (14.4-18.0) 

25.9 (23.2-28.7) 

39.1 (35.3-43.0) 

55.4 (51.2-59.6) 

106 (99.0-112) 

33.4 (30.6-36.2) 

57.0 (52.7-61.4) 

102 (96.4-108) 

106 (100-113) 

Priority 
Algorithm 

16.9 (15.1-18.8) 

27.5 (24.6-30.4) 

41.9 (37.9-45.9) 

61.0 (56.3-65.7) 

121 (113-128) 

36.4 (33.3-39.4) 

64.4 (59.4-69.4) 

122 (115-129) 

130 (122-138) 

We have then simulated the non-priority and priority framed pseudo-Bayesian algo­

rithms with the same kind of traffic used for the slotted systems. The only difference is 

that a connection generates a packet per frame during its lifetime instead of one packet 

per slot as it was with the slotted system. We have used a frame length of 10 slots. 

Table 3.3 presents the results obtained for average traffic class one waiting time for the 

framed system while Table 3.4 gives the average waiting time obtained by considering 

both classes together. Each result is given with its 90% confidence interval. Results 

for the framed pseudo-Bayesian algorithm without priority with Poisson traffic are also 

presented to have a point of comparison. Although the framed pseudo-Bayesian algo­

rithms present a performance degradation when they are used with self-similar traffic 

with respect to the results obtained with Poisson traffic, the performance degradation is 

less drastic than the one observed with their slotted counterpart. The priority scheme 

still provides a waiting time improvement for high priority traffic under all simulated 

conditions. Finally, in the framed environment, we see that the average waiting for the 
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Table 3.3: Traffic class one waiting time in number of frames for framed pseudo-Bayesian 
algorithms with self-similar traffic (90% confidence interval) 

Ai 

0.05 

0.05 

0.05 

0.05 

0.10 

0.10 

0.10 

0.10 

0.15 

0.15 

A2 

0.15 

0.20 

0.25 

0.30 

0.10 

0.15 

0.20 

0.25 

0.15 

0.20 

Poisson 
Traffic (Non-

Priority) 

1.35 

1.55 

1.98 

4.74 

1.35 

1.55 

1.98 

4,74 

1.98 

4.74 

Non-Priority 
Algorithm 

1.68 (1.68-1.69) 

2.59 (2.57-2.62) 

6.48 (6.18-6.77) 

34.0 (32.1-35.9) 

1.68 (1.68-1.69) 

2.58 (2.56-2.60) 

6.16 (5.97-6.35) 

33.9 (32.2-35.5) 

6.11 (5.91-6.31) 

33.4 (31.8-35.1) 

Priority 
Algorithm 

1.53 (1.52-1.53) 

1.81 (1.80-1.81) 

2.16 (2.16-2.16) 

2.60 (2.60-2.60) 

1.53 (1.53-1.53) 

1.81 (1.81-1.81) 

2.16 (2.16-2.16) 

2.59 (2.59-2.59) 

2.22 (2.21-2.22) 

2.64 (2.64-2.64) 

Improvement 

0.16 (0.15-0.16) 

0.79 (0.77-0.81) 

4.32 (4.03-4.61) 

31.4 (29.5-33.3) 

0.15 (0.15-0.16) 

0.77 (0.75-0.79) 

4.00 (3.81-4.19) 

31.3 (29.6-33.0) 

3.89 (3.69-4.09) 

30.8 (29.1-32.5) 

Table 3.4: Average waiting time in number of frames for framed pseudo-Bayesian algo­
rithms with self-similar traffic (90% confidence interval) 

Ai 

0.05 

0.05 

0.05 

0.05 

0.10 

0.10 

0.10 

0.10 

0.15 

0.15 

A2 

0.15 

0.20 

0.25 

0.30 

0.10 

0.15 

0.20 

0.25 

0.15 

0.20 

Poisson 
Traffic (Non-

Priority) 

1.35 

1.55 

1.98 

4.74 

1.35 

1,55 

1.98 

4.74 

1.98 

4.74 

Non-Priority 
Algorithm 

1.68 (1.68-1.69) 

2.60 (2.58-2.62) 

6.40 (6.18-6.62) 

34.0 (32.6-35.9) 

1.68 (1.68-1.69) 

2.59 (2.57-2.61) 

6.16 (5.98-6.35) 

34.0 (32.3-35.7) 

6.13 (5.92-6.33) 

33.6 (31.9-35.3) 

Priority 
Algorithm 

1.68 (1.68-1.69) 

2.59 (2.57-2.62) 

6.41 (6.18-6.64) 

34.9 (32.9-36.8) 

1.68 (1.67-1.68) 

2.57 (2.55-2.59) 

6.09 (5.90-6.28) 

34.2 (32.4-36.0) 

5.95 (5.76-6.14) 

32.2 (30.5-33.9) 
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non-priority and priority algorithms are similar. 

We can conclude that the pseudo-Bayesian algorithms have a better reaction to self-

similar traffic in the framed environment than in the slotted one. This can be explained 

by the fact that the framed algorithm will try to spread the burst of data over the entire 

frame by its random slot selection process. Furthermore, we have demonstrated that 

the priority algorithm is robust to the type traffic that exhibits the most burstiness (i.e. 

self-similar traffic). It is thus reasonable to predict that it will be robust to any other 

kinds of traffic. 



Chapter 4 

Integrated Resource Allocation 

Algorithm for DR-TDMA 

In Section 2.5, we have proposed a novel DR-TDMA MAC protocol for a wireless ATM 

network. One of the key feature of the DR-TDMA protocol is the framed Pseudo-

Bayesian priority Aloha algorithm introduced in Section 3.3.2 that minimizes the con­

tention delay and provides priority services. The other main feature of the DR-TDMA 

WATM MAC protocol is the integrated resource allocation algorithm presented in this 

chapter. Once connections have transmitted their bandwidth requests to the base station, 

either in control packets or piggybacked to WATM data cells, the DR-TDMA schedul­

ing algorithm allocates the TDMA slots to the connections according to their required 

bandwidth and QoS while maximizing the wireless channel utilization. The proposed 

resource allocation algorithm integrates CBR, VBR and ABR traffic while maintaining 

their respective QoS. It also uses the FPBP algorithm to manage the control slots access 

and to dynamically adjust the uplink control period length. Furthermore, we introduce 

a novel rate-based VBR allocation algorithm featuring a cell control algorithm to define 

the flow conformance to the VBR traffic contract. Cells that conform with the traffic 

parameters receive a guaranteed service while the non-conforming cells take advantage 

of unused resources with a best effort service strategy. Simulation results illustrating 

the performance of the DR-TDMA MAC protocol with different traffic scenarios are 

79 
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Frame t-1 Frame f Frame t+1 

Figure 4.1: Bandwidth allocation problem 

presented at the end of the chapter. 

4.1 Bandwidth Allocation for Wireless ATM 

The main objective of a wireless ATM bandwidth allocation algorithm is to efficiently 

exploit statistical multiplexing while maintaining the negotiated quality of service of each 

admitted connection in the network. In wired ATM, to achieve statistical multiplexing, 

the switch scheduler has a direct access to stream buffers. However, in wireless ATM 

the stream buffers are distributed within the mobile terminals and the scheduler does 

not have a direct access to the buffer state information. Furthermore, the wireless ATM 

MAC scheduler must deal with the difficulties imposed by the TDMA frame structure. 

Figure 4.1 illustrates the bandwidth allocation problem for uplink and downlink slots 

in a frame t + 1. For uplink allocation, a mobile must observe its dynamic parameters in 

frame t — 1, transmit them to the base station in frame t and receive the slot allocation 

in frame t + 1. Any delay in transmitting information from the mobile to the base 

station scheduler will degrade the allocation algorithm performance. On the other hand, 

for downlink allocation, the base station has a direct access to the downlink stream 

buffers. From the observation made in frame t, it can send downlink slots transmission 

announcement at the beginning of frame t + 1. However, since the allocation (both for 

uplink and downlink) in a frame can only be decided at the beginning of the MAC frame 

(for reservation based protocol), any unutilized slots cannot be reallocated based on the 
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instantaneous requirements of the other streams. 

The bandwidth allocation problem can be divided into two parts: the scheduling 

information and the scheduling algorithm. In the following subsections, we will try to 

describe these two problems and the solutions that have been proposed in the literature. 

4.1.1 Scheduling Information 

A scheduling algorithm must decide, according to the requirements and characteristics of 

each connection, how to allocate the available bandwidth based on its knowledge of the 

system state. Thus, two types of information are needed by the base station scheduler: 

characteristics of admitted connections and dynamic state of the system. 

When a new connection is established, it transmits its characteristics to the base 

station. These consist of the type of data, quality of service requirements and physical, 

limits. More precisely, the following list illustrates some connection characteristics that 

can be useful to a scheduling algorithm: 

• Data type: 

— CBR, VBR or ABR; 

— Delay sensitive data or not; 

— Real time traffic or not; 

— Priority; 

• Cell rate: 

— Minimum cell rate; 

— Sustained cell rate; 

— Source peak cell rate; 
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— Equivalent bandwidth (for VBR traffic); 

— Leaky bucket parameters; 

• Delay: 

— Maximum cell delay; 

— Cell delay variation (jitter); 

• Wireless cell loss rate; 

• Maximum cell rate supported by the mobile radio transmitter [13]. 

In order to determine slot allocation, the base station scheduler must know the actual 

network state. The capacity requirements of each connection, buffers state and radio link 

measurements are some elements of the network state. The following list enumerates 

dynamic information that can be used by the scheduling algorithm to determine the 

network state: 

• Required bandwidth (can be explicit requirement or binary feedback: more or less 

than last allocation); 

• Arrival of a new message (with length of the message); 

• Instantaneous cell arrival rate; 

• Number of arrivals in the last frame; 

• Buffer state: 

— Number of queued cells; 

— Increase or decrease of buffer length; 
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— Discrete buffer state (empty, relatively empty, full, overflow, . . . ); 

— Residual lifetime of most critical queued cell; 

— Mean residual lifetime of n most critical queued cell; 

• Radio link bit error rate; 

• Retransmission of corrupted wireless cells; 

• Power allocation [13]; 

• Allocation-utilization ratio (fraction of allocated slots which are actually used); 

• Time of the last arrival. 

These information can be measured directly by the base station where possible, or trans­

mitted from the mobile to the base station either in uplink control slots or piggybacked 

to information cells. For the cases where the dynamic state parameters of the system 

must be transmitted from the mobile to the base station, the amount of information, the 

encoding of the information and the frequency at which the information is transmitted 

must be selected to reduce the channel traffic and the overhead while allowing the base 

station to maintain an accurate picture of the network state. 

4.1.2 Review of Proposed Scheduling Algorithms 

Scheduling algorithms differ depending on which type of traffic it must schedule. CBR, 

VBR and ABR traffic are treated in different ways, although for a multimedia environ­

ment, the bandwidth scheduler must integrate these traffic types since the radio resource 

is shared among them. In the literature, we have found only two schemes that "integrate 

CBR, VBR and ABR traffic in the channel allocation. Most of the other proposals only 

consider one or two types of traffic. 
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C B R Allocat ion 

CBR traffic is the easiest type of traffic to schedule. Since the fixed stream arrival rate is 

declared at the connection admission, the base station just have to allocate the required 

number of slots in each frame. The scheduler will try to keep the position of the assigned 

slot within a frame relatively static to facilitate the operation of low complexity terminals. 

The most obvious allocation scheme is the one used in PRMA where the same slot in 

subsequent frames is allocated to a mobile during the entire length of the connection [21]. 

However, in wireless ATM the bit rate is not identical for each connection and might 

not coincide with the frame length (i.e. the number of required cells per frame is not an 

integer). In [5], an algorithm is proposed to solve the latter problem. Periodically, an 

additional reservation is added in a frame in order to provide the required bit rate over 

multiple frames. A similar approach is used in [37] where an embedded frame scheme is 

used. 

In C-PRMA [24], the scheduling algorithm is based on the maximum delay before 

the next packet in the connection stream will be discarded. The next transmission is 

thus scheduled before the expiration time of the packet; if it is not possible, the packet 

is discarded. Finally, in [59] it is proposed to use the time of the last arrival to predict 

the time of the next arrival, since the inter-arrival time is fixed in CBR. 

Voice connections with a voice activity detector can also be considered as CBR con­

nections. The only difference is that the bit rate is constant over a talkspurt, thus the 

above algorithms can be used on a talkspurt basis. To maintain the quality of service, 

a mechanism allowing a mobile to rapidly inform the base station of the beginning of a 

talkspurt is required. The mobile also informs the scheduler of the end of a talkspurt 

with a piggybacked bit for example. 
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A B R Al locat ion 

For ABR traffic not many algorithms are proposed. Mainly the proposed schemes are 

similar with what is actually used in wired networks for data traffic. The algorithm must 

be efficient and also fair between each mobile (i.e. a mobile with a lot of data must not 

prevent other users to have access to the channel). When a mobile receives new cells 

it informs the base station of the number of arrivals using uplink control slots or it can 

piggyback with each cell the number of ABR packets queued at the mobile. Based on 

this information, the scheduler can implement one of the following algorithms to allocate 

slots: 

• First In First Out (FIFO); 

• Fair queuing; 

• Burst service; 

• Time-of-expiration based queue service [1]. 

V B R Al locat ion 

For VBR allocation, two approaches are proposed: algorithms specifically designed for 

VBR traffic or a combination of CBR fixed periodic assignment with ABR dynamic 

allocation. The latter approach is proposed in [1, 27], however no concrete algorithm is 

described. 

In [60], the author proposes to use a prediction field in the cell header for explicit 

scheduling of the next cell. For layered VBR sources (e.g. video), the author in [32] 

proposes to use a VBR allocation algorithm providing both guaranteed and best effort 

services. It has been shown that, for coder generating two-layer priority coding, as 

long as the baseband cells are received, the enhancement-layer cells can be discarded 
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without significantly reducing the picture quality. Thus, only the baseband layer needs a 

guaranteed service and the enhancement-layer cells can receive a lower QoS. In addition, 

retransmissions are only needed for baseband packets, further reducing the traffic on the 

channel. Although the cell arrival prediction and VBR service layering are interesting 

concepts, no concrete algorithm are presented in the papers. 

For the NEC WATM MAC protocol, an adaptive wireless slot allocation scheme that 

tracks the short and long term rate variations of VBR virtual circuits is proposed in [29]. 

The slot allocation estimation uses instantaneous traffic rate, buffer state and allocation-

utilization information. The estimation philosophy is motivated by the fact that the rate 

of a typical video stream is constant over a video frame which is usually longer than 

the MAC frame length. While for downlink connections the base scheduler has direct 

access to input rate and buffer state such that the estimation can be performed in a 

straightforward way, for uplink connections the estimation algorithm is determined by 

the adopted control strategy. Two uplink estimation control schemes are proposed in the 

paper. In the first one, estimation for a connection is performed within the source mobile 

terminal using the input rate and buffer state information. The estimated allocation 

requirement is then sent to the base scheduler by using an out-of-band control message. 

The other approach uses an in-band signaling to transmit a compressed version of the 

buffer state information from the mobile to the base station. Allocation estimation is then 

centrally made in the base station scheduler using allocation-utilization ratio and com­

pressed buffer state information. Simulation results show that the maximum throughput 

that the proposed protocol can sustain while maintaining reasonable QoS remains low 

(in the range of 60 to 70%). Furthermore, when the number of VBR connections in the 

system is low, they have a problem of over-allocation (i.e. too many slots are allocated 

for VBR traffic and are therefore not available to lower priority traffic like ABR). 
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Integrated Traffic Al locat ion Algori thm 

In a mixed traffic environment, each traffic category has its own traffic properties and 

service requirements. Thus, in the slot assignments different priority must be assigned 

for each connection in order to maintain the required QoS. Generally speaking, CBR 

traffic has priority over VBR connections and those have priority over ABR data.' 

For the DSAMA protocol [33], an integrated scheduling algorithm is presented. The 

types of traffic considered are: voice traffic, VBR (video) traffic and data. VBR sources 

are characterized by their equivalent bandwidth (an ON/OFF source model is used), their 

buffer status (empty or full) and their instantaneous slots requirements. The scheduler 

will try to allocate slots to each connection in this order: voice connections, buffer full 

video connections, buffer empty video connections who need less than their equivalent 

bandwidth, buffer empty video connections that need more than their equivalent band­

width, and data connections. Slots will be release from data connections and buffer empty 

video connections if there is not enough slots for voice and buffer full video connections. 

A similar approach is presented for the PRMA/DA protocol [30]. The base station 

scheduler requires the following parameters: the average traffic rate , the peak rate and 

the number of requested slots by each connection. First, every CBR connection is assigned 

slots according to its declared bit rate at admission. Second, a number of slots equal to 

the sum of the average traffic rate of VBR connections is assigned to VBR traffic. If the 

leftover is not totally used by the ABR connections, the remainder is reallocated to VBR 

connections. The allocated slots are then distributed, in each group, according to the 

average traffic rate of individual connections. Surplus slots from connections requiring 

less bandwidth will be distributed to connections requesting more slots. An algorithm 

to dynamically determine the required number of control slots in each frame is also 

presented. 
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These two integrated scheduling algorithms present some pitfalls. First, both of 

them need the exact number of required slots to perform their allocation. However, 

transmitting the required number of slots will require a lot of overhead (each cell must 

include this field) or a lot of traffic in the uplink control slots. Furthermore, how these 

requirements are calculated is not presented and, if no estimation is made, this number 

will represent the needs of two frames before (as explained at the beginning of Section 4.1). 

4.2 Multimedia Source Characteristics 

The CBR, VBR and ABR wireless ATM services can be categorized into two basic 

traffic type: Real Time Traffic (RTT) and Non-Real Time Traffic (NRTT). CBR service 

(low complexity voice terminal) and VBR service (voice terminal with voice activity 

detector, compressed video) are RTT type sources. If a RTT packet is not delivered to 

its destination within its Maximum Transfer Delay (MTD), it would be dropped. In 

general, the RTT performance is measured by the cell dropping or loss probability and 

the cell delay. Cell j i t ter performance is not considered since it can be corrected by using 

a leaky bucket at the interface between the wireless hop and the wired network. On the 

other hand NRTT (ABR service) is more tolerant to delay but has stringent requirements 

for cell loss probability. The NRTT performance is described by its- cell delay. 

In this section, we present the models used to describe the wireless ATM sources 

that we have considered in this thesis: a voice source, a data source and a VBR source. 

The allocation for CBR sources is trivial: periodic slots are allocated to a connection 

according to its declared bit rate during its lifetime. Although an allocation algorithm 

for CBR traffic is described in Section 4.3.5, we have not considered the effect of CBR 

sources in our research and no source model is presented. The data source model is used 

to represent ABR traffic. However, we did not considered the ABR congestion control 
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mechanism [61, 62, 63, 64] since to evaluate it correctly, we have to integrate the wireless 

link in a complete network which is not our goal in this research. 

4.2.1 Voice Source Model 

The simplest model for a voice source is to represent it as a CBR source that transmits 

packets at the same rate for the entire duration of the connection. However, a voice source 

generates a signal that follows a pattern of talkspurt and silent gaps and a speech activity 

detector can be used to detect this pattern. Data transmission can thus be stopped during 

periods of voice inactivity to reduce the traffic and increase the statistical multiplexing. 

Therefore, a voice source can be described by an ON/OFF model. An O N / O F F source 

alternates between two states: the ON state where the source generates packets at rate 

Rv and the OFF state where no packets are generated. ON and OFF state durations are 

modeled by exponential distributions with means t\° and t\°, respectively. This model 

is similar to the "slow" speech activity detector model described in [65] and we have 

selected the same parameter values for t\° and tf • 

A voice source is also characterized by the encoder bit rate Rv and the packetization 

delay to assemble a packet payload Tv. In our case we have a payload of 48 bytes, we thus 

have Tv — 384/Rv. The voice activity ratio of a voice source is defined as t\°j{tv
h° + t^°) 

and represents the average number of packet transmitted by the source per period Tv. 

Our voice source model has a one packet buffer. That is, when a new voice packet 

is generated, if the previous packet has not been transmitted, the buffered packet is 

discarded. The MTD is thus equal to the packetization delay Tv. Finally, voice request 

packets are assigned a high priority for the contention protocol. Table 4.1 summarizes 

the voice source parameters. 
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Table 4.1: Voice source model parameters 

J.VO 

-t-VO 

Activity ratio 
Rv 

T 
MTD 
Priority 

1.00 s 
1.35 s 
0.426 

24 Kbps 
16 ms 
16 ms 

high 

4.2.2 Data Source Model 

Data sources are represented by a model where groups of packets arrive in the buffer at a 

certain rate. This model is in accordance with the AAL5 layer that will be used for ABR 

and Unspecified Bit Rate (UBR) traffic. When AAL5 receives a packet from an upper 

layer, it segments the packet in ATM cell of 48 bytes (or wireless ATM cells in our case). 

It is thus reasonable to assume that these cells arrive in the wireless ATM MAC data 

buffer at approximately the same time since the packetization rate will be much faster 

than the channel rate. 

The interarrival time between two groups of packets is exponentially distributed with 

mean tj,. The number of packets in a batch arrival is given by b = \x~\ where x is gamma 

distributed with* parameter (3 and 9. That is, the random variable x is the sum of (3 

independent, exponentially distributed random variables, each with mean 1/(39. With 

the use of a random number generator, we can find that b has a mean /i& approximately 

given by 1/9 + 0.5 and a mode value of ^j- + 0.5. We have selected this model instead 

of the usual geometric model because the later one has a mode value of one which is not 

realistic for ABR traffic. 

Even if data are non-real time traffic, we also assign a maximum transfer delay to 

the packets. This delay is chosen long enough such that it would not cause any loss 
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under normal operation. But when the load is too heavy, this allows the old packets to 

be discarded. In fact, this is similar to have a finite buffer length. Finally, data request 

packets are assigned a low priority for the contention protocol. 

4.2.3 VBR Source Model 

A VBR source generates a traffic flow at a rate which varies with time. If the transmission 

rate takes continuous values and varies in an uncontrolled manner, it would be complex 

and require a heavy control traffic from the VBR source to the base station in order to 

implement an efficient scheduling algorithm. This is due to the fact that the resource 

allocation algorithm needs to know what is the buffer state in the VBR source in order to 

efficiently schedule slots while respecting the VBR connections QoS. We have therefore 

decided to use a discrete rates VBR model. In this model, the source traffic flow, after 

cell c arrival, has an instantaneous cell rate lcRb where lc = 0 , 1 , . . . is the transmission 

rate level and Rf, is the basic source cell rate. When cell c arrives, the cell arrival rate 

changes to the value lc+1Rb (n.b. lc+1Rb can be equal to lcRb) and packet c + 1 will 

arrive l / ( / c + 1 i 4 ) seconds after cell c arrival. This model is conforming with real VBR 

sources. For example, a VBR video coder can be forced to transmit cells using a limited 

number of transmission rates [66, 67]. A VBR traffic flow can also be rate-controlled 

using algorithms similar,,to the ones presented in [68]. 

The rate-controlled VBR arrival traffic can be modeled, similarly to what was pro­

posed in [69], by a superposition of S ON/OFF sources. Each O N / O F F source s 

(s = 1 , . . . , S) alternates between the ON and OFF states. ON and OFF state du­

rations are modeled by exponential distributions with means tfr and tfr, respectively. 

This mathematical model can not represent every types of VBR connections but is good 

enough to show the protocol efficiency and properties. The parameter lc is equal to the 



Chapter 4. Integrated Resource Allocation Algorithm for DR-TDMA 92 

number of sources simultaneously in the ON state at discrete time e. 

Suppose that there are lc (lc = 1 , . . . , S) ON sources after the transmission of packet 

c, then each of the lc ON sources ends its ON state before the transmission of packet 

c + 1 with probability 

PoN.OFF = 1 - e-m^r) (4.i) 

Similarly, each of the S — lc OFF sources ends its OFF state before the transmission of 

packet c + 1 with probability 

POFF-ON = i _ e - i / ( ^ 6 r ) (4.2) 

OFF be the number of ON sources that ended their ON state before the transmis­

sion of packet c + 1 and -SOFF-ON the number of OFF sources that ended their OFF state 

before the transmission of packet c + 1 , then 

I = I iJoN-OFF + '-'OFF-ON \^-^) 

If lc — 0, then after a time 

7 = min (Ts) (4.4) 
s=l , . . . ,b 

where Ts is the OFF state length of source s (exponentially distributed with mean tfbr), 

lc changes to 1. Packet c + 1 is then transmitted after a time l / /? j and the state transition 

probabilities are computed as described above. 

The VBR arrival flow is thus characterized by the following parameters of the super­

position of O N / O F F sources model: 

• Ry. the basic cell rate of one ON/OFF source; 

r 

• S: the number of ON/OFF sources; 
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• tv
b

br: the mean ON state length of one ON/OFF source; 

• tfr: the mean OFF state length of one O N / O F F source. 

With this VBR source model, the average cell rate is: 

-ivbr 

Rc = —i T-SRh cells/second (4.5) 

and the average connection bit rate is 384i?c bits/second if we considered an ATM payload 

of 48 bytes per cell. Finally, the maximum bit rate is Rmax — 3845-Rf, bits/second. 

When a VBR connection is admitted in the wireless ATM network, it is required to 

specify the traffic parameter of its transmission flow. Cells that conform to the traffic 

contract of their VBR connection receive a high quality of service (guaranteed service) 

while non-conforming cells receive a low quality of service (best-effort service). Non­

conforming cells are not discarded to allow them to take advantage of unused resources in 

the network. Figure 4.2 shows the cell control algorithm that allows packets that conform 

with the declared guaranteed VBR traffic parameter to be placed in the guaranteed 

buffer while non-conforming cells are put in the best-effort buffer. Cells are queued in 

the guaranteed and best effort buffer until they receive a slot allocation for transmission 

over the wireless channel. In the cell control algorithm, guaranteed tokens arrive at a 

constant rate of gR{, and are queued in the guaranteed token pool. The token pool can 

store a limit of W tokens. If a guaranteed token arrives when there are W tokens in the 

token pool, the arriving token is lost. 

When a packet arrives from the VBR rate-controlled source, the cell control algorithm 

determines if the packet conforms with the guaranteed traffic parameter. An arriving 

packet is considered to comply with the guaranteed traffic parameter if, when the packet 

arrives from the source, there is a guaranteed token in the guaranteed token pool. If it 

is the case, a token is removed from the guaranteed token pool and the packet is placed 
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Guaranteed buffer 

Remove one token 
from the guaranteed 

token pool 

Arriving packets from 
the rate-controlled 

VBR source 

Best effort buffer 

Arriving guaranteed 
tokens at rate gR> 

(turned away if there are W 
tokens in the token pool) 

Figure 4.2: Cell Control Algorithm 

in the guaranteed buffer and will receive a high QoS. Otherwise, if the guaranteed token 

pool is empty, the packet is put in the best effort buffer and will receive a low QoS. 

The cell control algorithm that we use is quite similar to the virtual scheduling algo­

rithm proposed by the ATM Forum [61]. The only difference is that in our model, the 

next token arrival time is determined by the last token arrival time while in the ATM 

Forum proposal the packet arrival time is also considered. This modification facilitates 

the implementation of the prediction algorithm presented in Section 4.3.3 while barely 

affecting the traffic characteristics. 

For the DR-TDMA WATM MAC protocol, a VBR connection is described by the 

following traffic parameters: • 

• Ri>: the source basic cell rate; 

• g: the parameter characterizing the sustained guaranteed cell rate gRb', 

• W: the guaranteed token pool depth; 
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• Peak Cell Rate (PCR): maximum guaranteed cell rate; 

• MTD: the maximum cell transfer delay from the best-effort or guaranteed buffer 

to the base station. 

The connection PCR is determined by the rate-controlling algorithm, that is PCR = 

nmaxRb where nmax is the maximum lc that the rate-controlling algorithm allows. The 

cell control algorithm then determines the Maximum Burst Size (MBS) that may be 

transmitted at PCR and still be in conformance with the traffic contract. The MBS in 

number of cells is given by: 

W x PCR 
MBS = 1 + (4.6) 

?GR - gRb_ 

The token pool depth W can also be related to the Burst Tolerance (BT)[61] with the 

following relation: 

W 
B T = ^ <4-7> 

If the VBR rate-controlled arrival flow (either from a video coder or from a rate-

controlling algorithm) conforms to the guaranteed traffic parameter, the connection will 

receive a high QoS. Otherwise, only cells that conform to the guaranteed contract receive 

high QoS and extra cells receive a low QoS. When a queued packet exceeds its MTD, 

it is removed from the buffer. We have assumed that the guaranteed and best-effort 

queues have an infinite length. However, since packets are discarded when they exceed 

their MTD, overflow will be avoid if the queues' length are greater than MTD x PCR. It 

can be noted that a voice source with a voice activity detector can be treated as a VBR 

connection with one ON-OFF source, g = 1 and W = 1 . 
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4.3 DR-TDMA Allocation Algorithms 

In this work we only considered the allocation for uplink connections since downlink al­

location can be done like in a usual ATM switch because the base station has a direct 

access to the downlink connection buffers (the only slight difference is that allocation 

decisions in the wireless scheduler are made on a frame basis). However, this is not the 

case for uplink connections where the buffers are distributed among the mobiles and the 

multiplexer only has an indirect access to the buffer status information through piggy­

backing, control packets and feedback. Therefore, downlink slot allocation is a simple 

problem compared to uplink allocation. Distribution of the number of slots between the 

uplink and downlink periods is simply done by considering the instantaneous request of 

the connections. 

For our DR-TDMA MAC protocol architecture, the scheduler decides, based on its 

current knowledge of the network state and connections traffic parameters, how to assign 

slots to each connection and the number of slots to allocate for control traffic. In the fol­

lowing subsections, we describe the allocation algorithms for voice, data, VBR and CBR 

traffic and for contention traffic. Then the integration of these algorithms is described. 

4.3.1 Slot Allocation Algori thm for Voice Traffic 

The slot allocation algorithm for voice traffic uses a Time-To-Expiry (TTE) approach 

where the connection for which the voice packet will expire and be discarded first receive 

the slot allocation. When a new voice call is established, the mobile sends a request 

packet in the contention period using the FPBP protocol with high priority until suc­

cess. This control packet contains the voice connection encoder bit rate from which the 

cell interarrival time can be computed in the base station. At the beginning of a new 

talkspurt, the mobile also sends a high priority control packet in the contention period 
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until success or the talkspurt ends. The control packet contains the time of arrival of the 

last voice packet. A connection is considered as active when the base station receives a 

control packet indicating the beginning of a talkspurt. 

For each active connection, the base station records the time of the last voice packet 

arrival. The scheduler is thus able to find the waiting time experienced by a packet and 

when it will be lost. It can also predict the arrival time of the next packet for each active 

voice connection. When the voice activity detector detects the end of a talkspurt it will 

set a bit in the last talkspurt packet to indicate to the scheduler the beginning of a silent 

gap. The scheduler then removes the connection from the active set after the reception 

of the last talkspurt packet. If this packet is lost, a control packet is sent to the base 

station, either in contention or in the next slot allocated by the base station to this voice 

connection. 

For each active connection, the base station keeps the time of the last packet arrival 

if it has not yet been transmitted or, otherwise, the time of the next arrival. Active voice 

connections are sorted in a list in increasing order of TTE where T T E = MTD — (Time — 

Arrival Time). Assume that A slots are available for voice transmissions. The scheduler 

then allocates slots to the connections that have waiting packets in order of increasing 

TTE. The allocation algorithm can be summarized as follows (in the algorithm the T T E 

always refers to the TTE of the first connection in the list): 

while (A > 0 and TTE < MTD) 

/* T T E < MTD ensures that the packet has arrived in the mobile */ 

if (TTE > 0) 

Allocate a slot to the first connection in the list 

A = A - l 

if (This packet is the last of the talkspurt) 
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Remove the connection from the active list 

else 

Enter this connection in the list with the TTE corresponding 

to the time of the next arrival 

else 

Packet loss 

Enter this connection in the list with the TTE corresponding 

to the time of the next arrival 

4.3.2 Slot Allocation Algorithm for Data Traffic 

For the data traffic slot allocation algorithm, the base station keeps the buffer length 

status of active connections (an active data connection is defined as a connection with 

a non-zero buffer length) and allocates slots to the connections using a fair bandwidth 

allocation algorithm. When a batch of packets arrives at a mobile during frame £, the 

mobile MAC controller sends a piggybacked request or a control packet depending on the 

mobile's queue state at the beginning of frame t + 1. This gated mode of operation is used 

because we assume that the wireless packets are formed at the beginning of the frame and 

can not be modified just before transmission to piggyback the new information. This is a 

realistic assumption since we do not know the processing time that this modification will 

required and it is also a worst case assumption. If the queue is empty at the beginning 

of frame t + 1, the mobile sends a low priority control request packet in the following 

contention periods using the FPBP protocol until success. Otherwise, the request will be 

piggybacked to the next information packet transmitted to the base station. The request 

contains the number of packets in the new batch arrival. This allows the base station to 
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keep the exact buffer length of each active connection. Since slot allocation is announced 

at the beginning of the frame, allocation for this new request can only start during the 

next frame. Thus, for a batch arrived in frame t and for which the request has been 

successfully received in frame t + 1, the slot allocation for these packets can only begin in 

frame t + 2. There is thus a minimum waiting time of 2T, where T is the frame length, 

for data packets transmission. 

Based on the current buffer length status of all active connections, the base station 

scheduler allocates the A available slots-to connections according to the fair bandwidth 

allocation algorithm. The algorithm, adapted to the slotted environment (i.e. we must 

assign an integer number of slots instead of a continuous bandwidth), can be described 

as follows: 

if (The sum of individual demands< A) 

Allocate requested demand to all connections 

Update connections buffer length 

else 

while (A > 0) 

/* C is the number of data active connections */ 

Fa i r= |A /CJ 

if (Fair=0) 

Fai r=l 

for (All active connections) 

if (A=0) 

Stop 

if (Connection buffer length < Fair) 

Allocate buffer length 
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Update buffer length 

Remove connection from active set and C — C — 1 

A = A- Buffer length 

else 

Allocate Fair 

Update buffer length 

A = A- Fair 

For example, assume that five connections have the following buffer length: [2,1,4,3,6] 

and that the number of available slots is 11. During the first allocation round, the fair 

share is 2 slots and connection 2 receives 1 slot and connections 1, 3, 4 and 5 receive 

2 slots. There is still 2 slots available and the active connection set is now made of 

connections 3, 4 and 5. For the next allocation round the fair share is 1 and connections 

3 and 4 receives 1 slot while connection 5 receives no slot. The allocation algorithm is 

then finished and the active connection set is composed of connections 3 and 5. 

When a mobile receives its slot allocation, it can serve packets that are queued in 

its buffer in the order that it prefers. We have decided in this thesis to implement a 

FIFO queuing discipline for mobile's buffer. Finally, at the beginning of each frame, the 

base station scheduler will update the buffer length status of connections for which it has 

received a request in the last frame (either a control packet or a piggybacked request) 

and if the connection was not in the active connection set it will be added to the list. 

4.3.3 Slot Allocation Algorithm for VBR Traffic 

The rate-based VBR allocation algorithm maintains in the base station a virtual status 

of each admitted VBR connection queue (number of packets and time of arrival) and 

allocates slots according to the specified QoS and the VBR connections' virtual queue 
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in the base station. The current cell arrival rate of the VBR source is transmitted from 

the mobile to the base station piggybacked to data packets or in control packets and 

is used to predict the guaranteed and best effort buffer status of the connection. Our 

allocation strategy provides both guaranteed and best effort services for traffic parameters 

conforming and non-conforming cells, respectively. Guaranteed packets are served using 

a T T E approach while best effort cells are scheduled according to the fair bandwidth 

allocation algorithm. 

When a new VBR connection is established, the mobile sends a high priority request 

packet in the contention period using the FPBP protocol. This packet contains the VBR 

traffic parameters, that is the source basic rate Rb, the guaranteed parameter g, the token 

pool depth W, the PCR and the MTD. These parameters can be re-negotiated during 

the course of the connection. The request packet also contains the initial cell rate, the 

first cell arrival time, the first guaranteed token arrival time and the initial number of 

token in the guaranteed token pool. 

For each active VBR connection, the base station maintains the following status 

information: 

• current cell rate; 

• time of the next packet arrival; 

• virtual queue of best-effort packets to transmit; 

• virtual queue of guaranteed packets to transmit; 

• time of the next guaranteed token arrival; 

• number of tokens in the guaranteed token pool. 
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This status is predicted in the base station using information sent from the mobile to the 

base station piggybacked to data packet or in control packet transmitted in the uplink 

control period using the FPBP protocol. 

Each arriving packet is assigned a sequence number that is required for the data link 

layer protocol and it will also be used by the MAC protocol to reorder the packets. A 

MAC field is used to indicate the packet type (i.e. best-effort or guaranteed) and the 

source rate-level change after the packet left the source (i.e. for packet c it is equal to 

lc+1 — lc). The overhead required for the allocation algorithm in data packets is thus 

relatively small. One bit can indicates the packet type while the rate change can be 

coded in a small number of bits. For example, if we limit the variations of the source 

parameter lc to an absolute value smaller than 8, then 4 bits are enough for this MAC 

field. 

A control packet is transmitted to the base station during a connection when one of 

the following situations occurs: 

• the connection wants to renegotiate its parameters; 

• the cell rate was equal to zero and packet arrival resumes; 

• a packet with a non-zero rate change field is dropped because it has exceeded the 

MTD. 

For the first case, the control packet is similar to the initial connection request packet. 

For the two other cases, for each queued or dropped packet for which there was a non­

zero rate change MAC field, the sequence number, the packet type and the rate change is 

included in the request packet and the corresponding MAC field in the queued packet is 

set to zero. Furthermore, for the cells where the preceding cell rate was zero, the packet 

arrival time is included. While the amount of information in request packets may seem 
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large, we should remember that the complete packet payload is used to transmit the 

information. And, even if there is not enough place in the request packet to store the 

complete information, it is the information about dropped and old packets that is most 

useful to the base station to retrack the actual status of the mobile's queues. 

These information allow the base station to maintain a virtual status of the VBR 

source in the mobile. The rate change information piggybacked to data packets allows 

the base station to know the source cell arrival rate after the packet arrival in the mobile. 

The base station can therefore predicts when the subsequent packet arrivals occurred and 

future arrivals time. Furthermore, the scheduler can determine if the cells are guaranteed 

or best-effort packets. If a rate change occurs for one of the predicted packets, then 

subsequent prediction are erroneous. However, when the base station receives the packet 

with the rate change, a new prediction is done with the new received information and 

virtual buffer status are correctly updated. When a packet with a non-zero rate change 

field is dropped or cell arrival rate is equal to zero, the base station can not correctly 

predict cell arrival and buffer status, this is why we need to send a control packet to update 

the connection's virtual status. An implementation of this VBR virtual status prediction 

can be found in the C + + simulator available at http://www.ee.ubc.ca/~jeanf/pack.html. 

When all the information is known in the base station, that is, if there is no queued 

packet with non zero cell rate change, the virtual status in the base station is the same 

as the real status in the mobile. Otherwise, there is a difference between the virtual and 

real status. In these cases, over-allocation can occur when the base station allocates too 

many slots for the number of queued packet in the mobile. The mobile can use these 

slots to send update information as the one contains in control packets. 

At the end of each frame the base station updates the virtual status prediction of each 

VBR connection based on the information received during the frame either piggybacked 

to data packets, in request packets or in over-allocated packets. Furthermore, virtual 

http://www.ee.ubc.ca/~jeanf/pack.html
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packets for which the MTD is exceeded are removed from the virtual queues. Similarly, 

real packets are removed from the mobile's queues when their MTD is exceeded. 

When the connections' virtual status have been updated in the base station, we 

allocate slots to VBR connections according to the virtual buffer status and connections 

QoS. The slot allocation algorithm is divided into two parts: guaranteed allocation and 

best-effort allocation. For the guaranteed service, VBR connections with packets in the 

virtual guaranteed queue are sorted in a list in increasing order of TTE where T T E = 

MTD — (Time — Arrival time of the first packet in the guaranteed queue). Let assume 

that A slots are available for VBR transmissions. The scheduler then allocates slots to 

the connections that have waiting packets in order of increasing TTE. The allocation 

algorithm can be summarized as follows: 

while (A > 0) 

Allocate a slot to the first connection in the list 

Remove the first packet from the virtual guaranteed queue of the connection 

A = A - l 

Remove the connection from the list 

if (There is a packet in the virtual guaranteed queue of the removed connection) 

Enter this connection in the list with the new TTE 

Then, if A > 0, we allocate slots to the VBR connections with best-effort packets in their 

virtual queue. Based on the current best-effort virtual buffer length of all active VBR 

connections (an active VBR connection for the best-effort allocation algorithm is defined 

as a VBR connection with best-effort packets in its virtual buffer), the base station 

scheduler allocates the A slots that are still available to the connections according to the 

fair bandwidth allocation algorithm presented in Section 4.3.2. 
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When the allocation for guaranteed and best-effort packet is over, the base station 

announces the slot allocation to mobiles. However, the base station only indicates the 

VBR connections for which the allocation is made and not if the allocated slots are 

for guaranteed or best-effort packets. Each VBR connection uses its allocated slots to 

serve first all its queued guaranteed packets and then the best-effort packets. Since there 

might be a difference between the virtual and real status, the transmitted packets are 

not necessarily the one that the base station was expecting. This is why we need a field 

indicating the cell type and the sequence number in order to correctly update and predict 

the virtual status. 

4.3.4 Algorithm for Contention Period 

The problem for the uplink contention period can be divided into two parts: the protocol 

used to access the control slots and the number of slots to allocate to uplink control 

purpose in a frame. The contention access is controlled by the FPBP protocol presented 

in Section 3.3.2 that implements a random access protocol with mixed priorities. We 

will now describe the FPBP algorithm in the context of the DR-TDMA WATM MAC 

protocol. 

Suppose that Kl control mini-slots are available in frame t and there are p different 

priority classes with arrival processes of intensities A i , . . . ,XP. A,- is the average number 

of control packet arrivals of class i per frame in all mobiles (it can be computed using 

a moving time-average of successful number of uplink control packet transmissions from 

class i per frame). A lower index corresponds to a higher priority control packet class. 

Let 7; be the priority parameter of each control traffic class i. In order to maintain the 

priority order we must have 71 > 72 > • • • > 7P_i > 7P and the parameters satisfy the 

relation YA=\ 7» = 1-
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The algorithm operates by maintaining for each priority class i an estimate h\ of the 

total number of backlogged control packets n\ at the beginning of each frame t. For 

each priority class i, an effective priority parameter 7* is also computed. A new control 

packet arrived during frame t is immediately regarded as backlogged and it will a t tempt 

transmission in each subsequent frame after its arrival until success. 

At the beginning of each frame t, for each priority class i, n\ is updated from n*_1, 

7 ' - 1 , Kf~l and the feedback for frame t — 1 (let knc be the number of idle or success 

slots and kc the number of collision slots in frame t — 1) according to equation (3.44) and 

repeated here: 

h\ = Xt + knc m a x ( 0 , | ^ - 7 r ) + kc ( j ^ + ^ ) (4.8) 

After having computed n*, the estimated total number of backlogged uplink control 

packets at the beginning of frame t, for each traffic class i, a certain number of uplink 

slots will be requested for partitioning into uplink control mini-slots during frame t. Let 

CR be the number of control mini-slots per slot and CSmax the maximum number of 

slots that can be requested for control purpose. The later parameter is used to avoid 

the condition that too many slots are requested for contention and not enough slots are 

available for data traffic. Then, the number of uplink slots requested to be assigned to 

control purpose is determined as follows: 

Total = £ ? = 1 n\ 

if (Total > 1) 

Request = min([Total /CR], CSmax) 

else 

Request = 0 

This ensures that when the algorithm estimates that there is at least one control packet 

waiting for transmission (i.e. backlogged), uplink control slots will be assigned in the 
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following frame. Another process is also used to allocate control slots when the VBR 

best-effort and ABR traffic are too heavy. Before allocating slots for best-effort traffic, 

if the time since the last allocation for control slot exceeds a parameter Tmax, then a 

slot is assigned for control purpose in the next frame. This process assures that when 

there is no CBR, VBR guaranteed or voice packets to transmit, a contention period will 

be regularly available to allow potential time sensitive control packets to be transmitted. 

After slot allocation for CBR, voice, data and VBR guaranteed and best-effort traffic has 

been done, all unused slots are converted to control slots. 

On'ce the estimated number of backlogged packets for each traffic class has been 

computed and Kl the number of control mini-slots in frame t is known, we therefore find 

the effective priority parameter of each class using the following prorating algorithm (see 

Section 3.2.2 for an explanation of the prorating algorithm): 

for (each priority class i in order of increasing priority) 

7* = min [n\/K\ 1 - £ <yj - £ m i n ^ ' / A " ' , 7,-) 

V 

i=\ 

for (each priority class 1) 

7f = 7* + L 

Each backlogged packet is independently transmitted in the uplink control period of 

frame t according to the transmission probability qj of the priority class i it belongs to. 

Transmission probabilities are calculated in the base station as follows: 

ql = mm(l,^lA (4.9) 

If a packet is transmitted in a given frame, it will independently choose a given up­

link control mini-slot for transmission with an uniform probability (each mini-slot has a 

probability 1/K* of being chosen). 
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4.3.5 Traffic Integration 

Until now, we have described how the allocation is independently done for each type of 

traffic. However, the different WATM services share the same resources and there must 

be an interaction between the allocation algorithms. Figure 4.3 illustrates the algorithm 

used to integrate the different types of traffic for uplink transmission in the DR-TDMA 

protocol. As we can see, the available slots are distributed first to CBR traffic, second to 

requested contention slots, then to voice and VBR guaranteed traffic and finally to data 

and VBR best-effort traffic. If there is any leftover, it will be assigned to control slots. 

This order of allocation respects the different priorities and QoS of each ATM service. 

Although we have not specified an allocation algorithm for CBR traffic, in each frame 

slots are granted to CBR connections according to the bit rate specified at the CBR 

connection admission. A scheduling algorithm similar to the one proposed for voice 

traffic in Section 4.3.1 can be used. CBR traffic, like voice traffic during a talkspurt, 

has a constant bit rate from which the next packet arrival time can be predicted. CBR 

connections can thus be served using a Time-To-Expiry scheduling algorithm. When a 

new CBR connection is established, the mobile sends a high priority request packet to 

the base station using the FPBP protocol. The request packet contains the requested 

connection bit rate and, if the connection is admitted, the base station add the connection 

to the list of CBR connections. CBR connections in the list are served according to the 

TTE scheduling algorithm. A CBR connection is only removed from the list when it is 

tear down. 

The allocation for voice and VBR guaranteed traffic is made together since their allo­

cation algorithms are very similar. Actually, we maintain a single list of the active voice 

connections and VBR connections with queued virtual guaranteed packets in increasing 

order of TTE. Connections are then allocated slots in order of increasing TTE. This 
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allows guaranteed VBR packets and voice packets to receive the same quality of service 

according to their traffic parameters. 

Similarly, data and best-effort VBR allocation algorithms both use the fair bandwidth 

allocation algorithm. It is thus easy to integrate these allocation algorithms together. We 

thus maintain a single list containing the active data connections and the VBR connec­

tions with queued virtual guaranteed packets. The fair bandwidth allocation algorithm 

is then executed with this list. 

The current NAS is the number of available slots A used at the beginning of the 

Time-to-Expiry and fair bandwidth allocation algorithms. For control slots, the number 

of backlogged control packets at the beginning of the frame, and accordingly the number 

of requested uplink control slots, is computed using the feedback from the previous frame 

control slots. After the allocation for CBR, voice, VBR and data traffic is done, the num­

ber of control slots available in the current frame is known. Then, the effective priority 

parameter and the transmission probabilities are computed. When the integration algo­

rithm is finished, the slot allocation is announced in downlink control slots. Contention 

parameters (number of control slots and transmission probabilities) are also transmitted. 

4.3.6 Discussion on the DR-TDMA Allocation Algorithms 

In this section, we discuss the general properties of the proposed DR-TDMA scheduling 

algorithms. Performance results of the protocol are presented in Section 4.4. An im­

portant aspect of the allocation algorithms is the computation power that they require. 

The algorithms are inherently simple, however they suffer from a problem of scalabil­

ity. That is, the computation power that they require increases when the iiumber of 

connections increases. This is due to the fact that for each connection, we have to in­

dependently maintain status information about the connection state. Furthermore, for 
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the T T E algorithm, when the number of admitted connections increases, the length of 

the list containing the active connections increases. Therefore, the management of the 

list order requires more computation. Similarly, when the number of data and VBR con­

nections increases, the fair bandwidth allocation algorithm requires more computational 

effort. On the other hand, the computation of control packets transmission probabilities 

and of the number of requested control slot is simple and is independent of the number 

of connections. 

While the slot allocation for CBR, VBR and data connections must be computed at 

the end of the frame, some operations can be done at other moments. For example, status 

prediction for voice and VBR connections can be computed at any time. Furthermore, 

since we have predict the connections status, the TTE list ordering can also be done 

before the end of the frame. Only for connections for which new state information has 

been received in the current frame will there be a need to recompute the status prediction 

at the end of the frame and reorder them in the TTE list if necessary. Similarly, the 

estimates of the numbers of backlogged control packets and the number of requested 

control slots can be computed immediately after the contention period. By performing 

parts of the allocation algorithms during the frame, we can reduce the burden at the end 

of the frame and therefore decrease the required computing power. 

In order to give an idea of the processing power required for the allocation algorithms, 

we can examine the CPU time required to process a simulation run. For example, simula­

tion run of the integrated allocation algorithm in Section 4.4.4 with 100 voice connections, 

100 data connections and 15 VBR connections during a period of 5000 seconds, requires 

around 4000 seconds of CPU time. The simulator has been programmed in C + + and was 

run on an UltraSparc II-200MHz computer with a Solaris 2.5.1 system, which is about 

12 time faster than a Sparc 10 computer. However, we should note that the required 

CPU also includes computational efforts to generate the'traffic, to perform management 
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functions in the mobiles and to collect statistics. Therefore, we can conclude that the 

allocation algorithms can be practically implemented in a base station for a real time 

wireless ATM network. 

The DR-TDMA allocation algorithms performance is sensitive to the number of con­

trol mini-slots per slot. That is, when the number of control mini-slots per slot increases, 

less slots must be assigned to control purpose to obtain the same performance for con­

tention traffic. There is therefore more slot available to carry data and thus increasing 

the overall performance of the DR-TDMA protocol (cell loss rate, throughput and delay 

performance). However, the ratio of 3 control mini-slots per slot that we chose for our 

protocol is conservative compare to previous studies: for example, in [4] they used 5 

control mini-slots per slot while in [28] and [29] a ratio of 7 control mini-slots per slot is 

selected. 

For voice, data and VBR allocation algorithms we use piggybacked bits in data packets 

to carry information about the connection state. This makes the base station prediction 

algorithms sensitive to packets losses. However, this would not affect the operation of the 

algorithms, but just the short term accuracy of the status prediction. Packets corrupted 

in the radio channel are eventually retransmitted (if their MTD is exceeded the mobile 

will send a control packet) and the prediction can be updated. 

Piggybacked bits reduce the net utilization of data slots without this being reflected 

in the results. We can however estimates the number of overhead bits per data packets 

that will be required for piggybacked bits. For voice packets, only one bit is needed to 

indicate if the packet is the last of a talkspurt. In VBR packets, piggybacked bits are 

used to indicate the packet type (best-effort or guaranteed packet) and the rate-level 

change (coding the rate change instead of the actual rate level reduces the number of 

required bits). One bit is thus needed to indicate the packet type while the number of bits 

required to code the rate change depends on the allowed variations of the source rate. If 
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we limit the variations of the source rate level (i.e. / c + 1 — lc) to an absolute value smaller 

than 16 for each transmitted packet, then 5 bits are enough to code the rate change. 

Furthermore, the limit on the allowed rate change still permits a relatively bursty VBR 

traffic flow. Therefore, we can estimate that 6 bits are required to piggyback information 

for the VBR allocation algorithm. In ABR packets, piggybacked information is used to 

indicate the number of packets in new batch arrivals. With 6 bits we are limited to a 

maximum batch size of 63 packets. However, if the number of packets in a batch arrival 

is larger than 63 packets, for the allocation algorithm we can split the new batch arrival 

into several batch arrivals of size smaller than 63 bits. We can therefore piggyback the 

information on multiple data packets. 

Thus, we can estimate that 6 bits of overhead per WATM cells are required for piggy­

backed bits. This represents a 1.25% (6/(60*8)) reduction of the net data slot utilization. 

This is quite small compared to the estimated 20% overhead for wireless ATM packets 

(see Section 2.5.1). For control packets, the required payload for allocation algorithms is 

much more difficult to estimate (for example it depends on the time granularity, sequence 

numbering, . . . ). However, if the 64 bits per control packets are not enough to transmit 

the control information, several control packets can be used. 

4.4 Simulation Results 

A C + + simulator has been written to evaluate the performance of the proposed 

wireless ATM MAC protocol. Because we strictly focus on the MAC aspect, we have 

assumed a perfect radio channel without errors and fading. The simulations were run for 

a minimum simulation time of 5000 seconds in order to assure accurate results. We have 

simulated the protocol with the system parameters given in Table 2.1. In order to see 
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Table 4.2: Frame parameters for simulations 

Slots per frame 
Frame duration 
Channel bit rate 

5 
4 ms 

644 Kbps 

the influence of the channel data rate on the protocol, we also simulated it with 5 slots 

per frame. The parameters for this channel are given in Table 4.2. For the FPBP access 

protocol, the number of priority levels p is equal to 2. Voice and VBR control packets 

are assigned priority 1 and data control packets priority 2. We chose the optimal values 

of 71 = 1 and 72 = 0 for the priority parameters. The length of the window used for the 

moving time-average of the number of successful control packet transmissions for each 

traffic class is set to 100 frames. For most of the simulations CSmax has been set to 2 

and Tmax to 12 msec. We have assumed an infinite buffer model where cell losses are 

only due to exceeding the MTD. 

We only intend to evaluate the efficiency of the protocol for uplink transmissions, 

therefore we have assumed that downlink control slots take no transmission bandwidth. 

The throughput is defined as the ratio of the average number of slots used for packet 

transmissions per frame (excluding control packets) to the total number of slots available 

per frame. The offered load thus includes cells headers but does not include control 

packets. Therefore, control traffic is considered as a bandwidth loss in the throughput 

calculation. The throughput is thus given by: 

Average number of slots allocated to user traffic per frame 
Throughput = 

Number of slots per frame 
(4.10) 

where the number of slots per frame is the parameter given in Tables 2.1 and 4.2. 

Furthermore, in the simulator we have not considered the exact position of allocated 

slots inside a given frame. This just marginally affects the delay experienced by a packet. 
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In a real implementation, slot positions will be chosen such that packets that will first 

exceed their MTD will be allocated the first slots in the frame. In the simulation model 

implementation we have considered that packet transmissions all take place at the end of 

the frame. This decreases the simulation time and barely affects the results. Moreover, 

this approximation is reasonable since we do not know exactly the processing time and 

delay tolerance values. For example, suppose we consider a voice packet that has a MTD 

of 16 ms. We might find that the packet has experienced exactly a 16 ms delay. However, 

we must add the processing delay (which we do not know). Furthermore, the packet must 

go through the wired network and perhaps through another wireless network before being 

delivered to the receiver. What is critical for the voice packet is the end-to-end delay. 

Therefore, a packet having experienced a delay of 16.2 ms in the wireless ATM network 

might also be good. This is why we believe that using the exact departure time does not 

give a better insight on the protocol performance. 

We first evaluate the protocol with voice connections only and with VBR connections 

only. We then integrate the voice and data traffic to specifically evaluate the FPBP 

protocol. Finally, the results of a complete integration of voice, data and VBR traffic are 

presented. 

4.4.1 Resul ts for Voice Traffic Only 

First, we simulate the MAC protocol with the channel speed of 8.528 Mbps. Then to 

see how the protocol works under low channel speed condition, we also evaluate the 

performance with a channel speed of 664 Kbps. Furthermore, for comparison purposes, 

we also evaluate the ideal reservation protocol where the control packet at the beginning 

of a' talkspurt immediately reaches the scheduler without using any bandwidth. This 

ideal system behaves like a perfect multiplexer and thus gives the performance upper 
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Figure 4.4: Voice loss rate as a function of the number of voice connections (R = 8.528 
Mbps). 

bound. Figures 4.4 and 4.5 shows the voice cell loss rate and the throughput obtained 

with a channel speed of 8.528 Mbps. 

Some studies suggest that the voice quality degradation due to packet losses is only 

perceptible when the cell loss rate exceeds 1% [21]. Using this criterion, for a channel 

speed of 8.528 Mbps the perfect system can sustain 653 simultaneous voice connections 

while the proposed system supports 643 sources (Figure 4.4). Recall that the voice 

source activity factor is 0.4255 (i.e. t\°l(t\° + t\°) = 1/2.35) and one voice packet is 

generated each 16 ms. Thus, if the statistical multiplexing was perfect, a voice source 

would request on average 0.4255 slot per 16 ms, such that the channel could support a 

maximum number of 658 simultaneous sources (35*8/0.4255). However, due to statistical 

variations, the multiplexing can not be perfect and, for this channel speed, we have a 

statistical multiplexing loss of 5 sources as indicated by the performance of the ideal 

system (653 sources). Instead of using 0.4255 slot per 16 ms, each source needs 0.4288 
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Figure 4.5: Throughput as a function of the number of voice connections (R = 8.528 
Mbps). 

slot. For the "real" system, there is an additional loss due to the transmission of requests 

at the beginning of talkspurts. This traffic causes a loss of 10 sources (i.e. a 1.5% 

degradation), that means that 4.29 slots (10*0.4288) per 16 ms are lost because of the 

request traffic. We can estimate that on average there will be 0.547 request per frame (i.e. 

l/(tv
b° +tv

l°) * Frame length * Number of connections = 1/2350*2*643). The contention 

system requests a control slot each time it estimates that there is a waiting control packet. 

Thus there will be a request for a control slots after two frames (i.e. 4 ms) or 4 requested 

control slots per 16 ms which approximately corresponds to the loss of 10 voice sources. 

The previous estimation is based on the assumption that there is no collision. In 

fact the contention throughput is 0.368 (1/e) and there are 3 control mini-slots per slot. 

During a period of 16 ms, exactly 6.38 slots on average are not used by voice traffic 

(35 * 8 — 643 * 0.4255). If the control mini-slots utilization was perfect, 3.97 slots per 

16 ms on average would be needed (0.547 * 8 * e/3). Therefore, if everything in the real 

1 

a a Normal 
Perfect 



Chapter 4. Integrated Resource Allocation Algorithm for DR-TDMA 118 

33 34 35 36 37 
Number of voice connections 

Figure 4.6: Voice loss rate as a function of the number of voice connections (R = 664 
Kbps). 

system was perfect, only 5 more sources could be supported ((6.38-3.97)/0.4255) which 

represent less than 1% of the number of sources that can be admitted. This points out 

the efficiency of the contention protocol. 

We can further observe that at a 1% loss, the throughput is equal to 96.75%, which 

means that 96.75% of the slots are used to transmit voice packets, while the others 

are used for control packet transmissions or are unused. Previous studies have shown 

that traffic congestion in the control channel is a throughput limiting factor for packet 

reservations over a high speed channel [24]. However, our results prove that our protocol 

can achieve near perfect channel utilization in a high speed environment. 

For the slower channel, Figure 4.6 shows that the statistical multiplexing gain de­

creases with the channel speed: a voice source needs 0.526 slot (20/38) per 16 ms for a 

channel speed of 664 Kbps. However, the performance of the proposed protocol is still 

close to the perfect system performance. For the 664 Kbps bit rate channels, we can 
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Table 4.3: VBR connections parameters 

Number 

# 1 
# 2 
# 3 

Connection 
Bit Rate 

250 Kbps 
250 Kbps 
667 Kbps 

Basic source 
cell interarrival 

time (1/Rb) 

7.68 ms 
7.68 ms 
3.6 ms 

Number of 
ON/OFF 

sources (S) 

15 
15 
25 

Average 
ON state 
duration 

[lb ) 
100 ms 

1000 ms 
100 ms 

Average 
OFF state 
duration 

200 ms 
2000 ms 
300 ms 

compare our system with the PRMA protocol presented in [65] where.similar parameters 

have been used. In the PRMA system, 34 simultaneous voice sources can be supported 

while our system can accept 38 sources which represents an improvement of 12%. In [24], 

the voice model is different and they used a polling system.. However, with 20 slots per 16 

ms period (which corresponds to our speed of 664 Kbps) they observed a loss of 2 voice 

sources with respect to the perfect system. The performance of the DR-TDMA proto­

col is slightly better. However, for high channel speeds, they observed a performance 

degradations while our system remains stable and efficient. 

4.4.2 Resul ts for V B R Traffic Only 

Table 4.3 presents the parameters of the different VBR connections used in our simu­

lations. For all the VBR connections we have set the MTD to 50 ms. The parameters 

of the 667 Kbps connection are similar to the traffic characteristics in [29]. Although 

they used a compressed digital video sequence, we have set our model such that the 

traffic parameters (average bit rate and peak-to-average ratio) are similar. For the cell 

loss rate and delay performance measurements, we present the results with the statistics 

computed either only for guaranteed packets or for the total traffic. In the cases where 

g is equal to the number of ON-OFF sources S, the two statistics are the same since all 
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Figure 4.7: VBR cell loss rate as a function of the number of VBR connections (connec­
tions # 1 and # 2 ) . 

the packets are of the guaranteed type. 

Figures 4.7 to 4.9 present the simulation results for the VBR cell loss rate, the VBR 

cell delay and the throughput obtained for the 250 Kbps connections (connections # 1 

and # 2 ) . Figures 4.10 to 4.12 present the same results for the 667 Kbps connection (con­

nection # 3 ) . In these simulations, for each type of VBR connections, we have simulated 

the MAC protocol with different values of the guaranteed parameter g in order to observe 

the impact of the SCR on the performance. We have set the token pool depth W to one 

token (the effect of the token pool depth on the performance will be analyzed later). 

From the cell loss rate results (Figures 4.7 and 4.10), we see that for all simulated 

conditions the total loss rate remains low (below 1%) for an offered load below 93%. 

What is interesting to note is that the connection speed only slightly affect the cell loss 

performance (for example when all the VBR traffic receive a guaranteed service, with 

either 250 or 667 Kbps VBR connections we have a 1% loss at about a 97% throughput). 
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Figure 4.8: VBR cell delay as a function of the number of VBR connections (connections 
# 1 and # 2 ) . 
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Figure 4.9: Throughput as a function of the number of VBR connections (connections 
# 1 and # 2 ) . 
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Figure 4.10: VBR cell loss rate as a function of the number of VBR connections (con­
nection # 3 ) . 
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Figure 4.11: VBR cell delay as a function of the number of VBR connections (connection 
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Figure 4.12: Throughput as a function of the number of VBR connections (connection 

# 3 ) . 

Furthermore, we can observe that when we decrease the parameter g, the total loss rate 

slightly increases but, as we expected, there is a significant improvement of the guaranteed 

cell loss rate. For small values of g we often get a zero guaranteed cell loss rate. This 

confirms that our protocol is able to deliver a better quality of service to guaranteed 

traffic. 

Similar conclusions can be drawn from the delay performance of the protocol (Fig­

ures 4.8 and 4.11). What is interesting to note is that when we decrease the parameter 

g, the delay performance improves for the total and guaranteed traffic. This can be ex­

plained by the fact that the best effort loss rate increases when g decreases, therefore the 

packets that experienced a longer delay are more often discarded and are not included 

in the waiting time statistic. 

The concept of guaranteed cell rate to allow a fraction of the total traffic to receive 

a better quality-of-service clearly affects the performance of the high priority traffic. 
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When the guaranteed cell rate (i.e. parameter g) is increased, the total multiplexing 

performance improves as shown by the amelioration of the total loss rate. However, the 

quality-of-service offered to guaranteed traffic decreases as g increases. On the other 

hand, when the guaranteed cell rate is decreased, the guaranteed traffic QoS improves 

but it causes a performance decrease of the total traffic since a higher portion of the 

traffic receives a best effort service. We can improve the performance of the best effort 

service by including in the fair bandwidth algorithm a mechanism to take into account the 

TTE of the best-effort packets. Furthermore, when the guaranteed cell rate is decreased, 

it allows a better access for data connections since best effort and data packets receive 

the same quality-of-service. Finally, it should be noted that the implementation of the 

guaranteed traffic mechanism implies a complexity increase in the mobile to manage both 

queues and in the base station for the virtual status maintenance algorithm. 

When we increase the ON and OFF state durations for the 250 Kbps connection 

(connection # 2 ) , we observe in Figures 4.7 and 4.8 a slight decrease in the performance: 

the delay is longer and we have a higher loss rate. This phenomenon should be expected 

since when we increase the state length, the statistical multiplexing is less effective. 

However, what is interesting to note is that the performance deterioration is small even 

for such a great change in the average state length. This shows that our protocol can 

perform well for a wide variety of connections. 

Another useful performance measure introduced in [29] is the Allocation Efficiency 

(AE) defined as the fraction of slots allocated to VBR traffic that are actually used for 

transmission. The AE index indicates the match between the virtual status and the real 

status. Furthermore, a higher AE will allow the system to support more data traffic. For 

all the simulated conditions we have obtained AE values superior to 99% and most of 

the time over 99.8%. This indicates the efficiency of our prediction algorithm. 

For purpose of performance comparison, the connection and channel parameters used 
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for the simulations with the 667 Kbps VBR connection at a channel speed of 8.528 Mbps 

have been set similar to the one used for the NEC's protocol in [29]. Figures 4.11 and 4.12 

can thus be compared with the results presented in [29]. At low throughput, the DR-

TDMA and NEC protocols both show a stable delay around 2 ms. However, if we take a 

target delay of 5 ms, the maximum throughput of the NEC protocol is around 64% while 

we can attain a throughput of 90% with the DR-TDMA protocol. Similarly, if we target 

a 10 ms delay, the maximum throughput that the NEC protocol can achieve is 72% while 

our DR-TDMA protocol can reach between 95% and 99% throughput depending on the 

value of g. For the AE performance, our DR-TDMA protocol gives a constant value of 

99.1%, while the NEC protocol has an AE varying between 75% and 80%. From these 

results, we can see that our DR-TDMA MAC protocol clearly outperform the NEC's 

bandwidth allocation algorithm proposed in [29]. This can be explained by the efficiency 

of our prediction algorithm (as proved by the AE results) and the use of the dynamic 

FPBP protocol to control the access to the contention slots and to select the number of 

uplink control slots. 

We have also simulated the protocol with a lower channel speed of 667 Kbps with 

connections bit rates of 26.6 and 50 Kbps. As expected the statistical multiplexing gain 

is lower but we still have a good performance. For throughput in the range of 85 to 90%, 

the cell loss rates still remain under the 1% criterion. Similar results as the ones obtained 

for the high speed channel are observed for the delay and AE performance. The impact 

of the guaranteed cell rate on the protocol performance is similar. 

In the previous simulations, we have used a guaranteed token pool depth W of one 

token. The parameter W allows a better adjustment of the guaranteed traffic charac­

teristics. When W is set to one, no bursts of guaranteed traffic is allowed, while when 

W increases traffic bursts are tolerated in the guaranteed traffic. We have therefore 

compared the performance of the system with different value of W. We have simulated 
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Figure 4.13: Comparison of the normalized guaranteed traffic load as a function of the 
number of VBR connections for different values of W. 

the DR-TDMA protocol with the parameter of the VBR connection # 1 presented in 

Table 4.3. We have used a sustainable guaranteed cell rate parameter g of 5 and we have 

compared the cell control algorithm with token pool depth W of 1 and 10 tokens. Fig­

ure 4.13 shows the normalized VBR guaranteed traffic load for these two values of token 

pool depth. We can observe that since, with a greater value of W, bursts are allowed in 

the guaranteed traffic, the guaranteed traffic load slightly increases by about 3% when 

W = 10. This has a small impact on the experienced total cell loss rate as illustrated in 

Figure 4.14. With W = 10 the guaranteed traffic is higher, therefore the total cell loss 

rate slightly improves while the guaranteed cell loss rate increases similarly to what was 

observed previously when g was increased. While the impact of the guaranteed token 

pool depth value on the cell loss rate is small for these traffic conditions, we should recall 

that the goal of the parameter W is to offer more flexibility on the definition of the 

guaranteed traffic characteristics as illustrated by Figure 4.13. The ON-OFF model used 
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Figure 4.14: Comparison of the cell loss rates as a function of the number of VBR 
connections for different values of W. 

to characterized the VBR sources is known to be slowly varying which can explain the 

small impact of W. For burstier traffic, the flexibility that W offers to characterize the 

maximum burst length can help the user to improve its QoS by better defining its VBR 

traffic. 

4.4.3 Results for Data and Voice Integrated System 

In this section, we are concerned with the system performance when voice and data traffic 

are integrated together on the wireless ATM channel. The three following measures will 

help to evaluate the system performance and efficiency: 

• Voice cell loss rate; 

• Data waiting time; 

• Channel throughput. 
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Table 4.4: Parameters for data and voice integrated system simulations 

Channel 
Speed 

8.528 Mbps 
8.528 Mbps 
644 Kbps 

Number of 
voice 

connections 
100 
50 
25 

U 

0.1 s 
0.1 s 
0.2 s 

P 

3 
3 
3 

/ifc 

5 
10 
3 

Data 
source bit 

rate 
19.2 Kbps 
38.4 Kbps 
5.76 Kbps 

CR 

3 
3 
1 

CSmax 

2 
2 
1 

We have first evaluated the proposed system with the 8.528 Mbps channel parameters 

presented in Table 2.1. We have also performed other simulations to evaluate the protocol 

with the 644 Kbps channel presented in Table 4.2. Table 4.4 presents the data source 

model and contention algorithm parameters used in the simulations. For a definition of 

the parameters see Sections 4.2.2 and 4.3.4. We have set the maximum transfer delay 

for data packets to 60 seconds. For each set of parameters, we have simulated the "Non-

Priority" system where voice and data control packets are assigned the same contention 

priority and the "Priority" system where voice and data control packets respectively have 

a high and low contention priority. Therefore, we can evaluate the impact of the proposed 

FPBP protocol on the DR-TDMA WATM MAC protocol. 

Figures 4.15 to 4.23 present the simulation results. From the cell loss results (Fig­

ure 4.15, 4.18 and 4.21), we can observe that the priority scheme significantly reduces 

the voice cell loss rate when it becomes too high without the priority protocol. It has 

to be noted that for certain set of parameters the voice loss rate can be low with the 

non-priority system and therefore, the impact of the FPBP protocol is less significant 

since there is nothing to improve. Still, the presented results show that if the cell loss rate 

would become high enough to degrade the voice connections performance, the F P B P pro­

tocol keeps it to an acceptable level where the cell loss rate is not a limiting factor of the 
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Figure 4.15: Voice loss rate as a function of the number of data connections with 100 
voice connections (R = 8.528 Mbps). 
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Figure 4.16: Data waiting time as a function of the throughput with 100 voice connections 
(R = 8.528 Mbps). 
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Figure 4.17: Throughput as a function of the number of data connections with 100 voice 
connections (R = 8.528 Mbps). 
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Figure 4.18: Voice loss rate as a function of the number of data connections with 50 voice 
connections (R = 8.528 Mbps, mean batch length: 10 packets). 
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Figure 4.19: Data waiting time as a "function of the throughput with 50 voice connections 
(j? = 8.528 Mbps, mean batch length: 10 packets). 
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Figure 4.20: Throughput as a function of the number of data connections with 50 voice 
connections (R = 8.528 Mbps, mean batch length: 10 packets). 



Chapter 4. Integrated Resource Allocation Algorithm for DR-TDMA 132 

_ , 

Number of data connections 

Figure 4.21: Voice loss rate as a function of the number of data connections with 25 voice 
connections (R = 664 Kbps, CR = 1, CSmax = 1). 
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Figure 4.22: Data waiting time as a function of the throughput with 25 voice connections 
(R = 664 Kbps, CR = 1, CSmax = 1). 
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Figure 4.23: Throughput as a function of the number of data connections with 25 voice 
connections (R = 664 Kbps, CR = 1, CSmax = 1). 

DR-TDMA MAC protocol. Furthermore, the voice packet loss rate performance improve­

ment due to the FPBP protocol barely affects the data waiting time (Figure 4.16, 4.19 

and 4.22) and throughput performance (Figure 4.17, 4.20 and 4.23). 

The bell shape of the voice cell loss rate function can be explained by the effects 

of two different phenomena. When we increase the number of data connections, the 

traffic load and the number of control packets increase. There is thus less control slots 

available to carry a higher control traffic. The contention traffic thus increases causing 

a longer waiting time for control packets (for both data and voice connections) and 

therefore increasing the voice cell loss rate. However, while we increase the number of 

data connections, the data waiting time increases. Thus, a larger number of data request 

are piggybacked to data packets. The control traffic then declines which explains the 

decrease in the voice cell loss rate after a certain point. 



Chapter 4. Integrated Resource Allocation Algorithm for DR-TDMA 134 

From the throughput results (Figure 4.17, 4.20 and 4.23), we can observe that the 

maximum sustainable throughput is quite high for the 8.528 Mbps system. Depending 

on the parameters, it varies between 99% and 99.5%. That means that only 0.18 to 

0.35 slots per frame are either used for control purpose or unutilized. The proposed DR-

TDMA wireless ATM MAC protocol is thus quite efficient. However, under this load, 

the waiting time experienced by data packets is relatively high (we must underline that 

the voice quality alway remains at an acceptable level with the priority system for any 

traffic load). There is no general agreement for the delay value over which the latency 

can causes some problems to upper layer like TCP or the delay that a user can tolerate. 

If we take the 250 ms delay introduces by a geo-stationary satellite hop as a reference, the 

sustainable throughput then varies between 96.5% and 98%. Thus our proposed protocol 

can support a high offered load (near, the maximum that can be served by a perfect 

multiplexer) while maintaining the voice quality and the data waiting time at acceptable 

levels. 

Even if the source models are not exactly the same, we can compare the DR-TDMA 

MAC protocol results with the performance of the NEC system presented in [28]. In 

the NEC MAC protocol, 12% of the slots are assigned for the uplink control period and 

8% of the slots are assigned for the downlink control period (the maximum achievable 

throughput is thus limited to 80%). In our results, we have considered that downlink 

control slots take no transmission bandwidth, but, if we allocate 8% of the bandwidth to 

downlink control slots (the maximum achievable throughput is therefore limited to 92%), 

the DR-TDMA throughput is reduced from 96.5% to 88.8%. For the NEC protocol, the 

maximum achievable throughput is 75%. While the performance of the allocation algo­

rithms for voice and data traffic are similar (i.e. achievable throughput versus maximum 

throughput), the dynamic nature of the DR-TDMA uplink control period as well as the 

FPBP algorithm allows the DR-TDMA protocol to require less uplink control slots and 
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achieve a much higher throughput than the NEC protocol. 

When the channel speed decreases, as expected, the maximum sustainable through­

put decreases. For the 644 Kbps channel, the maximum throughput is 93% while the 

throughput for a data delay of 250 ms is 83%. For this channel speed, the voice cell 

loss rate with the FPBP protocol always stays at levels where the voice quality is not 

affected, unlike the voice loss rate QoS when the FPBP protocol is not used. 

Finally we can compare the DR-TDMA protocol with voice and data integration in 

the DRMA protocol presented in [4]. They use a voice model similar to the one that we 

selected in this thesis. However, in their data model each user generates independently 

a packet in each frame with a probability po and is forbidden to generate a packet when 

one is backlogged in the mobile. We have implemented this model in our simulator and 

we have also used a modified version of this model where the mobile is not forbidden to 

generate a packet when one is backlogged (piggybacked request transmissions are used in 

this modification when there is already backlogged packets in the mobile). We have set 

the simulation parameters to values similar to the DRMA simulation conditions. Each 

simulation run is done with the same number of voice and data connections. Table 4.5 

compares the simulation results obtained with the DR-TDMA and the DRMA protocol. 

Results are quite similar for the DR-TDMA and DRMA protocols. We can observe 

that the DR-TDMA protocol can provide a slightly better QoS for voice connections. 

However, it causes in a service deterioration for data traffic. But when we allow multiple 

backlogged packets in a mobile and the use of piggybacked request transmission, the 

DR-TDMA protocol offers similar QoS to data while providing a better QoS to voice 

traffic. 

We should however note that results for the DRMA protocol are only given for a 

low channel speed (i.e. 15 slots per 16 ms period) and the DR-TDMA protocol can not 

demonstrate its advantage at low speed since the control traffic is low and the F P B P 
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Table 4.5: Comparison between DR-TDMA and DRMA 

Simulation Conditions 

DRMA - p0 = 0.05 
DR-TDMA - po = 0.05 

DR-TDMA - po = 0.05 - modified 
DRMA - po = 0.2 

DR-TDMA - po = 0.2 
DR-TDMA - po = 0.2 - modified 

Number of Voice 
Stations at Voice 
Loss Rate of 1% 

26 
26 
26 
24 
25 
26 

Data Throughput 
(packets/frame) at 

Voice Loss Rate of 1% 

1.2 
1.1 

1.3 
3.5 
2.3 
3.3 

protocol is not useful for these conditions. The DRMA protocol uses fixed control pack­

ets transmission probabilities, therefore under a heavy load in high speed channels its 

performance will deteriorate while the DR-TDMA protocol can take advantage of the 

increasing statistical multiplexing gain to improve its performance and is not affected by 

the heavy contention traffic. 

4.4.4 Results for Data, Voice and VBR Integrated System 

In this section, we present simulation results to show that the integrated allocation 

algorithm respects the required QoS of each traffic category while providing an efficient 

utilization of the wireless channel. In order to completely investigate the performance of 

the integrated scheduling algorithm and the impact of each traffic and system parameter 

on the traffic QoS and protocol efficiency a huge amount of simulations are necessary. 

Since this investigation constitutes a research project on its own, we have restrained our 

simulations to a "proof of concept" of the DR-TDMA protocol. 

Simulations have been run with 100 voice connections with parameters presented in 

Table 4.1, 100 data connections characterized by the parameters indicated in Table 4.6 

and VBR connections with parameters showed in Table 4.7. The number of VBR con-



Chapter 4. Integrated Resource Allocation Algorithm for DR-TDMA 137 

Table 4.7: VBR connection parameters 

Table 4.6: Data connection parameters 

Data source bit rate 
Average interarrival time 
between data burst (tA 
Beta parameter of the 
gamma function (/?) 

Mean burst length (^(,) 
Maximum transfer delay 

(MTD) 

19.2 Kbps 

100 ms 

3 

5 cells 

60000 ms 

Connection Bit Rate 
Basic source cell 

interarrival (1/Rb) 
Number of O N / O F F 

sources (S) 
Average ON state length 

\lb ) 
Average OFF state 

length {tfr) 
Guaranteed parameter 

(9) 
Guaranteed token pool 

depth (W) 
Maximum transfer delay 

(MTD) 

250 Kbps 

7.68 ms 

15 

100 ms 

200 ms 

5 

1 

50 ms 

nections is a varying parameter to illustrates the performance of the integrated system. 

Figure 4.24 presents the voice and VBR (guaranteed and best effort traffic together) 

cell loss rates as a function of the number of VBR connections. The first thing that we 

can observe is that the integrated allocation algorithm meets the VBR and voice QoS 

(i.e. 1% cell loss rate) for all the traffic conditions. Even for a throughput of 99%, as 

indicated by Figure 4.25, the QoS of voice and VBR traffic are maintained at the expense 

of data QoS. We note that the cell loss rate of VBR traffic is higher than for voice traffic, 

this is due to the fact that a portion of the VBR traffic receives a best effort service. 

On the other hand, no VBR cells that conform to the guaranteed traffic parameters are 

lost (i.e. 0% VBR guaranteed cell loss rate). Even if VBR guaranteed and voice traffic 

receive the same QoS, the voice loss rate is higher than VBR guaranteed cell loss rate 

because of the voice cell losses that occur due to delayed control packets, which is not a 

determining factor for VBR guaranteed traffic performance. 

The voice cell loss rate plateau that we observe between 13 and 14 VBR connections 
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Figure 4.24: Cell loss rate as a function of the number of VBR connections for the 
integrated system. 
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Figure 4.25: Throughput as a function of the number of VBR connections for the inte­
grated system. 
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Figure 4.26: Delay as a function of the number of VBR connections for the integrated 
system. 

might seems strange but similar results have been obtained for other traffic conditions. 

As explained before, the performance of voice traffic is mainly determined by contention 

traffic which, in its turn, is influence by voice control traffic, data control traffic and 

number of control slots available. When the number of VBR connections increases, the 

number of available control slots decreases causing an increasing contention traffic which 

explains the increasing cell loss rate before the plateau. While, before the plateau the 

voice and control traffic is almost constant (the number of voice and data connections 

is constant), when we reach 13 VBR connections we see from the delay performance 

results in Figure 4.26 that the data delay dramatically increases. At this point the data 

control traffic decreases because more requests are sent to the base station piggybacked 

to data packets. Therefore, two effects (i.e the decreasing number of control slots and the 

decreasing data control traffic) are opposed which creates the plateau. Then after, the 

decreasing number of available control slots is predominant which causes the increasing 

T 

Total VBR delay 
Data delay 
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voice cell loss rate. 

Figure 4.26 shows that the VBR traffic (guaranteed and best effort traffic together) 

delay approximately remains at its minimum value of 2 IDS for all throughput values. 

On the other hand, data traffic experiences a minimum delay of 4 ms (as explained in 

Section 4.3.2) while the throughput is below 80%. When the offered load increases, the 

allocation algorithm can maintains a reasonable data traffic delay below 100 ms up to a 

throughput of 96%. For higher offered loads, the data QoS rapidly decreases. 



Chapter 5 

Conclusion 

To meet the expected increasing demand to connect mobile devices to the ATM broad­

band wired network we have proposed in this thesis a novel Dynamic Reservation TDMA 

MAC protocol for future wireless ATM networks. The DR-TDMA protocol efficiently 

integrates CBR, ABR and VBR traffic while maintaining their Quality-of-Service. The 

protocol features a novel framed pseudo-Bayesian priority algorithm that provides an 

improved uplink control management. The FPBP algorithm minimizes the contention 

delay and priority services can be provided. The DR-TDMA MAC protocol also opti­

mizes the channel utilization by dynamically adjusting the uplink control period length 

as a function of the estimated control traffic. Furthermore, the DR-TDMA MAC proto­

col employs an efficient VBR rate-based allocation algorithm and a cell control algorithm 

used to determine cells that comply with the traffic parameters. This VBR allocation 

algorithm is integrated with CBR, voice and ABR allocation algorithms to efficiently 

share the wireless channel while maintaining the specific QoS requirements of each types 

of traffic. 

5.1 Summary 

We have investigated wireless ATM MAC protocol proposals using either CDMA or 

TDMA and we concluded that these protocols have the following problems: 

141 
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• Inefficient protocol to manage the control access slots and to reduce the access delay 

of time-sensitive control packets; 

• Inefficient allocation algorithm to integrate bandwidth sharing among control, 

' CBR, ABR and VBR traffic. 

To solve these problems we proposed the Dynamic Reservation TDMA (DR-TDMA) wire­

less ATM MAC protocol. We have adopted a reservation TDMA MAC protocol because 

it is efficient, flexible for slot allocation and it meets the requirements and constraints 

of a high speed wireless environment. Furthermore, most of the wireless ATM research 

projects use a reservation MAC protocol architecture. The DR-TDMA MAC protocol 

exhibits some similarities with the NEC MAC protocol but has enhanced features to 

solve the problems mentioned above. First, the DR-TDMA MAC protocol features the 

framed Pseudo-Bayesian priority access protocol that we have introduced in this thesis 

to manage the control slot access. Second, we propose a novel DR-TDMA allocation 

algorithm that efficiently integrates CBR, ABR, VBR and control traffic. 

In this thesis, we have presented a new pseudo-Bayesian Aloha algorithm with pri­

orities and we showed by our simulation results that it provides a significant delay im­

provement for high priority packet with both Poisson and self-similar traffic while low 

priority packets only experience slight performance degradation. The main advantages of 

this scheme over previously known priority protocols are its simplicity and its adaptation 

to the frame structure. Although this protocol is specifically designed for the WATM 

DR-TDMA MAC protocol, the slotted and framed priority protocols can be used in any 

situation where there is multiple traffic streams with different quality of service that are 

contending for the same channel. Our FPBP protocol is also well suited for any reserva­

tion MAC protocols where a certain amount of slots per frame are used for contention. 

The traffic in these slots can be well approximated as Poisson and consists of packets for 
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reservation at the beginning of a voice burst or data burst, requests for VBR bandwidth, 

hand-off requests, . . . The FPBP protocol can be used to implement priorities among 

these traffic classes. Furthermore, the contention waiting time is an important factor in 

the overall performance of these MAC protocols. This hypothesis is confirmed by sim­

ulation results for the DR-TDMA protocol with data and voice integrated traffic. The 

performance results show that the QoS of voice traffic is significantly improved when the 

priority access protocol is used, while data traffic only suffers a slight QoS degradation. 

We have also proposed new algorithms to allocate slots to voice, ABR, VBR and CBR 

traffic. For voice traffic (with voice activity detector) we have used a Time-To-Expiry 

service policy where packets for which their maximum waiting time will be exceeded are 

served first. The base station can predict, from the declared connection bit rates, the 

number of packets that are waiting in the mobiles. A similar approach is used for CBR 

traffic. For ABR traffic, the base station maintains the buffer length status of active 

connections through information about new packet arrivals in the mobiles sent either in 

control packets or piggybacked to data cells. Slots are allocated to ABR connections 

using a fair bandwidth allocation algorithm. We have further introduced a novel rate-

based VBR cell scheduling algorithm where the centralized allocation algorithm predicts 

packet arrivals in mobiles by using information about the VBR cell arrival rates of the 

connections. Our scheduling strategy allocates slots based on the VBR connection's 

queue maintained in the base station and it provides a guaranteed service to cells that 

conform to the VBR traffic parameters and a best effort services for non-conforming cells. 

Guaranteed packets are served using a Time-To-Expiry approach while best effort cells 

receive slot allocations according to the fair bandwidth allocation algorithm. We have 

also integrated the new FPBP protocol to manage the access to uplink control slots and 

to determine the required control period length. Finally, we have proposed an algorithm 

that allows the system to integrate these ATM. traffic while maintaining the required 



Chapter 5. Conclusion 144 

QoS. The order of slot allocation priority is the following: CBR traffic, required control 

slots, voice and VBR guaranteed traffic, data (ABR) and VBR best effort traffic and, 

finally, the unused slots are also assigned for control traffic. 

The simulations results show that the DR-TDMA performs at least as well as pre­

viously proposed protocol when only voice traffic is present. For a high speed channel, 

previous results indicate a performance degradation because of the contention in the 

control channel. However, the FPBP protocol minimizes the contention and over a high 

speed channel we can achieve a.throughput of 96.5% while maintaining a voice cell loss 

rate below 1%. A theoretical analysis demonstrates that this is a near perfect perfor­

mance. 

For VBR traffic, the DR-TDMA protocol is efficient and can sustain a high throughput 

while maintaining low delays and cell loss rates for a wide variety of connections. Our 

protocol can offer a maximum throughput in the range of 90 to 95% over high speed 

channels and in the range of 85 to 90% over slower channels. This is much higher than 

what has been previously reported in the literature (in the range of 60 to 70% [29]). 

When we integrate voice and data traffic, simulation results demonstrate that the 

FPBP protocol avoids a voice quality degradation under heavy traffic. Furthermore, for 

a high speed channel the DR-TDMA can sustain throughput in the range of 96.5 to 98% 

while maintaining a voice cell loss rate below 1% and data waiting delay under 250 ms. 

When the channel speed decreases, the throughput drops to around 83%. For integrated 

voice, data and VBR traffic, our simulations results show that the integrated allocation 

algorithm respects the required QoS of each traffic category (1% cell loss rate for VBR 

and voice traffic and data waiting delay under 250 ms) while providing an efficient wireless 

channel utilization of approximately 96%. 

We have clearly demonstrated in this thesis that the proposed DR-TDMA MAC 

protocol is efficient to carry ATM traffic in a wireless ATM networks. It can offer QoS 
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guarantees to CBR, ABR and VBR traffic while providing a high channel throughput. 

The performance of the proposed protocol can be explained by the following factors: 

• The framed pseudo-Bayesian priority protocol minimizes the contention and reduces 

the access delay of time sensitive control packets; 

• The dynamic nature of the uplink control period allows a high channel throughput 

when the control traffic is low and a small access delay when the control traffic 

increases; 

• The efficient prediction algorithm for VBR traffic allows an efficient slot allocation 

for VBR connections with low waiting delays; 

• The integrated allocation algorithm maximizes the channel throughput while meet­

ing the required connection's QoS. 

5.2 Topics for Future Investigations 

In this thesis, we have described and analyzed the basic properties of the proposed new 

wireless ATM DR-TDMA MAC protocol. Further research remains to be done in order 

to validate and enhance this protocol for the future wireless ATM networks. 

The VBR source model used in this thesis consists of a superposition of O N / O F F 

sources model. However, the presented results should be confirmed with real VBR 

streams from video coders such as the H.263 coder and MPEG4. Similarly, to validate 

results with data traffic, real TCP connections traffic can be used with the DR-TDMA 

MAC protocol. Furthermore, more thorough simulations for integrated traffic with di­

verse traffic scenarios should be run to investigate the behavior of the DR-TDMA MAC 

protocol under a wide range of conditions. 
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For simulations, we have considered an error-free wireless link. However, the wireless 

communication channel is error prone and the effect of channel errors on the behavior of 

the protocols should be studied. For example, the impact of control packets and VBR 

packets transmission errors on the performance of the DR-TDMA protocol should be 

carefully investigated. Enhancement to the DR-TDMA MAC protocol are also needed 

to facilitate an interaction with the Data Link Layer for packets retransmissions. For 

example, the priority to give to retransmitted packets and the allocation algorithm should 

be determined. Furthermore, some modifications will be needed in the VBR prediction 

algorithm to consider packet retransmissions. 

In this thesis, we have only studied slot allocations for uplink traffic. However, these 

uplink allocation algorithms should be integrated with traditional scheduling algorithms 

for downlink slots in order to fairly allocate the frame slots to uplink and downlink 

connections. 

For the pseudo-Bayesian priority algorithms, we have considered a perfect detection 

of idle, success and collision slots. Furthermore, we have not taken into account near-

far effects and we have assumed that the exact transmission probability values can be 

transmitted to the mobiles (i.e. not the rounded values). The impact of these phenomena 

on the performance of the proposed pseudo-Bayesian priority protocols has to be carefully 

investigated. 

Finally, an interesting area of research would be to integrate the wireless ATM link 

with a wired ATM network and to study the performance of the DR-TDMA MAC pro­

tocol in these conditions. The impact of the wireless link on the end-to-end performance 

of ATM connections can be therefore investigated. This will determine if the DR-TDMA 

MAC protocol is, as we believe, an essential part of an efficient wireless ATM network. 
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Appendix A 

Generation of Self-Similar Traffic 

For our needs, we will consider the number of packets arrival per slot to be the self-

similar stochastic process {Xt}t=o,i,... to generate. This is a discrete-time, discrete-value 

process. We have not found in the literature any method to generate a stochastic process 

of this type with strictly specified statistics. Instead, we will generate an asymptotically 

self-similar stochastic process. 

Following [70], a stochastic process {Xt}t=o,i,... with auto-correlation r(k) is said to 

be asymptotically self-similar if: 

r(k) ~ k^2-2H^L(k), as k -+ oo (A.l) 

where the Hurst Parameter H satisfies 1/2 < H < 1 and L is a slowly varying function, 

that is, lirrif-j.oo L{tx)jL{t) = 1, for all x > 0. We thus have Y2kr{k) = co which 

illustrates the long-range dependency of such a process. For a more thorough discussion 

on long-range dependency and self-similar stochastic process definitions and properties 

see [54, 57]. 

It has been shown that the buffer occupancy process in an M/G/oo queue, where 

customers arrive according to a Poisson process and have heavy-tailed distributed ser­

vice time with infinite variance, results in an asymptotically self-similar count process 

[54]. This model implies that multiplexing constant-rate connections that have a Poisson 

arrival process and a heavy-tailed connection lifetime distribution with infinite variance 

will result in an asymptotically self-similar data traffic [55]. 
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A distribution is defined as heavy-tailed if: 

P[X > x] ~ cx~p, as x -> oo, (3 > 0 (A.2) 

The Pareto distribution is an example of a heavy-tailed distribution [55]. However, 

this distribution is continuous and we need a discrete heavy-tailed distribution since the 

duration of a service in our case is in number of packets (which is discrete). We thus need 

to introduce a discrete heavy-tailed distribution with infinite variance but finite mean. 

We propose the distribution with the following probability density function: 

p[X = x} = 4/(x(x + l)(x + 2)) for x > 1 (A.3) 

We can show that this distribution has the following statistics: 

p[X > x] = 2/(x(x + 1)) ~ ex"2 , as x -> oo (A.4) 

E[X] = 2 (A.5) 

Var[X] = Y T ^ — = oo (A.6) 

Connection lifetime in number of packets can thus be generated according to the proposed 

distribution since it satisfies the heavy-tailed with infinite variance property. This distri­

bution can be generated with the rejection method [71] using the following comparison 

function: 

/ ( * ) = 
2/3 if 1 < x < 2, 

(A.7) 
5/x3 if x > 2. 



Appendix B 

List of Abbreviations and Acronyms 

A B R 

A E 

A T M 

B - I S D N 

B T 

C B R 

C D F 

C D M A 

C S M A / C A 

C S M A / C D 

C S M A 

D - T D M A 

D Q R U M A 

D R - T D M A 

Available Bit Rate 

Allocation Efficiency 

Asynchronous Transfer Mode 

Broadband Integrated Services Digital Network 

Burst Tolerance 

Constant Bit Rate 

Cumulative Density Function 

Code Division Multiple Access 

CSMA with collision avoidance 

CSMA with collision detection 

Carrier Sense Multiple Access 

Dynamic-TDMA 

Distributed-Queuing Request Update Multiple Access 

Dynamic Reservation TDMA 
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D R M A 

D S - C D M A 

DSA++ 

D S A M A 

D S M A 

F A P B P 

F D D 

F D M A 

FIFO 

F P B P 

G R A P 

M A C 

M B S 

M C - C D M A 

M D R - T D M A 

M T D 

N C - P R M A 

N R T T 

Dynamic Reservation Multiple Access 

Direct-Sequence CDMA 

Dynamic Slot Assignment 

Dynamic Slot Allocation Multiple Access 

Dynamic Slot Multiple Access 

Framed Adaptation Pseudo-Bayesian Priority 

Frequency Division Duplex 

Frequency Division Multiple Access 

First In First Out 

Framed Pseudo-Bayesian Priority 

Group Randomly Addressed Polling 

Medium Access Control 

Maximum Burst Size 

Multi-Code CDMA 

Multiservice Dynamic Reservation TDMA 

Maximum Transfer Delay 

Non-collision PRMA 

Non-Real Time Traffic 
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P C R 

P R M A / D A 

P R M A 

P R M A - I S A 

QoS 

R A M A 

R T T 

S P B P 

T D D 

T D M A 

T D M 

T T E 

U B R 

V B R 

W A T M 

W L A N 

Peak Cell Rate 

PRMA with Dynamic Allocation 

Packet Reservation Multiple Access 

PRMA-Independent Stations Algorithm 

Quality of Service 

Resource Auction Multiple Access 

Real Time Traffic 

Slotted Pseudo-Bayesian Priority 

Time Division Duplex 

Time Division Multiple Access 

Time-Division Multiplexing 

Time-To-Expiry 

Unspecified Bit Rate 

Variable Bit Rate 

wireless ATM 

Wireless Local Area Network 


