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Abstract

The demand for mobile cellular communications services is increasing rapidly. Much effort is being devoted to the design of techniques to support a large number of users in a limited radio frequency band. One approach is to employ a more efficient channel assignment scheme. Packet-switching will also be used in future mobile cellular systems since it is expected that most of the traffic sources carried in future systems will be very bursty due to the combination of voice, data and video communications services.

The objective of this thesis is to study various types of channel assignment methods, fixed channel assignment (FCA) and dynamic channel assignment (DCA), in order to improve capacity in current or future cellular systems. The performance of a Reuse Partitioning (RP) system using FCA (FRP) with and without handoff is first analyzed. RP uses $n$ cluster sizes instead of one as used in a conventional FCA system. It is shown that the performance of FCA can be substantially improved by using RP. With mobile users, the capacity improvement of FRP relative to FCA decreases with the average handoff rate. A new distributed DCA scheme, known as DCA with interference information (DCA-WI), is then proposed and studied by computer simulation. In this scheme, a base station in a cell assigns a channel to a call based on the channel information in its neighboring cells. It is shown that DCA-WI outperforms previous channel assignment schemes in both uniform and nonuniform traffic distributions.

To support bursty traffic, FCA and DCA schemes used in conjunction with packet reservation multiple access (PRMA) and PRMA++ in a packet-switched voice cellular system are studied. Two measurement-based protocols, DCA/PRMA and DCA/PRMA++, are studied to cope with the highly unpredictable and time-varying microcellular environment. A channel
reassignment technique is suggested which reduces the number of packets lost due to out-of-cell interference during speech talkspurts. It is shown that channel reassignment can improve the performance significantly.
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Chapter 1 Introduction

The first-generation cellular communication systems, which used analog technology with FM modulation, were introduced in the world since early 1980s. Examples of first-generation cellular communication systems [1] include North American advanced mobile phone service (AMPS), British total access communication system (TACS), Japanese mobile communication systems (MCS) and Scandinavian nordic mobile telephone system (NMT). They all employ frequency division multiple access (FDMA) as the air interface access scheme.

Second-generation cellular communication systems, which use digital technology and more efficient air interface multiple access schemes (e.g., time division multiple access, TDMA, or code division multiple access, CDMA), were introduced in the early 1990's. The demand for mobile cellular communications services, i.e., voice, facsimile or low-bit-rate data, is increasing rapidly. The number of mobile subscribers worldwide is estimated to be currently around 400 million. By the year 2010, the Universal Mobile Telecommunications System (UMTS) Forum expects that the number of subscribers worldwide to be around 1800 million [2], with most of the growth occurring in Asia. In contrast, the number of subscribers for the first-generation systems is starting to decrease. The most common second-generation systems include the TDMA Global System for Mobile Communications (GSM) in Europe, TDMA IS-54/IS-136 and CDMA IS-95 in United States and TDMA Personal Digital Cellular (PDC) system in Japan [1].

Currently, the market demand for advanced wireless communications services [2], i.e., high-bit-rate data, multimedia or Internet, is very high. Research, standardization and development activities are ongoing worldwide for third-generation cellular communication systems - International Mobile Telecommunications in the year 2000 (IMT-2000) [3]-[7]. In Europe, IMT-
2000 is referred to as Universal Mobile Telecommunications System (UMTS). The major improved capabilities of third-generation cellular communication systems include:

- higher cellular system capacity, i.e., offered traffic load per unit area per unit bandwidth that can be supported at some minimum quality of service

- a wide range of services from voice to very high data rate services to support mobile multimedia applications

- evolution from mature second-generation systems in order to achieve the goal of universal access and global roaming

- support for circuit- and packet-oriented services

Three major proposals have been submitted and considered for the IMT-2000 [6]. They can be classified into two categories based on their air interface multiple access methods, i.e., wideband TDMA, namely Advanced TDMA (ATDMA), and wideband CDMA (WCDMA) [7]. One of the three proposals, Universal Wireless Communications (UWC-136), is proposed from TR45.3 in the United States and based on wideband TDMA for IS-136 evolution towards a third generation system. UWC-136 consists of a 30 kHz carrier for voice or low-speed data, a 200 kHz carrier for high-speed data, and a 1.6 MHz wideband TDMA carrier for very high-speed data, about 2Mb/s, in an indoor environment. The other two proposals are based on WCDMA. One of them is named UMTS Terrestrial Radio Access (UTRA) from Europe. In the paired band, the frequency-division duplexing (FDD) mode is employed whereas in the unpaired band, the time-division duplexing (TDD) is used, namely TD-CDMA. A WCDMA proposal similar to UTRA has been submitted by Japan. The other WCDMA proposal is cdma2000, which is backwards compatible with IS-95. Both WCDMA proposals use 5 MHz bandwidth for transmission. Details
of the above three major proposals and all other proposals for IMT-2000 are available in [5]-[7].

1.1 Motivations and Contributions of the Thesis

One of the major limitations to supporting a large number of users is the limited availability of radio frequency spectrum. Methods for increasing cellular system capacity are of great interest. One solution is to reduce the cell size (e.g., microcells or picocells) [8]-[9] which results in an increase in the number of base stations (BS's) and hence cost. It also increases the number of handoffs in a cellular system [10]. An alternative approach is to use a more efficient channel assignment scheme. There are two basic methods for assigning channels for use in cells. One is the conventional and widely used fixed channel assignment (FCA) [11] scheme, in which each cell is assigned a set of nominal channels (NC's) permanently. The second method is dynamic channel assignment (DCA) [12], in which all channels are potentially available in all cells, i.e., any channel can be used by any cell as long as a certain level of signal-to-interference power ratio (SIR) is maintained.

Two types of DCA schemes, cell-based and measurement-based schemes, have been studied for cellular communication systems. The applications of these two schemes for cellular communication systems are discussed in [13]. Cell-based DCA schemes are applicable in high-mobility systems and macrocellular systems in which shadow fading changes rapidly. Measurement-based DCA schemes may be used in low-mobility systems, fixed wireless access systems, packet-switched systems and microcellular systems. For third-generation cellular communication systems, ATDMA [7] and TD-CDMA [6], DCA schemes can be applied to improve the performance and have been studied in [14]-[15].

The objective of this thesis is to study different types of channel assignment methods
(FCA, cell-based and measurement-based DCA) in order to increase capacity in current or future cellular systems. Three topics are examined:

1. Analysis of the system performance of an enhanced FCA scheme which uses Reuse Partitioning (RP) [16], with and without handoff.

2. Design and evaluation of a new cell-based distributed DCA algorithm to enhance cellular system capacity.


In the following subsections, the motivations and contributions for each of the above three topics are presented.

1.1.1 Analysis of RP using FCA (FRP)

In a conventional cellular communication system using FCA, a single cluster size is used [11]. The aim is to achieve a minimum target SIR at any point in the cell. For a system which does not employ power control (assuming no fading), the received signal power for a mobile close to its BS is generally higher than that for a more distant mobile. As a consequence, the signal from a close mobile can tolerate a higher interference level and the channel reuse distance may be smaller. In RP [16], this characteristic is exploited to increase the system capacity. RP is implemented by dividing the cell into two or more concentric regions. Each region has a different cluster size (and therefore a different reuse distance) and is assigned a set of channels according to the FCA scheme. In this thesis, the performances of FRP for stationary and mobile users are analyzed.
1.1.1.1 Stationary Users

The basic RP with FCA system, which does not incorporate channel rearrangement, has been studied in [17]-[22]. In [17] and [18], the call blocking probability, $P_B$, of a 2-region RP system was studied via computer simulation. In [19], the authors use a 2-dimensional Markov chain to model the basic 2-region RP system. However, the Markov chain used in [19] actually corresponds to a 2-region RP system with single channel rearrangement. Since RP introduces an unevenness in the $P_B$ values experienced in the inner and outer regions, a control policy that can balance the $P_B$ experienced in the two regions is studied by computer simulation in [20]. A similar problem but with two classes of calls, narrowband and broadband, is studied in [21] using a linear programming approach. The above-mentioned studies considered only 2-region RP systems. A simplified model is used to estimate the average blocking probability, $P_{B,av}$, of an n-region RP system in [22]. In this simplified model, it is assumed that the number of mobiles in each region is an independent Poisson random variable [23] and the channels are assigned so as to minimize $P_{B,av}$. This model tends to underestimate $P_{B,av}$ as shown in Chapter 3.

In this thesis, we develop a Markov chain model to examine the basic n-region RP scheme [16], with no channel rearrangement (NCR), assuming stationary users. The resulting n-dimensional Markov chain is used to evaluate the $P_B$ in each region. A modified n-region RP scheme with optimal channel rearrangement (OCR) is then introduced. The basic idea in the modified scheme is to reallocate on-going calls to channels, whenever a channel is released due to a call completion, in such a way as to minimize $P_{B,av}$. A Markov chain model is obtained for the n-region RP scheme with OCR which yields a closed-form expression for $P_B$. The performance differences among the NCR, OCR and single channel rearrangement (SCR) alternatives are studied as are the capacity gains obtainable with RP.
1.1.1.2 Mobile Users

The call blocking probability of FRP for stationary users has been examined in [17], [18] and [20] by computer simulation. They show that RP can increase the capacity compared to conventional FCA with a single reuse distance. Other studies of FRP assuming stationary users include [19], [21] and [24]. The performance of an overlapping coverage scheme with RP for mobile users has been studied in [26]. However, since the inner and outer RP regions correspond to the non-overlapping and overlapping regions respectively, the effect of RP cannot be separated from that of overlapping.

In this thesis, an analytical traffic model is developed to study the impact of mobile users on the new call blocking probability, $P_b$, and the call dropping probability, $P_d$, in a 2-region FRP system [27]. This model allows $P_b$ and $P_d$ to be evaluated numerically. The influence of user speed and cell size on $P_b$ and $P_d$ is investigated. An approximate model which allows derivation of closed-form expressions for $P_b$ and $P_d$ in certain cases is also presented. The effect of a cutoff priority scheme for handoff calls on capacity is considered. The numerical results are compared with the simulation results for various mobility models.

1.1.2 A New Distributed DCA Scheme

FCA has been shown to be effective in systems with high and constant loads. However, it is inefficient in handling traffic which varies in time and space. More recently, some channel borrowing assignment (CBA) schemes [28]-[31] have been shown to perform better than FCA even at heavy traffic loads. In CBA, all available channels in the system are assigned to cells as NC’s as in FCA. However, channels can be borrowed from neighboring cells according to some algorithm as long as the co-channel interference constraints are satisfied. One advantage of these
CBA schemes is that they do not require system-wide information.

A recent CBA [30] was shown to outperform those in [28] and [29]. The scheme uses an impact-based borrowing strategy which results in the least impact on the cells which have the same NC set as the lender cell and which are within the minimum cochannel reuse distance, $D$, of the borrower cell. However, the effect on the availability of channels in the interfering cells which are within $D$ of the borrower cell, considered in [62] and [80], is not considered in the impact-based borrowing technique.

In this thesis, a new channel assignment scheme, DCA with interference information (DCA-WI), is proposed. Unlike many CBA schemes, pre-allocation of channels to cells is not required in DCA-WI. Each cell assigns a channel to a call from the central pool. DCA-WI is a distributed DCA scheme in which the channel to be used in a cell is selected by the local BS based on channel information in its neighboring cells. The channel assignment strategy attempts to minimize the effect on the availability of channels in interfering cells. Intra-cell channel reassignment and inter-cell single channel reassignment are used to further reduce the call blocking probability. The simulation results show that DCA-WI yields a lower blocking probability than previous channel assignment schemes [28]-[30]. Its performance is close to that of idealized DCA using Clique Packing method [32] and [33].

1.1.3 Measurement-based DCA for a Packet Voice System

In the above studies, a cell-based model (described in Chapter 2), which assumes a regular cell pattern for channel assignment and reuse, is used to study the performance of channel assignment schemes. If smaller cells are used to improve the capacity, it would be difficult to plan a regular pattern for channel reuse and the unpredictable traffic densities will result in inefficient
channel usage. For an example of a FCA system, once a frequency plan is adopted for a given service area, it will also be difficult to make future changes, e.g., adding or removing a base station (BS) or frequency spectrum. Besides, smaller cells will increase the number of handoffs and hence signalling information exchanges between BS's. One solution to these problems is to adopt a measurement-based dynamic channel assignment (DCA) strategy [34]-[38] which can adapt to the changing and unpredictable environment. In measurement-based DCA, the channel assignment decision is made dynamically by the local BS and/or (mobile or fixed) user terminal (UT) based on real-time measurements. Therefore, fewer signalling exchanges between BS's are required.

As the demand for wireless multimedia services grows, third-generation cellular communication systems will be required to support a combination of voice, data and video communications. It is expected that the sources of traffic will be very bursty. Current circuit-switched systems [41] which establish a dedicated connection for the entire duration of a call become inefficient because the time to set-up the connection might be longer than the transmission time of the data. An alternative is packet switching [41] in which no dedicated circuits are used. This technique can increase the spectrum efficiency for voice communications since speech consists of a sequence of talkspurt and silence periods which allows statistical multiplexing of many different speech users. The channel is reserved only during talkspurt period, leaving it free for use by other users during silence periods. Packet Reservation Multiple Access (PRMA) [42]-[45] is a simple and efficient multiple access scheme which allows for integration of speech and data packet transmissions. It is implemented on the uplink whereas on the downlink the BS broadcasts to all UT's. A modified version of PRMA, namely PRMA++, was proposed in [46]-[49].
For convenience, we will refer to the use of FCA with PRMA and PRMA++ as FCA/PRMA and FCA/PRMA++ and the use of DCA with PRMA and PRMA++ as DCA/PRMA and DCA/PRMA++. The performance of FCA/PRMA and FCA/PRMA++ schemes in a cellular environment has been studied in [50]-[52] but no direct comparison between FCA/PRMA and FCA/PRMA++ was made. The use of a channel segregation algorithm, which does not require power measurement at the UT or BS, with PRMA was proposed in [50]-[51]. It was found that the performance of this DCA/PRMA scheme is about the same as FCA/PRMA. This is because once a talkspurt starts experiencing high interference, the packets in the rest of the talkspurt will most likely be lost leading to very poor performance.

DCA/PRMA++ schemes based on power measurements being available at the BS have been proposed in [52]-[53]. In [52] one of the performance measures used is the probability that a talkspurt is interfered with, i.e., the SIR of any one of the packets falls below a certain threshold value, $SIR_{min}$. Based on this measurement, it was found that the performance of DCA/PRMA++ is about the same as that of FCA/PRMA++. However, a packet with an SIR below $SIR_{min}$ is considered as a lost packet. Hence, the number of lost packets during a talkspurt should also be considered.

The performances of FCA/PRMA, FCA/PRMA++, DCA/PRMA and DCA/PRMA++ schemes for packet-switched cellular systems with and without channel reassignment (CR) are studied for packet voice in the uplink traffic. The performance for the downlink traffic which does not require contention has been studied in [38]-[40]. The CR technique, which has not been considered in the above studies [50]-[53], makes use of power measurements performed at the BS. It is found that the number of lost packets can be greatly reduced using CR. The DCA strate-
gies used in this study are Autonomous Reuse Partitioning (ARP) [34], Least Interfered Channel (LIC), [36]-[37] and [65], and Most Interfered Channel (MIC) [36].

1.2 Outline of the Thesis

The thesis is organized as follows: Chapter 2 contains a brief review of material related to topics discussed in later chapters. The analysis of n-region FRP system for stationary users is presented in Chapter 3. The results are compared with conventional FCA. In Chapter 4, we present the analysis of 2-region FRP system for mobile users. The results are verified with simulation in different mobility models. A new cell-based DCA scheme which uses interference information is proposed in Chapter 5. Results are given for both uniform and non-uniform traffic distributions and compared with those of some previously proposed DCA schemes. The performances of various measurement-based DCA algorithms with PRMA and PRMA++ schemes for packet voice system are studied in Chapter 6. The results for FCA/PRMA and FCA/PRMA++ are also provided for comparison. The main conclusions of the research work are summarized in Chapter 7 and some suggestions for future work are provided.
Chapter 2 Background

In this chapter, a brief review of previous studies related to the work presented in this thesis is provided. The two channel assignment schemes, FCA and DCA, are first described, followed by the basic idea of RP. Some of the previous work for cell- and measurement-based DCA are reviewed. System descriptions and operations of PRMA, PRMA++, DCA with PRMA and DCA with PRMA++ schemes are provided.

2.1 FCA and DCA

Two basic channel assignment methods, Fixed Channel Assignment (FCA) [11] and Dynamic Channel Assignment (DCA) [12], can be used for assigning channels in cells. In FCA, the entire service area is divided into clusters, each cluster consisting of \( N \) (cluster size) cells. The available channels in the system are divided into \( N \) nominal channel sets (NCS's), and one of the \( N \) NCS's is assigned permanently to each of the \( N \) cells in each cluster. The nominal channels (NC's) in each cell are used only for its local calls. The same set of channels can be reused with acceptable interference in cells which are at least a certain distance, \( D \), apart. Frequency reuse is the main concept in cellular systems [11]. The cells allowed to use the same channels are called co-channel cells. The distance, \( D \), is called the minimum co-channel reuse distance. The selection of \( N \) is determined by the co-channel reuse distance. The co-channel reuse distance depends on the minimum allowable SIR in the system. The number of NC's in each cell can be assigned uniformly or nonuniformly. The uniform channel assignment allocates the same number of channels to each cell regardless of the traffic load in the cells. The nonuniform channel assignment allocates NC's to each cell depending on the expected traffic load in each cell [54]. FCA has been shown to be effective in systems with high load and constant load. However, it is inefficient
in handling traffic which varies in time or space. To improve the efficiency, dynamic channel assignment (DCA) schemes have been proposed.

DCA is currently used in the digital European cordless telecommunication (DECT) system and cordless telephones known as CT2 [55]. In a DCA scheme, all channels are potentially available to all cells, i.e., any channel can be used by any cell as long as a certain level of SIR is maintained. Various DCA schemes have been proposed [28]-[30], [34]-[37] and [56]-[67]. They can be divided into centralized and distributed DCA schemes. In centralized DCA (CDCA) [56]-[60], a channel is assigned to a call by a central controller with global information. It has been shown that a CDCA scheme proposed in [59], called maximum packing (MP) DCA, uses the minimum number of channels required to carry the existing calls in each cell. In MP DCA, if a new call finds no free channel in a cell, the call is not blocked unless the system finds no possible reallocation of channels to accommodate the call. However, this scheme requires a high degree of centralization. In distributed DCA (DDCA) [28]-[30], [34]-[37] and [61]-[67], channel assignment decisions are made by either mobiles or their BS’s without requiring global information. Therefore, the algorithms can be simpler and decisions can be made faster. DDCA schemes are more effective in microcellular systems because faster decisions are required in microcellular systems due to more frequent handoffs.

Two different models are used to study the performance of DCA schemes, namely cell-based DCA and measurement-based DCA [12]-[13]. The cell-based DCA schemes can be considered as traffic adaptation DCA schemes because the channel assignment in a cell is based on the traffic changes within the cell’s boundary and the channel information of that cell and other cells. In cell-based DCA [28]-[30], [56]-[61], it is assumed that (1) each cell has a well-defined
coverage area, e.g., a regular hexagonal cell pattern, (2) each BS in a cell assigns a channel to a mobile within the boundary of the cell, i.e., a mobile can access a channel from a cell if the mobile is located anywhere within the cell’s boundary and (3) the same channel can be reused in other cells which are at least distance $D$ apart. The distance, $D$, is obtained based on worst case assumptions about the mobile location and propagation conditions [68]. This fixed $D$ value may be too pessimistic. In some cases, the same channel may be able to be reused in another cell which is less than $D$ away because the amount of interference may be acceptable. The measurement-based DCA schemes [34]-[37] and [63]-[67] are more effective because they take the actual propagation and interference conditions into account. In measurement-based DCA schemes, mobiles/BS’s measure the interference strengths to determine the usability of channels. These schemes are DDCA because a BS or a mobile uses local measurement to make a channel assignment.

2.2 Reuse Partitioning using Fixed Channel Assignment

Reuse partitioning (RP) [16], which uses multiple reuse distances, can further improve traffic performance with FCA or DCA. RP is implemented by dividing the cell into two or more concentric cells as shown in Figure 2.1. These partitions are associated with different cluster sizes or reuse distances.
For a conventional mobile cellular system with FCA [68] and [69], a cluster size of 7 is used. With RP, multiple cluster sizes can be used. An example of a two-region RP system is depicted in Figure 2.2. The cluster sizes $N_A$ and $N_B$ for the inner and outer regions are 3 and 7 respectively. Then, a set of NC's is assigned to each region. Since channels assigned to the inner region can be repeated more frequently than those assigned to the outer region, more channels can be assigned to a cell than in a conventional FCA system. It was shown [17] and [22] that a substantial increase in carried traffic can be achieved if the inner region calls can use (overflow into) the outer region channels. This can however result in unbalanced blocking to the subscribers in different regions. A control policy to address this problem is studied in [20] and [21].
Figure 2.2 Cellular grid with reuse cluster sizes $N_A = 3$ and $N_B = 7$.

### 2.3 Cell-based DCA - Channel Borrowing Assignment

FCA is currently used in existing analog, AMPS [69], and digital, IS-54 [70], cellular systems. A disadvantage of FCA is that if a new call finds no free NC in its cell, the call is blocked even though there are NC's available in neighboring cells. This problem can be solved by using a DCA scheme such that a new call can use any free channel available in the system subject to co-channel interference constraints. Previous studies of DCA schemes [56]-[58] report that their performances are better than FCA at low to normal traffic loads, but at heavy traffic loads their performances are worse than FCA. The reason is that these DCA schemes provide a "short-term"
optimized channel assignment and the distance between any two cells using the same channel is normally larger than $D$. One type of cell-based DCA scheme, called channel borrowing assignment (CBA) [28]-[30] and [71]-[73], can have improved performance over FCA even at heavy traffic loads. In this section, some of the previous CBA schemes [28]-[30] and [71]-[73] are briefly reviewed. A comprehensive survey of other DCA schemes can be found in [12].

In CBA, all available channels are assigned to cells as NC’s as in FCA [11], [54]. Channels can be borrowed from neighboring cells\(^1\) based on some algorithm as long as the co-channel interference constraints are satisfied. CBA schemes in these papers are DDCA because they only require the local and surrounding cell\(^2\) information and each BS makes its own channel assignment decision.

In early CBA scheme [71], when a new call finds no free NC\(^3\) available in its own cell $A$, the BS will assign a channel borrowed from a neighboring cell $B$ with the largest borrowable channel set which is not currently used by any of cell $A$'s interfering cells. The interfering cells of cell $A$ are the cells within distance $D$ of cell $A$. If the borrowable channel set contains more than one channel, a channel is randomly chosen. Since the NC or borrowed channel is chosen randomly, the distance between co-channel cells is generally greater than $D$ and the performance is degraded.

A better CBA scheme, called borrowing with channel-ordering (BCO) [72], is proposed to maintain the average co-channel reuse distance minimum. In BCO, all NC’s assigned to a cell are

\(^1\) Only the cells in the first tier are considered to be neighboring cells.

\(^2\) Surrounding cells can be any cells from the first, second, third, ..., tier.

\(^3\) A free channel in a cell means that the channel is not used in the cell or its interfering cells so that it is available for use in the cell.
ordered. A new call will use the lowest numbered free NC from its cell A. If no free NC is found, the new call will borrow the highest numbered free NC from a neighboring cell B with the largest number of borrowable channels. A borrowable channel is a free channel in cell B and cell B’s nominal cells within distance $D$ of cell A. Nominal cells are cells to which the same set of nominal channels are assigned. After cell A borrowing a channel, the borrowed channel is locked in cell B and cell B’s nominal cells within distance $D$ of cell A. A channel being locked in cell B means that the channel cannot be used in cell B or be borrowed by a neighboring cell. For further packing the co-channel cells, channel reassignment is performed, i.e., reassignment of borrowed channel to NC, higher numbered NC to lower numbered NC or lower numbered borrowed channel to higher numbered borrowed channel from the lender cell.

An improved version of BCO is borrowing with directional channel-locking (BDCL) [28]. In BCO, when channel $j$ is borrowed, channel $j$ in the lender cell and its nominal cells within $D$ of borrower cell are locked such that the channel $j$ cannot be used in these cells locally or be borrowed by any of their neighboring cells. In fact, some of the neighboring cells of lender’s nominal cells can borrow channel $j$ if they are not within distance $D$ of the borrower cell. Thus, BDCL allows channel $j$ to be lent to some of the neighboring cells of the lender’s nominal cells without violating the co-channel interference constraints. In other words, channel $j$ in the lender’s nominal cells is locked in certain direction. The rest of the procedures, such as channel ordering and channel reassignment, are as in BCO.

A more recent CBA scheme proposed by Chang, et al. [30] outperforms BDCL. In Chang’s CBA, the NC’s assigned to a cell are ordered. A new call will use the lowest numbered free NC from its own cell, say Cell A. If no free NC is available, the call will borrow a free NC
from a neighboring (lender) cell, say Cell B, using an impact-based borrowing strategy. Borrowing a channel from a neighboring cell, Cell B, has an impact on the nominal cells which are within $D$ of the borrower cell, Cell A. The impact-based borrowing attempts to select a free channel from an neighboring cell which will have the least effect on its nominal cells which are within $D$ of Cell A. If no free channel can be borrowed, a one-channel reassignment procedure is performed to release a locked channel$^4$, $j$, in cell A which is used by only one cell, the “locking” cell, Cell C, within distance $D$ of the Cell A. The one-channel reassignment is to assign another free channel, $k$, to a call using the locked channel, $j$, in the locking cell, C. Therefore, channel $j$ is released from Cell C. The locked channel, $j$, becomes available for use in Cell A and can be assigned to the new call. This scheme requires knowledge of the average traffic load in each cell in order to estimate the future channel availability rate.

In the above CBA schemes, channel locking is used to avoid violating the co-channel interference constraints. Another CBA called Channel Borrowing Without Locking (CBWL) is presented in [73]. In this scheme, a call with a borrowed channel reduces its transmission power and thus channel locking in other cells is not required. A disadvantage is that only users in a fraction of a cell area is allowed to borrow. This problem is solved by intra-cell channel reassignment.

### 2.4 Measurement-based DCA

In measurement-based DCA, channel assignment is based on signal strength measurements from mobiles or BS’s which are used to estimate the SIR. A channel is assigned to a call if the estimated SIR of the channel is above the minimum acceptable SIR. Measurement-based

$^4$ Channel $j$ is called a locked channel in cell $i$ if channel $j$ is used by any interfering cells of cell $i$. 
DCA schemes have been proposed in [34]-[37] and [63]-[67]. The simplest scheme is to find the first channel which satisfies the minimum acceptable SIR level [63]. An improved version, called Autonomous Reuse Partitioning (ARP), is proposed in [34]. In ARP, all BS's have a list of ordered channels. When a call arrives, channels are viewed in the same order by all BS's, and the first channel which satisfies the minimum acceptable SIR level is assigned to the call. It is shown [34] that ARP can achieve "reuse partitioning" in that the lower numbered channels are reused at shorter distances. The lower numbered channels are assigned to the mobiles (close to their BS) with stronger received signal powers which can tolerate higher interference levels. In this scheme, BS's using the same channel are closely "packed" in order to support more traffic. One disadvantage is that this may cause many handoffs. Other schemes, least interfered channel (LIC) [36]-[37], flexible reuse (FRU) [64] or maximum signal-to-interference ratio (MSIR) [65], which selects a channel with highest SIR which is above the minimum acceptable SIR level, is studied to reduce the number of handoffs at the expense of an increased call blocking probability [65]. It is shown in [37] that the performance of ARP is better than that of LIC and ARP requires fewer SIR measurements to be performed. In [66], [67] and [81], fast algorithms to select channels are proposed. In these papers, each BS generates an ordered list of channels. The order of the channel is updated based on the history of how each channel was used in a cell. The lowest numbered channel has the highest priority to be used. A BS attempts to select the lowest numbered channel if the channel satisfies the minimum acceptable SIR level.

2.5 Packet Reservation Multiple Access (PRMA) and PRMA++

In this section, the frame structure for PRMA and PRMA++ protocols are described. The system operations for the two protocols are explained for speech users only.
2.5.1 PRMA

Packet Reservation Multiple Access (PRMA), proposed by Goodman, et al. [42] and [44], is a simple and efficient multiple access scheme which allows for integration of speech and data packet transmissions [43] and [45] for a local wireless network. This technique takes advantage of the nature of speech, which consists of a sequence of talkspurt and silence periods, to increase the spectrum efficiency by allowing statistical multiplexing of many different speech users. PRMA can be considered as a combination of slotted “reservation” ALOHA protocol [74] and time division multiple access (TDMA) [41]. One of its main features is a “listen-before-you-send” procedure which can properly control the user terminals (UT’s) to send their message without collision. It is implemented on the uplink channel whereas on the downlink channel the BS broadcasts all the information to all UT’s.

![Figure 2.3 Frame structure of PRMA.](image)

In PRMA, the uplink channel is divided into $N$ time slots, each of duration of $T_s$, which are organized into frames as shown in Figure 2.3. The UT’s recognize each time slot as “available” or “reserved” according to the feedback message broadcast from the BS at the end of each frame. With the implementation of speech activity detector (SAD), speech packets are only
generated within talkspurts at the frame rate and buffered at the UT for transmission during talkspurts. Each packet requires only one slot per frame. No packets are generated within a silence period.

When the first packet of a new talkspurt is generated at the UT, the UT contends for a reservation by sending the first packet in a “available” slot with a permission probability, \( p \). If no other UT’s contend for the same “available” slot, the reservation is successful. Then, the BS acknowledges the UT about its success on the downlink traffic at the end of the slot [42]-[45]. That slot is then reserved for the UT for the whole duration of its talkspurt. All other UT’s are also informed about the status of the slot from the broadcast acknowledgment in the downlink traffic. Therefore, no other UT’s attempt to send their packets in this “reserved” slot and the UT can get uncontended use of that slot. The UT continues to send its packets during the talkspurt in the “reserved” slot in subsequent frames until the talkspurt ends. When a BS detects no traffic on a previously “reserved” slot, it marks the status of the slot to be “available”. At the end of the slot, the BS broadcasts to all other UT’s that the slot is now “available” for contention.

If the contention is unsuccessful (due to packet collision), the UT attempts to send the same packet in the next “available” slot with probability \( p \). Real-time speech packets can tolerate only a small delivery delay. Speech packets which have waited in the UT buffer for longer than the maximum acceptable delay, \( d_{\text{max}} \), are dropped. The packet delay is measured from the time the packet is generated at the UT to the time the packet is successfully received at the BS. The value of \( d_{\text{max}} \) is usually set to be twice the frame time [42] and [43]. Hence, packets are dropped only at the beginning of the talkspurts during the contention process; this results in “front end clipping”[42].
In PRMA, one of the system design parameters is probability $p$. A low value of $p$ reduces the chance of collision, but increases the waiting time for UT's to send their packets to contend for reservation which increases the number of dropped packets. If $p$ is too high, it will increase the risk of collisions during the contention process so that the number of dropped packets will also be increased due to the excessive delay from the collision resolution process. The optimum value of $p$ for different operating conditions is studied in [44].

2.5.2 PRMA++

PRMA++ [46]-[49] is a modified version of PRMA developed within the advanced TDMA (ATDMA) project [46] in Europe. In PRMA, any time slot can be used to contend for a reservation as long as the time slot is “available” on the uplink channel. The BS is required to broadcast the outcome of the contention corresponding to each of the “available” time slots on the downlink channel. In PRMA++, the uplink channel is divided into $r$ reservation slots (R-slots) and $N - r$ information slots (I-slots) as shown in Figure 2.4. The R-slots are equally spaced in the frame. The UT's can send the access contention packets only in the R-slots for a reservation. The information packets can be sent to the I-slots. The downlink channel is similar to the uplink channel except that the R-slots are replaced by corresponding acknowledgment slots (A-slots) with a few slots delay as shown in Figure 2.4. The outcome of the contention process for each R-slot is acknowledged by its corresponding A-slot from the BS. There is also one fast acknowledgment slot and one fast paging slot in the uplink and downlink channel respectively which are not shown in Figure 2.4. Details of PRMA++ can be found in [48].

When a UT with a new talkspurt has generated the first packet, it sends the first packet in the first R-slot with probability $p$. If the contention on this R-slot is successful, the BS acknowled-
edges the UT in the corresponding A-slot on the downlink channel. If an I-slot is available, the BS makes an I-slot assignment for the UT and informs the UT of the assignment within the same corresponding A-slot. If no free I-slot is available, the reservation request from the UT is inserted into a BS FIFO buffer. Then, the BS will assign an I-slot to the first UT in the BS buffer when an I-slot becomes free. For a UT with an I-slot assignment, the UT sends its packets within the talkspurt in the "reserved" I-slot in all subsequent frames so that the UT has uncontended use of that I-slot. When the talkspurt ends, the BS releases the I-slot and reallocates it to another UT for use in the next transmission frame. If the contention on this R-slot is unsuccessful, the UT sends its packet in the next R-slot with probability \( p \). The UT knows the contention has failed if no acknowledgment is received in the corresponding A-slot on the downlink channel.

Figure 2.4 Frame structure of PRMA++.
In PRMA++, if the packets wait longer than $d_{max}$ in the UT's buffer before the contention is successful, the packets are dropped. This packet loss phenomenon is similar to that in PRMA. After successful contention, a UT might not be assigned an I-slot immediately depending on the availability of the I-slots. If so, packets will be dropped if they wait in the UT buffer longer than $d_{max}$. The system design parameters $p$ and $r$ in PRMA++ have been studied in [46]-[49].

The advantages of PRMA++ over PRMA are discussed in [48]. However, no direct comparison between PRMA and PRMA++ has been made.

2.6 Previous Work on DCA/PRMA and DCA/PRMA++

The above-mentioned PRMA and PRMA++ studies do not consider co-channel interference. As long as a time slot has been reserved for a talkspurt, the packets will not be interfered with or dropped during that talkspurt period. However, in a cellular environment, the packets may be interfered with and dropped during a talkspurt even when transmitted in a "reserved" time slot due to co-channel interference from users in neighboring cells using the same time slot. Studies of both measurement-based and cell-based PRMA and PRMA++ in a cellular environment have been presented in [50]-[53] and [75]-[79]. These studies are considered for uplink traffic. In this section, the frame structure and system operation of DCA/PRMA [50]-[51] and DCA/PRMA++ [52]-[53] are described.

2.6.1 DCA/PRMA

In [50]-[51], the authors show that the power measurement technique used in current circuit-switched systems (e.g., GSM) at the BS/UT does not provide a fast and reliable quality measurement for packet-switched systems. Instead, the channel segregation algorithm [66] is
chosen as the DCA scheme used with the PRMA protocol in packet-switched systems. This algorithm assigns channels to calls based on previous performances of each channel and does not require real-time power measurement.

![Frame structure and Priority List](image)

**Priority List**

- Highest priority
  - 2
  - 5
  - 4
  - 0
  - 1
  - 3

- Lowest priority

If $n=3$, slots number 2, 4 and 0 are available for contention.

Even though slot number 3 is free, it is not available for contention.

Figure 2.5 Channel segregation for PRMA system.

The frame structure and the procedure are depicted in Figure 2.5. Each BS creates its own priority list for all the time slots on a frame by frame basis and broadcasts the list to all its UT's.
Among all these free time slots, only a number, \( n \), of time slots with highest priority are available for UT's to contend for a reservation. All other free time slots are considered as "unused". For example, in Figure 2.5, since \( n = 3 \), only slots number 2, 4 and 0 are available for contention. Even though slot number 3 is free, it cannot be used for contention. The order of each time slot in the list is formed according to the previous contention results in the contention process and the conversation quality during the current talkspurt. The hope is that a free time slot with higher priority in the list will provide a higher probability of successful contention and better speech quality.

When a UT has packets to send during a talkspurt, it sends the first packet to the first "available" time slot for contention. If it is successful, the time slot is reserved for the UT to transmit the rest of its packets in subsequent frames until the talkspurt ends. Otherwise, it will attempt to send the same packet in the next "available" time slot with permission probability, \( p \), for contention. A packet will be dropped at the beginning of a talkspurt if it waits in the UT for longer than \( d_{\text{max}} \). A packet will be lost within a talkspurt during the transmission in a "reserved" time slot, if it is interfered with, i.e., its SIR falls below a certain threshold value, \( SIR_{\text{min}} \), due to co-channel interference.

The system design parameters for this scheme are \( p \) and \( n \). A performance comparison between this scheme and FCA/PRMA is reported in [50]-[51] and shown to be about the same. The conclusion is that even though the performance of DCA/PRMA is close to that of FCA/PRMA, DCA/PRMA does not require frequency planning and can adapt to traffic fluctuations.

### 2.6.2 DCA/PRMA++

In a DCA/PRMA++ system [52] with \( M \) carriers and \( N \) time slots, there are a total of
$M \times N$ slots available in each cell. These are divided into $r$ reservation slots (R-slots), which are used exclusively for contention, and $M \times N - r$ information slots (I-slots), which can be either "available" or "reserved" as shown in Figure 2.6. The R-slots are evenly placed in the $M$ carriers. For example, if there are $M$ R-slots, then each carrier has one R-slot at the beginning of a frame as shown in Figure 2.6. Two DCA algorithms are studied in [52], which are based on SIR measurement and a modified channel segregation algorithm to that used in [51].

![Frame structure of DCA/PRMA++.](image)

Figure 2.6 Frame structure of DCA/PRMA++.

A UT with a talkspurt sends the first packet in an R-slot on one of the $M$ carriers. If the contention is successful, the BS assigns an "available" I-slot for the UT based on the particular DCA algorithm. If the contention fails, the UT tries the next R-slot on one of the $M$ carriers. It was found that the performance of DCA/PRMA++ is comparable with that of FCA/PRMA++. 
A similar DCA/PRMA++ is proposed in [53], in which minislots within the R-slot are used to improve the performance. The DCA algorithm used is ARP [34]. No comparison with FCA/PRMA++ is given. However, the performance will be improved, at least compared to DCA/PRMA++ without minislots, since the number of collisions can be reduced due to the use of minislots.
Chapter 3  Analysis of RP using FCA for Stationary Users

In this chapter, the performance of $n$-region reuse partitioning (RP) using fixed channel assignment (FCA), hereafter referred to FRP, for stationary users with no channel rearrangement (NCR) [16], single channel rearrangement (SCR) and optimal channel rearrangement (OCR) is analyzed. The basic idea behind channel rearrangement is to reallocate on-going calls using higher-numbered region channels to lower-numbered region channels, whenever a channel is released due to a call completion, in order to minimize the average blocking probability, $P_{B,\text{av}}$. The FRP systems with NCR and OCR can be represented by an $n$-dimensional Markov chain from which the blocking probability in each region can be obtained numerically.

The rest of the chapter is organized as follows. In Section 3.1 we describe the Markov model used for analyzing the $n$-region RP system using FCA. In Section 3.2 we present the analysis for $n$-region RP with NCR, OCR and SCR. Numerical results are presented and discussed in Section 3.3. The numerical results are also compared with the simulation results for slowly moving MS's.

3.1 System Model

In the design of a cellular system, it is convenient to divide the service coverage area into hexagonal cells, each of radius $r_n$. For a conventional FCA cellular system, a single cluster size, $N_n$, of 7 is commonly used. With RP, let the cluster size for region $i$, $1 \leq i \leq n$, be denoted by $N_i$ and the radius of concentric hexagon $i$ be denoted by $r_i$, as shown in Figure 2.1.

With a reuse cluster size of $N_i$, we have [11]

$$\frac{d_i}{r_n} = \sqrt[3]{N_i}, \quad i = 1, \ldots, n,$$  \hspace{1cm} (3.1)
where $d_i$ is the reuse distance associated with region $i$. In order to equalize the SIR’s of mobile stations (MS’s) close to the $n$ region boundaries, we need

$$\frac{d_i}{r_i} = \sqrt{3N_n}, \quad i = 1, \ldots, n.$$  \hspace{1cm} (3.2)

From (3.1) and (3.2), it follows that

$$\left( \frac{r_i}{r_n} \right)^2 = \frac{N_i}{N_n}. \hspace{1cm} (3.3)$$

An MS is served by the base station of the cell it is currently located in. We assume that the MS’s move slowly enough that handoff issues can be neglected. This assumption is verified by comparing results from our analysis with simulation results obtained for slowly moving MS’s and different mobility models [82]-[83]. An important example in which “MS’s” can be considered stationary is a personal access communications system [90]. Calls are assumed to be uniformly distributed over the service area and arrive according to a Poisson process with per cell arrival rate, $\lambda$. The call arrival rate in region $i$ of a cell can then be expressed as

$$\lambda_i = \lambda \left( \frac{r_i^2 - r_{i-1}^2}{r_n^2} \right), \hspace{1cm} (3.4)$$

where $r_0 = 0$. An arriving call which cannot be assigned a channel is blocked and departs the system, i.e. a blocked calls cleared model is assumed. Call durations are exponentially distributed with a mean of $1/\mu$. The offered traffic (in Erlangs) to MS’s located in region $i$ of a cell is defined as $\rho_i = \lambda_i/\mu$. Let $C_i$ be the number of channels allocated to region $i$ (hereafter referred to as region $i$ channels) in each cell and $C = \sum_{i=1}^{n} C_i$ be the total number of channels available in
Chapter 3 Analysis of RP using FCA for Stationary Users

If a total of \( m \) channels are available to the system, we have

\[
\sum_{i=1}^{n} N_i C_i \leq m.
\]  \hspace{1cm} (3.5)

3.2 Blocking Probability with RP

The evaluation of the blocking probability, \( P_{B,i} \), for region \( i \) for various RP schemes is discussed in this section. In an RP scheme with no overflow, a call originating from or destined for an MS located in region \( i \) (hereafter referred to as a region \( i \) call) can only use one of the \( C_i \) region \( i \) channels. If all region \( i \) channels are busy, the call is blocked. Then, \( P_{B,i} \) can be obtained using the Erlang B formula with \( C_i \) channels \([25]\) and the average blocking probability, \( P_{B,av} \), is given by

\[
P_{B,av} = \sum_{i=1}^{n} \frac{\lambda_i}{\lambda} P_{B,i}.
\]  \hspace{1cm} (3.6)

We next consider RP schemes with overflow and different channel rearrangement algorithms.

3.2.1 RP With No Channel Rearrangement (RP-NCR)

In RP-NCR, a region \( i \) call is assigned, if possible, to an unused region \( i \) channel. If all region \( i \) channels are busy, an attempt is made to assign an unused channel from region \( i + 1, i + 2, \ldots, n \) in this order. If no such unused channel is found, the call is blocked. Thus, region \( i \) calls can overflow into higher-numbered region \( j, j > i \), channels.

A 2-region RP-NCR system can be represented by a two-dimensional Markov chain as shown in Figure 3.1. Each node represents a state \((x_1, x_2)\) where \( x_i, i = 1, 2 \), is the number of
region $i$ channels used. Since there are $C_1$ and $C_2$ channels allocated to regions 1 and 2 respectively, the set of allowable states is

$$S = \{(x_1, x_2) \mid 0 \leq x_1 \leq C_1, 0 \leq x_2 \leq C_2\}. \quad (3.7)$$

An assignment of a region 1 call to a region 1 channel corresponds to a transition from the current node to the node to its right with rate $\lambda_1$. If all region 1 channels are busy, a region 1 call can be assigned to a region 2 channel as shown by an upward rightmost transition with rate $\lambda_1$, 

Figure 3.1 State-transition-rate diagram for a 2-region RP system with no channel rearrangement; $x_i, i = 1, 2$ denotes the number of region $i$ channels used.
i.e. from nodes \((C_1, 0), (C_1, 1), \ldots, (C_1, C_2 - 1)\), in Figure 3.1. An arriving region 2 call can only be assigned to a region 2 channel as shown by an upward transition with rate \(\lambda_2\) from any node \((x_1, x_2)\) with \(0 \leq x_1 \leq C_1, 0 \leq x_2 \leq C_2 - 1\). In Figure 3.1, the rate for an upward transition from nodes \((C_1, 0), (C_1, 1), \ldots, (C_1, C_2 - 1)\) is therefore \(\lambda_1 + \lambda_2\).

The steady-state probabilities, \(\pi(x_1, x_2)\), can be obtained by solving the set of equations [85]  

\[
\Pi Q = 0 \tag{3.8}
\]

and  

\[
\sum_{x_1=0}^{C_1} \sum_{x_2=0}^{C_2} \pi(x_1, x_2) = 1. \tag{3.9}
\]

In (3.8), \(\Pi = \left[\pi(0, 0), \pi(0, 1), \ldots, \pi(0, C_2), \pi(1, 0), \pi(1, 1), \ldots, \pi(x_1, x_2), \ldots, \pi(C_1, C_2)\right]\) and \(Q\) is a \((C_1 + 1)(C_2 + 1) \times (C_1 + 1)(C_2 + 1)\) matrix whose elements are transition rates and are given as follows:

\[
q(x_1, x_2), (x_1 + 1, x_2) = \lambda_1, \quad \text{for } x_1 \in \{0, 1, \ldots, C_1 - 1\}, x_2 \in \{0, 1, \ldots, C_2\}
\]

\[
q(x_1, x_2), (x_1, x_2 + 1) = \lambda_2, \quad \text{for } x_1 \in \{0, 1, \ldots, C_1 - 1\}, x_2 \in \{0, 1, \ldots, C_2 - 1\}
\]

\[
q(x_1, x_2), (x_1, x_2 + 1) = \lambda_1 + \lambda_2, \quad \text{for } x_1 = C_1, x_2 \in \{0, 1, \ldots, C_2 - 1\}
\]

\[
q(x_1, x_2), (x_1 - 1, x_2) = x_1\mu, \quad \text{for } x_1 \in \{1, \ldots, C_1\}, x_2 \in \{0, 1, \ldots, C_2\}
\]

\[
q(x_1, x_2), (x_1, x_2 - 1) = x_2\mu, \quad \text{for } x_1 \in \{0, 1, \ldots, C_1\}, x_2 \in \{1, \ldots, C_2\}
\]

\[
q(x_1, x_2), (x_1, x_2) = -\sum_{i=0}^{C_1} \sum_{j=0}^{C_2} q(x_1, x_2), (i, j), \text{ for } x_1 \in \{0, \ldots, C_1\}, x_2 \in \{0, \ldots, C_2\}
\]

\[
q(\ldots, \ldots) = 0, \quad \text{otherwise.}
\]

It can be seen from Figure 3.1 that the call blocking probability for region 1 is given by
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\[ P_{R,1} = \pi(C_1, C_2), \]  
\[ (3.11) \]

and the call blocking probability for region 2 is given by

\[ P_{R,2} = \sum_{x_1 = 0}^{C_1} \pi(x_1, C_2). \]
\[ (3.12) \]

For \( n \geq 3 \), the system can be described by an \( n \)-dimensional Markov chain with each state denoted by an \( n \)-tuple \( (x_1, x_2, \ldots, x_n) \). The set of allowable states is now given by

\[ S = \{(x_1, x_2, \ldots, x_n) | 0 \leq x_i \leq C_i, 1 \leq i \leq n \}. \]
\[ (3.13) \]

The square transition matrix \( Q \) is of size \( \prod_{i=1}^{n} (C_i + 1) \) with elements

1. \( q(x_1, \ldots, x_i, \ldots, x_n), (x_1, \ldots, x_i+1, \ldots, x_n) = \lambda_i, \)
   for \( x_{i-1} \in \{0, \ldots, C_{i-1} - 1\}, x_i \in \{0, \ldots, C_i - 1\}, x_j \in \{0, \ldots, C_j\}, j \neq i, i-1 \)

2. \( q(x_1, \ldots, x_i, \ldots, x_n), (x_1, \ldots, x_i+1, \ldots, x_n) = \lambda_i + \sum_{k = i-1}^{j-1} \lambda_k, \)
   for \( x_{i-1} = C_{i-1}, x_{i-2} = C_{i-2}, \ldots, x_j = C_j, x_i \in \{0, \ldots, C_i - 1\}, x_{j-1} \in \{0, \ldots, C_{j-1} - 1\}, \)
   \( x_k \in \{0, \ldots, C_k\} \) where \( k \neq i, i-1, \ldots, j-1 \) and \( 1 \leq j \leq i-1 \)

3. \( q(x_1, \ldots, x_i, \ldots, x_n), (x_1, \ldots, x_i-1, \ldots, x_n) = x_i \mu_i, \)
   for \( x_i \in \{1, \ldots, C_i\}, x_j \in \{0, \ldots, C_j\}, j \neq i \)

4. \( q(x_1, \ldots, x_i, \ldots, x_n), (x_1, \ldots, x_i, \ldots, x_n) = -\sum_{j_1 = 0}^{C_1} \cdots -\sum_{j_n = 0}^{C_n} q(x_1, \ldots, x_i, \ldots, x_n), (j_1, \ldots, j_n), \)
   for \( x_j \in \{0, \ldots, C_j\}, j = 1, \ldots, n \)

5. \( q(\ldots, \ldots), (\ldots, \ldots) = 0, \) otherwise.

The steady-state probabilities can be solved using the same procedure as for \( n = 2 \). The blocking probability for region \( i \) is the sum of the probabilities of states for which
\[ x_1 \leq C_1, \ldots, x_{i-1} \leq C_{i-1}, x_i = C_i, \ldots, x_n = C_n, \text{i.e.} \]

\[ P_{B,i} = \sum_{x_i = 0}^{C_i} \sum_{x_{i-1} = C_{i-1}}^{C_{i-1}} \pi(x_1, \ldots, x_{i-1}, C_i, \ldots, C_n). \] (3.15)

The average call blocking probability, \( P_{B,av} \), is given by (3.6).

### 3.2.2 RP With Optimal Channel Rearrangement (RP-OCR)

One drawback of RP-NCR is that when a region \( i \) channel is released due to a call completion, an on-going region \( k, k \leq i \), call using a higher region \( j, j > i \), channel is not switched to the just released lower region \( i \) channel. The release of a region \( i \) channel allows calls from regions 1 to \( i \) to use the channel. However, by releasing a higher region \( j \) channel, calls from regions 1 to \( j \) (with \( j > i \)) are allowed to use the channel. Thus, calls from a larger set of regions can access the released channel. In order to reduce the average call blocking probability, we need to rearrange channels so as to release a channel belonging to as high a numbered region as possible.

Consider the following example of a 2-region RP scheme with channel rearrangement. Let \( \alpha_{xy} \) denote a region \( x \) call using a region \( y \) channel. If a call, \( \alpha_{11} \), completes and releases a region 1 channel, then an on-going call, \( \alpha_{12} \), can be switched to the released region 1 channel. The released region 2 channel is now available for use by either a region 1 or a region 2 call.

Such a 2-region RP system with channel rearrangement can be represented by the two-dimensional Markov chain shown in Figure 3.2. The state of the system is described by the pair \((x_1, x_2)\), where \( x_i, i = 1, 2, \) is the number of channels used by region \( i \) calls. Note that this meaning of \( x_i \) is different from that in Section 3.2.1. The maximum number of channels that is
available for use by region 1 calls is $C$ since these calls can overflow into region 2 channels whereas the maximum number of channels available to region 2 calls is $C_2$. Since the number of channels in a cell is $C$, we must have $x_1 + x_2 \leq C$.

As an example, for state $(C, 0)$, there are $C$ channels used by region 1 calls and no region 2 call. There are $C_1$ region 1 calls using region 1 channels, $C_2$ region 1 calls using all region 2 channels. If a region 1 call using a region 1 channel completes, the state changes from $(C, 0)$ to

---

**Figure 3.2** State-transition-rate diagram for a 2-region RP system with channel rearrangement; $x_i, i = 1, 2$ denotes the no. of channels used by region $i$ calls.
(C - 1, 0). Because of channel rearrangement, a region 1 call using a region 2 channel is switched to the just released region 1 channel and thus, a region 2 channel is released. The system can now accept either a new region 1 call as shown by the transition with rate $\lambda_1$ from (C - 1, 0) to (C, 0) or a new region 2 call as shown by the transition with rate $\lambda_2$ from (C - 1, 0) to (C - 1, 1).

The call blocking probability for region 1 is the sum of the probabilities of states for which $x_1 + x_2 = C$, i.e.

$$P_{B,1} = \sum_{x_1 = C_1}^{C} \pi(x_1, C - x_1).$$

(3.16)

The call blocking probability for region 2 is given by

$$P_{B,2} = \sum_{x_1 = 0}^{C_1 - 1} \pi(x_1, C_2) + \sum_{x_1 = C_1}^{C} \pi(x_1, C - x_1).$$

(3.17)

The average call blocking probability, $P_{B,av}$, is given by (3.6).

For 2-region RP-OCR, at most a single channel rearrangement is required following the release of a channel by a completing call. For $n \geq 3$, $n - 1$ channel rearrangements may be required so as to release a channel in the highest numbered region possible. When a region $n$ channel becomes available (due either to a call completion or a call being switched to another channel), no rearrangement of on-going calls is necessary. On the other hand, when a region $i$, $i < n$, channel becomes available, the following rearrangement algorithm is performed.

**Step 1.** Set $k = 0$.

**Step 2.** Determine if a region $j$, $1 \leq j \leq i$, call is currently using a region $(n - k)$ channel? If so,
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go to step 4.

**Step 3.** Is \( k = n - i - 1 \)? If so, stop. Otherwise, increment \( k \) by one and go to step 2.

**Step 4.** Switch this call to the released region \( i \) channel. Note that this causes the release of a region \((n - k)\) channel. If \( k = 0 \), stop. Otherwise, set \( i = n - k \) and go to step 1.

An \( n \)-region RP-OCR system can be described by a Markov chain with an \( n \)-dimensional state vector \((x_1, x_2, \ldots, x_n)\), where \( x_i \) is the number of channels used by region \( i \) calls. This Markov chain, as shown in Figure 3.2, corresponds to a truncation of \( n \) independent M/M/m/m queues and thus satisfies the detailed balance equations [25], i.e.

\[
\lambda_j \pi(x_1, \ldots, x_{i-1}, x_i, x_{i+1}, \ldots, x_n) = \mu_i \pi(x_1, \ldots, x_{i-1}, x_i + 1, x_{i+1}, \ldots, x_n) \quad (3.18)
\]

for all pairs of adjacent states \( \pi(x_1, \ldots, x_{i-1}, x_i, x_{i+1}, \ldots, x_n) \) and \( \pi(x_1, \ldots, x_{i-1}, x_i + 1, x_{i+1}, \ldots, x_n) \).

The stationary distribution for such a \( n \)-dimensional Markov chain can be written as [25]

\[
\pi(x_1, x_2, \ldots, x_n) = \pi(0) \prod_{j=1}^{n} \frac{\rho_j^{x_j}}{x_j!} \quad (3.19)
\]

where

\[
\pi(0) = \frac{1}{\sum_{(x_1, x_2, \ldots, x_n) \in S} \left( \prod_{j=1}^{n} \frac{\rho_j^{x_j}}{x_j!} \right)} \quad (3.20)
\]

In (3.20), \( S \) is the set of all states \((x_1, x_2, \ldots, x_n)\) such that
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\[ x_i \leq \min_{j = 1, 2, \ldots, i} \left\{ \sum_{l=j}^{i-1} C_l - \sum_{k=j}^{i-1} x_k \right\}. \]  

(3.21)

As an example, for a 2-region RP system, i.e. \( n = 2 \),

\[ S = \{(x_1, x_2) | 0 \leq x_1 \leq C_1 + C_2, 0 \leq x_2 \leq \min\{C_1 + C_2 - x_1, C_2\}\}, \]

(3.22)

as depicted in Figure 3.2.

The blocking probability, \( P_{B,i} \), for region \( i \) is obtained by summing the probabilities of all states for which

\[ \sum_{k=i}^{n} x_k = \min_{j = 1, 2, \ldots, i} \left\{ \sum_{l=j}^{i-1} C_l - \sum_{k=j}^{i-1} x_k \right\}. \]

(3.23)

The average blocking probability, \( P_{B,av} \), can then be obtained using (3.6).

3.2.3 RP With Single Channel Rearrangement (RP-SCR)

The RP-OCR scheme of Section 3.2.2 may involve up to \( n - 1 \) channel rearrangements. We now investigate a simpler method which uses a single rearrangement. In this method, when a region \( i \) channel is released, an on-going region \( k, k \leq i \), call using the highest numbered region \( j, j > i \), channel is switched to the released region \( i \) channel. If there are several calls currently using a region \( j \) channel, the call in the lowest-numbered region is switched. The just-released region \( j \) channel is then available to any new call in regions 1 to \( j \).

The following example illustrates the difference between the single and optimal rearrangement methods. Assume that the system has two on-going calls, \( \alpha_{13} \) and \( \alpha_{34} \). If a region 2 channel
is released due to a call completion, then in single rearrangement, call $\alpha_{13}$ is switched to the region 2 channel and a region 3 channel is released. But call $\alpha_{34}$ cannot be switched to the released region 2 channel because $\alpha_{34}$ is a region 3 call and so cannot use a region 2 channel. In optimal channel rearrangement, $\alpha_{13}$ is first switched to the released region 2 channel. This frees up a region 3 channel to which call $\alpha_{34}$ can be switched. In so doing, the region 3 call is switched from a region 4 channel to a region 3 channel and a region 4 channel is released. In this example, the single rearrangement method frees up a region 3 channel whereas the optimal rearrangement method is able to free up a region 4 channel.

3.3 Numerical Results

In this section, the numerical results obtained from the analysis of $n$-region RP system are first presented. Numerical results for a 2-region RP system are then compared with simulation results for slowly moving MS’s in order to determine the range of parameter values over which the assumption of stationary MS’s is valid.

3.3.1 Analysis Results for $n$-region FRP

For the numerical results, we consider a system with $m = 140$ channels. A cluster size of $N = 7$ is used for the (conventional FCA) system without RP (i.e. $n = 1$) so that each cell has 20 channels. Hence, the cluster size, $N_n$, for the outermost region is 7. Figures 3.3 and 3.4 show the average blocking probability, $P_{B,av}$, of 2- and 3-region RP systems with no channel rearrangement for different combinations of reuse cluster sizes, $RC(N_1, ..., N_n)$. For a given $RC(N_1, ..., N_n)$, the number of channels, $CA(C_1, ..., C_n)$, allocated to each region was chosen to be proportional to the traffic load. The channel allocations for the cluster combinations used are as follows: $RC(1,7) \rightarrow CA(7,19)$, $RC(3,7) \rightarrow CA(11,15)$, $RC(4,7) \rightarrow CA(14,12)$, $RC(1,3,7) \rightarrow$
CA(4,8,16), RC(1,4,7) → CA(4,13,12), RC(3,4,7) → CA(12,5,12). In both figures, it can be seen that at $P_{B,av} = 0.01$, conventional FCA has the lowest capacity. In Figure 3.3, $P_{B,av}$ for RC(3,7) and RC(4,7) are similar and lower than that for RC(1,7). Figure 3.4 shows that RC(1,3,7) outperforms RC(1,4,7) and RC(3,4,7). To verify the analysis, a few computer simulation results are also included in both figures. The 99% confidence intervals for the simulation results are within ±1% of the average values shown. It can be seen that the simulation results closely match the results from the analysis.

Figure 3.3 Average call blocking probability for conventional FCA and a 2-region RP system with no channel rearrangement for different RC($N_1,N_2$).
The $P_{B, av}$ values for 2, 3 and 4-region RP-OCR are shown in Figure 3.5. The cluster sizes used for the 2, 3 and 4-region RP-OCR systems are RC(3,7), RC(1,3,7) and RC(1,3,4,7) respectively. The number of channels allocated to each region for 4-region RP system with RC(1,3,4,7) is CA(5,8,5,13). It can be seen that the performance of RP-OCR is substantially better than that of conventional FCA. For $P_{av} = 0.01$, the traffic capacity improvements for 2, 3 and 4-region RP-OCR relative to conventional FCA are about 25%, 36% and 43% respectively. Some simulation points are also plotted in Figure 3.5 and agree closely with the results from the analysis.
Figure 3.5 Average blocking probability for conventional FCA and 2, 3 and 4-region RP with channel rearrangement.

At light traffic loads, the inner region calls seldom need to use the outer region channels and there is little overflow. In this case, the blocking probability, $P_{B, n}$, for the outermost region can be approximated by the Erlang B formula with $C_n$ channels. This is illustrated in Figure 3.6 for 4-region RP system. Using the Erlang B formula with $C_i$ channels to calculate $P_{B, i}$, $i < n$, results in overly pessimistic values. In Figure 3.5, the performance of 4-region RP is slightly worse than that of 3-region RP for $\rho < 12$ because the $P_{B, n}$ for 4-region RP is higher than that for 3-region RP due to an insufficient number of channels being allocated to the outermost region. The $P_{B, n}$ values obtained from the analysis in Section 3.2.2 at $\rho = 10$ for 2, 3 and 4-region RP-
OCR are $5.747 \times 10^{-4}$, $2.065 \times 10^{-4}$ and $3.689 \times 10^{-4}$ respectively. The $P_{B,n}$ values obtained from the Erlang B formula at $\rho = 10$ for 2, 3 and 4-region RP-OCR are $5.707 \times 10^{-4}$, $2.038 \times 10^{-4}$ and $3.638 \times 10^{-4}$ respectively, confirming the close agreement between the analysis and the Erlang B results.

![Figure 3.6 Blocking probability of each region for 4-region RP without and with channel rearrangement.](image)

The blocking probabilities, $P_{B,i}$, for each region $i$ for a 4-region RP system with and with no channel rearrangement are presented in Figure 3.6. With no channel rearrangement, there can be a large difference in the blocking probabilities for different regions. Some control policies to alleviate this problem for 2-region RP has been studied in [17], [20] and [21]. It can be seen that when channel rearrangement is employed, the blocking probabilities, $P_{B,3}$ and $P_{B,4}$, of the
higher-numbered regions are decreased whereas the blocking probabilities, $P_{B,1}$ and $P_{B,2}$, of the lower-numbered regions are increased. This is due to the fact that channel rearrangement tends to release higher-numbered region channels which favors higher-numbered region calls at the expense of lower-numbered region calls. As a consequence, the use of channel rearrangement tends to decrease the blocking probability difference between lower- and higher-numbered regions. From Figure 3.6, it can be seen that the results from analysis agree closely with the simulation points.

The $P_{B,av}$ values for conventional FCA and a system using 2-region RP without or with overflow are plotted in Figure 3.7. For $P_{B,av} = 0.01$, the 2-region RP system with (without) overflow can carry about 25% (10%) more traffic than the FCA system. The $P_{B,av}$ values for RP-NCR and RP-SCR are also shown in Figure 3.7. It can be seen that the $P_{B,av}$ with no rearrangement is slightly higher than that with single rearrangement. The capacities for both no and single rearrangement at $P_{B,av} = 0.01$ are about the same.

The $P_{B,av}$ values for conventional FCA and a system using 4-region RP without or with overflow and NCR, SCR and OCR are plotted in Figure 3.8. The $P_{B,av}$ values for SCR were obtained by computer simulation. The $P_{B,av}$ with NCR is slightly higher than that with SCR or OCR. For $P_{B,av} = 0.01$, the traffic capacity with NCR is higher than with FCA by about 38%. The capacity improvement over FCA with SCR or OCR is about 43%. There is little difference between the performance with SCR and that with OCR. For $P_{B,av} = 0.01$, the traffic capacity for RP with no overflow is about the same as that for the FCA system. Also plotted in Figures 3.7 and 3.8 are the $P_{B,av}$ curves obtained using the simplified model in [22] for a system using RP with overflow. The figures show that the simplified model can significantly underestimate $P_{B,av}$. 
Figure 3.7 Average blocking probability for conventional FCA and a 2-region RP system: OV - overflow.

Figure 3.8 Average blocking probability for conventional FCA and a 4-region RP system.
The capacity at $P_{B,av} = 0.01$ for FCA, 2, 3 and 4-region FRP with channel rearrangement for larger numbers, $m$, of available system channels is shown in Figure 3.9. It can be seen that RP systems perform better than FCA for any value of $m$. The relative capacity improvement for RP systems over conventional FCA system is about the same for any values of $m$.

Figure 3.9 Traffic load at $P_{B,av} = 0.01$ for FCA, 2, 3 and 4-region RP with channel rearrangement with different $m$.

### 3.3.2 Simulation Results for Slow Moving MS’s

In this section, the simulation results for slowly moving MS’s in a 2-region RP system are compared with our analysis results. Several mobility models have been proposed for use in cellular systems [82]-[84]. Two mobility models, Model A and Model B, illustrated in Figure 3.10 are used in the simulation.
(1) Model A

In this model \[83\], the MS moves in a straight line without changing its speed and direction which are independent random variables. The speed and direction of an MS are uniformly distributed in \((\bar{V}/2, 3\bar{V}/2)\) and \((0, 2\pi)\) respectively where \(\bar{V}\) is the mean speed of the MS.

(2) Model B

In this model \[82\], the speed and direction of an MS are independent random variables, uniformly distributed in \((\bar{V}/2, 3\bar{V}/2)\) and \((0, 2\pi)\) respectively. An MS changes its speed and direction after some random time interval which is exponentially distributed with a mean of \(T\) seconds. Model A can be viewed as a special case of Model B with \(T = \infty\). As \(T\) decreases, MS’s tend to stay in a cell longer.

The simulated area consists of 49 hexagonal cells with radius \(R\), with each cell divided
into two concentric regions. The cluster sizes used are RC(3,7) and the channel allocation to each cell is CA(11,15). The simulation results are collected from the central 7 cells to avoid edge effects. When an MS reaches the system boundary, it is assumed that the MS returns to the system with an angle which is uniformly distributed in \((-\pi/4, \pi/4)\) relative to the normal direction of the cell boundary as shown in Figure 3.11. No channel rearrangement is used in the simulation.

Figure 3.11 Illustration of returning direction of a MS which reaches the system boundary.

The system model used in the simulation is as follows: If a new call arrives in the inner region and cannot be assigned a (inner or outer region) channel, the call is blocked. If a new call arrives in the outer region and cannot find a free outer channel, it is blocked. When an MS using an inner region channel moves from the inner region to the outer region of its cell, it requests an intracell handoff. In this case, its call will release the inner region channel and be assigned an available outer-region channel. If no outer region channel is available, the call is dropped. For an
MS using an outer region channel crossing from inner to outer region, no intracell handoff is needed because the outer region channel can be used within the whole cell. If an MS (using an outer region channel) crosses its cell boundary, it will request an intercell handoff. If no outer region channel is available in the new cell, the call is dropped.

A mean of slow MS speed of 3 Km/hr, corresponding to typical pedestrian speeds [10], and a cell radius of 2 Km are used in the simulation. The simulation results depend on the ratio, $h$, of the mean speed to the cell radius, i.e.,

$$h = \frac{\bar{V}}{R} = \frac{3 \text{ Km/hr}}{2 \text{ Km}} = 1.5 \text{ hr}^{-1}. \quad (3.24)$$

The case of $h = 0$ corresponds to stationary MS's which do not require handoffs. The handoff activity and dropping probability increase with $h$.

Simulation results for blocking, $P_b$, and dropping, $P_d$, probabilities for slow MS's (with different values of $h$) and mobility models A and B are shown in Figure 3.12 (a) and (b) respectively. For Model B, $T$ was chosen as 30 seconds. It can be seen that the blocking probabilities in both figures are close to the blocking probability obtained from the analysis. This is because for a slowly moving MS, the probability of a handoff is low and thus, the handoff call arrival rate is small compared to the new call arrival rate. As expected, the dropping probability increases with $h$. The dropping probability is about 20 times and 5 times less than the blocking probability for $h = 0.75$ and $h = 3$ respectively. In general, the dropping probability in mobility Model A is slightly higher than that in mobility Model B because in Model A, the duration of a MS staying in a cell tends to be shorter and thus, the number of handoff attempts becomes higher.
Since our analysis does not consider handoff, there are no dropped calls. In order to compare our analysis results with the simulation results for slow MS's, we use the noncompleted call probability \([86]\), \(P_{nc}\), which is defined as probability that a new call is not successful due to either being blocked or dropped, i.e.

\[
P_{nc} = P_b + P_d(1 - P_b). \tag{3.25}
\]
In our analysis, $P_{nc}$ is simply equal to $P_{B,ave}$. The $P_{nc}$ curves for slow MS's with mobility models A and B are shown in Figure 3.13. In both mobility models, the $P_{nc}$ for slow MS's, i.e., $h = 0.75$ or 1.5, is well approximated by our analysis. At $P_{nc} = 0.01$, the offered traffic load for $h = 3$ is about 1 Erlang less than that from our analysis.

Figure 3.13 Noncompleted call probability in mobility (a) Model A and (b) Model B.
3.4 Summary

A performance analysis for the $n$-region reuse partitioning (RP) scheme with no channel rearrangement and fixed channel allocation (FCA) was presented. A closed-form expression for the call blocking probability of an $n$-region RP scheme with optimal channel rearrangement is given. The analysis results agree closely with the simulation results. Results show that a 2, 3 and 4-region RP scheme can improve the system capacity by about 25%, 36% and 43% compared to a conventional FCA system without RP. The effects of allowing no, single or optimal channel rearrangement were studied. As expected, RP with optimal rearrangement provides the best performance. The performance difference between single rearrangement and optimal rearrangement is quite small indicating that single rearrangement is a good choice for the RP system. The performance difference between the no rearrangement and optimal rearrangement schemes increases slightly with $n$. For $n = 2$, the capacity of RP with no rearrangement is about same as that with optimal rearrangement so that the derived closed-form expression can be used to approximate the performance of RP with no rearrangement. For $n = 4$, the capacity of RP with no rearrangement is about 5% less than that of RP with optimal rearrangement. Simulation results were used to examine the effect of mobility on the call blocking and dropping probabilities for slowly moving MS's. It is shown that the blocking probability for slowly moving MS’s is well approximated by our analytic results.
Chapter 4  Analysis of RP using FCA for Mobile Users

In this chapter, a traffic model is developed to study the impact of mobile users on the new call blocking probability, $P_b$, and the call dropping probability, $P_d$, in a 2-region RP using FCA (FRP) system. This model allows $P_b$ and $P_d$ to be evaluated numerically. A simplified model which allows derivation of closed-form expressions for $P_b$ and $P_d$ in certain cases is also presented. The effect of a cutoff priority scheme for handoff calls on capacity is considered, with the capacity defined as the total offered traffic that can be supported in a cell at a certain value of Grade of Service ($GOS$) as given by [86]

$$GOS = (1 - \alpha)P_b + \alpha P_d$$  \hspace{1cm} (4.1)

where $\alpha \in [0, 1]$ is the $GOS$ parameter and indicates the relative importance of $P_b$ and $P_d$ in a given system.

This chapter is organized as follows. A review of the analysis of FCA with mobile users is provided in Section 4.1 and the analytic results are compared with simulation in different mobility models in Section 4.2. The traffic model for a 2-region FRP system is formulated in Section 4.3. The channel assignment scheme is described in Section 4.4, followed by the performance analysis of the 2-region FRP system for both stationary and mobile users. The model which yields approximate closed form results is discussed in Section 4.5. Numerical results are provided in Section 4.6, and the main findings are summarized in Section 4.7.

4.1 Review of the Analysis of FCA with Mobile Users

Analysis of FCA with mobile users appear in [86]-[88]. In a FCA system, each cell has $n$ channels. New calls and handoff calls arrive in a cell according to a Poisson process with arrival
rate, $\lambda_n$ and $\lambda_h$ per cell respectively. Channel holding times are exponentially distributed with a mean of $1/\mu_c$. The channel service rate, $\mu_c$, is defined as the rate of which an assigned channel becomes free, i.e. a call using that channel is completed or handed off to other cells and given by

$$\mu_c = \mu + \mu_h \quad (4.2)$$

where $1/\mu$ is the mean call duration and assumed to be exponentially distributed and $\mu_h$ is mean handoff rate per calling mobile. The residual time of a calling MS using a channel is defined as the time that a MS with a new or handoff call stays in a cell as shown in Figure 4.1.

![Figure 4.1 Residual time of a calling mobile with a (a) new call and (b) handoff call.](image)

In [83], [84], [87] and [88], the residual time of a calling MS (with a new or handoff call) is assumed to exponentially distributed with the same mean of $1/\mu_h$. In a FCA system, a new call is blocked if the number of free channels is less than or equal to $r_a$ where $r_a$ is the number of reserved channels to be used for handoff calls only. A handoff call is dropped if no free channel is found. With the blocked-calls-cleared (BCC) model, the FCA system can be modeled as an $(n+1)$ state Markov chain as shown in Figure 4.2.
In Figure 4.2, the state $i$ represents the number of channels in use in a cell. It can be seen that a new call is blocked if $i \geq n - m$ whereas a handoff call is blocked if $i = n$. The total arrival rate is $\lambda_n + \lambda_h$ for $i < n - m$ whereas the total arrival rate is $\lambda_h$ for $i \geq n - m$. The steady-state probability, $p(i)$, of state $i$ is given by

$$p(i) = \begin{cases} \frac{p(0)(\lambda_n + \lambda_h)^i}{\mu^i i!} & \text{if } i \leq n - m \\ \frac{p(0)(\lambda_n + \lambda_h)^{n-m} \lambda_h^{-i-(n-m)}}{\mu^i i!} & \text{if } i > n - m \end{cases}$$

(4.3)

where

$$p(0) = \left[ \sum_{i=0}^{n-m} \frac{\lambda_n + \lambda_h^i}{\mu^i i!} + \sum_{i=n-m+1}^{n} \frac{(\lambda_n + \lambda_h)^{n-m} \lambda_h^{i-(n-m)}}{\mu^i i!} \right]^{-1}$$

(4.4)

To evaluate $p(i)$, we need to find the values of $\mu_h$ and $\lambda_h$. In [83], [84], [87] and [88], it is assumed that the speed and direction of a MS remain constant in a given cell. The mean handoff rate per calling mobile, $\mu_h$, can be then approximated by the mean boundary crossing rate per mobile, $\mu_h$, and given by [83]
where $V$ is the random variable denoting the speed of the MS, $E[V]$ is the mean speed of the MS, $L$ is the length of the perimeter of the cell and $S$ is the area of the cell. The handoff call arrival rate, $\lambda_h$, per cell is equal to the mean handoff rate, $\mu_h$, from the $k$ neighboring cells\(^1\) and each MS is moving to one of the $k$ neighboring cells with equal probability. Hence,

$$\lambda_h = k \times \frac{1}{k} \times E[I] \mu_b$$

(4.6)

where $E[I]$ is the mean number of calling mobiles in a cell and is given by

$$E[I] = \sum_{i=0}^{n} ip(i).$$

(4.7)

The steady-state probability $p(i)$ can be obtained numerically by an iterative process using Equations (4.3)-(4.7).

From Figure 4.2, the new call blocking probability, $P_b$, is

$$P_b = \sum_{i=n-m}^{n} p(i),$$

(4.8)

and the handoff call blocking probability, $P_h$, is

$$P_h = p(n).$$

(4.9)

The call dropping probability, $P_d$, is the probability that a nonblocked call is dropped due to

\(^1\) Applies only for a cell with a full complement of neighbors.
handoff failure and given by [89]

\[
P_d = \frac{q P_h}{1 - q(1 - P_h)} \tag{4.10}
\]

where \(q\) is the probability that handoff occurs before call completion. Because of the exponential assumptions, \(q\) is given by

\[
q = \frac{\mu_h}{\mu + \mu_h}. \tag{4.11}
\]

The handoff activity, \(H_n\), defined as the expected number of handoff call attempts for a nonblocked call, is another system parameter of interest [26] and is given by [89]

\[
H_n = \frac{q \{P_h + (1-P_h)p\}}{\{1 - q(1 - P_h)\}^2} \tag{4.12}
\]

where \(p\) is the probability that the call completes before the next handoff. Because of the exponential assumptions, \(p\) is given by

\[
p = \frac{\mu}{\mu + \mu_h}. \tag{4.13}
\]

### 4.2 Comparison of Analytic and Simulation Results for FCA

In this section, the analytic results obtained from the previous section are now compared with the simulation results for different mobility models [82]-[84] and [86] which have been used in the performance study of mobile cellular systems. Three mobility models are described and shown in Figure 4.3:
(1) Model A [83]

In this model, the MS moves in a straight line without changing its speed and direction which are independent random variables. The speed and direction of an MS are uniformly distributed in $[E[V]/2, 3E[V]/2]$ and $(0, 2\pi)$ respectively.

(2) Model B [82]

The speed and the direction of an MS are independent random variables, uniformly distributed in $[E[V]/2, 3E[V]/2]$ and $(0, 2\pi)$ respectively. The MS changes its speed and direction after a random time interval which is exponentially distributed with a mean of $T$ seconds. Model A can be a special case of Model B with $T = \infty$.

(3) Model C [86]

The speed and the direction of an MS are independent random variables uniformly distributed in $[E[V]/2, 3E[V]/2]$ and $(0, 2\pi)$ respectively. The MS changes its speed and direction...
whenever it crosses a cell boundary. The new speed is uniformly distributed in
\([E[V]/2, 3E[V]/2]\) and the new direction is uniformly distributed in \((-\pi/2, \pi/2)\) relative to
the normal direction of the boundary through which the MS enters the cell.

Models A and C satisfy the assumption in (4.5) since in these two models the MS's do not
change speed and direction within a cell. In Model B, the MS's change speed and direction within
a cell depending on the value of \(T\). If \(T\) is small, the MS's change speed and direction more
frequently within a cell. If \(T\) is large, the MS's are less likely to change speed and direction within
a cell. As \(T\) decreases, the MS's tend to stay in a cell longer.

The simulated area consists of 49 hexagonal cells, each with radius \(R = 2\) Km. The
cluster size used is 7 and the channel allocation to each cell is \(n = 20\). The simulation results are
collected from the central 7 cells to avoid the edge effect. When the MS reaches the system
boundary, it is assumed that the MS will return to the system with an angle which is uniformly
distributed in \((-\pi/4, \pi/4)\) relative to the normal direction of the cell boundary as shown in
Figure 3.11. The mean speed, \(E[V]\), of the MS is assumed to be 50 Km/hr. Mobility Model A
and B will be used to simulate the FCA system with mobile users. The value of \(T\) for Model B is
5 seconds. This value was chosen so that the MS changes its speed and direction often within a
cell and Model B is used to check the sensitivity of the assumption in (4.5). The 99% confidence
intervals of the simulation results are within \(\pm 5\%\) of the values plotted.

The new call blocking probability for \(m = 0\) and \(m = 2\) obtained from the analysis and the
simulation are shown in Figure 4.4 (a) and (b) respectively. It can be seen that the simulation
results agree closely with the analytic results even for Model B.
Figure 4.4 Comparison of blocking probability for FCA from the analysis and the simulation in different mobility models with (a) $m = 0$, (b) $m = 2$.

The call dropping probability for $m = 0$ and $m = 2$ obtained from the analysis and the simulation are shown in Figure 4.5 (a) and (b) respectively. The simulation results for Model A agree closely with the analysis. The simulation results for Model B are slightly lower because in Model B the MS's change speed and direction within a cell and thus the residual time for MS's within a cell are somewhat longer than indicated using the assumption in (4.5). The number of handoff attempts using Model B is expected to be lower than that using (4.5). To verify this, the handoff activity for $m = 0$ and $m = 2$ obtained from the analysis and the simulation are shown in Figure 4.6 (a) and (b) respectively. The handoff activity for Model A is close to the analytic results whereas the handoff activity for Model B is slightly lower than the analytic results.
Figure 4.5 Comparison of dropping probability for FCA from the analysis and the simulation in different mobility models with (a) $m = 0$, (b) $m = 2$.

Figure 4.6 Comparison of handoff activity for FCA from the analysis and the simulation for different mobility models with (a) $m = 0$, (b) $m = 2$. 
4.3 Traffic Model for a 2-region FRP System

In the analytic model, a two-region FRP system with hexagonal cells and omnidirectional BS antennas are assumed. An example with an inner region cluster size, \( N_A = 3 \), and outer region cluster size, \( N_B = 7 \), is shown in Figure 4.7.

![Cellular grid with reuse cluster sizes](image.png)

Figure 4.7 Cellular grid with reuse cluster sizes \( N_A = 3 \) and \( N_B = 7 \).

With a reuse cluster size of \( N_A \), we have [11]

\[
\frac{d_A}{r_B} = \sqrt{3N_A}
\]  

(4.14)

where \( d_A \) is the reuse distance associated with inner region and \( r_B \) is the radius of the cell as shown in Figure 4.7. Since the target SIR for both inner and outer region calls are the same, we
have

\[ \frac{d_A}{r_A} = \frac{d_B}{r_B} = \sqrt{3N_B} \]  \hspace{1cm} (4.15)

where \( r_A \) is the radius of the inner region. From (4.14) and (4.15), it follows that

\[ \left( \frac{r_A}{r_B} \right)^2 = \frac{N_A}{N_B} \]  \hspace{1cm} (4.16)

Note that \( N_B = N \), the cluster size for the conventional FCA.

Let \( C_A \) and \( C_B \) be the number of channels allocated to the inner and outer regions respectively and \( C = C_A + C_B \) be the total number of channels available in a cell. If a total of \( M \) channels are available to the cellular system, the parameters \( N_A \) and \( N_B \) must satisfy

\[ N_A C_A + N_B C_B \leq M. \]  \hspace{1cm} (4.17)

It is assumed that a MS is served by the base station of its current cell and that new call arrivals are uniformly distributed over the service area. A blocked-calls-cleared (BCC) model [41] is used. New calls arrive in a cell according to a Poisson process with arrival rate, \( \lambda \), per cell. Call durations are exponentially distributed with a mean of \( 1/\mu \). Since new call arrivals are uniform throughout the service area, the new call arrival rates in the inner and outer regions are proportional to the region’s area and given by

\[ \lambda_A = \lambda \frac{r_A^2}{r_B^2}; \quad \lambda_B = \lambda - \lambda_A. \]  \hspace{1cm} (4.18)

The offered traffic to each region of a cell is denoted by
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\[ \rho_A = \frac{\lambda_A}{\mu} ; \rho_B = \frac{\lambda_B}{\mu}. \] (4.19)

To study the effect of mobile users, it is convenient to define the residual time as the time that a MS stays in a given region. The residual time of a calling MS using an inner (outer) region channel within the inner region (cell) is assumed to be negative exponentially distributed with a mean of \( \frac{1}{\mu_A} (1/\mu_B) \). The parameter \( \mu_A \) is the mean outgoing handoff rate per calling mobile using an inner region channel crossing from inner region to outer region and \( \mu_B \) is the mean outgoing handoff rate per calling mobile using an outer region channel crossing from cell to cell.

Since the MS uses an inner region channel only when the MS originates or receives a new call inside the inner region (described in the next section), Equation (4.5), which is used for MS with a new or handoff call, cannot be applied. The residual time of a calling mobile \( M \) in a cell \( A \) is defined as the time duration between a new call arrival for mobile \( M \) and its departure from cell \( A \) and is illustrated in Figure 4.1 (a). The mean, \( 1/\mu_x \), of this residual time is given by [88]

\[ \frac{1}{\mu_x} = \frac{8R}{3\pi V_f} \] (4.20)

where the fixed mobile speed \( V_f \) is assumed and \( R \) is the radius of a circular cell. Thus, the mean outgoing handoff rate, \( \mu_A \), per calling mobile using an inner region channel is given by \( \mu_x \). Equation (4.20) is derived for a circular cell. Since we assume the hexagonal cell in this model, (4.20) is modified by replacing the circular radius \( R \) with a hexagonal radius of \( 0.91r_A \) in order to have the same perimeter length of the cell, i.e.,

\[ \mu_A = \frac{3\pi V_f}{8 \times 0.91r_A}. \] (4.21)
The MS using an outer region channel can carry a new call or handoff call as shown in Figure 4.1. This situation is similar to FCA system in Section 4.1. Therefore, the mean outgoing handoff rate per calling mobile, $\mu_B$, using an outer region channel crossing from cell to cell can be approximated by the mean boundary crossing rate per mobile in a given cell (4.5), i.e.

\[
\mu_B \approx \frac{E[V]L_B}{\pi S_B}
\]  

(4.22)

where $L_B = 6r_B$ is the length of the perimeter of the cell and $S_B = 3r_B^2(\sqrt{3})/2$ is the area of the cell. Since we assume fixed mobile speed, $V_f$, for $\mu_A$, (4.22) becomes

\[
\mu_B \approx \frac{V_f L_B}{\pi S_B}.
\]

(4.23)

The assumptions of an exponential pdf for the calling mobile residual time and a fixed mobile speed, $V_f$, within an inner region and a cell in (4.21) and (4.23) respectively are used to analyze the performance of mobile users in a 2-region FRP system. The first assumption is valid if MS's do not change speed and direction within a cell. The analytic results are verified by simulation for different mobility models with uniformly distributed mobile speeds in Section 4.6.

### 4.4 Analysis of 2-region FRP

In this section, the channel assignment scheme to be used for a 2-region FRP system is described. The resulting Markov chain model is derived. We outline the procedure used to obtain the steady state probabilities which are then used to evaluate $P_b$ and $P_d$ for stationary and mobile users.
4.4.1 Markov Chain Model for a 2-region FRP System

Let \( i_A(i_B) \) be the number of inner (outer) region channels used. When a new call arrives for a MS located in the inner region, the call is assigned an inner channel if \( i_A < C_A \) or an outer channel if \( i_A = C_A \) and \( i_B < C_B - C_h \) where \( C_h \) is the number of reserved channels to be used for handoff calls only. Thus, inner region calls, i.e. calls of mobiles located in the inner region, can use (overflow into) outer region channels. If no channel is available, the new call is blocked. A call currently using an inner region channel requires a handoff when its MS exits the inner region. At that time, the handoff call (or outer region call) is assigned an outer region channel if \( i_B < C_B \). Otherwise, the handoff call is dropped. A call using an outer region channel is kept on the same channel as long as its MS remains within the cell.

There are four situations in which a call might use an outer region channel in a cell: (1) a new call arrives in the inner region, (2) a call moves from the inner region to the outer region (intracell handoff), (3) a new call arrives in the outer region or (4) a call moves from a neighboring cell into the outer region (intercell handoff). The first two situations are described in the previous paragraph. When a new call arrives in an outer region, the call is assigned an outer region channel if \( i_B < C_B - C_h \). Otherwise, the call is blocked. When a MS with a call crosses the cell boundary to one of the six neighboring cells, the call requires a handoff. This intercell handoff call is assigned an outer region channel if \( i_B < C_B \). Otherwise, the handoff call is dropped. The 2-region FRP system with mobile users can be represented by the two-dimensional state-transition diagram shown in Figure 4.8.
Figure 4.8 State-transition diagram for 2-region FRP with mobile users.

In Figure 4.8, the pair \((i_A, i_B)\) denotes the state of the system. Since there are \(C_A\) and \(C_B\) channels allocated to the inner and outer regions respectively, the set of allowable states is

\[
S = \{(i_A, i_B)|0 \leq i_A \leq C_A, 0 \leq i_B \leq C_B\}. \tag{4.24}
\]
The assignment of an inner region call to an inner region channel corresponds to a transition from the current node to the node to its right with rate $\lambda_A$. If all inner region channels are busy, an inner region call can be assigned to an outer region channel as represented in Figure 4.8 by an upward transition with rate $\lambda_A$ for nodes $(C_A, 0), (C_A, 1), \ldots, (C_A, C_B - C_h - 1)$. A new outer region call can only be assigned to an outer region channel, as shown by an upward transition with rate $\lambda_B$ from any node $(i_A, i_B)$ with $0 \leq i_A \leq C_A, 0 \leq i_B \leq C_B - C_h - 1$. The intracell handoff rate per calling mobile is $\mu_A$ from nodes $(i_A, i_B)$ to $(i_A - 1, i_B + 1)$ for $1 \leq i_A \leq C_A, 0 \leq i_B \leq C_B - 1$ so that the total intracell handoff rate is $i_A\mu_A$. For intracell handoffs, the total number of channels used, i.e. $i_A + i_B$, in a cell remains the same. The intercell handoff calls are assumed to arrive in a cell according to a Poisson process with rate $\lambda_h$ per cell which is equal to the average outgoing handoff rate, $\mu_B$, from the six neighboring cells. An intercell handoff call can only be assigned to an outer region channel, as shown by an upward transition with rate $\lambda_h$ from any node $(i_A, i_B)$ with $0 \leq i_A \leq C_A, 0 \leq i_B \leq C_B - 1$. In 2-region FRP, an intercell handoff call originates from a mobile using an outer region channel in one of the six neighboring cells. Hence,

$$\lambda_h = 6 \cdot \frac{1}{6} \times E[I_B] \mu_B$$

(4.25)

where $E[I_B]$ is the mean number of MS’s using outer region channels in a cell and is given by

$$E[I_B] = \sum_{i_A = 0}^{C_A} \sum_{i_B = 0}^{C_B} i_B p(i_A, i_B).$$

(4.26)

In Figure 4.8, the term $\lambda_h$ is initially unknown. The state probabilities, $p(i_A, i_B)$, can be solved by estimating $\lambda_h$ using an iterative procedure as follows. First, an initial value is assigned to $\lambda_h$, e.g. $\lambda_h = 0.1 \lambda_B$. The Markov chain in Figure 4.8 can then be solved numerically [85] to obtain an
estimate of \( p(i_A, i_B) \). Following this, we use (4.25) and (4.26) to obtain a new estimate, \( \hat{\lambda}_h \), of the average outgoing handoff rate. If \( |\lambda_h - \hat{\lambda}_h| \) is less than some small specified value, the procedure is ended. Otherwise, the new estimate, \( \hat{\lambda}_h \), is used to obtain new estimates of \( p(i_A, i_B) \) and the procedure continues.

4.4.2 FRP with Stationary Users

The new call blocking probabilities, \( P_{b,A}(\rho_A, C_A) \) and \( P_{b,B}(\rho_B, C_B) \), for the inner and outer regions of a 2-region FRP system with no overflow and stationary users are given by the Erlang B formula [25]. The average new call blocking probability, \( P_b \), can then be obtained as

\[
P_b = \frac{\lambda_A}{\rho} P_{b,A}(\rho_A, C_A) + \frac{\lambda_B}{\rho} P_{b,B}(\rho_B, C_B)
\]  

(4.27)

where \( \rho_A = \frac{\lambda_A}{\mu} \), \( \rho_B = \frac{\lambda_B}{\mu} \) and \( \rho = \rho_A + \rho_B \) is the total offered traffic in a cell.

The 2-region FRP system with overflow for stationary users can be represented by a two-dimensional state-transition diagram as in Figure 4.8 with \( \mu_A, \mu_B, \lambda_h \) and \( C_h \) set to zero. The new call blocking probability for the inner region is given by

\[
P_{b, A} = p(C_A, C_B),
\]  

(4.28)

and the new call blocking probability for the outer region is given by

\[
P_{b, B} = \sum_{i_A = 0}^{C_A} p(i_A, C_B).
\]  

(4.29)

The average new call blocking probability, \( P_b \), is given by
\[ P_b = \frac{\rho_A}{\rho} P_{b,A} + \frac{\rho_B}{\rho} P_{b,B}. \] (4.30)

### 4.4.3 FRP with Mobile Users

For mobile users, the new call blocking probability for the inner region is the sum of the probabilities of states for which \( i_A = C_A \) and \( i_B \geq C_B - C_h \), i.e.

\[ P_{b,A} = \sum_{i_B = C_B - C_h}^{C_B} p(C_A, i_B). \] (4.31)

The new call blocking probability for the outer region is the sum of probabilities of states for which \( i_B \geq C_B - C_h \), i.e.

\[ P_{b,B} = \sum_{i_A = 0}^{C_A} \sum_{i_B = C_B - C_h}^{C_B} p(i_A, i_B). \] (4.32)

The average new call blocking probability, \( P_b \), is given by (4.30).

The handoff call blocking probability for a call using an inner region channel, i.e. \( i_A \geq 1 \) and \( i_B \geq 0 \), is the sum of the probabilities of states for which \( i_A \geq 1 \) and \( i_B = C_B \), i.e.

\[ P_{h,A} = \frac{\sum_{i_A = 1}^{C_A} p(i_A, C_B)}{\sum_{i_A = 1}^{C_A} \sum_{i_B = 0}^{C_B} p(i_A, i_B)}. \] (4.33)

The handoff call blocking probability for a call using an outer region channel is the sum of probabilities of states for which \( i_B = C_B \), i.e.
The call dropping probability, \( P_d \), is the probability that a nonblocked call is dropped due to handoff failure. A nonblocked call at the first handoff could be using an inner region channel or an outer region channel. Hence, the probability that a nonblocked call does not complete before the first handoff and is dropped at the first handoff is

\[
P_{h1}(1) = \eta_A h_A P_{h_A} + \eta_B h_B P_{h_B}
\]

where \( \eta_A \) and \( \eta_B \) are the probabilities that a new nonblocked call uses an inner region and an outer region channel respectively and are given by

\[
\eta_A = \frac{C_A - 1}{C_A - 1} \frac{C_B}{C_B - 1} \lambda_A \sum_{i_A = 0}^{C_A - 1} \sum_{i_B = 0}^{C_B - 1} p(i_A, i_B)
\]

\[
\eta_B = 1 - \eta_A.
\]

The terms \( h_A \) and \( h_B \) are the probabilities that handoff occurs before call completion for a nonblocked call using an inner region channel and an outer region channel respectively. Because of the exponential assumption for residual times and call durations, \( h_A \) and \( h_B \) are given by

\[
h_A = \frac{\mu_A}{\mu + \mu_A} \quad h_B = \frac{\mu_B}{\mu + \mu_B}.
\]

A nonblocked call at the \( i \)th, \( i = 2, 3, 4, \ldots \), handoff can only be using an outer region channel since a call using an outer region channel does not switch back to an inner region channel. A nonblocked call is dropped at the \( i \)th handoff if the previous \((i - 1)\) handoffs were successful, the call does not complete before the \( i \)th handoff and the \( i \)th handoff is unsuccessful. Hence, the
probability that a nonblocked call is dropped at the \( i \)th handoff is

\[ P_{h1}(i) = s_1(h_B(1-P_{h_B}))^{i-2}h_B P_{h_B} \]

where

\[ s_1 = (h_A\eta_A(1-P_{h_A}) + h_B\eta_B(1-P_{h_B})) \]

is the probability that a nonblocked call does not complete before the first handoff and is successful at the first handoff. Therefore, the average call dropping probability is

\[
P_d = \sum_{i=1}^{\infty} P_{h1}(i)
\]

\[ = P_{h1}(1) + s_1 \sum_{i=2}^{\infty} h_B^{i-1}(1-P_{h_B})^{i-2}P_{h_B} \]

\[ = P_{h1}(1) + s_1 \frac{h_B P_{h_B}}{1-h_B(1-P_{h_B})}. \] (4.37)

The handoff activity, \( H_n \), defined as the expected number of handoff call attempts for a nonblocked call, is another system parameter of interest [26]. A nonblocked call has \( i \) handoff attempts if (1) the call is dropped at \( i \)th handoff or (2) the call completes after \( i \)th handoff. The probability that a nonblocked call does not complete before the first handoff and is dropped at the first handoff is \( P_{h1}(1) \). The probability that a nonblocked call does not complete before the \( i \)th handoff and is dropped at the \( i \)th, \( i = 2, 3, 4, \ldots \), handoff is \( P_{h1}(i) \). The probability that a nonblocked call does not complete before the \( i \)th handoff and completes before the second handoff is

\[ P_{h2}(1) = s_1(1-h_B) \]

where \( (1-h_B) \) is the probability that a nonblocked call using an outer region channel completes before it is handed off. The probability that a nonblocked call does not complete before the \( i \)th, \( i = 2, 3, 4, \ldots \), handoff and completes before the \((i+1)\)th handoff is

\[ P_{h2}(i) = s_1(h_B(1-P_{h_B}))^{i-1}(1-h_B). \]

The handoff activity can then be obtained as
\[ H_n = \sum_{i=1}^{\infty} i(P_{h1}(i) + P_{h2}(i)) \]

\[ = \left[ P_{h1}(1) + s \frac{P_{hB}(1 - (1 - h_B)(1 - P_{hB}))^2}{(1 - P_{hB})(1 - h_B)(1 - P_{hB}))^2} \right] \]

\[ + \left[ \frac{s(1 - h_B)}{(1 - h_B)(1 - P_{hB}))^2} \right]. \]  

(4.38)

4.5 An Approximate Method

In Section 4.4, the state probabilities \( p(i_A, i_B) \) for a 2-region FRP system was obtained by iteratively solving the 2-dimensional Markov chain of Figure 4.8. As the number of states increases, the computation becomes very time-consuming. We now present an approximate method for analyzing the performance of the 2-region FRP system with no reserved channels for handoff calls, i.e. \( C_h = 0 \). This method allows the state probabilities to be expressed in closed form.

The system can be represented approximately by the two-dimensional Markov chain shown in Figure 4.9. The pair \((i_a, i_b)\) denotes the state of the system, where \( i_a \) is the number of (inner or outer region) channels used by new calls of MS’s which were located in the inner region at the time of the call arrival and which have not yet exited the inner region (for convenience, such calls are referred to as type 1 calls); \( i_b \) is the number of channels used by all other calls in a cell, i.e. an intracell handoff call, an intercell handoff call or a new outer region call, (for convenience, such calls are referred to as type 2 calls). Note that \( i_a(i_b) \) is different from \( i_A(i_B) \) used in Section 4.4. The maximum number of channels that is available for use by type 1 calls is \( C \) since these calls can overflow into outer region channels whereas the maximum number of channels available to type 2 calls is \( C_B \). Since the number of channels in a cell is \( C \), we must have \( i_a + i_b \leq C \). The
residual time within the inner region (cell) of a MS with a type 1 (2) call is assumed to be exponentially distributed with a mean of $1/\mu_A$ and $1/\mu_B$ as given by (4.21) and (4.23) respectively. The parameters, $\lambda_a$ and $\lambda_b$, are the mean intracell and intercell handoff call arrival rates. The intracell handoff calls come from MS's located in the inner region of the cell. Thus,

$$\lambda_a = E[I_a] \mu_A.$$  \hspace{1cm} (4.39)

The intercell handoff calls come from MS's located in the outer regions of neighboring cells, i.e.

$$\lambda_b = E[I_b] \mu_B.$$  \hspace{1cm} (4.40)

Figure 4.9 State-transition diagram for the approximate model for 2-region FRP with mobile users.
The model in Figure 4.9 is approximate because it does not correspond exactly to the actual system behavior. In particular, if a call arriving to the outer region results from an intracell handoff call, \( i_a + i_b \) should remain the same. But, in our approximate model, \( i_a + i_b \) is increased by 1 as shown in Figure 4.9 corresponding to the upward transition rate contribution of \( \lambda_a \). However, the approximate method still provides fairly accurate results. Since the Markov chain represented in Figure 4.9 is reversible, the stationary distribution has a product form solution [25] as follows

\[
p(i_a, i_b) = p(0) \frac{\rho_a \rho_b}{i_a!i_b!}
\]

where

\[
p(0) = \left( \sum_{i_a = 0}^{C_A} \sum_{i_b = 0}^{C_B} \frac{\rho_a \rho_b}{i_a!i_b!} + \sum_{i_a = C_A}^{C} \sum_{i_b = 0}^{C - i_a} \frac{\rho_a \rho_b}{i_a!i_b!} \right)^{-1}, \quad \rho_a = \frac{\lambda_A}{\mu + \mu_A}
\]

and

\[
\rho_b = \frac{\lambda_B + \lambda_a + \lambda_b}{\mu + \mu_B}.
\]

In Figure 4.9, the new call blocking probability for the inner region is the sum of the probabilities of states for which \( i_a \geq C_A \) and \( i_a + i_b = C \), i.e.

\[
P_{b,a} = \sum_{i_a = C_A}^{C} p(i_a, C - i_a).
\]

The new call blocking probability for the outer region is the sum of the probabilities of states for which \( i_b = C_B \) or \( i_a + i_b = C \), i.e.

\[
P_{b,b} = \sum_{i_a = 0}^{C_A - 1} p(i_a, C_B) + \sum_{i_a = C_A}^{C} p(i_a, C - i_a).
\]
The average new call blocking probability, $P_b$, is given by

$$P_b = \frac{\rho_A}{\rho} P_{b,a} + \frac{\rho_B}{\rho} P_{b,b}.$$  (4.44)

For the approximate model in Figure 4.9, the handoff call blocking probabilities for the inner and outer regions are also given by $P_{b,b}$. The call dropping probability and handoff activity are obtained from (4.37) and (4.38) with the replacement of $P_{h,A}$ and $P_{h,B}$ by $P_h$, $\eta_A$ by $\eta_a$ and $\eta_B$ by $\eta_b$; $\eta_a$ and $\eta_b$ are the probabilities that a new nonblocked call originates from an inner and an outer region respectively and are given by

$$\eta_a = \frac{\lambda_A(1 - P_{b,a})}{\lambda_A(1 - P_{b,a}) + \lambda_B(1 - P_{b,b})}$$  (4.45)

$$\eta_b = 1 - \eta_a.$$

For stationary users, $P_{b,a}$ and $P_{b,b}$ are given by (4.42) and (4.43) respectively, with $M = \mu = \lambda_A = \lambda_B = 0$.

### 4.6 Numerical Results and Discussions

In this section, the numerical results obtained from the analysis for 2-region FRP with mobile users are provided first. Then, the simulation results for different mobility models with fixed mobile speed as well as uniform mobile speed are obtained for comparison purposes.

#### 4.6.1 Analytic Results

To provide numerical results, we assume that a total of $M = 140$ channels are available in the system and an average call duration, $1/\mu$, of 120 sec. The capacity is taken to be the offered traffic that can be supported at $GOS = 0.01$. For stationary users, $GOS$ is equal to $P_b$. 
A cluster size, \( N = 7 \), is used for the conventional FCA. Hence, each cell will have 20 channels and the cluster size, \( N_B \), for the outer region is 7.

![Graph showing average new call blocking probability for stationary users for different RC(\( N_A, N_B \))](image)

**Figure 4.10** Average new call blocking probability for stationary users for different RC(\( N_A, N_B \)) : OV-overflow.

Figure 4.10 shows the average new call blocking probability, \( P_b \), of a 2-region FRP system with stationary users and different combinations of reuse cluster sizes, RC(\( N_A, N_B \)), for inner and outer regions. In Figure 4.10, for a given RC(\( N_A, N_B \)) the number of channels, \( CA(C_A, C_B) \), allocated to each region (subject to the constraint in (4.17)) has been chosen so as to provide the highest capacity at \( P_b = 0.01 \). It can be seen that conventional FCA has the lowest capacity. The average new call blocking probabilities, \( P_b \), for RC(3,7) and RC(4,7) are better than \( P_b \) for RC(1,7). RC(3,7) is slightly better than RC(4,7) for \( P_b < 0.01 \). At \( P_b = 0.01 \),
FRP using RC(3,7) without overflow can carry about 15% more traffic than conventional FCA. FRP using RC(3,7) with overflow can carry about 12% more traffic than FRP using RC(3,7) without overflow. Results obtained using the simple product form solution of (4.41) are also plotted in Figure 4.10. It can be seen that they agree closely with the exact results.

To study the effect of mobility on the 2-region FRP system, we compare the numerical results for three cases with different values for the system parameters $V_f$, $r_A$ and $r_B$: Case 1: $V_f = 50$ Km/hr and $r_B = 2$ Km; Case 2: $V_f = 25$ Km/hr and $r_B = 2$ Km; Case 3: $V_f = 50$ Km/hr and $r_B = 10$ Km. In all three cases, $r_A$ is given by (4.16). The mean outgoing handoff rates, $\mu_A$ or $\mu_B$, per calling mobile for Case 1, Case 2 and Case 3 are in decreasing order. The new call blocking probability, $P_b$, and call dropping probability, $P_d$, using RC(3,7) for Case 1 with different CA($C_A$, $C_B$) are shown in Figure 4.11 (a) and (b) respectively. For stationary users at $GOS = 0.01$, CA(9,16) gives the best performance for RC(3,7) as shown in Figure 4.10. When mobile users are assumed, there is more traffic to be carried in the outer region channels (compared to the stationary user case) due to the handoff calls from a cell’s inner region and neighboring cells. In Figure 4.11 (a) and (b), CA(9,16) no longer provides the best performance because more channels should be allocated to the outer region to handle the increased traffic in the outer region. It can be seen that both $P_b$ and $P_d$ decrease as $C_B$ increases. It means that more channels should be assigned to the outer region with mobile users. In Figure 4.11 (a) and (b), $P_b$ and $P_d$ for CA(4,18) and CA(2,19) are very close. It was found that CA(4,18) gives the best overall performance among all CA($C_A$, $C_B$) for $GOS \approx 0.01$. For Case 2 and Case 3, the best performance is obtained with CA(7,17) for RC(3,7).
Figure 4.11 (a) Average new call blocking and (b) call dropping probabilities for Case 1 with $C_h=0$ and different CA$(C_A, C_B)$ for Case 1.

The average new call blocking probability, $P_b$, and call dropping probability, $P_d$, with no reserved handoff channels for Cases 1, 2 and 3 are shown in Figure 4.12. For case 1, $P_d$ is slightly higher than $P_b$ at low traffic load due to the high handoff rate. In cases 2 and 3, $P_d$ is lower than $P_b$. Both $P_b$ and $P_d$ increase with $\mu_A$ (or $\mu_B$), because the traffic load is increased in the outer region due to more frequent handoff calls. For a given offered traffic load, $P_d$ increases faster with $\mu_A$ (or $\mu_B$) than $P_b$. This is because the handoff call arrival rate increases significantly whereas the new call arrival rate remains the same. For low $\mu_A$ (or $\mu_B$) in Case 3, $P_d$ is much lower than $P_b$, e.g. $P_d = 0$ for $\mu_A$ and $\mu_B = 0$. But, the difference between $P_b$ and $P_d$ decreases with $\mu_A$ (or $\mu_B$) as evidenced by the $P_b$ and $P_d$ curves for Case 1 being close due to higher handoff rate. The handoff activity curves for conventional FCA and RC$(3,7)$ with no
reserved handoff channel for the three cases are shown in Figure 4.13. As expected, the handoff activity of 2-region FRP is higher than that of FCA because in 2-region FRP there are handoff attempts for calls moving from the inner region to the outer region. Also, handoff activity increases with $\mu_A$ (or $\mu_B$) due to MS's crossing region or cell boundaries more frequently. In both figures, the approximate results for $P_b$, $P_d$ and $H_n$ obtained using the product form solution in (4.41) are reasonably good.

![Graph showing blocking or dropping probability against total offered traffic](image)

Figure 4.12 Average new call blocking and call dropping probabilities with $C_h = 0$ for Cases 1, 2 and 3.
Figure 4.13 Handoff activity with $C_h = 0$ for Cases 1, 2 and 3.

The effect of $C_h$ on $P_b$ and $P_d$ for Case 1 is shown in Figure 4.14. It can be seen that as $C_h$ increases, $P_d$ decreases whereas $P_b$ increases. Similar observations were made for Cases 2 and 3. To determine the value of $C_h$ to be used for a given system, we can maximize the system capacity at a given $GOS$ value. The capacity for Case 1 with different $C_h$ values at $GOS = 0.01$ for $\alpha$ ranging from 0.1 to 0.9 is shown in Figure 4.15. The capacity for $C_h = 0$ is slightly decreasing with $\alpha$ because $P_d$ is slightly higher than $P_b$ as shown in Figure 4.14 for $GOS = 0.01$. For $0.1 \leq \alpha \leq 0.65$, the maximum capacity is obtained with $C_h = 0$ and thus the optimum number, $C_{opt}$, of reserved channels for handoff calls is 0. For $0.65 \leq \alpha \leq 0.8$ and $0.8 \leq \alpha \leq 0.9$, $C_{opt}$ is 1 and 2 respectively. For $C_h = 3$ or 4, $P_d$ is reduced as shown in Figure 4.14 but so is the capacity.
Figure 4.14 Average new call blocking and call dropping probabilities for Case 1 and different values of $C_h$.

Figure 4.15 Capacity of 2-region FRP system with different $C_h$ values at $GOS = 0.01$ for Case 1.
The maximum capacities (in Erlangs) and $C_{opt}$ of FRP and FCA for all three cases for $\alpha = 0.1, 0.5$ and 0.9 at $GOS = 0.01$ are shown in Tables 4.1, 4.2 and 4.3 respectively. The capacities for both FRP and FCA increase as $\mu_A$ (or $\mu_B$) decreases. This is because the number of handoffs increases and it degrades the performance. For $\alpha = 0.1$ and 0.5, $C_{opt}$ is zero, i.e., no channels should be reserved for handoff calls. A low value of $\alpha$ corresponds to $P_b$ being more important than $P_d$. In this case, $C_{opt}$ should be small so as to keep $P_b$ low. For $\alpha = 0.9$, the values of $C_{opt}$ are non-zero and increase with $\mu_A$ (or $\mu_B$). This is because for large $\alpha$, $C_{opt}$ should be higher to favor the handoff call in order to keep $P_d$ low. The capacity improvement for FRP relative to FCA is also shown in the tables. The capacity improvements for Cases 1, 2 and 3 are 6%, 12% and 19% at $\alpha = 0.1$, which are smaller than the improvements with stationary users. The capacity improvement decreases with $\mu_A$ (or $\mu_B$) because in 2-region FRP, the number of intra-cell handoffs of MS’s moving from inner to outer region increase. In FCA, no intra-cell handoff occurs. Therefore, FRP will be less effective in a system with high handoff rates. For Case 1 and $\alpha = 0.9$, the capacity of FRP is even less than that of FCA.

The capacities of FRP and FCA at $GOS = 0.01$ and $\alpha = 0.5$ for Case 1 with different number of available system channel, $M$, are shown in Table 4.4. The number of channels assigned to 2-region FRP shown in the table gives the best overall performance among all CA($C_A, C_B$) for $GOS = 0.01$. The value of $C_{opt}$ is equal to 0 for all cases in the table. As expected, both capacities increase with $M$. It is found that the capacity improvement of FRP relative to FCA is about 4% even for large values of $M$. 
Table 4.1  Capacity (Erlangs) and $C_{opt}$ of $RC(3, 7)$ and FCA at $GOS = 0.01$ and $\alpha = 0.1$.

<table>
<thead>
<tr>
<th>Case</th>
<th>1</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>FRP</td>
<td>$13.0, C_{opt} = 0$</td>
<td>$13.7, C_{opt} = 0$</td>
<td>$14.6, C_{opt} = 0$</td>
</tr>
<tr>
<td>FCA</td>
<td>$12.3, C_{opt} = 0$</td>
<td>$12.3, C_{opt} = 0$</td>
<td>$12.3, C_{opt} = 0$</td>
</tr>
<tr>
<td>Improvement</td>
<td>5.7%</td>
<td>11.4%</td>
<td>18.7%</td>
</tr>
</tbody>
</table>

Table 4.2  Capacity (Erlangs) and $C_{opt}$ of $RC(3, 7)$ and FCA at $GOS = 0.01$ and $\alpha = 0.5$.

<table>
<thead>
<tr>
<th>Case</th>
<th>1</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>FRP</td>
<td>$13.1, C_{opt} = 0$</td>
<td>$14.0, C_{opt} = 0$</td>
<td>$15.2, C_{opt} = 0$</td>
</tr>
<tr>
<td>FCA</td>
<td>$12.6, C_{opt} = 0$</td>
<td>$13.0, C_{opt} = 0$</td>
<td>$13.2, C_{opt} = 0$</td>
</tr>
<tr>
<td>Improvement</td>
<td>4.0%</td>
<td>7.7%</td>
<td>15.2%</td>
</tr>
</tbody>
</table>

Table 4.3  Capacity (Erlangs) and $C_{opt}$ of $RC(3, 7)$ and FCA at $GOS = 0.01$ and $\alpha = 0.9$.

<table>
<thead>
<tr>
<th>Case</th>
<th>1</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>FRP</td>
<td>$14.3, C_{opt} = 3$</td>
<td>$16.0, C_{opt} = 2$</td>
<td>$18.4, C_{opt} = 1$</td>
</tr>
<tr>
<td>FCA</td>
<td>$14.5, C_{opt} = 2$</td>
<td>$15.3, C_{opt} = 1$</td>
<td>$16.4, C_{opt} = 1$</td>
</tr>
<tr>
<td>Improvement</td>
<td>-1.4%</td>
<td>4.6%</td>
<td>12.2%</td>
</tr>
</tbody>
</table>

Table 4.4  Capacity (Erlangs) comparison for $RC(3, 7)$ and FCA at $GOS = 0.01$ and $\alpha = 0.5$ for Case 1 with different $M$.

<table>
<thead>
<tr>
<th>$M$</th>
<th>140</th>
<th>210</th>
<th>280</th>
</tr>
</thead>
<tbody>
<tr>
<td>FRP</td>
<td>$13.1, CA(4,18)$</td>
<td>$22.0, CA(4,28)$</td>
<td>$31.1, CA(4,38)$</td>
</tr>
<tr>
<td>FCA</td>
<td>$12.6, CA(20)$</td>
<td>$21.0, CA(30)$</td>
<td>$29.8, CA(40)$</td>
</tr>
<tr>
<td>Improvement</td>
<td>4.0%</td>
<td>4.8%</td>
<td>4.4%</td>
</tr>
</tbody>
</table>
4.6.2 Simulation Results

Simulation results for the three mobility models described in Section 4.2 are obtained for Case 1, i.e., $V_f = 50$ Km/hr and $r_B = 2$ Km, which has the highest handoff rate. For mobility Model A, a fixed mobile speed, $V_f = 50$ Km/hr as well as a uniformly distributed mobile speed in $[E[V]/2, 3E[V]/2]$ with $E[V] = 50$ Km/hr are considered. For mobility Models B and C, a uniformly distributed mobile speed is assumed. The random time used in Model B is $T = 5$ seconds so that the MS's are expected to change speed and direction frequently within a cell. The simulated area consists of 49 2-region hexagonal cells. The cluster sizes choice is RC(3,7) and the channel allocation to each cell is CA(4,18). The simulation results are collected from the central 7 cells to avoid the edge effect. When the MS reaches the system boundary, it is assumed that the MS will return to the system with an angle which is uniformly distributed in $(-\pi/4, \pi/4)$ relative to the normal direction of the cell boundary as shown in Figure 3.11. All the simulation results shown have 99% confidence intervals which are within ±5% of the values plotted.

The blocking probabilities obtained from the analysis and simulation for three mobility models with $C_h = 0$ and $C_h = 2$ are shown in Figure 4.16 (a) and (b). It can be seen that the simulation results for Model A and Model C are very similar and are close to those obtained from the analysis. This is because the Models A and C agree with our assumptions that MS's do not change speed and direction within an inner region or a cell. The blocking probability for Model B is slightly lower than that for other models.
Figure 4.16 Blocking probabilities obtained from the analysis and simulation for different mobility models for (a) $C_h = 0$ and (b) $C_h = 2$.

Figure 4.17 Dropping probabilities obtained from the analysis and simulation for different mobility models for (a) $C_h = 0$ and (b) $C_h = 2$. 
Figure 4.18 Handoff activities obtained from the analysis and simulation for different mobility models for (a) $C_h = 0$ and (b) $C_h = 2$.

The dropping probabilities obtained from the analysis and simulation for the three mobility models for $C_h = 0$ and $C_h = 2$ are shown in Figure 4.17 (a) and (b). The simulation results for Model A and Model C are very close to those obtained from the analysis due to the agreement of the assumptions. The dropping probability for Model B is lower because the MS's tend to stay longer in a cell and thus require fewer handoffs as evidenced in Figure 4.18. This figure shows that the handoff activity for Model A and Model C are similar and slightly higher than the analytic results. The difference is about 5 to 10%. Model B has the lowest handoff activity due to the longer residual time in a cell.

In Figure 4.19, three handoff cases, H1, H2 and H3, are illustrated when a new call arrives in the inner region. The higher handoff activities for the simulations with Model A and Model C
in Figure 4.18 are due to the higher handoff rate for handoff H2. From the analysis in Section 4.3, it is assumed that the mean residual time for a calling MS using an outer region channel within a cell is $1/\mu_B$. Therefore, in Figure 4.19, the mean travelling time for a calling mobile from inner region boundary to cell boundary or from cell boundary to cell boundary is assumed to be $1/\mu_B$ in the analysis. However, the actual mean travelling time for a calling mobile to go from the inner region boundary to the cell boundary is shorter as shown in Figure 4.19. Therefore, the handoff rate for H2 should be higher than that in the analysis. However, the higher handoff rate for H2 does not much affect the dropping probability as shown in Figure 4.17 because (1) the number of handoffs for H2 are small compared to the total number of handoffs and (2) when a mobile makes a handoff, H2, it first releases a channel and then requests a new channel from the cell; these two actions tend to offset each other.

Figure 4.19 Illustration of the handoff activity for an inner region call.

4.7 Summary

The impact of mobile users in a 2-region FRP system was studied. With no channels
reserved for handoffs, the new and handoff call blocking probabilities can be approximated using a product form solution. With stationary users, the capacity can be increased by about 30% compared to conventional FCA. With mobile users, the capacities for both FRP and FCA decrease with average handoff rates. It is found that FRP outperforms FCA at the expense of an increase in average number of handoffs per call. This is due to the intra-cell handoffs of MS’s crossing from inner to outer region in FRP system. However, the average number of handoffs is quite low for both systems. The capacity improvement of FRP relative to FCA is reduced as the average handoff rates increase. The results show that more channels should be assigned to the outer region as average handoff rates increase. It is found that even though prioritized handoff can reduce the call dropping probability, in some cases it may also degrade the capacity. The choice of the number of channels reserved for handoffs which maximizes the capacity was also examined. The analytic results are verified with simulation for different mobility models and agree closely with the simulation results.

The performance analyses with mobile users for FCA systems [83], [84] and [86]-[88], overlapping systems [26], [89], and 2-region FRP system [27] assume that the channel holding time is exponentially distributed. One reason is to keep the analysis tractable. Another reason is that the exponential distribution yields accurate results with certain mobility models [82]-[83] and [91]. However, the channel holding time may not be exponentially distributed for other mobility models [92]. Other distributions have been used to model channel holding times [93]-[94]. Some measurements on cellular communication systems in [95]-[96] suggest that the channel holding time can be modeled by a log-normal distribution. Even though an exponential channel holding time distribution is assumed in this study, it is expected that FRP will still outperform FCA for other distributions.
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In the channel borrowing assignment (CBA) scheme [72], the ordered channel assignment method, in which channels in a cell are numbered and assigned to a call in an ordered basis, is proposed to maintain the average co-channel reuse distance minimum. This method has been widely used in [28], [30] and [97]. In these CBA schemes, channels are permanently assigned to each cell as nominal channels as in the FCA scheme. A channel can be borrowed by a neighboring cell according to some rules. In this chapter, an ordered dynamic channel assignment scheme which does not require pre-allocation of channels to cells, DCA with interference information (DCA-WI), is presented. In this scheme, all the system channels are numbered and each BS assigns a channel to a call from the central pool. The channel assignment, inter-cell and intra-cell channel reassignment are performed in an ordered basis and attempt to minimize the effect on the interfering cells [97] and [98]. To achieve this, an Interference Information Table (IIT) is proposed for use in each cell.

In a cellular system with a given cluster size, each cell has a certain number of interfering cells. For example, with a cluster size of 7, each cell has 18 interfering cells. If the BS of cell A assigns channel \( j \) to a call, then channel \( j \) cannot be reused in the interfering cells of cell A due to co-channel interference constraints, thereby affecting the channel availability of the interfering cells. In DCA-WI, the BS of cell A chooses a channel \( j \) which is locked in the largest number of interfering cells of cell A. We say that a channel \( j \) is locked in a cell \( k \) if channel \( j \) cannot be used in cell \( k \) because it is being used in some interfering cells of cell \( k \). We also refer to cell \( k \) as a locked cell for channel \( j \). In other words, channel \( j \) is chosen for use in cell A if channel \( j \) cannot be used in the largest number of interfering cells of cell A. The channel assignment attempts to
minimize the effect on channel availability in all the interfering cells of cell A. Information about whether channel \( j \) is locked or not locked in an interfering cell of cell A is provided by its (cell A's) IIT. DCA-WI is a distributed DCA scheme in which the channel to be used in a cell is selected by the local BS based on information provided by its IIT. Simulation results show that DCA-WI yields a lower blocking probability than previous channel assignment schemes [28]-[30]. Its performance is close to that of idealized DCA using the Clique Packing method [32], [33].

This chapter is organized as follows: Section 5.1 describes the functions and channel updating procedures in the IIT. The DCA-WI scheme is described in Section 5.2. Simulation results for this scheme and some previously studied DCA schemes are presented in Section 5.3. The main conclusions are summarized in Section 5.4.

5.1 Interference Information Table (IIT)

The IIT contains information about the status of channels in each interfering cell. In its IIT, each cell lists all the interfering cells. As an example, consider a cellular system with a cluster size, \( N \), of 7 as shown in Figure 5.1. In this system, the same channel cannot be reused in the cells located in the first or second tiers. Referring to Figure 5.1, there are 18 interfering cells for cell 25. If channel \( i \) is used in cell 25, then channel \( i \) cannot be used in any one of the 18 interfering cells of cell 25 due to co-channel interference constraints. The IIT for cell 25 is shown in Table 5.1. The first column lists the local cell, cell 25, and all its interfering cells in some order. The first row lists all available channels in the system. In this example, there are a total of \( M = 70 \) channels in the system and the channels are numbered from 1 to \( M \) as shown in Table 5.1.

The information provided by the IIT can be described as follows:
(i) A letter U in a cell's row indicates that the corresponding channel is a *used channel in that cell*. For example, in Table 5.1, channels 2 and 4 are used in cell 25 and channels 3, 68, 69 and 70 are used in cell 17. Table 5.2 shows a compatible IIT for cell 17.

(ii) A letter L in an interfering cell's row indicates that the corresponding channel is a *locked channel in the interfering cell* and that interfering cell is a *locked cell*. For example, in Table 5.1, channel 4 is a locked channel in cell 17 with a label of 2L because two interfering cells of cell 17, namely cells 3 and 22 which are not interfering cells of cell 25, use channel 4 as can be seen in Table 5.2. Even though there is 2L in the box of (cell 17, channel 4), this is still considered as one locked cell for channel 4. Thus, in Table 5.1, channel 4 has 3 locked cells, cells 17, 32 and 33.

(iii) An empty box in a local cell's row indicates an unused channel which can be either a *free channel in the local cell* (if there is no letter U in the channel's column) or a *locked channel in the local cell* (if there is at least one letter U in the channel's column; an interfering cell in which the channel is being used is called a *locking cell*). A free channel in a cell is a channel which is available for use in that cell. For example, in Table 5.1, channel 1 is a free channel in cell 25. Channel 3 is a locked channel in cell 25 with one locking cell, cell 17. Channel 3 cannot be used in cell 25 because cell 17 is already using that channel. A locked channel in the local cell cannot be used in the local cell unless an inter-cell channel reassignment is performed.

(iv) An empty box in an interfering cell's row means a *free channel in the interfering cell* if the interfering cells of that interfering cell has no U in the channel column. For example, in Table 5.1, channel 3 is a free channel in cell 33 because the interfering cells of cell 33
have no U in channel 3’s column in Table 5.1. But channel 70 is not a free channel in cell 33 because cell 32 which is an interfering cell of cell 33 has a letter U in channel 70’s column in Table 5.1. This requires cell 25 to know the interfering cells of its interfering cells. The free channel information about the interference cells is used in the inter-cell channel reassignment algorithm discussed in Section 5.2.2.

Figure 5.1 Cellular system with 49 cells for \( N = 7 \). The number at the center of a cell is the cluster number from 1 to 7. The number in the left upper corner is the cell number.
Table 5.1  IIT of Cell 25.

<table>
<thead>
<tr>
<th>Cell No.</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>...</th>
<th>67</th>
<th>68</th>
<th>69</th>
<th>70</th>
</tr>
</thead>
<tbody>
<tr>
<td>25</td>
<td>U</td>
<td>U</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>17</td>
<td>U</td>
<td>2L</td>
<td>L</td>
<td></td>
<td></td>
<td></td>
<td>2L</td>
<td>U</td>
<td>U</td>
<td>U</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>32</td>
<td>L</td>
<td>L</td>
<td>L</td>
<td></td>
<td></td>
<td></td>
<td>2L</td>
<td>L</td>
<td>2L</td>
<td>U</td>
</tr>
<tr>
<td>33</td>
<td></td>
<td>L</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

List of Interfering cell: 11,12,13,17,18,19,20,23,24,26,27,30,31,32,33,37,38,39

Table 5.2  IIT of Cell 17.

<table>
<thead>
<tr>
<th>Cell No.</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>...</th>
<th>67</th>
<th>68</th>
<th>69</th>
<th>70</th>
</tr>
</thead>
<tbody>
<tr>
<td>17</td>
<td>U</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>U</td>
<td>U</td>
<td>U</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>U</td>
<td>U</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>22</td>
<td>U</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>U</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>25</td>
<td>U</td>
<td>U</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

List of Interfering Cell: 3,4,5,9,10,11,12,15,16,18,19,22,23,24,25,29,30,31

5.1.1 Channel Updating

The channel updating procedure (channel assignment, channel release or channel reassignment) is simple and involves three steps. After the BS of cell $k$ decides to assign channel $j$ to a call, (1) it inserts a letter U in the first row of channel $j$’s column in its IIT, (2) it informs all its interfering cells that channel $j$ is used in cell $k$; this means that a letter U is put in cell $k$’s row and
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channel $j$'s column in each interfering cell's IIT, and (3) each interfering cell of cell $k$, say cell $l$, will inform its interfering cells e.g. cells $x$ and $y$, which are not interfering cells of cell $k$ that channel $j$ is locked in cell $l$. It means that a letter L is added in the box (cell $l$, channel $j$) of cells $x$ and $y$'s IIT. For example, if channel 2 is used in cell 25, it will put a letter U in the box of (cell 25, channel 2) in the cell 25's IIT as shown in Table 5.1. Then, it will inform all its interfering cells that channel 2 is used by cell 25. Since cell 17 is one of the interfering cells of cell 25, a letter U is put in the box of (cell 25, channel 2) in cell 17's IIT, as shown in Table 5.2, so that cell 17 knows that channel 2 is a locked channel (in its cell) which is locked by a locking cell, cell 25. Then cell 17 compares its interfering cell set with that of cell 25. Cell 17 informs its interfering cells which are not the interfering cells of cell 25 that channel 2 is locked in cell 17. Since cell 3 is one such cell as shown in Figure 5.1, a letter L will be added in the box of (cell 17, channel 2) in cell 3's IIT.

Channel release is done following a similar three-step procedure. When the BS of cell $k$ decides to release channel $j$, (1) it blanks the box of (cell $k$, channel $j$) of its IIT, (2) it informs the BS of each of its interfering cells that channel $j$ is released in cell $k$, thus enabling the BS to update its IIT by blanking the box of (cell $k$, channel $j$) of each interfering cells’ IIT, (3) each interfering cell, say cell $l$, then informs its interfering cells, e.g. cells $x$ and $y$, which are not the interfering cells of cell $k$ that channel $j$ is no longer locked in cell $l$. It means that a letter L will be subtracted in the box (cell $l$, channel $j$) of cells $x$ and $y$'s IIT. Channel reassignment involves channel release and channel assignment.

5.2 DCA-WI Scheme

When a new call requests a channel in cell $k$, its BS will form an available channel list
(ACL) based on the channel information in cell $k$'s IIT. A channel is then selected from the ACL. If the ACL is empty, the new call is blocked. The channel assignment may involve an inter-cell single channel reassignment. When a call in cell $k$ using channel $j$ is completed, intra-cell channel reassignment is performed in order to reduce the call blocking probability.

### 5.2.1 Available Channel List (ACL)

The ACL in cell $k$ contains one of its free channel and all its locked channels with only one locking cell (i.e., channels with an empty box in the first row and exactly one box with a letter U in the channel column) in which there is at least one free channel for inter-cell single channel reassignment. For example, in Table 5.1, channel 3 is a locked channel in cell 25 with a locking cell, cell 17, in which there is a free channel, channel 1, for channel reassignment. The free channel contained in the ACL is a channel with the largest number of locked cells. If more than one such channel, a lower-numbered channel is chosen. For example, in Table 5.1, channel 5 will be chosen in the ACL although both channels 5 and 67 have 2 locked cells. The order of the channels in the ACL are determined by applying the following rules:

(i) A channel with a larger number of locked cells has a higher order; for example, in Table 5.1, the order of channel 68 is higher than that of channel 69.

(ii) In the event of a tie, a free channel has higher order than a locked channel; for example, in Table 5.1, the order of channel 5 is higher than that of channel 68. Otherwise, (in this case, they must be all locked channels),

(iii) the lower-numbered channel has higher order; for example, in Table 5.1, the order of channel 3 is higher than that of channel 69.

The ACL is used in the channel assignment strategy discussed next.
5.2.2 Channel Assignment Strategy

In DCA-WI, a channel from the ACL is selected which has the smallest value of the cost function. First, cell \( k \) calculates the cost function, \( E(f) \), for the free channel \( f \) in its ACL. The cost function for the free channel is defined as

\[
E(f) = I(k) - D(k, f)
\]  

(5.1)

where \( D(k, f) \) is the number of locked cells for channel \( f \) in cell \( k \)'s IIT and \( I(k) \) is the total number of interfering cells of cell \( k \). Then, cell \( k \) calculates the cost function value for all the locked channels in its ACL. If a locked channel \( j \) has a locking cell \( l \) (it means there is a label \( U \) in the box of (cell \( l \), channel \( j \)) in cell \( k \)'s IIT) and the call using channel \( j \) in cell \( l \) is switched to channel \( i \) which has the highest number of locked cells, then the cost function for locked channel is given by

\[
E(j) = [I(k) - D(k, j) - 1] + [D(l, j) - D(l, i)].
\]  

(5.2)

Thus, the call using channel \( j \) in cell \( l \) is switched to channel \( i \) in order to release channel \( j \) for use in cell \( k \). In this scheme, the inter-cell single channel reassignment using \( E(j) \) is based on the minimum effect on the channel availability of the interfering cells in both local and the locking cells. If more than one channel has the smallest value of \( E \), the one which has the highest order in the ACL is selected.

Inter-cell double channel reassignment was also simulated. If no free channel or locked channel with one locking cell is available in the ACL, then find a locked channel \( j \) with two locking cells in which each locking cell must have at least one free channel for channel reassignment. Then, the call using channel \( j \) in each locking cell is switched to the free channel with the
largest number of locked cells. For simplicity, the locked channel, with two locking cells, with most number of locked cell is assigned to the call.

5.2.3 Intra-cell channel reassignment

Various intra-cell channel reassignment schemes which switch an on-going call to a released channel have been studied [28], [30]. They use the concept of channel ordering to minimize the traffic carried on the borrowed channels. In DCA-WI, the channel reassignment is based on the interference information. If channel $j$ is released in cell $k$, a call in cell $k$ using channel $i$ which has the least number of locked cells is switched to channel $j$ provided that the number of locked cells of channel $i$ is smaller than that of channel $j$. If there is more than one such channel, the highest-numbered channel is switched. If the number of locked cells of channel $i$ is equal to that of channel $j$, the call is switched to channel $j$ provided that $j < i$. If there is more than one such channel, the highest-numbered channel is switched.

5.3 Simulation Results

The cellular system used in the simulation consists of 49 hexagonal cells as shown in Figure 5.1. A cluster size of $N = 7$ is assumed. A total of $M = 70$ channels is available in the system. New calls arrive in a cell according to a Poisson process with average arrival rate $\lambda$ per cell. Call durations are exponentially distributed with a mean of $1/\mu = 3$ minutes [28]. The offered traffic (in Erlangs) to a cell is given by $\rho = \lambda/\mu$. Simulation results are presented for DCA-WI in both uniform and nonuniform traffic distributions and compared to FCA, BDCL [28], CPDCA [29] and EBCA [30] schemes. For the DCA-WI simulation results, the 99% confidence intervals are within $\pm 3\%$ of the average values shown.
The call blocking probability, \( P_b \), averaged over all 49 cells with a uniform traffic distribution is shown in Figure 5.2. The \( P_b \) for FCA is obtained using the Erlang B formula [11]. For \( P_b = 0.01 \), the capacity, i.e. traffic load that can be supported by FCA is 4.5 Erlangs. The corresponding capacity values for BDCL, CPDCA, EBCA, DCA-WI and DCA-WI with double channel reassignment, DCA-WI (double), are 7.15, 7.32, 7.4, 7.56 and 7.65 respectively. These represent increases of 59%, 63%, 65%, 68% and 70% respectively over the FCA scheme. Use of inter-cell double channel reassignment yields an increase of about 2%.

![Figure 5.2 Average call blocking probability with uniform traffic distribution.](image)

The average call blocking probability, \( P_c \), for the central 9 cells, with 18 interfering cells, is shown in Figure 5.3. It can be seen that \( P_c \) of DCA-WI can be substantially lower than that of BDCL. The traffic loads that can be supported by BDCL, DCA-WI and DCA-WI (double) at
$P_c = 0.01$ are 6.85, 7.2 and 7.35 Erlangs respectively. A lower bound on the blocking probability, $P_l$, of the idealized DCA scheme obtained from the Clique Packing method [33], is also plotted in the Figure 5.3. It can be seen that the blocking probability of DCA-WI is slightly higher than the bound. For low traffic load, the blocking probability of DCA-WI with double channel reassignment is very close to the bound.

![Figure 5.3 Average call blocking probability for the central 9 cells with uniform traffic distribution.](image)

The traffic loads that can be supported at $P_c = 0.01$ for FCA, DCA-WI over central 9 cells, DCA-WI (double) over central 9 cells and Clique Packing with different values of $M$ in uniform traffic distribution are shown in Figure 5.4. The percentage improvement in traffic load for DCA-WI over FCA decreases with $M$. For $M = 35$, the performance improvement is about
124% whereas for $M = 210$, the performance improvement is about 26%. The capacity of DCA-WI is slightly lower than that of the idealized DCA. With the use of inter-cell double channel reassignment, the capacity can be improved slightly, and approaches the idealized DCA limit.

![Graph showing traffic load at $P_b = 0.01$ for FCA, DCA-WI, DCA-WI(double) and idealized DCA with $M$ in uniform traffic distribution.](image)

Figure 5.4 Traffic load at $P_b = 0.01$ for FCA, DCA-WI, DCA-WI(double) and idealized DCA with $M$ in uniform traffic distribution.

Comparison of results for nonuniform traffic distributions for $M = 70$ was done using the distributions in [28, Figure 3] ("distribution A") and [29, Figure 2] ("distribution B"). The call arrival rates range from 20 to 200 calls/hour. The average offered loads over the 49 cells for distributions A and B are 4.06 and 4.59 Erlangs respectively. Figure 5.5 shows $P_b$ of FCA, BDCL, CPDCA, DCA-WI and DCA-WI (double) with traffic distribution A. It can be seen that DCA-WI provides the lowest $P_b$. For $P_b = 0.01$, CPDCA and DCA-WI can carry 8% and 15% more
traffic than BDCL. Inter-cell double channel reassignment does not improve capacity by much. Figure 5.6 shows $P_b$ of FCA, BDCL, EBCA and DCA-WI with traffic distribution B. DCA-WI provides the lowest $P_b$ even though the $P_b$ of EBCA is only slightly higher. The reason for the small improvement over EBCA because EBCA makes use of the information of the estimated traffic load in cells in order to assign channels to calls. But, DCA-WI does not use this information. The $P_b$ of DCA-WI for $M = 210$ using the nonuniform traffic distribution in [27, Figure 6] ("distribution C") is shown in Figure 5.7. The per cell offered load averaged over the 49 cells for distribution C is 21.94 Erlangs. It can be seen that the $P_b$ of DCA-WI is lower than that of BDCL and CPDCA. For the nonuniform traffic distributions considered, inter-cell double channel assignment does not improve the capacity by much.

![Figure 5.6](image_url)
Figure 5.6 Average blocking probability with nonuniform traffic distribution B, $M = 70$.

Figure 5.7 Average blocking probability with nonuniform traffic distribution C, $M = 210$. 
5.4 Summary

A new channel assignment scheme, DCA-WI, was proposed. Simulation results indicate that DCA-WI outperforms existing schemes for both uniform and nonuniform spatial traffic distributions. In a 49-cell system with uniform traffic distribution, a cluster size of 7 and a total of 70 available channels, DCA-WI can carry about 70% more traffic than the conventional FCA system at a call blocking probability of 0.01. The capacity can be slightly increased with the use of inter-cell double channel reassignment. The performance of DCA-WI is very close to idealized DCA scheme using Clique Packing method regardless of the number of available channel. It was found that inter-cell double channel reassignment does not improve the system capacity for nonuniform traffic distributions.
Chapter 6  DCA for PRMA Schemes with Reassignment

In this chapter, we study and compare the performances of FCA/PRMA, FCA/PRMA++, DCA/PRMA and DCA/PRMA++ schemes for packet voice transmission in a cellular environment. Simulation results are obtained for the uplink traffic. The performance of DCA/PRMA scheme has been studied in [50]-[51]. In these studies, the DCA/PRMA scheme does not require power measurement to perform channel assignment and uses channel segregation as the DCA strategy. Firstly, we propose a technique to combine the measurement-based DCA with the PRMA protocol in which channel assignment is based on power measurements from the BS. The UT selects a channel based on the instantaneous interference power in every channel measured by the BS. This proposed scheme can employ different measurement-based DCA strategies, e.g., Autonomous Reuse Partitioning (ARP) [34], Least Interfered Channel (LIC) [36]-[37], [65] and Most Interfered Channel (MIC) [36]. In this study, we use ARP in our DCA/PRMA scheme. Secondly, we study the performance of DCA/PRMA++ scheme using various measurement-based DCA strategies, i.e., ARP, LIC and MIC. In this scheme, it is assumed that a BS is able to measure the instantaneous signal powers from all its UT’s and the instantaneous interference powers from foreign UT’s in every channel in order to select a channel. Thirdly, a channel reassignment (CR) method which is based on power measurements at the BS is introduced in order to reduce the number of packets lost during a talkspurt. With CR, an on-going talkspurt on a given channel is switched to another channel from the same BS if too many packets are dropped during the talkspurt due to out-of-cell interference.

In this study, we assume that the packets sent from the BS are instantaneously available to all UT’s [43] and [51] i.e., processing times and the propagation delays are negligible. Except for
the FCA/PRMA without CR, it is assumed that the power measurements are available at the BS for use by other schemes in order to select a channel.

This chapter is organized as follows: An overview of FCA/PRMA and FCA/PRMA++ are provided in Section 6.1. The description of our DCA/PRMA and DCA/PRMA++ schemes are presented in Section 6.2. The channel reassignment method used to further improve the performance is given in Section 6.3. Section 6.4 presents the simulation model used in this study and discusses the performance results. The main results are summarized in Section .

6.1 Overview of FCA/PRMA and FCA/PRMA++ Schemes

In this section, the FCA/PRMA and FCA/PRMA++ schemes [50]-[52], [75] are briefly described.

6.1.1 FCA/PRMA

In an FCA/PRMA system, each cell is assigned $C$ frequency carriers; each carrier is organized into time frames, each of which consists of $N$ slots of duration $T_s$, as shown in Figure 6.1. We will refer to a given slot in a given carrier as a channel. Since a speech channel requires the allocation of one slot every frame, there is a maximum of $C \times N$ (speech) channels in each cell. The UT's recognize each channel as "available" (AV) or "reserved" (RSD) from a message that is broadcast by the BS at the end of each frame. During a talkspurt, speech packets are generated at the frame rate and buffered at the UT for transmission. No speech packets are generated during a silence period.
A UT A sends the first (oldest) unexpired packet of a talkspurt in one of the AV channels, say channel $n$, as part of a contention process. If the packet is received at the BS with an SIR greater than $SIR_{min}$ (minimum acceptable SIR), it is assumed to be successfully decoded and at the end of the slot, the BS informs all UT’s within range that channel $n$ is reserved for UT A until the end of its current talkspurt. When the BS determines that UT A’s talkspurt has ended, it broadcasts that channel $n$ is now AV and UT’s can contend for it in the next frame. If the packet from UT A is not successfully decoded by the BS, UT A contends for the next AV channel with permission probability, $p$, independently of other UT’s. It continues to do so until one of its packets is successfully received. The design parameter in FCA/PRMA is $p$.

Speech packets can only tolerate small delays. Speech packets which have been in the UT buffer longer than a maximum acceptable delay, $d_{max}$, are dropped resulting in “clipping” of the
speech at the beginning of the talkspurts. In our study, $d_{max}$ is set to be twice the frame duration. The packet dropping probability resulting from delays of the BS successfully decoding a request for an AV channel during the contention process is given by

$$P_C = \frac{\text{number of packets dropped due to failed contention request}}{\text{total number of packets generated}}.$$  \hspace{1cm} (6.1)

A packet transmitted by a UT in a RSD channel may still experience strong cochannel interference and be received with $\text{SIR} < \text{SIR}_{\text{min}}$ at the BS. The packet loss probability due to interference [50]-[51] is given by

$$P_I = \frac{\text{number of packets received at BS with } \text{SIR} < \text{SIR}_{\text{min}}}{\text{total number of packets generated}}.$$ \hspace{1cm} (6.2)

In this study, it is assumed that a talkspurt is interfered with if $\text{SIR} < \text{SIR}_{\text{min}}$.

6.1.2 FCA/PRMA++

The frame structure for FCA/PRMA++ is shown in Figure 6.2. Compared to the frame structure for FCA/PRMA, each frame now includes $r_C$ reservation (R) slots, which are used by UT’s with new talkspurts to reserve a channel on a contention basis, and $N - r_C$ information (I) slots, which can be either “available” (AV) or “reserved” (RSD). The placement of the R slots as shown in Figure 6.2 is slightly different from that of the PRMA++ protocol in [46]. There, the R slots are evenly placed within a frame because there is a delay of a few slots before a UT finds out whether its reservation attempt was successful. Since we assume no delay, the R slots can be placed anywhere within the frame; they can be placed at the end of the frame for convenience.
A UT A with a new talkspurt sends the first unexpired packet in a R channel from one of the C carriers as a contention process. The selection of the first R channel is random if the first packet is generated before slot $N - r_C - 1$. Otherwise, the next R channel is selected. If the packet is successfully decoded by the BS, the BS broadcasts an acknowledgment (ACK) at the end of the slot and queues the request of UT A in its FIFO buffer. Since the BS can measure the instantaneous signal power of the UT A in the R channel and the instantaneous interference power of other out-of-cell UT's in all I channels, the BS can estimate the SIR of UT A in all I channels. At the end of each frame, the BS randomly assigns one of the AV I channels to the first UT in the buffer if the estimated SIR for that I channel is greater than $SIR_{min}$. This UT can then send its packets in this RSD I channel. The BS then assigns another AV I channel to the next UT in the FIFO buffer in a similar way. After assigning AV I channels to as many of the UT's in the buffer
as possible, the BS broadcasts the I channel assignment for all its UT's before the next frame starts. If a UT in the buffer cannot be assigned an I channel, due to a lack of AV channels which satisfies the $SIR_{\text{min}}$ requirement, the UT stays in the buffer for another frame time until the next assignment. A RSD I channel reverts to AV when the BS determines that the talkspurt of the UT has ended. If the packet sent in an R channel by UT A is not successfully decoded by the BS, UT A contends again in the next R channel with permission probability, $p$. The design parameters in FCA/PRMA++ are $p$ and $r_C$.

In addition to $P_c$ and $P_f$, another performance measure of interest is the packet dropping probability, $P_w$, that a packet is dropped because the wait in the BS FIFO buffer exceeds $d_{\text{max}}$, i.e.

$$P_w = \frac{\text{number of packets dropped during wait in BS FIFO buffer}}{\text{total number of packets generated}}.$$  \hspace{1cm} (6.3)

### 6.2 Proposed DCA/PRMA and DCA/PRMA++ Schemes

In this section, the proposed DCA/PRMA and DCA/PRMA++ schemes are described. The DCA strategy used for DCA/PRMA is ARP, whereas the DCA strategies used for DCA/PRMA++ are ARP, LIC and MIC.

#### 6.2.1 DCA/PRMA

In a DCA/PRMA system [75], each time slot for any carrier can be used in any cell. For a total of $M$ carriers available in the system, there are a maximum of $M \times N$ channels available in each cell as shown in Figure 6.3. Each channel is classified as AV or RSD. In this system, the BS measures the instantaneous interference power of all its AV channels. At the end of each frame,
each BS broadcasts a list of interference powers for all\(^1\) its AV channels to its UT’s. Since a UT can estimate the path loss between it and the BS, the UT can estimate its instantaneous signal power at the BS. After receiving the interference list, each UT can then estimate its received SIR at the BS for all AV channels included in the interference list in order to perform the channel assignment.

A UT A with a new talkspurt waits for the end of the current frame and listens to the interference list broadcast by its BS. The UT searches for the first AV channel, e.g., channel \(i\) in slot \(j = \left\lfloor \frac{i}{M} \right\rfloor\), starting from the lowest numbered channel in the list for which the estimated SIR

\(^1\) A smaller number of AV channels can be included in the interference list at the expense of some performance degradation.
is greater than $SIR_{setup}$, a setup threshold value which is normally greater than $SIR_{min}$. The UT then sends the first packet in channel $i$ on a contention basis. If the packet is successfully decoded by the BS, the BS broadcasts an ACK at the end of slot $j$ to inform UT's that channel $i$ is now reserved for UT A until the end of the current talkspurt. When the BS determines that UT A's talkspurt ends, it broadcasts that channel $i$ is now AV. However, if the packet from UT A is not successfully decoded by the BS, the UT searches for the next first AV channel starting from the lowest numbered channel in slot $j + 1$ and sends with permission probability $p$. It continues to do so until one of its packets is successfully received.

A packet might be dropped if it has been delayed longer than $d_{max}$ and lost if the received SIR is less than $SIR_{min}$ during transmission in a RSD channel. The performance measures used for this system are $P_c$ and $P_I$, as for FCA/PRMA. The design parameters in DCA/PRMA are $p$ and $SIR_{setup}$.

### 6.2.2 DCA/PRMA++

The frame structure for DCA/PRMA++ is shown in Figure 6.4. Compared to the frame structure for DCA/PRMA, $r$ of the $M \times N$ channels are reservation (R) channels which are used by the UT's with new talkspurts to reserve a channel on a contention basis and $M \times N - r$ information (I) channels which can be either AV or RSD. In [52], $r$ R channels are evenly placed in $M$ carriers. For example, if there are $M$ R channels, in [52] each carrier has one R channel at the beginning of a frame. In this scheme, for convenience, the $r$ R channels are just placed at the end of the frame in one of the $M$ carriers as shown in Figure 6.4. Simulation results shows that the performances of these two schemes are about the same as shown in Figure 6.5. In Figure 6.5, the DCA algorithm used is ARP for both schemes. The parameters, which are chosen so as to provide the overall best performance, used in the schemes are shown in Table 6.1.
Figure 6.4 Frame structure of DCA/PRMA++. The number in the center in each time slot refers to the channel number.

Figure 6.5 Dropping or loss probabilities for DCA/PRMA++ with no reassignment for previous scheme in [52] and our scheme.
Table 6.1 Parameters used in our FCA/PRMA++ and FCA/PRMA++ in [52].

<table>
<thead>
<tr>
<th>Scheme</th>
<th>p</th>
<th>r</th>
<th>SIR&lt;sub&gt;setup&lt;/sub&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>DCA/PRMA++ using ARP</td>
<td>0.2</td>
<td>3</td>
<td>18 dB</td>
</tr>
<tr>
<td>DCA/PRMA++ in [52] using ARP</td>
<td>0.7</td>
<td>3</td>
<td>18 dB</td>
</tr>
</tbody>
</table>

In this scheme, a UT A with a new talkspurt sends the first unexpired packet in an R channel. The selection of the R channel is random if the first packet is generated before slot \( N - r - 1 \). Otherwise, the next R channel is selected. If the packet is successfully decoded by the BS, the BS broadcasts an ACK at the end of the slot and queues the request of the UT in a BS FIFO buffer. Similar to FCA/PRMA++ scheme, the BS is able to estimate the SIR for each UT in the buffer for all I channels. At the end of each frame the BS assigns the AV I channels to the UT’s in the BS buffer according to different DCA strategies as follows:

(i) ARP - The BS assigns the first AV I channel, for which the estimated SIR for that channel is greater than \( SIR_{setup} \), searching from the smallest channel number to the first UT in the buffer.

(ii) LIC - The BS assigns the AV I channel with highest SIR from the estimation, which is greater than \( SIR_{setup} \), to the first UT in the buffer.

(iii) MIC - The BS assigns the AV I channel with lowest SIR from the estimation, which is greater than \( SIR_{setup} \), to the first UT in the buffer.

The UT then sends its packets in its assigned RSD I channel. The BS then assigns another AV I channel to the next UT in the FIFO buffer in a similar way. After assigning AV I channels to as many of the UT’s in the buffer as possible, the BS broadcasts the I channel assignment for all its UT’s before the next frame starts. If UT in the buffer cannot be assigned an I channel, due to a
lack of AV channels which satisfy the $SIR_{setup}$ requirement, the UT stays in the buffer for another frame time until the next assignment. A RSD I channel reverts to AV when the BS determines that the talkspurt of the UT has ended. If the packet sent in an R channel by UT A is not successfully decoded by the BS, UT A contends again in the next R channel with permission probability, $p$. Similar to FCA/PRMA++, the performance measures for this system are $P_c$, $P_w$ and $P_l$. The design parameters in DCA/PRMA++ are $p$, $r$ and $SIR_{setup}$.

### 6.3 Reassignment Method

In this section, the intracell channel reassignment for FCA/PRMA, FCA/PRMA++, DCA/PRMA and DCA/PRMA++ schemes is described. With CR, power measurements are assumed available at the BS for all four schemes. When the received SIR at the BS drops below $SIR_{min}$ for $N_L$ consecutive packets of a talkspurt during transmission in a RSD channel $k$,

1. the BS releases channel $k$ with release probability, $p_{rel}$, if channel $k$ has just been assigned and reserved for the UT or
2. the BS releases channel $k$ otherwise.

In (i), when channel $k$ is reserved for a UT A at the beginning, the $SIR_{min}$ requirement is met so that UT A can send its packet in channel $k$ in the next frame without strong interference. However, this packet may be interfered with in the next frame if more than one UT's in different cells are assigned the same channel $k$ at the same time. The motivation behind $p_{rel}$ is to attempt to keep one UT using channel $k$ in order to reduce intracell CR. In (ii), a talkspurt from UT A is interfered with in the middle if a UT B from different cell is assigned the same channel $k$. In this case, the talkspurt from UT B may not be interfered with such that the received SIR at the BS is still above $SIR_{min}$. Then, UT A using channel $k$ should release channel $k$ to avoid more dropped
packets. The choice of the value for $N_L$ involves a trade-off. If $N_L$ is too small, the talkspurt may require too many CR's. If $N_L$ is too large, it may not be able to reduce the packet dropping rate. The effect of $N_L$ is studied in Section 6.4.4.

After releasing channel $k$, the BS informs UT A not to send any additional packets in channel $k$ and places the request of UT A in the BS FIFO buffer. It also broadcasts that channel $k$ is now AV. At the end of the frame, the BS assigns another AV channel to UT A. For FCA/PRMA and FCA/PRMA++, the BS randomly assigns one of the AV channels with estimated SIR greater than $SIR_{min}$ to the first UT in the FIFO buffer. For DCA/PRMA and DCA/PRMA++, the channel reassignment algorithm depends on the type of DCA strategies, i.e. ARP, LIC and MIC.

For FCA/PRMA and DCA/PRMA with no CR, no buffer is needed in the BS or no $P_w$ is obtained. With CR, buffer is needed and thus, packets might be dropped while the requests of the UT's stored in the BS buffer are waiting too long for channel reassignment. Therefore, another performance measure of interest is $P_w$ for FCA/PRMA and DCA/PRMA. The design parameters for CR are $N_L$ and $p_{rel}$. In Section 6.4, the default values for $N_L$ and $p_{rel}$ are 2 and 0.5 respectively.

### 6.4 Simulation Model and Performance Results

The performances of the FCA/PRMA, FCA/PRMA++, DCA/PRMA and DCA/PRMA++ schemes described in sections 6.1-6.3 are studied using computer simulation. The simulated system is two-dimensional and consists of 27 hexagonal cells of radius of 600 meters with omni-directional antennas. For the case of FCA the cluster size is assumed to be 3 [51]. Results are collected from the central 3 cells to avoid edge effects. An interference-limited situation is considered so that noise is ignored. The path loss, $L$, between a BS and a UT is assumed to follow log-
normal statistics given by [51]:

\[ L = d^\gamma 10^{X/10} \]  \hspace{1cm} (6.4)

where \( d \) is the distance between the BS and the UT, \( \gamma = 3.5 \) is the propagation factor, and \( X \) is a zero mean Gaussian random variable with a standard deviation of 4 dB. The UT's are assumed to be stationary and the signal levels are assumed to be constant during a call. The UT is always served by the BS with the strongest received signal power.

Speech packet transmission on the uplink is simulated. The UT's are assumed to be uniformly distributed over the 27 cells. New calls arrive according to a Poisson process with arrival rate, \( \lambda \), per cell. Call durations are exponentially distributed with a mean of \( 1/\mu = 2 \) minutes. All talkspurt and silence periods are assumed to be exponentially distributed with means of 1 s and 1.35 s respectively [42]. This corresponds to an activity factor of 0.426. During talkspurts, speech packets of duration \( T_s \) are generated at the frame rate and queued in a UT buffer. The first packet in a talkspurt is generated one frame after the talkspurt has arrived in the UT. No packets are generated during silence periods. The system variables used in the simulation are summarized in Table 6.2. For FCA/PRMA and FCA/PRMA++, each BS has 1 carrier with 20 channels. For DCA/PRMA and DCA/PRMA++, each BS has 60 channels to choose from.

The duration of the simulation is in excess of 30 million slots, equivalent to 400 minutes. For most of the simulation results, the 95% confidence intervals are within \( \pm 10\% \) of the average values shown. The system design parameter values, which are chosen so as to provide the overall best performance for the different schemes, are shown in Tables 6.3 - 6.5.
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Table 6.2 System variable values used in the simulation.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Values</th>
<th>Variables</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cell Radius</td>
<td>600 m</td>
<td>Packet generation rate</td>
<td>1 per frame</td>
</tr>
<tr>
<td>Number of cells</td>
<td>27</td>
<td>Mean talkspurt duration</td>
<td>1 s</td>
</tr>
<tr>
<td>Number of carriers</td>
<td>3</td>
<td>Mean silence duration</td>
<td>1.35 s</td>
</tr>
<tr>
<td>FCA cluster size</td>
<td>3</td>
<td>Number of slots per frame</td>
<td>20</td>
</tr>
<tr>
<td>Propagation factor</td>
<td>3.5</td>
<td>Frame duration</td>
<td>16 msec</td>
</tr>
<tr>
<td>Std. dev. of log-normal shadowing</td>
<td>4 dB</td>
<td>Minimum acceptance SIR</td>
<td>9 dB</td>
</tr>
<tr>
<td>Average call duration</td>
<td>2 mins</td>
<td>Maximum acceptable packet delay</td>
<td>32 msec</td>
</tr>
</tbody>
</table>

Table 6.3 System design parameters for FCA/PRMA and FCA/PRMA++ schemes.

<table>
<thead>
<tr>
<th>Scheme</th>
<th>p</th>
<th>rC</th>
<th>SIRsetup</th>
</tr>
</thead>
<tbody>
<tr>
<td>FCA/PRMA with no reassignment</td>
<td>0.3</td>
<td>n/a</td>
<td>n/a</td>
</tr>
<tr>
<td>FCA/PRMA with reassignment</td>
<td>0.3</td>
<td>n/a</td>
<td>n/a</td>
</tr>
<tr>
<td>FCA/PRMA++ with no reassignment</td>
<td>0.4</td>
<td>2</td>
<td>n/a</td>
</tr>
<tr>
<td>FCA/PRMA++ with reassignment</td>
<td>0.4</td>
<td>2</td>
<td>n/a</td>
</tr>
</tbody>
</table>

Table 6.4 System design parameters for DCA/PRMA++ scheme.

<table>
<thead>
<tr>
<th>Scheme</th>
<th>p</th>
<th>r</th>
<th>SIRsetup</th>
</tr>
</thead>
<tbody>
<tr>
<td>DCA/PRMA++ using ARP with no reassignment</td>
<td>0.3</td>
<td>4</td>
<td>18 dB</td>
</tr>
<tr>
<td>DCA/PRMA++ using ARP with reassignment</td>
<td>0.3</td>
<td>4</td>
<td>15 dB</td>
</tr>
<tr>
<td>DCA/PRMA++ using LIC with no reassignment</td>
<td>0.3</td>
<td>4</td>
<td>12 dB</td>
</tr>
<tr>
<td>DCA/PRMA++ using LIC with reassignment</td>
<td>0.3</td>
<td>4</td>
<td>15 dB</td>
</tr>
<tr>
<td>DCA/PRMA++ using MIC with no reassignment</td>
<td>0.3</td>
<td>4</td>
<td>18 dB</td>
</tr>
<tr>
<td>DCA/PRMA++ using MIC with reassignment</td>
<td>0.3</td>
<td>4</td>
<td>15 dB</td>
</tr>
</tbody>
</table>

Table 6.5 System design parameters for DCA/PRMA scheme.

<table>
<thead>
<tr>
<th>Scheme</th>
<th>p</th>
<th>r</th>
<th>SIRsetup</th>
</tr>
</thead>
<tbody>
<tr>
<td>DCA/PRMA using ARP with no reassignment</td>
<td>0.3</td>
<td>n/a</td>
<td>18 dB</td>
</tr>
<tr>
<td>DCA/PRMA using ARP with reassignment</td>
<td>0.4</td>
<td>n/a</td>
<td>15 dB</td>
</tr>
</tbody>
</table>
6.4.1 Results for Schemes with No Channel Reassignment (CR)

The dropping and loss probabilities of FCA/PRMA and FCA/PRMA++ with no reassignment are shown in Figure 6.6. In Figure 6.6, the packet loss probability, $P_l$, due to strong interference is quite high even at low traffic load, $\rho$. This is because once a talkspurt is interfered with, the rest of the talkspurt will likely be continuously affected if no channel reassignment is performed resulting in a high $P_l$. It can be seen that $P_l$ for FCA/PRMA++ is slightly higher than that for FCA/PRMA; this is because with PRMA++ there are only 18 channels which can be reserved for packet transmission. At light traffic load, $P_c$ for FCA/PRMA is lower because not many channels are being reserved for packet transmission by UT’s and hence there are more AV channels for contention. But for FCA/PRMA++, there are only $r_c = 2$ channels for contention. Conversely, $P_c$ for FCA/PRMA is higher at high traffic loads because many channels are reserved and cannot be used for contention. For FCA/PRMA with no CR as well as DCA/PRMA with no CR, there is no $P_w$. In general, the total packet failure probability, $P_T = P_c + P_w + P_l$, for FCA/PRMA++ is higher than that for FCA/PRMA.

The dropping or loss probabilities of DCA/PRMA++ with no reassignment using different DCA strategies, ARP, LIC and MIC, are shown in Figure 6.7. The $P_c$ for all DCA algorithms are almost the same because they all have the same value of $r$ as shown in Table 6.4. The $P_c$ increases slightly with $\rho$ because the number of R channels which is chosen to be 4 is sufficient to handle the reservation traffic during the contention process. For $\rho < 20$, the $P_w$ for MIC is lowest whereas the $P_w$ for LIC is highest. In MIC, a channel with a lowest SIR > $SIR_{setup}$ is selected, and thus the reuse distances between different UT’s using the same channel are smaller. Therefore, more UT’s can be assigned channels. In LIC, a channel with a highest SIR > $SIR_{setup}$ is selected and thus, the distances between different UT’s using the same channel are normally
larger, resulting in fewer UT's being assigned channels. As \( \rho \) increases, \( P_w \) increases because the number of UT's in the buffer requesting for channel assignment increases. The \( P_I \) for MIC and ARP is more or less independent of \( \rho \), with MIC having the highest \( P_I \). In MIC, a channel is selected with the SIR difference, \( SIR_{diff} \), at initial setup which is the difference between the estimated SIR at initial setup and \( SIR_{min} \), as low as possible and therefore, packets sending in this channel can be easily interfered with by out-of-cell UT's. For light loads, the \( P_I \) for LIC is lowest because channel are selected with maximum \( SIR_{diff} \) and thus the packets sending in these channels are least likely to be interfered with. As \( \rho \) increases, \( P_I \) for LIC increases because \( SIR_{diff} \) decreases with \( \rho \) due to many UT's using the channels. In general, the \( P_T \) of ARP is better than the other two algorithms.

The dropping and loss probabilities of DCA/PRMA and DCA/PRMA++ with no reassignment using ARP are shown in Figure 6.8. For both schemes, \( P_I \) increases slowly with \( \rho \). Similar to the observations from Figure 6.6, it can be seen that (1) \( P_I \) is quite high, (2) \( P_I \) for DCA/PRMA++ is higher than that for DCA/PRMA and (3) \( P_c \) for DCA/PRMA is lower at light traffic loads and higher at heavy traffic loads than for DCA/PRMA++. The reason is the same as mentioned previously for FCA. In general, the performance of DCA/PRMA is better than that of DCA/PRMA++.

The total packet failure probabilities, \( P_T \), for FCA/PRMA, FCA/PRMA++, DCA/PRMA using ARP and DCA/PRMA++ using ARP with no CR are plotted in Figure 6.9. It can be seen that the \( P_T \) for PRMA++ is higher than that for PRMA. The \( P_T \) for DCA/PRMA and DCA/PRMA++ are higher than FCA/PRMA and FCA/PRMA++, except for traffic loads around 25 Erlangs. For \( \rho < 25 \), the \( P_T \) for DCA/PRMA and DCA/PRMA++ do not vary much because \( P_I \)
for both schemes do not change much with $\rho$ as shown in Figure 6.8. For $\rho > 25$, $P_T$ increases due to the significant increase in $P_C$ for PRMA and $P_W$ for PRMA++ as shown in Figure 6.8. If we set the maximum acceptable value for $P_T$ at 0.01 in order to provide reasonable speech quality [42]-[43], the capacity that can be supported for FCA/PRMA and FCA/PRMA++ is less than 15 Erlangs. It can be seen that DCA/PRMA and DCA/PRMA++ cannot meet this requirement even at relatively low $\rho$ as shown in the figure. In [51], it was found that the capacity of DCA/PRMA at $P_T = 0.06$ for $P_C = 0.01$ and $P_I = 0.05$ is about the same as that of FCA/PRMA. The same conclusion is reached for both PRMA and PRMA++ schemes if we use $P_T = 0.06$ as shown in Figure 6.9.

![Figure 6.6 Dropping or loss probabilities for FCA/PRMA and FCA/PRMA++ with no reassignment.](image-url)
Figure 6.7 Dropping probabilities for DCA/PRMA++ with no reassignment using ARP, LIC and MIC.

Figure 6.8 Dropping probabilities of DCA/PRMA and DCA/PRMA++ with no reassignment and using ARP.
Results for Schemes with Channel Reassignment (CR)

The dropping and loss probabilities of FCA/PRMA and FCA/PRMA++ with reassignment are shown in Figure 6.10. Compared to Figure 6.6, $P_C$ are similar in both figures since it is not affected by reassignments whereas $P_f$ is substantially lower. This is because with reassignment a talkspurt which starts experiencing high interference can be reassigned to another channel to avoid continuous packet loss. Also, $P_w$ for PRMA++ is slightly higher because more requests waits in the buffer due to CR. It can be seen that $P_f$ for FCA/PRMA and FCA/PRMA++ with reassignment are comparable, but with no reassignment FCA/PRMA++ has a higher $P_f$ than FCA/PRMA. Also, $P_w$ for FCA/PRMA++ is higher than that for FCA/PRMA; this is because with PRMA++ there are only 18 channels which can be used for channel assignment for packet transmission whereas there are 20 channels in PRMA system.
The dropping and loss probabilities of DCA/PRMA++ with reassignment using ARP, LIC and MIC are shown in Figure 6.11. For \( \rho > 21 \), ARP has the lowest \( P_w \) whereas with no CR as shown in Figure 6.7, LIC has the lowest \( P_w \) for \( \rho > 27 \). With no CR, the \( SIR_{setup} = 12 \) dB used in LIC is much lower than that in ARP, \( SIR_{setup} = 18 \) dB, as shown in Table 6.4. Therefore, the UT can be easily assigned a RSD channel at the expense of increasing \( P_I \) as shown in Figure 6.7. With CR, the \( SIR_{setup} \) values used are the same for all three algorithms and ARP outperforms other algorithms because it can form a "reuse partitioning" pattern. The \( P_T \) of ARP is better than those of the other two algorithms. The dropping and loss probabilities of DCA/PRMA and DCA/PRMA++ with CR using ARP are shown in Figure 6.12. It can be seen that \( P_I \) can be reduced substantially by using CR. Similar to the observations from Figure 6.10, \( P_I \) for DCA/PRMA and DCA/PRMA++ are comparable and \( P_w \) for DCA/PRMA++ is higher than that for DCA/PRMA.
Figure 6.11 Dropping or Loss probabilities for DCA/PRMA++ with reassignment using ARP, LIC and MIC.

Figure 6.12 Dropping or loss probabilities of DCA/PRMA and DCA/PRMA++ with reassignment using ARP.
Figure 6.13 Total packet failure probabilities for all four schemes with reassignment.

The total packet failure probability, $P_T$, for FCA/PRMA, FCA/PRMA++, DCA/PRMA using ARP and DCA/PRMA++ using ARP with CR are plotted in Figure 6.13. The $P_T$ for DCA/PRMA using ARP and DCA/PRMA++ using ARP are almost constant for $\rho < 30$ because $P_I$ does not vary much with $\rho$ as shown in Figure 6.12. For $\rho > 30$, the $P_T$ for the DCA schemes increase due to increases in $P_C$ and $P_W$ as shown in Figure 6.12. For light loads, FCA/PRMA and FCA/PRMA++ perform better than DCA/PRMA and DCA/PRMA++. This is because the distances among UT's using the same channel are closer in DCA. Therefore, the talkspurts will be easily interfered with out-of-cell UT's. For FCA, the probability of the talkspurts being interfered with increases with $\rho$ because more co-channel cells use the same channel. At high loads, the performance of FCA is worse than DCA because the reuse distance of FCA is generally larger than that of DCA. At $P_T = 0.01$, the capacities for FCA/PRMA++, FCA/PRMA, DCA/PRMA++
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and DCA/PRMA are 25, 27, 31 and 32.5 Erlangs respectively. The capacity for FCA with CR can be improved by about 80% compared to that for FCA with no CR as shown in Figure 6.9. An additional 25% increase in capacity can be obtained with DCA. In general, PRMA performs better than PRMA++ with FCA or DCA because PRMA has more number of channels to carry information.

In the above results, perfect power measurements are assumed to be available so that the BS is able to measure the instantaneous desired signal power and interference power in every channel in order to make a channel assignment. In reality, power measurement errors are inevitable. To study the effect of imperfect power measurements, we model the error to be Gaussian distributed with zero mean and $\sigma = 10\%$. The results show that $P_C$, $P_W$ and $P_I$ in all four schemes are about the same compared to those with perfect power measurement except that $P_I$ for FCA/PRMA++ is about 25% higher. This is because for FCA/PRMA++, power measurement is required in the contention process and CR process whereas for FCA/PRMA, power measurement is required only in the CR process. Even though, for DCA/PRMA and DCA/PRMA++, power measurement is required in the contention process and CR process, the $SIR_{setup}$ is several dB's higher than the $SIR_{min}$. This lessens the effect of error measurements on $P_I$. The $P_T$ for all four schemes is about the same compared to those with perfect power measurement except that $P_T$ for FCA/PRMA++ is slightly higher. The capacities for all schemes at $P_T = 0.01$ still remain about the same. With imperfect power measurement, the average number of CR per call is increased by about 10% for FCA/PRMA and FCA/PRMA++. This is because no $SIR_{setup}$ is used for CR process in FCA schemes.

Other results for all four schemes with CR are presented in Sections 6.4.3-6.4.5. The DCA
algorithm used for PRMA and PRMA++ is ARP.

### 6.4.3 Number of Channel Reassignments and Reservation Access Delay

The cumulative distribution function (CDF) of the number, $N_{cr}$, of channel reassignments per call at $\rho = 30$ Erlangs is shown in Figure 6.14. It can be seen that the probability that $N_{cr} = 0$ for DCA is lower than that for FCA. This is because in DCA the distance between two calls using the same channel is usually shorter than the minimum reuse distance in FCA. Therefore, the calls are more easily interfered with and require more CR's. The CDF of FCA (or DCA) with PRMA and PRMA++ is about the same.

The average values of $N_{cr}$, $\overline{N}_{cr}$, per call at different traffic loads are plotted in Figure 6.15. For $\rho < 30$, the DCA schemes require more CR's than the FCA schemes due to shorter reuse distances. The $\overline{N}_{cr}$ for DCA increases slowly with $\rho$ whereas the $\overline{N}_{cr}$ for FCA increases rapidly. This is because in DCA the reuse distance between the same channel always keeps to be minimum at any load. However, in FCA, the number of cochannel cells using the same channel increases as $\rho$ increases. Therefore, the talkspurt will be interfered with more easily with $\rho$ and require more CR's. The $\overline{N}_{cr}$ for PRMA++ is higher than that for PRMA because the number of channels used for information packets in PRMA++ is less than that in PRMA. For traffic loads corresponding to $P_T = 0.01$ (see Figure 6.13), the $\overline{N}_{cr}$ for FCA/PRMA++, FCA/PRMA, DCA/PRMA++ and DCA/PRMA are 6.9, 6.6, 9.7 and 8.2. The $\overline{N}_{cr}$ for DCA/PRMA++ is higher than other schemes due to less number of information channels.
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Figure 6.14 CDF of the number of CR per call for all schemes at $\rho = 30$ Erlangs.

Figure 6.15 Average number of channel reassignment per call.
The CDF of the reservation access delay, $D_r$, per talkspurt at $\rho = 30$ Erlangs is shown in Figure 6.16. The reservation access delay, $D_r$, is defined as the time interval between the complete generation of the first packet in a talkspurt at the UT and the time that the first packet is successfully received at the BS during the contention process. In the figure, it can be seen that the reservation access delay in FCA/PRMA is smallest. For FCA/PRMA, about 80% of the talkspurts have their first packets received successfully by the BS within 5 msec. The corresponding figures are about 30% for both FCA/PRMA++ and DCA/PRMA++ and 10% for DCA/PRMA. In FCA/PRMA scheme, once the first packet is generated, the UT can send the packet in next available slot. However, in the other schemes, a newly generated packet has to wait for a short period of time. In DCA/PRMA scheme, the newly generated packet cannot be sent until the interference list is received at the end of the frame. In PRMA++ schemes, the newly generated packet is sent in the specified R channels which are placed at the end of the frame.

Figure 6.16 The CDF of reservation access delay per talkspurt at $\rho = 30$ Erlangs.
The average access delay, $D_r$, is shown in Figure 6.17. It can be seen that the $D_r$ of DCA/PRMA is highest because the UT's need to wait for the interference list broadcast from the BS at the end of the frame before sending the first packet in the next frame. For $\rho < 29$, the $D_r$ of FCA/PRMA is lowest and increases with $\rho$. For $\rho > 30$, the $D_r$ for FCA/PRMA and DCA/PRMA increase because many UT's attempt to send their packets in the AV channels to contend for reservation. At high loads, the $D_r$ for FCA/PRMA becomes higher than that for DCA/PRMA because there are more possible channels (60) used for contending for a RSD channel in DCA/PRMA. In FCA/PRMA++ and DCA/PRMA++, $D_r$ increases very slowly because there are enough R channels for contention process. The $D_r$ for FCA/PRMA++ is higher than that for DCA/PRMA++ because in FCA/PRMA++ there are two R channels whereas in DCA/PRMA++ there are four R channels. In FCA/PRMA++, if a UT cannot get the reserved channel within these
2 R channels, the UT needs to wait for another frame time to make another attempt. For traffic loads corresponding to $P_T = 0.01$ (see Figure 6.13), the $\overline{D_r}$ for FCA/PRMA++, FCA/PRMA, DCA/PRMA++ and DCA/PRMA are 9.3, 6.3, 8.4, 18.5 msec.

### 6.4.4 Effect of $N_L$

The effects of the number, $N_L$, of consecutive packets lost before CR are shown in Figure 6.18 (a) and (b) respectively for FCA/PRMA and DCA/PRMA with CR. In both figures, the $N_L$ value has little effect on $P_w$ and $P_C$ because $N_L$ mainly affects the number of packets lost during their transmission in the RSD channels. Hence, $P_I$ increases with $N_L$. This can be explained by the following example. If $N_L = 1$, each interfered talkspurt will undergo CR after one packet is lost whereas if $N_L = 2$, each interfered talkspurt will undergo CR after two packets are lost. This explains why the $P_I$ for $N_L = 2$ is about twice of that for $N_L = 1$. Similar observations are obtained for FCA/PRMA++ and DCA/PRMA++ with CR as shown in Figure 6.19 (a) and (b) respectively.

The total packet failure probability, $P_T$, for PRMA and PRMA++ with different values of $N_L$ is shown in Figure 6.20 (a) and (b) respectively. The increase in $P_T$ with $N_L$ is due to $P_I$ increasing with $N_L$ as shown in Figures 6.18 and 6.19. As $\rho$ increases, $P_T$ curves for different values of $N_L$ become closer because as shown in Figures 6.18 and 6.19 $P_C + P_w$ is close for different $N_L$ and its value becomes higher than $P_I$ for high $\rho$. At $P_T = 0.01$, the capacities for FCA/PRMA++, FCA/PRMA, DCA/PRMA++ and DCA/PRMA with different values of $P_I$ are shown in Table 6.6. It can be seen that the capacities decrease with $N_L$. The effect of $N_L$ on the capacity at $P_T \approx 0.01$ for FCA is less than that for DCA. For DCA, the capacity is reduced by about 50% when $N_L$ is increased from 2 to 4. This is because the number of CR's per talkspurt in DCA is higher than in FCA and thus, the number of packet lost increases with $N_L$. 
Figure 6.18 Dropping or loss probability with different $N_L$ values for (a) FCA/PRMA and (b) DCA/PRMA.

Figure 6.19 Dropping or loss probability with different $N_L$ values for (a) FCA/PRMA++ and (b) DCA/PRMA++.
Figure 6.20 Total packet failure probability with different $N_L$ values for (a) PRMA and (b) PRMA++.

Table 6.6 Capacity (Erlangs) at $P_T = 0.01$ for different values of $N_L$.

<table>
<thead>
<tr>
<th>$N_L$</th>
<th>FCA/PRMA</th>
<th>FCA/PRMA++</th>
<th>DCA/PRMA</th>
<th>DCA/PRMA++</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>28.3</td>
<td>25.5</td>
<td>33.5</td>
<td>32.2</td>
</tr>
<tr>
<td>2</td>
<td>27</td>
<td>25</td>
<td>32.5</td>
<td>31</td>
</tr>
<tr>
<td>4</td>
<td>25</td>
<td>22.5</td>
<td>15</td>
<td>15</td>
</tr>
</tbody>
</table>

The $\overline{N_{cr}}$ for PRMA and PRMA++ with different values of $N_L$ are shown in Figure 6.21 (a) and (b) respectively. The $\overline{N_{cr}}$ values decrease with $N_L$ because each talkspurt is less likely to undergo CR. For traffic loads corresponding to $P_T = 0.01$, the $\overline{N_{cr}}$ for all schemes are shown in Table 6.7. The effect of $N_L$ on $\overline{D_r}$ was also studied. It was found that the $\overline{D_r}$ does not change much with $N_L$ in all schemes.
Figure 6.21 Average number of channel reassignments per call with different $N_L$ for (a) PRMA and (b) PRMA++.

Table 6.7 Number of CR for traffic loads corresponding to $P_T = 0.01$ with different values of $N_L$.

<table>
<thead>
<tr>
<th>$N_L$</th>
<th>FCA/PRMA</th>
<th>FCA/PRMA++</th>
<th>DCA/PRMA</th>
<th>DCA/PRMA++</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>9.3</td>
<td>7.8</td>
<td>8.3</td>
<td>11.0</td>
</tr>
<tr>
<td>2</td>
<td>6.6</td>
<td>6.9</td>
<td>8.1</td>
<td>9.7</td>
</tr>
<tr>
<td>4</td>
<td>5.2</td>
<td>5.0</td>
<td>5.9</td>
<td>7.3</td>
</tr>
</tbody>
</table>

6.4.5 Effect of Call Setup Time Threshold

In the above results, it is assumed that every new call in the system is accepted so that no new calls are blocked [50]-[53]. However, at high traffic loads, new calls should not always be accepted because of adverse effects on existing calls [76]. In this section, the effect of a call setup time is studied. It is assumed that a new call is blocked if the new call cannot be accepted by the
BS within a maximum call setup time, $T_{set}$, which is set to 5 seconds in this study. When a new call arrives at the UT, the UT sends its *admission* packet to the BS using the same procedures described for the four schemes in Sections 6.1-6.2, except that the permission probability, $p$, is replaced by the new call permission probability, $p_N$. If the *admission* packet can be correctly received at the BS within $T_{set}$, the new call is accepted. Otherwise, the new call is blocked and lost.

![Figure 6.22 Total packet failure probability with call setup time.](image)  

Figure 6.22 Total packet failure probability with call setup time.

The $P_T$ of all four schemes with call setup time threshold for $p_N = p$ are shown in Figure 6.22. The results for $P_T$ without call setup are also included for comparison. It can be seen that $P_T$ is not affected by the call setup time threshold for $p \leq 30$. At $p = 35$, the use of call setup results in a slightly lower $P_T$. The new call blocking probabilities, $P_b$, of all four schemes
are zero for $\rho \leq 30$. At $\rho = 35$, the $P_b$ of all four schemes are quite small, less than 0.1%. As $p_N$ decreases, the number of accepted new calls is reduced thereby lessening the impact on existing calls. Therefore, $P_T$ can be decreased at the expense of a larger $P_b$ by lowering $p_N$.

![Figure 6.23 Total packet failure probability with optimum $p_N$.](image)

Figure 6.23 Total packet failure probability with optimum $p_N$.

The $P_T$ with optimum $p_N$ values are shown in Figure 6.23. The optimum $p_N$ values provide the highest capacity at $P_T \approx 0.01$ and $P_b \approx 0.01$. For low loads, the $P_T$ with and without call setup are about the same. This is because there are not many new calls arriving to the system and there are sufficient number of AV channels to accept the new calls. For $\rho > 30$, the $P_T$ with call setup is lower than that without call setup. The $P_b$ values with optimum $p_N$ are shown in Figure 6.24. The $P_b$ for PRMA schemes increases rapidly for $\rho > 30$ because at such high loads
many UT's send their packets to the AV channels to contend for a reservation, thereby increasing
the number of collisions and blocked calls. The $P_b$ for PRMA++ increases more slowly because a
sufficient number of R channels is allocated for the contention process. The capacities and $P_b$ for
all four schemes with optimum $p_N$ corresponding to $P_T = 0.01$ are shown in Table 6.8. Compared to Table 6.6, the capacities are increased slightly at the expense of blocking new calls.

![Graph showing new call blocking probability vs. offered traffic load]

**Figure 6.24** New call blocking with optimum $p_N$.

**Table 6.8** Capacities and $P_b$ for all four schemes with optimum $p_N$ corresponding to $P_T = 0.01$.

<table>
<thead>
<tr>
<th></th>
<th>FCA/PRMA</th>
<th>FCA/PRMA++</th>
<th>DCA/PRMA</th>
<th>DCA/PRMA++</th>
</tr>
</thead>
<tbody>
<tr>
<td>Capacity</td>
<td>28 Erlangs</td>
<td>25.3 Erlangs</td>
<td>33.3 Erlangs</td>
<td>31.5 Erlangs</td>
</tr>
<tr>
<td>$P_b$</td>
<td>0.012</td>
<td>0.018</td>
<td>0.017</td>
<td>0.014</td>
</tr>
</tbody>
</table>
6.5 Conclusions

The performances of FCA or DCA used in conjunction with PRMA or PRMA++ in packet-switched voice cellular systems were studied using computer simulations. The measurement-based DCA schemes were considered to cope with the highly unpredictable and time-varying microcellular environment. First, a measurement-based DCA with the use of PRMA is proposed. Second, the performance of DCA/PRMA++ using different types of measurement-based DCA strategies was studied. Third, a channel reassignment scheme is introduced in order to improve the capacity. It was found that the capacity of PRMA is higher than that of PRMA++ with either FCA or DCA. With no channel reassignment, the total packet failure probability for all four schemes is quite high due to the high packet loss probabilities for talkspurts which experience high interference. With channel reassignment, the packet loss probability due to talkspurts which encounter high interference can be reduced significantly. The capacity for FCA with channel reassignment at a 1% total packet failure probability can be increased by about 80% compared to that for FCA with no channel reassignment. An additional 25% increase in capacity can be obtained by using DCA. The number of channel reassignment per call for DCA/PRMA++ is highest for traffic loads corresponding to $P_T = 0.01$. The reservation access delay for DCA/PRMA is highest for traffic loads corresponding to $P_T = 0.01$. We also studied the effect of call setup time threshold in terms of call blocking probability.
Chapter 7 Conclusions

This chapter summarizes the main contributions of this thesis. Some suggestions for future work are also given.

7.1 Main Contributions

The focus of this research work is to study the performances of various types of channel assignment schemes for use in cellular communications systems. The performance of improved fixed channel assignment (FCA) schemes using reuse partitioning (RP) is studied first.

- In Chapter 3, the analysis for an n-region basic RP scheme with no channel rearrangement (NCR) using FCA for stationary users is presented. A Markov chain model is developed to evaluate the call blocking probability in each region. A modified n-region RP scheme with optimal channel rearrangement (OCR) or single channel rearrangement (SCR) is then introduced. A closed-form expression for the call blocking probability for n-region RP scheme with OCR is derived. Results show that a 2, 3 and 4-region RP scheme with OCR can improve the system capacity by about 25%, 36% and 43% compared to a conventional FCA system without RP. The effects of allowing no, single or optimal channel rearrangement are studied. As expected, RP with OCR provides the best performance. The performance difference between SCR and OCR is quite small indicating that SCR is a good choice for the RP system. The performance difference between the NCR and OCR schemes increases slightly with n. For n = 2, the capacity of RP with NCR is about same as that with OCR. For n = 4, the capacity of RP with NCR is about 5% less than that of RP with OCR. Finally, numerical results
for a 2-region RP system are compared with simulation results for slowly moving users for different mobility models in order to determine the range of parameters over which the assumption of stationary users is valid.

- In Chapter 4, the impact of mobile users on a 2-region RP using FCA (FRP) system with prioritized handoff is studied. A 2-dimensional Markov chain model is obtained to evaluate the call blocking and dropping probabilities. With no channels reserved for handoffs, the call blocking and dropping probabilities can be approximated using a product form solution. The analytic results are verified using simulation for different mobility models. With stationary users, the capacity can be increased by about 30% compared to conventional FCA. With mobile users, the capacities for both FRP and FCA decrease with average handoff rates. Also, the capacity improvement of FRP relative to FCA is reduced as the average handoff rates increase. The results show that more channels should be assigned to the outer region as average handoff rates increase. It is found that even though prioritized handoff can reduce the call dropping probability, in some cases it may also degrade the capacity. The choice of the number of channels to be reserved for handoffs which maximizes the capacity is also examined.

In these analyses, a regular hexagonal cell pattern with equal cell size is assumed. For irregular and different cell sizes, it is expected that RP can still perform better than conventional FCA. This is because RP allows an increase in the total number of channels available in each cell.

Then a new cell-based distributed dynamic channel assignment scheme to improve capacity is proposed and compared with previous DCA schemes.
• In Chapter 5, a new distributed channel assignment scheme, namely DCA with interference information (DCA-WI), is proposed. In DCA-WI, the channel to be used in a cell is selected by the local BS based on information provided by its interference information table. The channel assignment strategy attempts to minimize the effect on the availability of channels in interfering cells. Inter-cell and intra-cell channel reassignment are introduced to further reduce the call blocking probability. Simulation results indicate that DCA-WI outperforms previously proposed schemes for both uniform and nonuniform spatial traffic distributions. In a 49-cell system with uniform traffic distribution, a cluster size of 7 and a total of 70 available channels, DCA-WI with inter-cell single channel reassignment can carry about 70% more traffic than the conventional FCA system at a call blocking probability of 0.01. The capacity can be slightly increased with the use of inter-cell double channel reassignment. The performance of DCA-WI is close to that of the idealized DCA scheme using the Clique Packing method. It is found that inter-cell double channel reassignment does not improve the system capacity for nonuniform traffic distributions.

The above studied channel assignment schemes can be used in current circuit-switched TDMA systems, i.e., IS-136 and GSM, to improve their system capacity. To support bursty traffic, third-generation cellular communication systems will employ packet-switching technology. The final aspect of this research is to propose and evaluate the performance of measurement-based DCA with the use of packet reservation multiple access (PRMA) schemes in future packet-switched TDMA cellular systems.
• In Chapter 6, the performances of FCA or DCA used in conjunction with PRMA or PRMA++, i.e., FCA/PRMA, FCA/PRMA++, DCA/PRMA and DCA/PRMA++, in packet-switched cellular systems are studied for packet voice transmission. The measurement-based, DCA/PRMA and DCA/PRMA++, schemes, are considered to cope with the highly unpredictable and time-varying microcellular environment. Firstly, we propose a new DCA/PRMA scheme in which channel assignment is based on power measurements from the BS. Secondly, we study the performance of DCA/PRMA++ using various measurement-based DCA strategies, i.e., ARP, LIC and MIC. Thirdly, a channel reassignment (CR) scheme is introduced in order to improve the capacity; this reassignment reduces the number of packets lost during a talkspurt which experiences high interference. The capacity for FCA with CR at a 1% total packet failure probability can be increased by about 80% compared to that for FCA with no CR. An additional 25% increase in capacity can be obtained by using DCA.

7.2 Suggestions for Future Work

Among the related topics for further study are the following:

• Third-generation cellular communication systems use hierarchical cell structures (HCS) [7] which consist of overlaying macrocells on top of smaller microcells to increase the system capacity. In this suggestion, we can use a cell with 2 concentric regions as a macrocell and a regular one-region cell as a microcell in a FCA system as shown in Figure 7.1. Therefore, fast mobile users can be assigned to 2-region RP macrocells in order to increase the capacity whereas slow mobile users are assigned to mi-
crocell. In this HCS, the 2-region cell used as a macrocell can still provide a reasonably good improvement because the outgoing handoff rate is small due to the large macrocell.

- The effect of mobile users in the DCA-WI scheme can be studied. The performance of reserved channels for handoffs only to improve the capacity can be considered.

- The DCA-WI scheme can be combined with RP (DRP) in an attempt to further improve the capacity as shown in Figure 7.2. In this scheme, the total number of available channels can be divided into two sets, inner and outer channels. Inner calls which find no free inner region channels can be assigned to the outer region channels.

- The effect of mobile users on the performance of the measurement-based DCA/PRMA and DCA/PRMA++ schemes can be studied. The inclusion of data and other traffic in addition to voice can be considered.
Figure 7.2 Cell structure of DRP.
## Glossary

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha$</td>
<td>Grade of Service parameter</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>Propagation factor</td>
</tr>
<tr>
<td>$\rho$</td>
<td>Traffic load</td>
</tr>
<tr>
<td>A-slot</td>
<td>Acknowledgment Slot</td>
</tr>
<tr>
<td>ACK</td>
<td>Acknowledgment</td>
</tr>
<tr>
<td>ACL</td>
<td>Available Channel List</td>
</tr>
<tr>
<td>AMPS</td>
<td>Advanced Mobile Phone Service</td>
</tr>
<tr>
<td>ARP</td>
<td>Autonomous RP</td>
</tr>
<tr>
<td>ATDMA</td>
<td>Advanced TDMA</td>
</tr>
<tr>
<td>AV</td>
<td>Available</td>
</tr>
<tr>
<td>BCO</td>
<td>Borrowing with Channel-Ordering</td>
</tr>
<tr>
<td>BDCL</td>
<td>Borrowing with Directional Channel-Locking</td>
</tr>
<tr>
<td>BS</td>
<td>Base Station</td>
</tr>
<tr>
<td>$C_i$</td>
<td>Number of channels assigned to region $i$</td>
</tr>
<tr>
<td>$C_{opt}$</td>
<td>Optimum number of reserved channels</td>
</tr>
<tr>
<td>CBA</td>
<td>Channel Borrowing Assignment</td>
</tr>
<tr>
<td>CBWL</td>
<td>Channel Borrowing Without Locking</td>
</tr>
<tr>
<td>CDCA</td>
<td>Centralized DCA</td>
</tr>
<tr>
<td>CDMA</td>
<td>Code Division Multiple Access</td>
</tr>
<tr>
<td>CR</td>
<td>Channel Reassignment</td>
</tr>
<tr>
<td>$d_{max}$</td>
<td>Maximum acceptable delay</td>
</tr>
<tr>
<td>$d_i$</td>
<td>Reuse distance for region $i$</td>
</tr>
<tr>
<td>$D$</td>
<td>Minimum co-channel reuse distance</td>
</tr>
<tr>
<td>$D_r$</td>
<td>Reservation access delay</td>
</tr>
</tbody>
</table>
\( \overline{D_r} \) - Average reservation access delay

DCA - Dynamic Channel Assignment

DCA-WI - DCA with interference information

DCA-WI (double) - DCA-WI with double channel rearrangement

DCA/PRMA - DCA with PRMA scheme

DDCA - Distributed DCA

FCA - Fixed Channel Assignment

FCA/PRMA - FCA with PRMA scheme

FDD - Frequency-Division Duplexing

FDMA - Frequency Division Multiple Access

FRP - RP using FCA

FRU - Flexible Reuse

GSM - Global System for Mobile Communications

\( \overline{H_n} \) - Handoff activity

I-slot - Information Slot

IIT - Interference Information Table

IMT-2000 - International Mobile Telecommunications 2000

\( L \) - Path loss

LIC - Least Interfered Channel

MCS - Mobile Communication Systems

MIC - Most Interfered Channel

MP - Maximum Packing

MS - Mobile Station

MSIR - Maximum SIR

\( N_{cr} \) - Number of channel rearrangement per call

\( \overline{N_{cr}} \) - Average number of channel rearrangement per call
\( N_i \) - Cluster size for region \( i \)

\( N_L \) - Number of consecutive packets lost before CR

NC - Nominal Channel

NCR - No Channel Rearrangement

NCS - Nominal Channel Set

NMT - Nordic Mobile Telephone System

OCR - Optimal Channel Rearrangement

OV - Overflow

\( p_{rel} \) - Release probability

\( P_C \) - Probability of packet dropped due to failed contention process

\( P_I \) - Probability of packet lost due to strong interference

\( P_T \) - Total packet failure probability

\( P_W \) - Probability of packet dropped due to waiting too long in the BS buffer

\( P_{nc} \) - Noncompleted call probability

PRMA - Packet Reservation Multiple Access

\( r_i \) - Radius for region \( i \)

R-slot - Reservation Slot

RP - Reuse Partitioning

RSD - Reserved

\( SIR_{diff} \) - SIR difference between the estimated SIR at initial setup and \( SIR_{min} \)

\( SIR_{min} \) - Minimum acceptable SIR

\( SIR_{setup} \) - SIR setup threshold

SCR - Single Channel Rearrangement

SIR - Signal-to-Interference Power Ratio
<table>
<thead>
<tr>
<th>Term</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_{set}$</td>
<td>- Call setup time</td>
</tr>
<tr>
<td>TACS</td>
<td>- Total Access Communications System</td>
</tr>
<tr>
<td>TDD</td>
<td>- Time-Division Duplexing</td>
</tr>
<tr>
<td>TDMA</td>
<td>- Time Division Multiple Access</td>
</tr>
<tr>
<td>UMTS</td>
<td>- Universal Mobile Telecommunications System</td>
</tr>
<tr>
<td>UT</td>
<td>- User Terminal</td>
</tr>
<tr>
<td>UTRA</td>
<td>- UMTS Terrestrial Radio Access</td>
</tr>
<tr>
<td>UWC-136</td>
<td>- Universal Wireless Communications-136</td>
</tr>
<tr>
<td>$\bar{V}$</td>
<td>- Mean speed of the mobile station</td>
</tr>
<tr>
<td>WCDMA</td>
<td>- Wideband CDMA</td>
</tr>
<tr>
<td>WTDMA</td>
<td>- Wideband TDMA</td>
</tr>
</tbody>
</table>
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