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ABSTRACT ' i

The dynamics of salt water intruéion in the tidal Fraser
estuary was studied by both a programmerof field measurements and
the use of numerical solutions of the aquations of motion. Time
series conductivity measurements spanning éeveral tidal <cycles
indicated significant penetréfions exceeding an estimated 15
kilometers above Steveston for tides of large diurnal inequality.
Large ebb tides washed salt water out of the river despité low
winter discharges averaging 1100 m3/sec, Mixiné sufficient to
disperse the salt water fhroughout the water column was not
observed although surface currents typically ebb between 2 and 3
meters/second, and the salt wedge appeared to flood and ebb in a
fairly well-defined layer. Longitudinal salinity gradients were
detectable in each layer, indicating that two-way mixing' took
place during flood and ebb periods. Both conductivity and
velocity data revealed that maximum intrusion lagged high water

by 60 to 80 minutes near the river mouth,

A numerical two-layet' model ©predicted the salt water
thickness within 10.pet cent of the .total depth_ and a phase
agreement of U0 minutes at maximum intrusion. Velocities were
conparable to measurements within 15 cm/sec. The model neglected
mixing across the interface but included the Reynold's stress
formulated as KipU|U|Fi where Ki=0.0075, U is the relative layer
velocity and Pi‘is an interfacial Froude number. The bottom
stress was included as Kbpfu'|u°| where Kb=0.0055, and both
stresses were found to be significant, in__the dissipation of

energy in the flows.
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Notation

The following notation has been used 1in this thesis.
Occasionally symbols have been used more than once and are
subsequently listed with each meaning.

a

Tl

salt water depth at x=0,

coefficients obtained from a least squares analysis,

aj
A = cross-sectional area of river,

A = square coefficient matrix, dimension 2n x 2n,
= storage width across river,

; = multiple regression éoefficients,

B = column vector of dependent variable derivatives, dimension n,

c = x = dxy/dt = inverse slopes of characteristic curves in x-t
plane, :
c® = celerity of long gravity waves on a free surface,.

c? celerity of internal waves on interface between two fluids

of comparable but different density; e.g. water over salt water,

C = constant of integration,

C,Cs = conductivity in millimhos/centimeter,

C = column vector of force terms, dimension n,
f = column vector of force terms, dimension n,
F(V) = colunn vector of functions of dependent variables,

~dimension n,

FaAo = u/ €gh = densimetric Froude numnber,

F, = u//g €M h*'/h = interfacial PFroude number,
g = acceleration due to gravity = 9.800 n/secc?,

h = total water column depth in rivér,

h* = thickness of salt water layer,
i = time line in the x-t plane,
j = space line in the x-t plane,



K
Ki

Kb

Kc

dimensionless stress coefficient,

interfacial stress coefficient,

bottom stress coefficient,

H

inductive cell constant,

L,L, = intrusion length,

m

n

]

number of characteristics entering at a given boundary,

integer number of discrete flow layers,

N (2) = (-9 dp/ 0z)/ p = Brunt-vaisdla frequency,

]

fi

]

I

]

R

Ri
R1i
Re
S.

S

59

b

(o]

9

mean pressure,
solution point in x-t plane,
= solution point in the x-t plane,
discharge per unit width (m2/sec),
discharge in m3/sec or m2?/sec,
solution poiﬁt in x-t plane,
non-dimensional salt water thickness,
solution point in x-t plane,
= /_E_EE;_/Z/ = densimetric Reynolds number,
= N(z)/( aﬁ/ 0z)2 = gradient Richardson number,
= geh/u? = overall Richardson humber,
= equivalent resistance,
solution point in x-t plane,
salinity in parts per thousand (%),
= characferistic salinity of Strait of Georgia water (%),
time,
temperature -in degrees Celcius,
instantaneous Qelocity in x direction,

= time mean barotropic velocity,



xi
u, = observed layer velocity,

u = time mean velocity in x direction,

*

u- = fluctuating or turbulent velocity component in x direction,
U = u-u' = mean layer velocity shear,

V = column vector of dependen; variables, dimension n

Ww = instantaneous velocity in i direction,

w = time mean velocity in z direction,

w* = turbulent velocity component in 2z di;ection,

X,Y,2 = right hand Cartesian co-ordinate axes,
Yy = Rustfak recorder ordinate,

a = p‘l = specific volunme,

Sx = spatial increment,

St = time increﬁent,

=P. - P /,D' =Ap/p' = density contrast,

= h-h' = fresh water layer thichness,

p/ pP' = density ratio,

kinematic viscosity of water,

fresh water density in gm/cm3 or Kg/m3,

' = salt water density in gm/cm3 or Kg/m3,

Qo ®» T >»3 N
N

t= (0 -1.0000)x10 3 = sigma-t,

Ti = interfacial stress,
" T, = bottom stress,
Ve = (duy/dz)/-<u*w*> = kinematic eddy viscosity
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Chapter 1. INTRODUCTION

The Fraser River, located in south-western British -
Columbia, discharges into the Strait of Georgia, a large salt
water passage connected at both ends to the Pacific Ocean (Figure
1) . The confluence with the Strait of Georgia results in a salt
water intrusion along the river bottom extending several
kilometers above the mouth. Observations have shown that in many
respects a circulation pattern typical of salt wedge estuaries is
established in which salt vater flows landward along the Dbotton
while river water flows seaward in a relatively fresh surface
layer. Unlike other coastal plain estuaries where well defined
salt wedges can be maintained, the very large tides prcduce
intensified flows of tidal period in each layer. The results of
a study into these tidal circulations carried out during 1972 and

73, are reported in this thesis.,

The main objective of the project was io examine the
nature of the seawater intrusion and arrive at a gquantitative
relation between the Strait of Georgia tides and the observed
currents and density structure. This meant that several related
problems had to be tackled along the way, such as arriving at a
description for the stress along an interface Letween two fluids

of different density.

The study proceeded along two main directions. First, a
programme of field measurements was undertaken during the winter
of 1973 to collect suitable data to provide a detailed picture of

the salt wedge movements on a sub-tidal scale. To complement,
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and help explain the field observations, mathematical models of

stratified tidal flows were developed.

The lower Fraser River, which we may define as extending
from Hope to the Strait of Georgia (Figure 1), undergoes
" relatively iiﬁtle change in elevation resulting in flows that are
tidal over as much as 110 kilometeré during low discharges.
Since the river has an extensive watershed and a significant
proportion of the flow is derived from snowmelt, there is a large
seasonal flow variation. The annual discharge curve for 1973,
shown in Figure 2, is typical and the low winter flows.result in
the density stratified estuary condiiions which are the subject

of this study..

:The lowef estuary divides into two principal channels and
a number of lesser branches, some of which are connected to the
Strait of Georgia only at high tide. This investigation has been
confined to the main arm of the river uhich carries approximately
80 percent of the,flow, It is also the deepest channel with an
average depth of 10 to 15 meters throughout the seaward 30
kilometers. The main arm is continuously dredged to provide a
minimum shipping channel depth of 9 meters, a feature which has

probably accentuated the salinity intrusion.

An understanding of the tidal hydraulics in the estuary

is of fundamental importance, There are, perhaps, two main

~

concerns: sedimentation and water quélity. Preserving the
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shipping channel is a year round dredging operation, consuming'
large public_ expenditures, and made necessary by continuous
sedimentation of the water-borne silt 1load. It. isl commonly
observed that deposition is accentuated in fhe vicinity of salt
wedges; therefore, a predictive capacity for the stratified river

hydraulics would be of value in the sedimentation studies.

The lower estuary is flanked on one side bty the city of
Vancouver and a number of smaller communities on the other. As a
result, the concentrated use of the river, principally for
transportation, timber movement and storage and domestic and
industrial waste disposal, has recently produced concern about
the water's gquality. Assessing water quality, either by using
numerical dispersion mrodels or field mohitoring is comglicated by
the salt water intrusion and relies on a knowledge of the

principal circulation patterns.

The field investigation forming part of this project, was
the first intensive effort to gather data on the tidal variations
of the salt wedge motion in the rivef and a description of the
instruments, some of the techniques ahd problems is given in
Chapter 2., Some typical examples of the data along with a brief
discussion of the significant.features is presented in Chapter 3.
In Chapter 4 the basic mathematical models are derived, and an
analytic solution for a steady flow model 1is presented. The
numerical procédures are developed and applied in Chapter 5
together with a comparison of observed and predicted results,

The study is .concluded in Chapter 6 with a discussion of some



important aspects of salinity intrusion in the estuary.

Previous Rork

Considerable research effort has been directed toward
controlling sedimentation in the 1lower Fraser over the last.
twenty years. Notable in this regard was the physical scale
model constructed at the University of British Columbia by
Professor E. Pretious on which various channel ccntrélling
schemes vere developed. Two extensive series of stage
/ﬁeasurements and the cubature calculations of discharge which can
be made from these déta, are discussed | by W. D. Baines
(1952, 1953). The series were made fér high tide-low flow and low
tide-high flow conditions in 1952. However, research during this
period was confined to unstratified Tiver conditions and no
attempts were made to relate the hydraulics and sedimentation to

the salt penetration,

Although marine borers in timber piling have 1long
indicated salt water presence in the estuary, physical

measurements of the density structure for various tidal

conditions were rarely - made, One series of
salinity/temperature/depth measurements vas reported by
Waldichuk, Markert and Meickle (1967). . Several series of

salinity and temperature profiles at various locations in the
delta were made during 1971 by A. Ages of the Marine Sciences
Branch of Environment Canada‘(unpublished) and these data wvere

valuable in illustrating stratified conditions for high tides



during the winter months, and aided in the design of the

instrumentation.

The Water survey Branch of Environment Cénada
continuously monitors the freshwater discharge in the Fraser
River at Hope, B.C. (Figure 1), and the river surface elevation
at eight locations upstream of the Strait of Georgia.. The
Department of Public Works also ﬁublishes very detailed
semi-annual sounding surveys made between the Strait of Georgia
and Pitt River. These are the only physical data for the Fraser

estuary available on a continuous basis.

fhe hydraulic mechanisms controlling salt penetration in
"tideless" estuaries have been studied theoretically by
Keulegan (1966) and Farmer and Morgan (1953). Keulegan applied
his results for arrested salt wvedges to the Mississippi River
where success in predicting penetration lengths was achieved.
Farmer and Mérgan obtained good comparisons‘ between a
ﬁsteady-state" nodel and experimental flume data. However, it is
clear that the Fraser estuary is far from a steady flow and the
tidally induced motions are important. From the standpoint of
mathematical modelling, time varying equations are required’and
numerical solution. offered a good <chance of success. Two
numerical models describing the unsteédy behaviour of salt wedges
have been published by Vreugdenhil (1970) and Boulot, Braconnot

and Marvaud (1967).

In both anaiyses a two 1layer model was assumed and

conservation of mass and momentum equations for each layer were



numerically integrated using finite difference schenes, Boulot
et al. did not include salt water exchange between the layers in
their mrodel and it can be classified as a no-mixing lanalysis.
They presented results showing the salt front\oscillating over a
distance of less than one kilometer. This short distance
resulted from the small tides which averaged 0.14 meters in
amplitude. = The model was applied to thé Grand-Rhone downstreanm
of Arles, but unfortunately no correlations between their model

predictions and physical measurements were discussed.

Vreugdenhilt*s two layer model also neglects wmixing of
salt and water between the layers, and fesults from the model are
discussed in relation to observed prototype measurements from the
Rotterdam Waterway in The Netherlands., Using essentially the
same equations as Boulot et al., Vreugdenhil's method succeeds in
reprqducing the main salt water intrusion features. Of interest
is the salt wedge shape shown for sevéral times in the tidal
cycle. The mean interfacial slope ranges from 3x10-%4 (ebb) to
8x10-+ (flood) (estimated from data shown) suggesting a
considerable variation in the salt water velocity. Penetration
distances vary between 9 and 2 Km for the 1.6 meter tide.
vreugdenhil concludes that the empirical coefficient which enters
the analysis in.the interfacial stress term has ; dominaﬂt effect
on the model and states he was able to calibrate the predictions
to give a good <correspondence with otservations using this.

coefficient,

By using a calculation for the horizontal tide, that ié



the barotropic or wunstratified velocity field as a function of
time and position in the estuary, Vreugdenhil reduced the total
number of equationé required for the simulation from four to two.
As a result he found that the overall behaviour of the salt wedge

was largely dependent on the horizontal tide prediction.
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Chapter 2. INSTRUMENTATION

Previous field measurements from the Fraser River -
indicate the presence of salt water along the river bottom dﬁring
winter months., However, variations in the extent of salt water
penetration and correlations between the salinity structure: and
Strait of Georgia tides are difficult to determine from these
data, Tidal amplitudes at the river entrance can excead 40
percent of the depth and are sufficient to reverse the river flqw
for several kilometers above the region of seawater penetration.
Under these conditions, the value of point measurements in time

is limited,.

It was clear that time series data would be required to
adequately describe the density field and 'a programme of
measurements in the river, emphasizing continuous records of the
conductivity structure, was undertaken during the winter of
1972/73. Three instruments described by Farmer andAOSborn (1973)
dere installed during February and March of 1973 which provided
conductivity over most of the water column every 15 minutes, ~and
are subsequently described as "Conductivity profilers®, The
actual periods of installation were: February 01 to 13 and March

16 to 30.

The two most important forcing functions for the Fraser
River are theAtide and the freshwater discharge. Both of these
parameters are continuously monitored by the Water Survey of
Canada (Enviroﬁment Canada) . The discharge is computed ftom a

calibrated gauging staff at Hope, B.C. on an average daily basis.
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This figure is then adjusted for Agassiz, B.C., ' the furthest
upstream point of tidal influence. The Agassiz fiqure will be

used throughout.

During the final two days of March, current metering was
carried out simultaneously with conductivity measurements. This
provided comparable velocity and salinity data. At other tinmes
during the.winter, salinity/temperature/depth (STD) measurements
were made using an Industrial Instrumeﬁts RS5 salinoneter. The
sensing head was attached to a winch line above a 25 pound weight
and operated off the stern of a small boat. The winch used was
capable of very accurate depth readings but the real limitation
to accurate depths was the current speed. Ebb currents produced
large wire angles (exceeding 20 ©) with this light equipment over
a considerable portion 9f the ebb phase and measurements were
abandoned for angles exceeding 30 ©, This illustrates the main
difficulty in making physical measurementsiin the Fraser River,
and helps to explain why most of.the available data were obtained
during high water slack periods - occasions when salt water.uas

well established in the river.

’

Location of Instruments

In any scheme to collect time series data from -estuaries
many factors influence instrument disposition. Securing and
protecting the conductivity profilers in the large ebb currents,
while not interferinyg with navigation facilities, were the main

considerations in the Fraser River. It was also important to
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monitor as much of the water column as éossible, and locate the
profilers adjacent to the government maintained tide gauges.
Figure 3 shows the Fraser River with the enlarged chart, covering
part of the region of salt water penetration, indicating the
locations of the various permanent instruments. Conductivity
profilers 1 and 3 were located adjacent to the tide gauges, and

profiler 2 was placed between these two.

Timber pile platforms were erected in the river ﬁeside
the navigation <channel for profilers 1 and 2. This provided a
rigid system for mooring ‘the sensing 1lines and a degree of
protection from debris, river traffic and currents. At low
tides, a minimum thickness of 6.1 meters of water was monitoréd.
The third profiler was located on the pier of Canada Rice Mills
Limited, where two separate installations were nmade to obtain
improved coverage of the ;ater column. The cross-secticnal shape
of the river and the extent of coverage for each profiler, are

shoyn in Figure 4 for stations 1, 2 and 3.

The salinity'and temperature data collected during the
winter months from the  Fraser River illustrate sone
characteristic properties of the two water masses. During those
tidal periods when salt water from the Strait of Georgia was
established albng the river bottom, salinities typically ranged
from 25 to 29 parts per thousand, and temperatures of 6 to 8° C

were found. The fresh water had temperatures ranging from 2 to
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50 C throughout the measuring period and no detectable salinity.
For these temperature ranges both the conductivity and density
profiles are primarily a function of the salinity structure.
Thus a measure of the conductivity distribution can ke used to
infer the salinity profile and hence the density structure.
Ideally, both conductivity and temperature should be recorded;
however, these estimates can be improved by incorporating the

temperature data available from the STD measurements.

Operating Principles

The instrunrents meaéure the electrical conductivity of
sea water at fourteen depths by successively interrogating
inductive probes on a sensing line secured in the water column.
A fifteenth probe, located inside the instrument housing, is also
interrogated in every cycle to act as a check on any drift in the

electrical response,

Each probe consists of twb mu-metal annular cores
surrounded by torroidal coiis of insulated copper wire. A
constant voltage 1s applied to oné coil, which induces an
electrical current'in its core. This current in turn induces an
electrical current in the sea water path linking the two éoils.
The second coil acts in a complementary fashion to the first,
carrying a current proportional to the electrical conductivity of

the sea water path.

Each probe was interrogated for one minute and the output

recorded on a Rustrak chart recorder. The sensing 1line was
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interrogéted from bottom to top, with the calibration probe
occupying the fifteenth position. In this way, a sequence was
coumpleted every fifteen minutes, producing four cycles to the
hour, a frequency considered satisfactory for examining tidal

phenonmena.

Timing of the interrogation interval was controlled by a
small hobbyist's clock, operating on an independent power sSupply
inside the instrument. These clocks, with an accuracy exceeding
t4 minutes per week, made the timing independent of the Rustrak
behaviour, a desirable feature for outdoor oéerating conditioans,
The instruments were powered by four 6 volt 1lead acid Storage
batteries, which provided a near constant supply voltage for two

weeks., Rustrak charts required replacement once each week.

Installation and Servicing

Ebb tides regqularly produce currents .exceeding 2
meters/second in the Fraser River. In addition, the river
carries considerable boat traffic of all types, and floating
debris  primarily from the logging industry. Holding and

protecting a sensing line securely in place, under the constraint

of reasonable cost, provided a real challenge.

A platform seemed to be the best solution Lecause it
could serve a variety of purposes, Servicing from a small boat
would be possible, and other types of measuring equipment could
be operated'in'conjunction with the conductivity profilers.' Any

platform also had to be free of strong oscillations which would
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affect the Rustrak operation and could 1lead to structural

deterioration,

‘A final design of three timber piles arranged in an
equilateral triangle was chosen. Two steel tube frames Spaced
three feet apart joined the piles. These frames were crossbraced
and the lower triangle supported a working deck. The sketch in
Figure 5 QiVes the pertinent dimensions and arrangement of the
instrument and Figure 6 (c) shows thé actual installation at
station 2. The perimeter trianglé of logs, floating just outside
the piles, provided some protection. for the probe 1line by

deflecting debris.

The sensing 1line was.lowered down a guide wire secured to
the platform, stressed by a heavy weight resting on the botton
(Figure 5). The probe 1line was coupled in five places to the
guide wire by brass snap-shackles, often wused in sail boat
rigging.. The inductive probe and sensing line, coupled to the
guide wire at the left, are shown in Figure 6 (a). A 30 pound

weight on the probe line kept it extended.

Once ins%alled, the instrﬁments were easy toc service,
The platform was large enough for one person to raise and lower
the probe linés conveniently, and batteries céuld be éxchanged
without difficulty. As shown in Figure 6(b), the baﬁteries,
instrument and Rustrak were arrangéd in a weather-tight plywood
box. This meant that Rustrak charts could bé replaced under
cover during bad weather, a frequent occurrence in winter. The

~

plywood box also provided some security against vandalism.
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Figure 6. (a) Inductive conductivity probe and
sensing line., Guide wire and ccupling shackle

ppear to the left. (b) From left to right: lead
acid storage batteries, Rustrak recorder and
instrument electronics. (c) Timber pile platform
at station 2,
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Two difficulties were encountered. The ¢kt currents were
so strong that significant probe line deflections occurred during
the first two week period of dinstallation. To alleviate this
problem more weights were added to the guide wires, increasing
the total submerged veight to 185 pounds. For future
installations of this type a nminimum figure of 300 pounds is

recommended.

During the last week of February platform 1 (statien 1)
was damaged. The skirt 1logs were smashed free of the piles;
causing the entire structd:e to go approximately 5 degrees off
vertical. A weld on the wupper triangle pile clamp was also
broken and the resulting loss in rigidity made the platform more
susceptible to flow-induced oscillations. Consequently,
progressive deterioration of the remaining welds occurred over
the next two weeks, until one third of the securing clamps were
ineffective. Despite this and the increased amplitude of
oscillation, the platform remained operative to the end,
attesting to the design's effectiveness. Figure 7 shows platfornm
1 after - sustaining damage. The current is ebbing at

approximately 1.5 meters/second in the photograph. -

Calibration

Following the procedure developed by Farmer and Osborn
(1973), the calibration of each probe was carried out in two
stages., First a cell constant Kc, depending only on the geometry

of the probe casing, was found. The value of this constant
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Figure 7. Timber pile platform at station 1 after
damage. Skirt logs are missing and wupper pile
clamp on furthest pile is ineffective. The current
speed 1s approximately 1.5 meters/second.
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varies slightly from probe to probe but it is always independent
of the solution conductivity and the electrical response of the
instrument and recorder. The final stage involved calibrating

the electronics and chart recorder as a function of conductivity.

The cell constants were determined by immersing each
probe in several sea water solutions of known conductivity. The
6utput voltage was recorded for each solution, after which the
probes were removed from the water and dried. A conducting lcop
in serjies with a variable resistance box was passed through the
opening in each probe casing, and the "equivalent resistance",
Req, found which yielded the same output voltage obtained in the
sea water solution. Knowing the solution conductivity, Cs, the

cell constant is defined by:
Kc = Req. Cs (1)

Three separate solutions of increasing conductivity were used to
find Kc and the average value of theseithree was used for each
probe. The worst scatter in the averaging process was typically

about 11 percent of the mean value.

Once the <cell constants were known, the chart recorder
and electronics were calibrated by simply adjusting the
resistance box through a sequeﬁce of resistances compatible with
the conductivities to be measured in the field and noting the
recorder output. In practice, nine resistance values were

selected ranging from 100 to 1000 ohms. A least squares analysis
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was used to find a functional approximation between the recorder

output and the resistances., The final equation for reducing the

chart record has the form:
conductivity (mmhos/cm) = Kc [a|+azy+a3y2.] (2)

where a; are the least sguéres coefficients and y 1is the

recorder output,

Data Processing and Accuracy

Farrer and Osborn (1973) gquote an abéolute accuracy of 2
nnhos/cm and a relative accuracy of 1 mmho/cm between the probes
on any one line of the conductivity profilers. These values
'apply to a fange of conductivities of 0 to 35 mmhos/cm., I found
the repeatability of individual measurements during calibration
to lie within the 12'mmho/cm figure and ha&e applied this value
to the results discussed in subsequent sections., 1In Figures'B(a)
and 8(b) nearly simultaneous profiles of conductivity obtained
from two different instruments are plotted for two times at
station 2 on March 29, 1973. The shaded band on each
conductivity profiler 1line represents the range of .possible
values based oﬁ an accuracy of #2 mmhos/cm. The values oktained
from the RS5 salinometer are shown with an error bar .of 1
nmho/cm. The profiles were recorded within 15 minutes of one
anothe: for each conmparison and the results. in Figure 8 (a)
illustrate the worst field comparison obtained, and those in 8 (b)

one of the best, In the'latter case the accuracy of +2 mmhos/cm
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seens very reasonaple, as it does for both the near surface and
two deep probes in Figure 8(a). The profiler results c¢n either
side of the 1line in 8(a) are almost identical in shape and
maynitude, suggesting a structure that is quite stable following
a small ebb tide. Therefore, the departure of the profiler
results from those of the salinometer between 2 and 5 meters is
due either to a shift in the water column structure between
measurements or calibration factors thatjare in error for certain
probes. The second cause is most likely and a similar trend can
be observed for the same probes 1in Figure 8 (b) although the,
differences are smaller,- Since the %2 mmho/cn éccuracy on the

profiler results always overlapped the RS5 values (including

their error), this accuracy figure was considered applicable.

Two factors seemed to influence the calibration values
for each probe: humidity and temperature effects on the
instrument electronics and mqisture seepage and ccndensation
inside the probe heads. The exact effect of humidity and
temperature changes on the electtonics was not determined tut in
order to minimize their influence calibration was done under
outdoor conditions. . A more serious problem concerned moisture
effects within the probe ﬁeads. Often the deep probes.would
become flooded, fail entirely and were easily detected. In other
cases a few beads of moisture were apparent after removal to the
laboratory but the appearance of the Rustrak charts was normal.
In practice these "moist" heads, as distinguishable from flooded
probes, were found for three probes during the final installaticn

period and their data were retained in the analyses. The data
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presented in subsequent sections were reduced from the Rustrak
charts wusing calibration factors obtained immediately prior to
installation and no attempt was made to account for moisture
induced changes. Probe heads were eliminated if failure could be

poéitively determined.

Salinity and density data were derived from the measured
conductivities and used in the parameterization of the results.
A reasonable estimate of salinity can be made without including
temperature effects but incorporating background temperature data
improved the accuracy of the estimates. Temperatures were
computed for each conductivity based on linear relations between
the conductivity and temperature data accumulated from the RSS
salinonmeter surveys for particular installation ©periods.
Comparisons of measured and derived temperatures are shown in
Figures 8(c) and (d), wvwhere an accuracy of 0.5 ©°C Qould be

representative of data derived in this way.

Knowing conductivity and temperature, the salinity was

computed from the following.relation:

S = bIC + b2T + b3CT, (3)
where S = salinity (parts per thousand),

C = conductivity (mmhos/cm),

T = temperature (°C), as derived from the conductivity

data.

The coefficients b; were obtained from a multiple regression
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analysis performed on values of the three parameters obtained
from Lafond's_Tablés (Lafond (1951)). Using the field profiles
from Figures 8 (b) and (d), computed and measured salinities are
compared in Table 1. An accuracy is 1listed for each computed
salinity based on equation (3) and the previously quoted error
ranges for conductivity and temperature. The differences hetween
éalculated and measured quantities appear in column 6 and have a
root mean square value of 0.53 parts per thousand. It appears,
then, that the salinities derived from the conductivity profiles
are considerably closer to the actual falues than the computed
error averaging 3.1 %o uéuld indicate. 1In fact the error range
0f +3.1 %e fepresents the maximum 1limit if all inaccuracies in
the conductivity and temperature data combined in the worst

possible way.

Density was computed using the relation given by Lafond
(1951) in terms of sigma-t, 9 t, which can be calculated to an
accuracy of * 0.01 for given values of salinity and temperature,
Sigma-t 1is related to the specific gravity of sea water, P ; by
Ot = (P-1.0000)x103 and properly dimensionless. Since the
density of fresh water is taken as 1.0000 gm/cm3, the specific
gravity of sea water is often written in terms of den51ty (that
is given unlts of gm/cm3 or Kg/uw3) and this has been done here.
To estimate an accuracy for Ot calculated from the profiler
results, conductivity and temperature data including their errors
were combined in the worst way and evaluated in Lafond's
equation. The maximum range was established and one-half of this

~

fiqure used for the accuracy. Column (7) of Table 1 lists a



Table 1

Comparison.of derived and measured salinities for station 2 on
March 29, 1973 (1552 hours). * indicates interpolated values.

SALINITY
DEPTH COND. TEMP. CALCULATED MEASURED* DIFFERENCE SIGMA-T
(meters) (nnhos/cm) (°C) (%o0) (Yo0) (Yoo
(M (2) ' (3) (4) (5) (4)-(5)=(6) (7)
0.3 4.47+¢2.0 5.89+0.5 3.83+2.9 3.00+£0,5 +0.83 3.04+2.3
0.8 3.89 5.86 3.28%2.9 3.25 -0.01 2.58+2.3
1.3 4.61 5.89 3.97+3.0 3.60 +0.37 3.16%22.3
1.8 5.01 5.91 4.37+3.0 4,30 +0.07 3.47+2.3
2.8 6.65 6.00 6.02¢3.0 - 6.75 -0.73 4,.77+2.3
3.3 9.06 6.12 8.42+3.1 9.00 -0.58 6.66+2.4
3.8 12.09 6.27 11.43+3.1 11.20 +0.23 9.02+2.4
4.3 14.18 6.38 13.4943.2 14,15 -0.66 10.63+2.5
7.3 26.34 6.99 25.28+3.4 - - 19.81+2.7
RMS value = 0.53

8¢
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sequence of Ot's calculated from the profile in Figure 8 (b)
toyether with the errors. An average value of *+ 2.4 was okttained
and as in the case of salinity this figure represents the maximum

range.

One aspect of the Fraser Rive: seldom examined by field
‘measurements is the current structure and its relation ta the
tide. Due to 1large wire angles, making reliable current
measurements from a small boat is virtually impossible once the
river velocities exceed.one meter/second. In adaition,.the boat
motion itself can induce 1large errors, particularly in the
current direction, 1if the neter is suspended from the vessel.
However, once the platforms_were installed it became feasitle to

hold a current meter in the flow at a constant wire angle.

The wWater Survey of Canada has operated a catamaran with
current speed measuring equipment on the Fraser River for several
Yyears. A joint velocity measufing programme was undertaken on
March 30, 1973 with the Water Survey boat occupying station 1 and
our equipment located at station 2. The object was to oktain a
simulataneous record of velocity and density as a function of
depth and tide. At this time both conductivity profilers were
functioning at these stations; however, three probes at station 1

and two at station 2 were lost.

The platform at station 2 was used as a fixed point to

suspend the current meter. To eliminate the problem of changing
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wire angles with changes in current, a guide wire running fron
the platform to a 300 pound anchor was installed. This gave a
constant wire angle of 10 degrees in all currents., The current
meter was equipped with a trolley running on the guide wire
(Figure 9(b)) and this system was raised and lowered by hand
using a calibrated rope tb give the required depth. To obiain
the most stable configuration, the hauling rope was tied off to
the platform for each reading. Figure 9(c) shows the current
meter and the installation and in Figure 9(a) the method of

operating the RSS5 salinometer is shown.

The current meter was a Hydro Products 400 series speed
and direction meter, A Savonius rotor activates the speed
sensor, and a solid vane provides dirgction readings relative to
a magnetic compass. An accuracy of + 3 percent for the speed
and + 5 degrees in the direction is quoted by the manufacturer.
In general, the direction values were stable for each depth
except when the speeds becans small. The guide wire had a
minimum clearance of 1 1/2 maters from the nearest pile and was
located in a manner to minimize platform interference of the

flow.

The Water Survey of Canada equipment was designed
primarily for estimating discharges in unstratified rivers. The
current meter is suspended on a.single line juét above a 150
pound weight.  The magnitude of the current vector is obtained
but the direction relative to the river 1is not measured. The

channel at station 1 is fairly straight and the principal flow



21

salinometer
oft the skiff., (b) Hydro Products current meter

and trolley running aleng a guide wire. (c)
Operating the current meter at station 2.

Figure 9. (a) Operating the pertable
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directions are more likely to be parallel to the shoreline than
at station 2.  Although the actual velocity component in a
desired direction cannot be computed frdm the station i data, it
is reasonable to assume that current speeds exéeeding 20 cm/sec

represent flows aligned with the banks.

Station 2 was also occupied during daylight hours on
March 29, '1973. Velocity profiles were measured every 45

minutes, as on March 30.

A summary of the accuracies associated with each
instrument and the derived data for the Fraser River project is

presented in Table 2.
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Summary of accuracies associated with instruments used for
the Fraser River prcject. * indicates derived values as
explained in the text.

CONDUCTIVITY RS5 HYDRO PRODUCTS
PROFILER SALINOMETER CURRENT METER
(M) (2) (3)
CONDUCTIVITY +2,0 +0.5 ' -
(nnhos/cm)
TEMPERATURE +0.5% 0.5 -
(°C)
SALINITY 3. 1% +0.3 -
( %,)
SPEED - - + 3 PERCENT
(cm/sec)
DIRECTION - - 5.0

(° of arc)
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Chapter 3. OBSERVATIONS

On five occasions during the study period -
salinity/tenperature/depth surveys were made. These data were
collected primarily to act as a field check on the conductivity
profilers and to provide background information on - the
temperature structure. Making these profiles was fairly quick
once the boat was on station and allowed an examination of the
salt water 'structure. at various locations in the river over a
short space of time. On March 8, 1973 four stations were sampled
in the space of 60 minutes, spanning a distance of approximately
10.5 kilometers. The first two stations coincide with
conductivity profilers 1 and 2 and the upstream locations
straddle station 3. At the fourth station, 1located in.the
deepest part of the channel, no traces of salt water were found.:
These data are profiled in Figure 10 and a longitudinal section
is plotted by interpolating for the isohaline depths at each
station. One obvious feature is the wedge like shape of the salt
water . intrusion. Despite the strong ebb currents - profiling at
buoy 28 was done at limiting wire angles - the stratification is
fairly well nmaintained, especially between stations 1 and 2. It
can also be seen that the average salinity in the salt wedge
decreases in the upstrean direction-ipdicating that fresh water

mixes downward to dilute the salt water below.

The measured conductivities reflect the extent of mixing
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of salt between the two water wmasses and as a rough
approximation, the temperatures'can be assumed to be distributed
in a like manner and 1linearly related to conductivity. The
temperature data collected during STD measurements are summarized
in' Figure 11 and if the data is considered in three groups
separated from one another by roughly 30 day intervals, a lihear
relation between temperature and conductivity for each group is
very reasonable. Since both water masses warmed during the
measuring period, the pertin?nt temperature relation from Figure
11 was wused to calculate salinity and density from the
conductivity profiler results for a particular two week
installation as described in the last section of Chapter 2. This
type of calculation gives a reasonable estimate considering the
overall accuracy of the conductivity profilers and the effect of

temperatures in this range on salinity and density.

There is a consideiable variation in the diurnal
inequality of the Fraser estuary tidal amplitudes, ranging from
nearly zero when each succeeding tide 1looks much as its |
predecessor to very large, which produces a high-low water only a
fraction of a meter below high-high water. This variation
produces markedly different intrusion characteristics as revealed
in the conductivity daéa. In Figure 12 two series of salinity
ﬁrofiles have been plotted which illustrate the behaviour at
stations 1, 2 aﬂd 3 for each extreme tide type,. The salinities

were derived from the conductivity profiler data using equation
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(3) and the 1linear temperature relati@ns of Figure 11. Each
profile is plotted with respect to the free surface at the
particular station, not a horizontal datum, and I estimate this
could introduce a maximum error of approximately 50 centimeters
between the profiles for stations 1 and 3. The error would be
much less for most of each series since the nmeasurements occur
ﬁearer to . high water. The s0lid 1line below each profile
represents the deepest channel bottom at station 1 and as can be
seen, the combination of lost probes and platform position has
meant that only 70 percent of the water célumn is nmonitored at
any station for the fiist series, ‘The situation is slightly
worse for the March series where an addifional probe has failed
at station 1. This means that we are watching the behaviour of
the fresh water layer and seeing little of the actual salt wedge
motion until the dintrusion has reached at.least five or six
kilometers above station 2. Purthermore, station 1 is the
shallowest with respect to datum of any station so this problen

is worse at the upstream positions.

Despife these limitations there is much to be gained by
examihing the data in this manner. In the February series the
long high water duration has resulted in a very long salt wedge
penetration, pfobably exceeding 15 kilometers ;bove station 1.
The profiler at station 3 has clearly measured the distinct
halocline associated with the salt-fresh interface around high
tide and at all three stations salinities exceeding 25 % have
bezn recorded at maximum penetration. This pattern is contrasted

~

by the HMarch series, where the shorter high water duration has
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produced a significantly shorter penetration and profiler 3 seens
to be measuring near. the intrusion 1limit, In spite of the
improved coverage (profiler 3 was relocated between series to
gain nearly 3 more meters of water column) a less distinct
halocline 1is evident and two-way mixing of salt and fresh water

is suggested by the profiles following high tide (17 and 18).

The profiles recorded at station 1 for both series show
that Jjust after high water, surface salinities reach a ma#imum,
typically between 10 to 15 % . In the February data any distinct
halocline has been lost Fd,an almost uniform increase of salinity
with depth at stations 1 and 2, The halocline is preserved in
the March series and profiles 14 through 17 for instruments 1 and
2 suggest a well mixed surface layer flowing over the salt water
layer. These high surface salinities could result from strong
local mixing between the water masses or the convection of salty-
surface wvaters .back upstream by the flooding tide, or a
combination of these mechanisams. The flood tide duration is
sufficient to convect brackish sdrface waters, formed by mixing
during the previous ebb tide, upstream as far as stations 1 and 2
from the vicinity .of Sandheads (near the final confluence of

river and Strait of Georgia ).

These profiles certainly show that the Fraser estuary
does not have the high localized salinity gradients associated
with arrested salt wedges - tidal wmixing is strong enough to
produce a more dispersed dehsity structure and there 1is a

measurable longitudinal salinity gradient in the =surface and
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bottom waters near high tide. However, the behaviour of the
estuary can be viewed in terms of two layers which are
discernable in these data throughout most of the tidal phase,
The changes in motion in each layer will be a response to the
particular force balances in the layer, comprised of pressure and
friction. If the exchange of mass and momentum across the
salt-fresh interface is large then the 1layer motions will be
highly caupled and the relative phase separation of the'floﬁs
will be small., Conversely if the exchange is small the relative
motions will have a large separation in time, 1In the February
data the maximum.penetratibn of salt water occurs alkout one to
two hours following high tide at station 3, and just after two
hours at stations 1 and 2. Profiles 9 and 10 show that the
vertical salinity (and density) gradients are increased during a
period when the surface water is being accelerated downstream due
to the seaward pressure forces. This suggests that the salt
water at depth' continues to flow upstream. The March series
confirms these observations, where the maximum penetration seenms
to occur about three hours following high tide. 1In the albsence
of velocity data during these measurements it is_ difficult to
quantify fhe phase'felationships but it appears that the maximun
penetration of salt water. lags high tide at station 1 by

approximately two to three hours.

The conductivity profilers were operated basically for

two week periods, since by the end of 13 or 14 days in the river
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sufficient damage occurred to the probe heads at stations 1 and 2
to warrant removal and repair. A convenient methcd of Fresenting
these time series data 1is in the form of a contour map of
constant values of conductivity obtainad by interpolating between
the measured values for each cycle. Conductivity and tidal data
for two different types of tide are plotted in Figures 13 ané 14
where the vertical axes for the contour maps represent the
distance in meters above probe number one, and the horizontal
- axis is time. The Dbottom and free surface 1lines are also
plotted; Tidal heights above Sandheads datum were used direétly
for stations 1 and 3 since the probe line position relative to
this datum is known. At statiqn 2 a broken line indicates the
surface based on tidal data from station 1. The depth to bottonm
from probe 1 was estimated from the anchor dimensions and unlike
the bottom lines in Pigure 12, these répresent the river bed at

the platform ;ocations.

As explained previously probes would fail at any time
during the installation period. The time of failure could only
be determined by examining the Rustrak charts and reduced data.
One assumption was applied to the data: in general the water
column would be statically stable within the error bounds of the
individual measurements. To indicate which probes were operative
for a section of contours zeros were plotted, at the appropriate

depths, to the 1éft of the section.

Records. of surface height at station 1 relative to the

geodetic level datum (G.D.) are also plotted in Figures 13 and
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14, Chart datum for the Fraser River is a sloping 1line
representing the lowest tidal height.and is therefore a function
of position. Geodetic datum is considered a level plane and as

such a more convenient reference datum.

The contour charts in Figure 13 were otktained from the
data recorded between February 8 and 11, 1973 for tides having a
pronounced diurnal inequality. In contrast the tides which
occurred from March 16 to 20, 1973 have a small diurnal
inequality and produced the conductivity data contoured in Figure

14.

Care must be exercised when interpreting the February
data. As mentioned previously, probe line deflections giving a
wire angle of approximately 20 degrees occurred at stations 1 and
2 during the first installation period on the large daily ebb,
Observations during the remaining +tidal phases indicate that
excessive wire angles did not occur. Probe one at both stations
1 and 2 did not function‘for the entire recording period, and
taking thié into account I estimate that during the large ebbh the
lowest points | of measurement correspond to a reading of
approximately 2.5 to 3.0 meters on the scale shown. The effect
of this error on the contours (no attempt has been made to adjust
the data) 1is to indicate an absence of salt water for longer
periods than is the case. This problem was corrected for the

March data where wire angles were confined to less than 10

degrees.

~

The conductivity profiler at station 3 produced data for



46

only one tidal cycle in Figqure 13 (seven probes), but was

operative for the entire period in Figure 14 (10 probes).

The predominant feature in both figures is the 1large
horizontal scale of wmotion of the salt water wedge during each
tidal cycle. 1If we use the 15 millimho/cm contour to separate
the salt and fresh water masses, there are long time periods when
salt water is not present at each instrument. This is certainly
true at stations 2 and 3, although it is difficult to acertéin at
station 1 due to the large probe 1line deflections in February
(Figure 13) and the ldss of probes in March (Figure 14).
However, the flood tide fecords at station 1 on both figures
indicate a return of salt water. On flood tides probe line
deflections were not large. No direct measurements of the salt
water penetration length were made in this study; however, the
stratification detected at station 3 on February 10 certainly

indicates an intrusion distance exceeding 15 kilometers,

The vertical spacing of the contours is indicative of the
degree of mixing present and during most of the measured cycles
the stratification is comparable on both the ebb and flood
porﬂions of the tide. This is only true for stations 1 and 2 in
the March data; the results from station 3 indicate that the
profiler vas located close to the wupstream 1limit of the
penetration. The steepness of contours following the ebb tide
show that the salt water is removed very rapidly and toward the
end of ebb appreciable mixing of fresh vater down into the salt

layer has taken place.
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The conductivity records in Pigure 14 show that salt
water did not move much past station 3 on each flcod and as a
result, the differences 1in stratification present at each
profiler reflect the variétion in mixing along the interface.
The contour spacing generally increases from station 1 to 3 and
suggests'thatvboth the dégree of completion and rate cf wmixing
increasé toward the wedge toe. If the mixing processes are
predominantly two-way, this trend is reasonable since the salt
water furthest upstream would suffer the greatest dilution and in

turn become more susceptible to further mixing.

Current Structure

Simultaneous current metering was carried out at two
stations on March 30, 1973. Profiles made 90 minutes apart
(except for no. 6) are plotted in Figure 15 for stations 1 and 2.
The times are indicated relative to the March 30 tide in Figure
15(a) . The current speeds are plotted directly from the field
. data for station 1 (Figure 15(b)) since the flow directions were
not measured, At station 2 the component speeds relative to the
surface current are plotted . Throughout the period occupied at
station é this surface current was ebbing and its direction

varied only $15° from the mean value.

In general the current speeds are greater in both
upstream and downstreanm directions at station 1 than those at
station 2 due to the location of station 2 - on the inside of a

sharp bend. An examination of the river bed topography near
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station 2 shows considerable sediment removal on the outside of
the bend (Figure 4) and suggests the main flow stream to be

located on thaf side rather than near the station 2 shere.

One significant trend can be cbserved in the behaviour of
the profiles on the return to ebb flows. After the surface
currents have started to increase in ebb, the upstream transport
of salt also continues to increase at station 1 (compare profiles
L and 5). This has the effect of incréasing the velocity shear
as can be readily seen in profile 5. . Such a trend is not so
apparent in the station 2 data although the velocity shear also
increases between profiles 5 and 6. These data also indicate a

.phase lag bewteen the tidal flows induced in each layer.

Parameterization

The conductivity charts provide a detailed description of
the behaviour of the two water masses, but for further analysis
and use in mathematical modelliny procedures, it is convenient to
parameterize the data in terms of a length scale associated with
the height of salt water. Since all the salt originally found in
the water column came from the Strait of Georgia, we can
decompose the - measured water column into two -layers: -an upper
layer of fresh water and a lower layer having an average salinity
equal to that characteristic of the Strait of Georgia water.

Thus the lower layer depth, h', is defined by:

h

ht = 1/sg /' S(z) dz (4)
o)
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where 5Sg is the characteristic salinity of the Strait of Georgia
water, S(z) is the measured salinity at depth 2z and h is the
total depth of water at the probe line. 1In this way all of the

salt in the original water column is redistributed into the salt

layer of thickness h?',

There are two main difficulties involved in this kind of
parameterization, First, the.probe lines do not extend to the
decpest part of the cross section and so the h' defined this way
gives a salt layer depth relative to the bottom at each station
and not referred to datum. At least 80 percent of the total
depth was monitored at station 1 and the parameterizaticn here is
most accurate, having an estimated maximum error of +50
centimeters due to the portion of the water coiumn not included
in the integration. A greater error is to be expected at fhe
other stations due to the probe line location (Figure 4). The
second problem arises from the loss of deep probes which plagued
the March data at station 1. The error introduced in this way is
worst when the salt water level_is Jow on the probe line, and the
nost reliable estimates are obtained near maximum intrusion. The
calculated values fbr h' at station 1 have keen superimposed onto
the contour chart for a portion of the March 18 tide in Figure 16
and despite the loss of probes 1 and 2 the parameterization does
repfoduce the essential intrusion features once the salt wedge
has reached to probe line. The reference salinity of 30.5 %, was
used in the final analyses sipce it represents the Strait of
Georgia water beiow 10 meters adjacent to. the river mouth. The

contours are lines of constant conductivity, not salinity;
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however, the conductivity and salinity values are nearly

equivalent for the temperatures found in the estuary.

figures 17 and 18 show the two-layer parameterization for
data from both the February and March measuripg periods. These
figures span the same +time periods as the conductivity data
contoured in Figures 13 and 14 and allow a comparison tetween the
calculated h' and the detailed salinity structure. In order to
evaluate h', a value must be found for Sg and for data presented
here a figure of 28 % was chosen. This corresponds to an
average value of the maximum salinity recorded on the deep probes
at station 1 over several cycles, The difference of " 2.5
%o between this figure and the value of 30.5 Yoo mentiéned
previously results in a difference in the interfacial heights not
exceeding' 25 centimeters. The conductivity charts indicate that
the salt wedge is flushed out of the estuary on large ebb tides
whereas the -interfacial 1line in Figures 17 and 18 never goes
completely to zero at station 1. An examination of the digital
data revealed that following the ebb tide, the entire water
column was composed of salinities ranging from 1 to 5 % , which
probably reflect the mixing of remnant salt water throughout the
estuary. Station 1 is the shallowest section and there are
several upstream pockets in which traces of salt water would
remain after the main wedge has retreated downstream. Thus, for
values of =z 1ess than 1 1/2 to 2 meters the interface shown in
Figures 17 and 18 is an artifact of the integration prodedure and

does not represent the salt wedge position.
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Although there is uncertainty in the actual interfacial
position, dividing the water column into two layers this way
provides a good graphic description of the phase: relationship
between the motion in each layer. Both figures show that maximunm
penetration lags high water, particularly at station 2, where the
time difference falls in the range of 2 to 3 hours, consistent
with the conclusion from the 'salinity profiles. The maximum
penetration is not easily determined since the salt water often

forms a plateau just following high water,

One feature does stand out. There seems to come a point
in the ebb tide when the salt water can no longer maintain the
penetration, and after which the salt wedgé is rapidly removed.
For example, if we consider the data on Februéry 10 (Figure 17),
the salt wedge is completely flushed past station 1 (indicated in
the contour charts in Figures 13) within three to four hours in
spite of the considerable penetration recorded at station 3.
This implies that velocities on the order of 60 to 80 cm/sec are

required in the salt water.
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Chapter 4, THEORETICAL CONSIDERATIONS

An examination of the prototype data has revealed several
important features of the salt wedge behaviour. It appears that
large flood tides often produce intrusion lengths exceeding 10 to
15 kilometers above Steveston, and that salt water can te forced
out of the estuary on extremely low tides, even for relatively
small freshwater discharges. The two water masses also tend to
retain their identifying properties throughout the tidal éeriod
in the estuary above station 1, despite the mixing created by the
strong currents. The daté,also illustrate the distinct phase
relationship betﬁeen the salt and fresh water motions (Figures 13
and 14), A mathematical model of the tidal estuary flows which
utilizes these data, can provide a quantitative relation between
such important parameters as the salt wedge position and currents

and the forcing functions of tide and river discharge.

If the méasured density structure at the station furthest
seavard is decomposed into two distinct layers, as described in
the previous chapter, the resulting information provides Loundary
data for a two-layer mathematical model. Since thg upper layer
is assumed to be"fresh river water, the model does not allow
mixing of salt or heat across the interface. A similar
parameterization at the remaining stations provides data to

verify the predictions.

The field data also indicate that fresh water mixes down
into the salt layer as it flows upstream reducing the salinity

and hence the density contrast between the two water npasses.
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This effect would be greatest near the wedge "toe" and probably
produces a well mixed zone where the distinct stratification is
lost. At any rate, detailed observations are not available for
the leading edge of the salt wedge and in the subsequent
theoretical wqu the wedge toe is considered to be defined by an

arbitrarily chosen depth of salt water equal to one meter.

These assumptions lead to a mathematical model of the
estuary flows which may be visualized as shown in Figufe 19.
When salt water has been forced out of the estuary or in the
river above the front, thé'tidal hydaulics can be computed by the
usual barotropic equations which are well documented in the
literature (Dronkers (1964,1970) ). The stratified or haroclinic
calculation traces the motion of the salt front and the two-layer
flows downétream of this position. The two calculations must be

compatible at the boundary located by the wedge toe.

since the aim of the modelling 1is to examine the
stratified tidal motions the governing differential equations
retain the time derivatives, The final equations are difficult
to solve analjtically and recoursev to numericql integraticn
procedures has beéh made, To further simplify the equations
lateral variations in the estuary geometry and density structure

have been neglected.



seaward

HTH

salt
front

58

salt

wedge

i

|

I
fresh woter
discharge

Q

A rt——

Figure 19,
into the Fraser

——

%4///////

Visualization

barotropic computation

of salinity

estuary.

intrusion

freshwater
density p

soltwater

density £
///// g i

2

Figure
modelling.

20.

toe

Notation used in

mathematical’



59

The Equations of Motion

In 'the case of a  two-layer model without mixing, the
fluid motions in each layer are governed by the laws of mass and
momentum conéervaﬁion. The equations of motion are referred to a
" right-hand carfesian co-ordinate system with the origin located
at the river mouth (Figure 20 ). =Neglectingi'iatera1 variations
the longitudinal momentum equétion for an infinitesimal volume .in
either layer can be written as (Cameron and Pritchard (1963) ):

@+u_dg+w_@_g_=-a_a_p_ : {5)
ot ox 0z dx_ )

where u and v are the instantaneous velocities in the x and z
directions, p is the pressure and Q is the specific volunme
( P"). In equation (5) the molecular viscous stresses have been
neglected siﬁce they are several orders of magnitude smaller than
'the turbulent stresses, The instantaneous velocity u is

considered to be composed of two components:

(a) 'a time mean velocity, U obtained by averaging over periods
of sufficient duration to remove turbulent fluctuations. Thus, u
‘represents the slowly varying velocity field over time intervals

longer than the averaging period.

(b) a velocity deviation, u* , arising from the turbulent
fluctuations having time scales shorter than used for averaging

in (a). sSimilar relations apply to w.

Further, if we neglect turbulent density fluctuations

compared with velocity fluctuations, the mass. conservation
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equations are:

Ou + QJw =0 (6)
ox 0z
o] 0

dz

<
|
O

ou + 9V = | )

for both the instantaneous and mean velocities, assuming the
water to be incompressible. Equations (5), (6) and (7) combine

to give the time mean longifudinal equation of motion:

0u + U 0U + WOU = -g dp - 0 <u*u*> - 0 <u*w*> (8)
ot 9% 0z 0x ox 0z
where < > indicates the time averaging process, The kinematic

Reynolds stresses 'arising from the turbulent momentum transfers
are represented in equation (8) by terms of the form —<u?u?>.
Pritchard (1956) has concluded, on the basis of his study of the
James River estuary, that the only significant stress will be
-<u*w*>, and that equation (8) can be further simplified to
(dropping the overbar):
-0u + udu + wou = -4 dp - 9 <u*u*> (9)

ot ox 0z X dz

In order to derive the final model, equation (9) can be
integrated over the depth of each 1layer, where the mean
velocities and dénsities are considered to be uniform. That is,
0u/dz=0 in each layer. Under these assumptions the pressure p

will be hydrostatic, and the final equations are:

(a) upper layer h
du + u du = -_a_f dp dz - 1 ! <u*w*> -<u*w*> (10)
ot ax h dx m z=h z=h?

7
where dp = g dh
ox X
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(b) lower layer

gu' + u' Ju' = -a'fap'dz - 1 {<u¥u*> -<u* w*> (11)
h? z=h? 2=0

Since the turbulent stress terms cannot be explicitly evaluated
in this form, a substitution will be required in terms of other
flow variables, 1In this analysis the free surface stress will be

neglected, and letting

Ti = interfacial stress = -<Pu*¥*> at z=h'

Tp

bottom stress = —<p'u*u*> at z=0,

equations (10) and (11) beconme:

Qdu +'udu = ~-gdh ~-Ti ' (12)
ot ox ax P7M

Qu' +u'd9u' =-gAoh- ge oh' + Ti -Tp (13)
ot 0x ox dx p‘h' ,

where \ -_-p/p'and €=(/o"'lo)/p"

Equations (12) and (13) together with the continuity
equations for each layer, form the governing system of non-linear

differential equations:

~ du + u du = -g dh - Tji ]
ot Jx ox  P7
0M + 3 (uM ) =0
ot Ox
du' + u'du' = -gA dh - g € Qh' + (Ti- Ty (14)
ot ox dx ax P h
dh' + 9 (u'h?) = 0 |
| ot ox ~ . v -

These equations are classified as hyperbolic in that they possess
real characteristics in the x-t plane, and therefore impose

definite requirements for the presentation of ktoundary and
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initial data.

No general analytic solutions have been found for
equations (14) even for fluid flows where the turbulent stresses
are negligible., If the non-linear terms are excluded the method
developed by Rattray (1964) may be used; however, in this
application there is no a priori reason to suspect the convective
accelerations are negligible. Approximate solutions have been
obtained in this study using expiicit finite difference
techniques, although other numerical procedures such as the
method of characteristics (Abbott (1966) ), or implicit finite

differencing (Grubert and Abbott (1972) ) can be used.

Equations (14) form the basis for a mathematical model of
sﬁratified flows, but the appropriate boundary data and initial
conditions are also required before é solution can Le obtained.
In addition the boundary sfresses must be formulated in terms of
the four dependent flow variables‘and these considerations are

discussed in the subsequent sections.

If the momentum equations are written in terms of 7) and

h* instead of h and h', equations (14) take the form:

i 7 B 7 B 7
u u2/2 + g(m+h') - Ti/py
n , u? 0
d_ju'l +9 |u'2/2 + g(h'+An )| = |( Ti- Th) (15)
_a—t— . h ax Plh. .
h'| _ uth? 0
| i ] ! §




Or ov
ot

63

(16)

where Vv, F(V) and f are vectors as defined in equation (15).

Since V = V(x,t) the equations of variation are:
dv = dv at + _9dv dx (17)
ot dx
Written togefher in matrix form, equations (16) and (17) becone:
(w1 g 0 0 0 g ol suwax] [ g]
7 0 u 1 0 0 0 O du/ dt 0
0 0 g\ 0 u'1 g O 07/ 0% £,
0 0 0 0 h'o0u' 0 a7/ ot 0
dx &t 0 0 0 0 0 © duty dx du
0 0dxdt 0 0 0 O ou'y dt a”n
0 0 0 0dx dt 0 0 dh'/ 9x du?
] 0 0 0 0 0 0 dx dt 1L ohtvy at_J _dh'J
or (2] . [B] =[cC] (18)
2nx2n n n
where 2n is the number of dependent variables ;nd n is the

numnber

of discrete

flow

layers.

that the characteristic values for this system of

given by the determinant [A] = 0.

s

the matrix [A],

(u-c)

7

IAl = °

0

c =x=dx/dt, the

the x-t plane.

~

g 0
{u-c) 0
g\ (u'-c)

] h?

9
0

g

(u'-c)

equations

Abbott (1961,1966) has shown

are

After elementary operations on

(19)

inverse slopes of the characteristic curves in
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Finally:

[(u-c)2 - gm J[(u'-c)2 - gh'] - g2An h' = 0 (20)
Equation (20) is the characteristic quartic (for a two-layer
system) whose four roots divide into pairs associated with each
layer. Physicqlly each pair of roots represents the speed of
long gravity waves on their respective surfaces. These roots can
be evaluated numerically, or afpproximated to order e by the

following relations (Schijf and Schdnfeld (1953)):

ct =4 M + u'h' + / gh (21)
h
cf = uht' + u" 1,/’g€ M bh' - (u-u')2m h? (22)
h ' h h2
where ct represents the positive and negative surface gravity

waves and c? » the positive and negative internal waves. Now, in

two-layer flows described by four dependent variables, four
boundary conditions must be known for all time. Furthermore, the
boundary conditions must be supplied to the domain of computation
in accordance with the characterisitic structure. To gquote

Grubert and Abbott (1972):

"The boundary data is of m-point type where m is the
nuwber of characteristics entering the region of computation fronm
the boundary in the direction of computation.®

Three situations are of interest for the problen under
consideration and are summarized in Figure 21. In each graph the
two-layer region of computation in the x-t plane is shown in part
of which the equations have been solved. we may imagine that the

solution is being advanced in time to the two points P, and P,
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using the method of characteristics (Smith (1965) or Abbott
(1966) ). For each point the four characteristic curves have
been sketched corresponding to subcritical flow, supercritical
outflow and supercritical inflow. Since field observations show
that tidal conditions in the estuary do not result in a surface
bore, (that is, c¢+>0, and ¢ <0 for all flows) these flow
conditions refer to the propagation of internal waves. The
specification of the boundary'values is shown in Figure 21 and

applies regardless of the solution technique.

A Steady Flow Model - Initial Conditions

Any solution of equations (14) requires initial or
starting values for the dependent variables. In the numerical
procedures used by Vreugdenhil (1970) and Boulot et al. (1967)
the unsteady equations of motion were transformed to the
equivalent steady flow felations and then numerically integrated
to provide the initial conditions. An alternate approach,
adbpted here, is to make use of an anélytic sclution for the
"arrested salt wedge" to provide the required values. This
method provides insight into the wmechanisms controlling, or
allowing the existence of a stationary salt wedge in suitable

estuaries.

Steédy-state models for salt water intrusion have been
studied in the past and the mechanisms governing the wedge
behaviour described, principally by G. H. Keulegan (1966). 1In

his analysis Keulegan deals mainly with the penetration length of
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arrested saline wedges and evaluates the necessary forces fronm
experimental data obtained in laboratory flumes. He arrives at
the following equation for the intrusion length in an estuary:

Lo = 6.0 h RI/Z (2FA )% ' (23)
where Lo= intrusion length,

h = total water depth,

Ry, = densimetric Reynold's number

=/qge hi/; R v = kinematic viscosity of water,
Fp, = densimetric Froude number

= U(Lo)// geh
U(Ly) = fresh water velocity at x=L .

Equation (23) was derived from dimensional considérations and
experimental data. In this way no assumptions were required
regarding the interfaciallstresses whicﬁ provide the arresting
forces on the wedge., Keulegan found the shape of arrested wedges
to be similar over a wide range of river parameters and to be a

function of x/Lo; although this relation is not given.

A second analysis of an_arrested salt wedge was described
by Farmer and Morgan (1953). They present a closed form solution
for the shape of the. arrested wedge by assuming the interfacial
stress varies as KpUO(L)2 and will remain constant along the
wedge. To evaluate the solution K must be determined from the
penetration length, as in flume studies, or from the wedge
geometry in prototype situationé. In effect, then, the soluticn

is "calibrated" to the data using the coefficient K.

It is also possible to derive an analytic solution for
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the wedge shape in the following way. If we assume the salt
wedge to be stationary and that no mixing of salt and fresh water

takes place, the governing equations (14) reduce to:

udu + gdh + Ti = 0 (24)

dx dx P

_d(un) =0 (25)

dx

g\ dh + ge_dh' - i =0 (26)
dx dx P'h

with the notation as defined in Figure 22. Either a

Ti or it can be eliminated

substitution will be required for
from the equations., Following the latter method equations (24)
and (26) reduce to:

h - ht d(u2) + g d(h2) + ﬂ_ﬁ d(h*2) = 0
2 dx 24dx dx

where €=(p'- p)/p' . Letting = h - h? and making use of
the fact that steady flow exists in the upper layer, that is a
constant discharge Q = u7 (from equation (25) ) we have:

Q2 d(l/m) + g d (h?) +£Le _d(h'2) =0
dx 2dx dx '

where each term is an exact differential with respect to x and
thus integrable. The final result is:

25*92_2*9$=C (27)
')7 .

where C = constant of integration.

Solving for hr':

h*3 - hh'2 +'(h2 - C)ht + (Ch - h3 - 202y = 0 (28)
€ € ge€
The constant C is determined from the boundary conditions,

either at x = 0 or at x = L where h'= 0. Now, in general the

distance L is unknown and at x = 0 the depth of salt water is
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unkown, However, if a control section is postulated for x = 0,
the equation for the characteristic wave speeds provides the
required relation., This appears to be a reasonable hypothesis on
the basis of Stommel and Farmer's (1952) investigation showing
that sudden increases in channel width can produce control
sections in steady two-layer open channel flows. The concept of
a control . section comes from flow conditions which prevent
progressive waves from propagating past a certain point; waves
moving against the current become stationary just at the contrcl.
In the case of two-layered flows an "iﬁternal" control.Section
prevents the upstream propagation of loﬁg internal waves and in
effect means that no communication from flow conditicns in the
wider receiving waters to those in the narrower channel can occur:
along the interface. Only the positive surface gravity wave can
pass the control in the +x direction. Thus equation (20), with
u' = 0 énq ct - 0 becomes:
(uz - gh) (-gh) - g2X 7 h* = 0
where u = Q/7,
L. 9en = Q2%/7m2
ht = h - (02/g¢)" (29)

The constant of integration C can be determined from conditions
at x = 0, where if h' (x=0) = a (Figure 22):

C = €a2 + h2 + 202/g(h~a) - {30)

Equations (28) (29) and (30) enable us to specify the
salt wedge shape if the surface elevation is known; indeed the
only x - variation in equation (28) enters through the surface

term h, This derivation is substantially the same as described
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by Hodgins and Quick (1972) although it has been simplified by
the choice of the bottom as level datum and some new ccomputations
will be presented. In this previous study equation (28) was
given in non-dimensional form by dividingv with a dimension

equivalent to h (L):

R3 - R2 + (1 - G )R + (G~ 1 - 2FA2) = 0 (31)
€ €
where R = h/h(L)
Ci = C/h(L)2
Fp = densimetric Froude nunmber

u(L)// g eh(L)

It is interesting that P, appears directly as a result of the
convective acceleration term, and does seem to be a useful and

fundamental parameter of stratified flows.

In most wunsteady tidal 4computations the convective
acceleration term, udu/dx, can be neglectéd as it is usually one
or two orders of magnitude less than du/dt and therefore we might
expect a similar situation for steady flows. This hypothesis can
be tested by solving equations (24) and (26) without the udu/dx
term, in which caSe the solution for h' has the form:

h2 + eh'2 = C ' . (32)
an elliptical -equétion. As before C can be eJaluatedvat x =20
with the use of equation (29):

C = €a2 + h2 , (33)

solving,equation (32) for h':

h* = +/ (C - h2)/¢ - (34)

which has a real root only if C > h2., Thus the value of x at
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which h2 = C is the ‘"penetration length" of the salt wedge in

this very simple analysis.

It must be noted that h and Q are not independent.
Together they represent the unique stage - discharge relationship
for a given estuary. To specify h and Q and in turﬁ evaluate h',
I have used a barotropic moael derived and solved in the
following way. If the momentum equation (9) is integratead over
the total depth and coupled with the continuity eguafion a

barotropic hydraulic model is obtained:

Bu + uu=-g3h- Th (35)
at ax 3x Ph '

2h + 9(uh) = 0 (36)
ot 0x )

Equation (36) is a continuity calculation on a per unit width
basis and provides.“only a crude approximation to rivers having
irregular channel fornms. To inmprove the simulation the
coutinuity equation is often applied to the whole cross-sectional
area, A, ih the form:

b Oh + 0 (uA) = 0, . (37)
Jt ox '

where b = storage width.

Th was replaced with the relation

The bottom friction ternm
Kp uju} where K is a variable dimensionless friction coefficient,
and then the equations were calibrated to the tide and discharge
conditions for six days during the March measuring period., The
equations were solved wusing an explicit central difference

technique similar to the schewme descriked bty LCronkers (1970).

The unit width continuity equation was used here for ease and

N
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speed in computing; détails of a more sophistocated computatiénal
procedure based on equations (35) and (37) appear in following
sections. Once the friction coefficients were obtained the model
was run for a zero amplitude tide and varying discharges to
produce the mean surface slope in the Jlower estuary. The
relation between Q and dh/dx obtained in this wvay 1is shown: in
Figure 23, Compared with the measured tides at stations 3 and 4,
the calibrated unit width equations were successful in predicting
the surface elevations within + 5 percent at low water (the worst
fit and corresponds to a difference of approximately 70 cm) and

within + 20 minutes for high and low water times (Figure 24).

The two most important parameters are dh/dx and the
density contrast € . 1In Figure 25(a) four typical solutions
of equation (28)bare shown for a variation in Q and hence dh/dx,
with € =0.025, while in Figure 25(b) the parameter € is varied
for constant dh/dx. Solutions of equation (34) are also plotted
in Figufe 25(b). The penetration lengths are increased with an
increase in € and a decrease in dh/dx. The solutions
exéluding u du/dx have shorter penetration lengths than those
incorporating the convective acceleration since this term resists
the freshwater velocity changes in the upper layer, having the
same sign as the interfacial stress., Thus the same discharge in
each solution can be obtained with a lower stress when udu/dx is
retained. The. interfacial stress arises from the growth and
breaking of internal waves associated with the region of large
density gradient, a process enhanced Lty increasing velocity

shears. Ultimately the convective acceleration reduces the



Tida! Amp.(m)

Amp.(m)

Tidal

Tida! Amp. (m)

Station | «x

B = OKm
‘/f ‘ | ////’.\‘\\\\\\\‘-‘///f///’_g\\\\\\\‘\. G.D
[~ Stotlon 3 x =10.
- Station 4 Xx = 24.4Km
~t~ T4 =4,
— ;/* +\_‘, st g/ \“\ ¥ N,
/ Ny SN / N AN
l+ \+ M/ i\* ;‘- +\ + +\ G D
Y \+~ / \+ -
/ | \;’J +
R ) .
Q § hZ hB ? § IF he 9 Hours
March |7 ' : ~ March I8

® O + Measured values from tide gauges —— Barotropic prediction

Figure 24. Measured and predicted surface elevations at three stations on
the Main Arm of Fraser estuary.

pL



z {Meters)

z (Meters )

10

ngsec. -:—:—X 'os
1.9
2.6
3.3
4.1
€ :0.025
J

10 20 30 40 50
" x (Kilometers ) ' .

(q)

Q:2.50 m?/ sec.

dh

- . -8
ax 4.1 x 10
du
dx

— with u

— .= without udy
dx

x (Kilometers )

(b)

‘Figure 25. Typical solutions for an arrested salt
wedge,

75



76

velocity gradient and hence reduces the stress compared with a

hypothetical system without such an acceleration term.

Once the interface is established the stress, Ti, can be
calculated from equation (26). Figure 26 shows the variation of
Ti along the wedge increasing from near zero to a maximum toward
the upstreanm end. The stress then rapidly decreases to zero at
the toe. It must be pointed out that these stresses are
calculated from a uniform surface slopé and may not accurately
depict the situation in real estuaries. Since the velocity shear
would be increasing toward the mouth an increase in Ti is
expected. This would result in an increasing surface slope to
provide the necessary pressure force driving the upper layer
flow. The decreasing wupper layer thickness and increasing
velocity produce the right conditions to form a control section
near the river mouth, The stresses calculated here serve to fix
an order of magnitude to these forces, a£ least in the vicinity

of the wedge toe.

Farmer and Morgan (1953) assumed the stress varied as
Kp u(lL)2 iand usjing experimental or prototype data, evaluated K
for particular examples. They briefly discuss fitting their
wedge model to- the Mississippi River and state that a K of 0.001
was appropriate. Using their data I find this corresponds to an
average stress of 1.8 dynes/cm2, which compares favourably to the
larger values shown 1in Figure 26; The South West Pass of the
Mississippi River has a densinmetric Froude nunber of

approximately 0:25, derived both from the data of Keulegan and
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Farmer and Morgan, Vreugdenhil (1970) used a K of 0.005 in his
unsteady analysis of the Rotterdam Waterway, which compares nmore
closely with the value Farmer and Morgyan report for their
e2xperimental studies (K = 0.006).' The larger value might be
expected 1in the unsteady case where turbulent salt water flows
would enhance mixing between the water masses. The stress
formulations are not identical since Vreugdenhil allows the
stress to vary as a function of the local velocity shear squaréd
whereas Farmer and Morgan assume it is constant along the wedge

and a function of the freshwater velocity squared at x=L only.

In summary it is possible to solve the steady flow
equations by eliminating the interfacial stress terms, but in the
absence of information about variations in the surface slope,
finalnconclusions regarding the form or variation of the stress
cannot be derived, A uniform slope gives maximum stresses of
about 2 dynes/cm2, in agreement with other studies, but provides
a longitudinal stress variation conflicting with the concept of
increased mi#ing due to the formation of a control section near
the river mouth. The importance to this study lies in equation
(28) which prqvides,the required initial values for solving the
unsteady model. It now remains to formulate the bounda;y

stresses Ti and 7Tb in terms of the dependent flow variables.

The Reynold's stresses resulting from the turbulence in

each layer appear in equations (14) as the tottom and interfacial
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shear stresses and represent the clgosure problem associated with
all turbulent flows. In this case there are four equations in

S1x unhknown gquantities, since there is no explicit way of
representing -<p utu*> at the interface or bottonm.
Tréditionally, an assumed dependence of -< pu*w*> on the other
dependent flow variables is substituted in the equations‘ of

motion.

The bottom stress, 'b, is often assumed to be like a
drag force which varies only with the mean layer velocity
squared., Both . Vreugdenhil (1970) and Boulot et al. (1967)
replaced 7b by relations of the form Kpu'ju'|, K héing a
dimensionless coefficient of proportionality. This formulation
assumes that changes in the rate of turbulent momentum diffusion
are adequatély represented by the u'2? variation and neglects any
length scales associated with the boundary generated turbulence
in the lower layer. I have also used this relation for Th, both

in the barotropic and stratified equations.,

Turbulent mixing in the presence of a density gradient is
not a well understood subject due to the complexity of mechanisms
which may be involved and the difficulty in generalizing between
specific exanmples, The Reynold's stresses arise fronm the
vertical turbulent diffusion of horizontal momentum and depend
upon the intensity of turbulence‘on either side of the density
interface, Considering the two layer system, if velocities in
the lower layer are sufficiently large, turbulence generated at

the bottom may have large enough scales to produce mixing at the
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-interfaée. When the scales of the wall turbulence are not on ﬁhe
order of the layer thickness, viscous dissipation éonsiderably
reduces this effect.  Turbulence may also te generafed at the
interféce itself due to the velocitj shear, In this case the
turbulénce is associated with the breakdown of internal waves or
the growth of - Kelvin-Helmholtz instabilities (Turner (1973)).
.Hiles (1961) proposed that awvay ffom‘the influence of boundaries
a sufficient céndition for stability to small disturbances in a
inviscid, continuously stratified fluid is that the gradient
Richardson number, Ri = N(2)/( du/ 8z)2 > 1/4 everywhere in the
flow. N (z) is the Brunt-vaisala frequency, given by
-1;(6p/’az)/p . and approximates the frequency of oscillaiion of
._a water parcel given a émall initial displacement in a stakble
"water column. Turner (1973, §4.1) has pointed out that this does
not mean that instability always results when Ri falls below 1/4

and has referred to some exanmples.

Alternatively, it appears that tﬁrbulent mixing can
persist even for Ri >> 1/4, as shown in the results discussed by
Taylor (1931). In analyzing continuous velocity and demnsity
profiles from a tidal channel, he reported eddy viscosity
coefficients, defined by Ve = -<u*w*>/(du/dz), on the order of 1.Q
to 3.0 cm2/second for Bichardson numbers of .ten or nmore,
Compared with a kinematic molecular viscosity of order 0.02
cm2/second,> it seems that turbulent momentum diffusion can
persist for Richardson numbers exceeding 1.0. It is interesting
to compare some of the Praser River observations with those of

Taylor and the critical Ri of 0.25. I have taken the velocity
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profiles from March 29 at station 2 and computed the velocity
shear, du/ dz, wusing a Az of one meter. Since each profile
required about 10 minutes to complete, the gradient Richardson
numnbers are "time averaged®, Furthermbre the density
determinations were not made until the completion of velocity
profiling, The Brunt-vaisala frequency, N (z), was also computed
using a Az of one meter. The results are listed in Table 3 and
plotted in Figure 27. The pycnocline was quite diffuse on both
observations but the velocity shears were sufficient to produce
Richardson numbers on the order of O.S fo 1.0, and in one case,
less than 0.25. Values of Ri on this ofder and the comparison
with those of Taylor indicate thdt turbulent mixing generated
internally, is to be expected in the Fraser estuary. Although.
velocity and conducfivity data were collected at two stations on
March 30, I have not attempted to calculate eddy viscosity
coefficients from the momentum equation since the probe lines had
suffered considerable damage and the density was specified at too
few points, Furthermore, 1in a river with as many bends as the
Fraser, secondary currents are strong enough to make even. the

straight salt balance based on two stations of doubtful validity.

As far _as I know direct measurements of the Reynold'
stresses, and determlnatlon of their relatlonshlp to velocity and
density profiles have not been made in stratified estuary' flows.
Such investigations have been confined to laboratory experiments
where the usual practice has been to calculéte -p <u*w*> by
measuring the remaining terms in the equation of motion. Ellison

e -

and Turner (1959) found the rate of entrainment by surface jets
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Table 3 -

Comparison of Richardson numbers obtained from Fraser River data
and Taylor (1931). N({z)=-gAp / p Az is the Brunt-vaisala
frequency, Ri=N(z)/( Au/ Az)2? the Richardson number and Y% -is
the kinematic eddy viscosity.

Depth A/ Az N (2) Ri Ve
({meters) (sec™1) (sec—1) (cm2/sec)

March 29, 1973° (0830 hours) station 2

1.5 0.10 0.0078 0.78
2.5 0.30 0.,0176 0.20
3.5 0.26 0.0578 0.85
4.5 0.23 0.0392 0.74 -
5.5 0.08 0.0166 2.77

March 29, 1973 (1552 hours) station 2

0.5 0.03 0.0039 4,33

1.5 0.10 0.0127 0.75

2.5 0.25 0.0235 0.38

3.5 0.18 0.0461 1.42

4.5 0.23 0.0235 0.44

5.5 0.09 0.0539 6.65

Shultz's Grund Taylor (1931)

2.5 -0.010. 7.4x10-6 7.14 3.1°
5.0 -0.017 11.0 3.85 3.1
7.5 -0.022 27.9 5.88 2.7
10.0 -0.024 58.9 10.2 2.2
12.5 -0.019 103.0 28.6 1.9
15.0 -0.008 80.8 125.0 3.8
17.5 0 45.6
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and 1inclined plumes could be related to an overall Richardson
number, Ri, = g e h/U2, where h is the layer thickness and U is
the average layer velocity. The entrainment coefficient, E,
equal to 1/U [d(Uh)/dx], was determined in two series of
experiments and found to be non-linearly related to Rip, falling
off sharply as Ri, approached 0.2 to 0.3. Entrainment was
effectively zero for Rip > 0.8 to 0.9. A relationship between
the Reynold's stress at the interface and the other . flow
variables does not emerge from this work; however, a
dimensionless number such as Rig-!' or Rig-"2 would appear to
characterize the mixing properties of the fiow. In a series of
flume experiments with a turbulent layer of salt water flowing
beneath still fresh water Lofquist (1960) showed the shear stress
at the interface depended upon both anloverall Richardson number
and a Reynold's number, Re, associated with the salt layer. The
‘inverse square root of Rip is the interfacial Froude number,
Fi=U/ [g'h, g'= € g (Stommel and Farmer (1951)) and Ti was
observed to increase with increasing Fi and Re. Lofquist's study
was primarily aimed at relating -<u*w*> to the velocity and
density profiles in the flow and he did not attenpt to derive a

relation between thé'stress and the integrated layer properties.,

The laboratory experiments have been confined to'steady
flows over (or under) an ambient fluid of almost negligitkle
velocity, and turbulence uouid be well developed only in the
plume. since stratified flows in the Fraser estuary are unsteady

and both layers can have significant velocities, extrapolating

the experimental results is neither possible or reasonable.
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However an interfacial Froude number does seem to characterize
the flows and parameterizing the stress, Ti, in terms of it has
an observational basis. The interfacial Froude number can be
interpreted in terms of the internal waves on the interface. If
the.ratio of h'sh= 1 (as in fjords, where u' = 0), /7?5T
(Figure 20) is the approximate phase speed of infinitesimal
internal gravity waves on the density discontinuity in the
absence of currents. Then, Fi=U0/ g'n , where U = u-u' is the
relative upper layer .velocity, compares the phase speed of
internal waves and the layer velocity, for if Fi=1, the internal
waves cannot travel against the «current and vigorous pixing

ensues. When h'/h<1, the phase speed estimate can be improved by

using //g'n h'/h, and writing Fi=U/// g h'/h. The FProude
nunber defined this way is not meant td accurately depict the
conditions under which the internal waves will be arrested; as
shown in equation (22) the phase speed is a complicated function
of the 1layer depths and velocities. Iﬁstead Fi possesses the
correct functional form to simulate the approach of critical

conditions.

Both Vreugdenhil (1970) and Boulot et al. (1967) have
assumed the interfacial stresélis proportional to Kf>U|U|, an
expression which has the dimensions of stress and allows for a
diwensionless friction coefficient. Such a formulation includes
only the relative layer velocify,\u—u'_and makes no reference to
changes in layer thickness which also influence the speed of
internal waves. The Fraser observations show that the fresh

water depth can become very small near the estuary mouth and that



86

thz salt layer thickness decreases near the toe, These
variations, which reduce the interfacial wave speeds and promote
mixing, can be included in the stress formulation using Fi,
Since one of our study objectives was to examine the influence of
various stress functions on the form of the predicted salt wedge

shape and the residence time of salt water in the estuary, four

substitutions for T'i have been made:
(1) Ti = Ki p Fi (38)
(i1) Ti = Ki P uluy ' (39)
(iii) Ti = Ki p UIUIFi | (40)
(iv) Ti = Ki p UIUIFi2 | )

where eéch formula preserves Ki as a dimensionless coefficent
except (i). In a no-mixing two-layer model the denominator of Fi
becomes what may be called a weak function of the layer depths
having a maximum when 7 = h' = h/2. 1In the numerical solution
77 and h' never have the limiting values of zero. Thus Fi takes
on the role of an amplification factor making the stress more
sensitive to the velocity shear and increasing when either layer
thickness decreases rapidly. Relation (1) has been included

T

since i is often assumed proportional to wu-u' in modelling

stratified flows.
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Chapter 5. SOLVING THE TWO-LAYER MODEL

By recasting the stratified flou equations - (14) in
explicit finite difference form, and combining .them with a
barotropic model of the entire estuary, solutions were obtained
for the tidal motions of the salt wedge during the observation
periods. The accuracy with which a numerical model simulates the
prototype behaviour is derived principally from the accuracy in
specifying the boundary conditions. Observations of stratified
flows show that for densities similar to .those of sea vater, the
free surface barely feels the presence éf the baroclinic flouws.
For exahple, in a series of laboratory experiments on gravity
currents in which a barrier dividing a 1long flume into. two
channels of fresh and salt water was suddenly removed allowing
the heavier fluid to flow under the fresh water, the free surface
was immeasurably disturbed by the current's progress despite
occupying about one half the water depth; In the estuary it is
reasonable to expect the free surface to be nearly independent of
the salt water flows, driven only by the tide at the Strait of
Georgia and the wupstream discharge. Under this assumption the
barotropic model provides both the free surface and the net
discharge at any section and the baroclinic flows can be computed
considering onl} the lower layer equations. Thié also méans that
the calculations are perfectly matched across the salt front
since the free surfac? and fresh water dischafge on either side
come from the barotropic model, This chapter ptesents the finite
differénce equations and a brief description of the tarotropic

~

model, along with a discussion of the computational procedure and
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application of the boundary conditions. The computed salt wedge
motions are then compared with observations and some essential

features of the model are examined.

The Finite Difference Eguations

Approximate methods for solving hyperbolic equations'fall
into three broad categories: the method of characteristics
which utilizes natural properties of the differential equations
and explicit or implicit finite difference schemes. There are no
dominant reasons for choosing between the finite differencing
.techniques, both have strenqgths and weaknesses.~ Explicit central
differenc%ng has found repeated application in solving many kinds
of wave =equations, while Vreugdenhil (1970) and Boulot et al.
"(1967) have made usevof-“Lax-Wendroff" techniques (Richtmyer and
Morton (1967) ), wutilizing forward differences in time and
-central differences 1in the spatial variable to solve the
two-layer flow problem. Explicit schemes are attractive from a
programming point of view but suffer from restrictive stability
condi tions, Grubert and Abbott (1972) have successfully applied
an implicit scheme to the stratified flow equations which is net
confined to small time increments by stability considerations.
In general, however, implicit schemes require a more involved

~algorithmic structure.

The  one-dimensional hydraulic model using equations (35)
and (37) in central difference form was developed for the entire

Fraser estuary including all sajor branches and Pitt Lake. 1In
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the discussion to follow i will reference a time line in the x-t
plane and j will refer to a space or x position. Consider first

the continuity equation (37) in central difference form:

b] (hiTl "hi—l_l ) = = Uj.’i_' Aj"H "l]j__i_| AJL' (U2)
23t 2 8x
Since A]i,,AJiI are wunknown they are replaced by :the

corresponding values, ohtained by arithmetic averaging, from the
preceding time row; that is:
i i—1 i1 = Tl

ALy — @A+l )y/2 =1

i e i1 gpi-l = Fl-1
Ajil (Ri-h+al-t) /2 R

the overbar here denoting the average. Thus:

hi-H = hi—| __l..
b, 3x

J j

The computation molecule is illustrated in Figure 28 (a) and shows
exéctly wvhat information is kunown and utilized for advancing

equation (43),

Proceeding in a similar manner for the momentum equation

(35) (Figure 28 (b) ), where the bottom stress

Tp= Kbp\ﬂj’ luijllz

i )it ' i i
w'yh o o=qulyl - 9%3-( e ~hyl, ) / 14
X .

8t (uwizh -ul=b) + 2 8tkb o' | /R (44)
2 &x ( it2 ] ) ? !

Equations (43) and (44) comprise the barotropic model.
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© h h' known uu' known QOh,h' tobe determined [Juy to be determined

" 'Figure 28, Finite difference computation
molecules,



91

For simplicity the stratified computations are done on a
unit width basis and the lower layer continuity equation has been
written in a difference form analagous to equation (43):

L Y Y YIS IR (45)
X

= iet g T T

with the computation molecule in Figure 28 (a). Using equation
(40) for the interfacial stress and the quadratic friction law

for the bottom stress; the difference momentun equation is:

uritt = Jgeist - giz_ [)\(h_j-il-hj_il)" G(h'Jin‘h'jil)jl *

L e ANt LV U 4

il i
B e o),
where U 'l = (u—u')i}I = velocity shear, and

and is computed on the molecule in Figure 28(b). If the two

continuity equations from (14) are summed:

9.(M +ht) = Oh = -9 l(un) + (U'h')T .
ot ot ox .
Since h is identical in stratified and barotropic computations,
Bh == 9 (upeh) = - 8 {(uy)+quny |,
at ox Jdx ]

where  up = barotropic velocity. Thus solving for uif':

i+l i+l _ P15y i i
u'tt = (uy ;b u' Tht ) /Mg | (47)

~

the constant of inteqgration being zero. The five equations (43)
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to (47) form the basis of the stratified flow algorithm and as
can be seen from the computation molecules the minimum number of
grid lines required for a computation is six, which Serves to
define the minimum penetration length that canvbe admitted. This
is é limitation arising from the central differences and is
unfortunate since reasonable values for $x are on the order of
dne kilometer and the separation of stations 1 and 2 is only 2.7
kilometers. Thus any error in establishing the initial

conditions is immediately felt at station 2.

Explicit difference schemes for hyperbolic equations are
subject to restrictions in the <choice of the grid. spacings.
Odx and St , which are directly related to the characteristic
structure. For example, in Figure 29. the shaded curvilinear
triangle PQR defines the continuum domain of dependence for the
solution at point P, and a unique solution is determined inside
this domain (Crandall (1956) ). The curves PQ and PR are the
douwinant characteristics, the c+ and ¢~ characteristics for the
stratified flow equations, The' fundamental paper on .the
numerical treatment of hyperbolic equations dates back to 1928,
by Courant, Friedrichs and Lewy, in which they state what has
come to be known as the Courant-Friedrichs- Lewy (CFL) stability
conditioh: in .a numerical grid which does 'not foilow the
characteristic directions, the finite difference domdin of
dependence must at ‘least include the continuum domain of
dependence. Stated in other terms, the slope of the finite
difference characteristics must be less than or equal to the

~

slope of the characteristic curves. 1In Figure 29 this requires
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'Figure 29. Illustration of relationship between

continuum and finite difference domains of
dependence for a stable explicit difference

schenme,
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that the finite difference solution point S, advanced | on
information from points Q and R, must lie inside the continuun
dowain (below P). This stability condition has a simple physical.
explanation: we must integrate the numerical equations faster
than the wmaximum celerity of gravity waves in the flow.
Otherwise information used to advance the solution would be :oqt
of date before the spatial integration is completed within each

pass. Quantitatively, these restrictions are ensured if
3t < 8x / max(ct) - (48)

where max(ct*) is the largest value of the surface gravity wave
which will occur. In this study &t has been chosed as close to

the value of Jx /max(c*) as practicable.

Rigorous mathematical theories for convergence and
stability are  well developed only for linear systems of equations
(Roach (1972)). This means that we are dependent on experiment
and intuition to assess the accuracy of numerical solutions to
systems such as equations (43) to (46), and serves to underscore
the need for field data. A convergent finite difference scheme
is defined as one whose solution approaches the exact solution of
the differential equation as &x and &t approach zero. Since
the difference equations obtain the solution through a series of
arithmetic operations of finite accuracy, round-off errors are
introduced into the dependent variables at each point. Stalkility
is usually defined in terms of fhe growth or decay of these

errors (Smith (1965)). In a dissipative and stable difference
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scheme, numerical errors either decay exponentially or are
bounded to sufficiently small values. Unstable difference
schemes are always non-convergent. Due to the difficﬁlties in
proving convergence and stability for lihear systems with
coustant coefficients, I have not attempted to derive convergence
criteria for the non-linear equations involved in this study.
Instead, the accuracy of the solutions is judged in terms of the
simulation of the fiela data within the assumptions made‘ in

deriving the equations.

The Barotropic Model

The one-dimensional or barotropic model evaluates
equations (43) and (44), starting at thé various river mouths and
integrating upstrean to the end of tidal influence. The estuary
has been schematized into seven major branches partitioned.into
one kilometer segments as shown in Figure 30. The heavy outlines
indicate these branches while the 1lighter lines- show ° the
remaining cﬁannels not included in the scheme. The most notéble
omission is Sea Reach between branches (1) and (3) which does
have an appreciable storage, The‘ cross-sectional areas,
conveyance widths and channel depths were obtained at every grid
point except those in Pitt Lake, from the sounding data.provided
by the Department of Public Works (Government of Canada). In
practice the conveyance width was computed over the portion of
river having depths greater than two meters at low water and the
channel depth was calculated at 85 percent of the dgreatest

sounding. Detailed bathymetric data are not available for Pitt
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Lower Fraser River Pitt

1 station number

& tide gouge

© conductivity profiler
(1) branch number

°<\° o] | 2 3 f Kilometers

Figure 30. Schematization of Lower Fraser River
used in the barotropic hydraulic model.



Lake, so a shore to shore conveyauce width was taken fronm maps,
but depths and .areas were estimated. Since dx equals one
kilometer &t < 83 seconds by equation (48) and for convenience

in the programme bookkeeping, a &t of 60 seconds has been used.

The boundary conditions applied to this model were the
measured surface elevations at station 1 and the Agassiz
discharge at the final velocity section of the ﬁain Arm. In the
absence of detailed discharge‘data at various points alond the
estuary (from which the friction «coefficient Xb can be
détermined), the nmodel ‘yas calibrated to nmeasured surface
elevations at stations'3, 4, 5 and 6. 2 similar model basad on
spatial increments of 5000 feet was extensively calibrated
against the data of Baines (1952,1953) by Joy (1974) in his study
of dispersion in the Fraser River. To provide additional
comparisons the predictions. from Joy's calikration were also
incorporated. The predicted and measured surface positions for
March 30, 1973 are plotted in Fiqures 31 and 32. Within the
lover Main Arm (below station 4) the phase agreement is
satisfactory, however there is a significant error just after the
turn to ebb following higher-high water at station 3. 1
attribute this to the crudé simulation of the storage capacity
along the south bank of the river below station 3 and the
influence of the junction to Canoe passage. Both the phase and
elevations are accurately predicted at station 4 (within 10
minutes and 5 centimeters of elevation). The predictions appear
to lead the measure response at station 5 on the order to 30 to

40 minutes, suggesting that the depths
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Figure 31, Comparison of predicted surface
elevations with obarvations at stations 3 and 4.
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Station 5

Barotropic prediction
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Pigure 32, Comparison of predicted surface
elevations with obervations at stations 5 and 6.
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downstrean are too large and that thé complicated storage areas
(the river is very wide with extensive banks covered only at high

Qater) aﬁd the influence 6f the Pitt Eiver junctions are poorly
modelled.. The phase relationship.is satisfactory at station 6;
houevér, ‘the high and 1low waters are over-estimated by

approximately 10 centimeters.

The velocities measured at station 1 and 2 were spatially
averaged and compared to the predicted velocities at sectiocns 3
"and 5 (Figure 33). Although the measurements are very 1limited,
the phase agreement seems satisfactory but the magnitude of large
ebb currents is underestimated, especially At station 1. This
may be due to neglecting the storage in Sea Reach which would ebb
into the area of Station 1 or an 6verestimate of the conveyance
‘areas. I have calibrated this model by altering c¢nly the
friqtion éoefficients although Joy (1974) found that changes in
the channel geometry were also necessary to achieve the best fit
possible within the linitations of the schematization. As a tool
for investigating the stratified flows, the barotrcric model

~calibrated as in Figures 31 to 33 was satisfactory.

Once the barotropic model was calibrated, the stratified
flows were computed by interfacing the lower 1layer difference
equations with the basic model. All finite difference equations
vere coded in Foftran IV and solved using the IBM 370 Model 168

computer available through the University of British Cclumbia
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Figure 33. Comparison of predicted velocities with observations

on March 30, 1973 at stations 1 and 2.
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Cowputing Centre. The barotropic equations (43) and (44) were
evaluated throughouf the estuary in a regular advancing
computation based on St = 60 seconds with the appropriate
boundary conditions. Next equations (45) and (46) were wused in
turn to update the lower layer depths and velocities by taking
the total water.depth, h, from the barotropic pass. Finally the
upper layer velocities were computed from eéuation (47y. In the
lower part of the Main Arm the total water depth, h, is referred
té a level model bottom which serves as datum for the stratified
equations. The relationship between moﬁel and prototype
parameters 1s defined .in Figure 34 and the three conductivity
profilers are shdwn in their March configuration. Model datum is

used in the barotropic computation.

As shown in Fiéure 22 there are three flow states of
interest: subcritical flow and supercritical outflow and inflow
and following each complete integration pass the flow state was
defined by evaluating c? from equation (22) and examining the
propagation direction of the internal waves at each velocity grid
line. If the flow was subcritical everywhere (cT > 0; c7 < 0)
the interfacial heights were imposed at each end of the
stratified computation domain;. The salt water height at the toe
vas determined by interpolation between the moving salt front ¢(h!
fixed at one meter) and the nearest depth section downstream of

the domain boundary.

When the flows are supercritical out at the mouth

(ci € 0; x > 0) the interfacial boundary condition h' at x = 0 is
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Figure 34. Relationship between the estuary and model parameters,
Conductivity profilers at stations 1, 2 and 3 are shown in their March
configuration.
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released. Physically this means that the head of salt water can
no 1longer be wmaintained at the sszaward boundary since flow
conditions in the river are determining the water colunmn
structure throughout the calculation domain. Somewhere seaward
of x = 0 a control secticn will occur marking the bcundary
between the river dominated flows and +the normal stratified
éonditions in the Strait of Georgia. Since the characteristic
curve corresponding to the positive internal wave no longer
enters the finite difference domain from the seaward side (Figure
22) information cannot be drawn from this‘boundary to advance the

solution, Therefore h' at x = 0 is not'imposed.

Supercritical inflows occured only once in the
computations and were confined to the velocity sections near the
mouth. Throughout the lower estuary the edtire .velocity field
was flooding upstrean and the upper layer flows were
supercritiéal with respect to interfaciai waves, Flows were
subcritical in the 1lower layer and near the toe in the upper
layer implying a transition in the uapper layer. The unstéady
flow conditions would probably produce weak surge waves on the
interface propagéting upstream from the wmouth, and in the
numérical 'scheme it was assumed that the energy lost in such
waves could be ﬁeglected. The solutions may weli be in érror for
this reason during supercritical inflows, however the voverall
simulation appears reasonable. The additional internal
characteristic entering the domain from the seaward side (Figure
22) requipes a velocity boundary condition, surplied by

~

evaluating u using the barotropic flux in equation (47).



105

Initialization a

=
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The observations imply that the salt wedge can be -
completely washed out past station 1 and the model must include
this feature. Since six grid lines are required for an advancing
computation wash out is defined, as far as the model is
concerned, as occuring when the toe ©position has retreated
downstream of section 6. The wedge removal on each large‘ebb

tide also means the stratified computation must be re-initialized
on subsequent floods. 1In the more usual tidal models, and by
implication in the other stratified flow studies, initialization
can be done 'fairly crudely and if the numerical scheme is
convergent, it will overcome the effects of bad starting values
and eventually approach the correct solution. Normally these
models are "run-in" for two or three tidal cycles to eliminate
the initialization effects. In this case the starting values for
the interfacial height, h', are calculated from equation (28)
using a measured value of h' at x = 0. The required values of h
arc computed by assuming a uniform surface slope between grid
lines 2 and 26, u' is set equal to zero and u is calculated from

the barotropic discharge.

The initialization procedure requires criteria against
which the wvalidity of the startiné values can be judged, For
example, if the surface slope becomes too smali the intrusion
will be unacceptably large and vice versa. If the initial
penetration length exceeds 7 kilometefs (grid line 8) or falls

below 5 kilometers the starting values are rejected. Further if



106

the value of ht at the wedge toe exceeds tuwc meters
initialization fails. By ensuring these restrictions are met,
what can only be Jjudged dintuitively ~as reasonable beginning
values are obtained. 1In practice after such a wedge was inserted
with u' equal to zero, the lower layer would start to move
downstrean before reversing to the flood, suggesting that

initialization was not too late into the flood cycle.

Since this entire procedure was repeated at.leasf once
within every 25 hours of computation, the effects of tad
initialization are felt in the solutions. The overall validity
of the method can only bé judged by comparing the predictions to
the observations for those parts of the tidal cycle when salt
water has penetrated more than 10 or 12 kilometers. It is
reasonable to expect the time of arrival at profiler 3 to be

affected by bad initialization.

The wedgé toe has been arbitrarily defined as coinciding
with the position where h' = 1 meter. In this computational
scheme the toe position has been advanced or retreated assuming
that the flux of salt water just dowhstream of the toe, will all
go ihto increasing or decreasing the storage associated with the
moving front during each computation interval of 2 St. This

assumes that the salt water discharge is constant for 29 t.

— e o e s o s — . — 0o S T > 2l e i, T S S o o Sty s s o SrUD o " o

The basic problem in applying the numerical algorithm

centred on finding the correct balance between the two stress
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terms Ti and Tb. Large imbalances affected thrée aspects of
the solutions: the phase and duration of salt water at station 3,
the greatest penetration distance during a particﬁlar tidal
cycle, and the magnitude of the layer velocities. Optimum values
for Ki and Kb were found by systematically altering the two
coefficients and comparing solutions to data from both measuring
periods. The stress formulation in equatioh (40) gave the .best
overall fit with final coefficient  values of Ki=0.0075 and

Kb=0.0055 for the particular barotropic solution discussed

previously.

Two-layer results

The numerical solutions are conveniently compared to
observations using the two-layer parameterization of the profiler
data and the velocities recorded on March 29 and 30th. 1In Figure
35 the solutions for February 10 and Marchb17 have been plotted
together with the salt layer thickness observations relative to
model bottom. The observations <contain errors that become
appreciable uhen the salt water is low on the probe line; this
effect is worst at station 3, particularly in the February data.
The predicted interface goes to zero almost simultaneously at
both stations 1.and 2 due to wash-out as definéd earlier. In
both solutions the maximum salt water height is reasonaﬁly well
modelled except for the second flood on March 17th. The phase
agreement is satisfactory at station 3 for both records, where

the peak intrusion agrees within 40 minutes of the observations.

~
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In all cases‘the model tends to flood too early at
station 2. The observations near 0000 hours on February 10th and
1700 hours on March 17th show an interfacial separation between
stations 1 and 2 averaging about 2 meters, corresponding to a
slope of 0.7x10-3. The numerical model could not reproduce such
large slopes near the seaward end except .immediately following
initialization, when the solution is least accurate. The contour
charts in Figures 13 and 14 suggest that mixing of fresh .water
into the salt layer during reversal of the upper layer velocities
is considerable and would have the effect of lowering- the

interface compared with the no-mixing solution.

The model solutions also divefge from the measurements
when the ebb tide flow state changes to supercritical at station
1. At this point the boundary condition is réleased and the
numerical model behéves consistently. The interfacial heights
between stations 1 and the.vicinity of Canoe Passage junction
(x=9 kilometers) fall rapidly wuntil the interface is nearly
horizontal and. located at a height depending on the penetration
length of the toe. Near the toe the interfacial slope increases
rapidly forming a rounded nose for supercritical flows along the
vhole wedge. 1In the February'10th solution the freshwater 1layer
remains relatively thin (4.1 meters at turn to supercritical as
predicted by the model) and the salt water height' falls nmore
slowly than the @measured reéponse. This is due to'the large
volume of salt water which must advect out of the estuary in the
nodel, On the other hand with the shorter penetraticn lenghts

during March, the predicted interface falls away very rapidly
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from the measurements, and provides a poor simulation of the

wedge behaviour during this phase.

To check this aspect ‘of the March predictions; ﬁhg
February 8thA solution was computed since it had similar tidal
conditions. The same  trend occcurred but the turn ‘to
sﬁpercritical outflow 1lead the 6bservatiéns by only 25 to 30
minutes compared with 50 to 60 én March 17th. The loss in salt
water thickness was‘ also more closely matched to measurements.
‘It seems likely thé _differehces are associated with the

barotropic model.

The spike in the station -1 ebb «curve on March 17th
resultéd from the turn to supercritical outflow <c¢cnditions, At
this point the salt water heights near station 1 collapsed to a
lower level and the resulting adjustment of the llayer velocites
proﬁoted subcritical. flow, allowing 1imposition of a measured
boundary condition some 90 or 100 centimeters above the previous
_level. Consequently supercritical flon were re-estatklished and

remained until wash-out.

The velocity data from March 29 and 30£h are compared
with predicted upber layer velocities in Figure 36. As with the
conductivity profilers, velocity measurements were not made in
deep enough regions of the eétuary to provide a good fpicture of
the lower layer flows. To compute th2 observed upper 1layer
velocity, u,, the interfacial height at each applicable time was

passed to a subroutine which integrated the measurements over the
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upper layer; that is,

u, = 1/77f:1u(2)dz {49)

h .

where u(z) = measured velocity at height z. It is more difficult
to compare ﬁhe velocities this way than layer -depths since the
velocity phase varies -with distance along the estuary and is
computed on a 2 kilometer grid. Station 1 is compared with
section 3 and station 2 Qith section 5. which reflects a
separation of only two kilometers in .the predictions compared
with 2.8 kilometers in the estuary. The measured and predicted
velocities agree within $15 cm/séc for bofh stations. Howaver,
the model solutions appear to lead the observed flows especially
at station 2. This is due in part to the distance from the
boundary, but is also consistent with the interfacial response.

~

Qualitative Comparisons

The numerical solutions for three days in each measuring
period have been superimposed on contour charts of constant
density in Figures 37 and 38. The densities in terms of O were
derived from the same conductivity data contoured in Figures 13
and 14 using the background temperature data. As before the
horizontal axis 1is time and the vertical columns of zeros
indicate the opérative probes. The vertical axeé give .distance
above model bottom in meters and show clearly the extent df water
column monitored in relation to the assumed river ted. The solid
interfacial 1line at station 1 is the imposed seaward boundary
condition ana follows exactly the two-layer parameterization

N

except during periods of supercritical outflow which have Leen
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indicated by c? <0 on the charts. The two-~layer measurements

have also been indicated during supercritical outflow.

These figures show that the model is capable of using the
barotropic solution to initialize the stratified computation, and
with the measured internal boundary condition at the river nouth,
calculate the salt water flows for several kilometers upstream.
The model provides a reasonablé estimate of the duration of salt
water at each station and allows confidence in the predicted
penetration lengths, As noted previously, the model is least
accurate in simulating thé'layer thicknesses once supercritical
outflow occurs. This effect is worst for tides of small diurnal
inequality as shown in Figure 38, The numerical model allows the
salt water to be washed out of the estuary above Steveston, and
judging by the contour charts at station 1 the timing appears

accurate within +30 minutes.

The solution for February 10 has also been plotted in a
series of longitudinal sections in TFigure 39. Each section
corresponds in time to the salinity profiles of Figure 12 and by
interpolating the salinity data, isochalines have been
superimpdsed on the predictions. The sections Also show the
computed layer velocites at station 2 and near the wedge toe.
Until the turn to supercritical the interface lies near the 15%w
isohaline, after which time it appears to rise in relation tc the
salinity structure. In the numerical model all of the salt water
must flow out of the estuary within the lower layer and a further

150 minutes was required beyond the final section in Figure 39
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for this to occur. 1In contrast, turbulent wmixing between the
water masses 1in each layer plays an important role in the
estuary, giving rise to a different removal mechanism than occurs

in the model.

These sections illustrate the behaviour of the numerical
model on ebb - the teqdency for the interface to level off
downstream of station 3 and an increasing slope upstrean. I
found that the numerical model was influenced by the junction at
Canoe Passage which reduced the Main Arm flow about 10 per cent
on ebb. This effect could account for a change in the
interfacial slope due to the decreased velocity and although
solutions computed without Canoe Passage exhibit a iess
pronounced change in‘ slope, they retain the same overall
behaviour. This contrasts the limited data in Vreugenhil's paper
(1970) which shows the salt layer forming a distinct wedge-shape
even near maximum ebb although there is no comment .on the flow

state.

One piece of data I was unable to collect was the maximum
excursion of the wedge and this would have been valuable. The
March tides produced penetration lengths averaging 18 kilometers
aﬁove Steveston (station 1) while those in February were about 27
kilometers. The very large inequaiity on February 11 gave the
greatest excursion (36 kilometers) which would -put salt water
above New HWestminster (station 4). Salt water fish species and
crabs which are occasionally caught near New Westminster provide

indirect evidence. to support such a long penetration., I would
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expect the two-layer model to overestimate the penetration
lengths due to the diluting effect of mixing on the salt water
layer in the estuary. As far as modelling the gross hydraulics
the numerical scheme seems satisfactory, judged bty the duraticn
of salt water and the velocity predictions. It does not perfornm
well on detailed. aspects, especially the turn to ebb and
maintenance of the salt 1layer thickness during supercritical
outflow. The early flood and ebb characteristic of the
solutions, which becomes less severe upstream, seems to be shared
by Vreugdenhil's two-layer model (Vreugdenhil (1970), Figure 7))
where the predictions - appear to peak approximately 40 to 60

minutes too early.

Sensitivity Analysis

The sensitivity of a number of characteristics of the
model solutions for February 10 and March 29 was investigated by
holding each stress parameter constant in turn, and varying the
other through a range of valués. There is a definite limit to
values which can be assumed by the interfacial stress Ti since
the boundary condition is fixed. If the stress Lrecomes too
large, the initialized wedge is repeatedly washed out wuntil the
initialization procedure fails. The 1interfacial stress also
provides dissipation of numerical errors and cannot assume a zero

value.

A mean velocity shear, ﬁ=u—u', of 0.300 m/sec is typical

of the stratified flows and corresponds to a stress of 2.44
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dynes/cm?® for Fi=0.36 (7 =h'=6 meters) and the coefficient
Ki=0.0075. .Numerical solutions were computed for Ti+50%,
Ti+100% and Ti+300%.

A salt water velocity, u'=0.300 m/sec, is also typical

and for Kb=0.0055 represents a bottom
Three values were investigated: Tb+50%
The penetration 1lengths for-

independent of 7Ti, showing a variation
the standard solution (as I shall refer

in the previous section). On the other

increases the excursion by 40%, and provides a

station 3. It is clear from the form

is an important parameter.

changes in Kb than Ki.

An important characteristic of
at which supercritical outflow first

10th

Ti.

minutes,

1 is confined to about 5

solutions,

produce such significant errors in

possibly to the 1long penetration,

hand a

The penetration is

oCCurs.
solutions this time varied only %6 minutes for the

However, the zero bottom stress delays the turning

per. cent,

the supercritical outflows on

and

stress of 4,95 dynes/cm2,

and Tb=0.

February 10 are almost
of only t6 per cent about
to the solution described
zero bottom stress
pcor simulation at’
of the solutions that 7Tb

more sensitive to

the solutions is the tinme

In the Febfuary
range of

point 37

The effect of this on the layer thicknesses at staticn

Compared with the March

February 10th do not

the salt layer depth, due

this may explain the

apparent insensitivity to the stress parameters.

Both

stresses affect the wash-out times at station 1; in
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this case, the interfacial stress becones important, ﬁith
Ti+300% the removal time is reduced bty 60 minutes, as it is with
Tp-50%. By comparison the =zero bottom stress only delays
wash-out 35 minutes compared with about 60 minutes for Ti-S0%.
The removal time and rate appear most sensitive to Ti but lack
of data prevents a conclusive analysis. Some general trends :are
apparent in the various solutiouns, Increases in Ki do not
produce proportionate changes in Ti until the very large ebb
currents. Rather the average interfacial stress level remains
fairly éimilar (+10 per cent) but the increased coupling betwueen
the layer velocities has the effect of reducing u-u', Sinca h?
is identically imposed in each solution, the layer depths are not
greatly affected, except at station 3. The standard value of Ki
(0.0075) seems to lie near a lower limit. Lower values produced
marked changes in the wash-out tinme and the flood-ebb behaviour
at station 3, whereas higher values of about the same percentage

increase d4id not.

The increased coupling for higher values of Ki has +the
effect of slowing the upper layer velocities (in fact, collapsing
them back onto the barotropic solution) while decreases in Ki -
allow the upper layer to flood and ebb with higher velccities.

The velocity phase is not noticeably changed.

Increases in the bottom stress delay the ebb at station 3
and on this basis it is possible to reject values of Kt above
0.007. variations of +50% in Tb have almost no effect  on the

upper layer »velobity compared with the measurements. As (b
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decreases the peak ebb and flood currents in the upper layer are
reduced since u' is increased. The reduction is on the order of

7 to 10 per cent for Ub-50%. The phase appears unaffected.

Based on the fitting between obsarvations and the nodel
discussed in the previous sasction limits can be estimated for the
stress coefficients. These values will feflect both the accuracy
and extent of field wmonitoring and the influence of th?
barotropic model. A minimum value of 0.006 for Ki and a méximum
of 0.010 are appropriate. The bottom stress would occupy a

smaller range: Kb=0.0055¢0{0010.

Alternate Interfacial Stress Forms

4

Each of the three alternate stréss forms, equations (38),
(39), and (U1) were substituted >into the numerical model and
solutions for March 17th were evaluated. The stress coefficient
was calculated to give the same stress as equation (40) for
u-u’=0.300 m/sec and Fi=0.362, equivalent to the values used in
the sensitivity analysis. This does not necessarily represent
the optimum value for Ki in each form, but was designed to give

the solutions a common basis. -

Superposition of longitudinal sections from each solution
revealed that the overall form of "the wedge did not differ
grecatly from  the standard, .On both flood and.early ektb, the
largest difference in salt water thickness was 30 centimeters
located 10 kilometers above the boundary at station 1. The

stress forms providing the weakest coupling, Kip Fi and Ki;;U]UI,
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did not allow the wedge to be removed as rapidly as the other
forms, and 1in general were associated with greater lower layer

depths.

The penetration length predicted by each form varied only
t4 per cent from the standard, but the stresses providing greater
coupling delayed the turn to supercritical outflow a total of 56
minutes, The solution for Kip Fi went supercritical first, but
the lower stress levels resulted in the longest duration at all
stations., Conversely, supercritical flow was delayed the longest
for Kip U|U|Fi2 but the removal of salt water was the most rapid

once the change of state had taken place.

The velocity field is also affected by the degree of
coupling; the stress forms in equations (40) and (41) produce the
lowest wupper layer velocities and gréatest salt water currents.
The stress fo;m does not change the phase of the velocities, only

the relative magnitude of u and u’.

During the development of the numerical procedures all
stress forms were tried and calibrated. Overall equation (40)
was the most satisfactory, however each stress forn permitted a
numerical solution which could be fitted to the okservations.
Equations (40) and (41) are the most responsive to changes in U
and with. one exceptibn, prevented supercritical inflows. They
also produced the greatest delay for the turn to supercritical
outflow. I have chosen KO U|U|Fi since it provided a slightly
closer match to observations than the the alternative forms' and

appears to have reasonable theoretical validity. Unfortunately,
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the observations coupled with the use of the barotropic solution
to prbvide the upper layer flows and surface slopes (entering the
pressure gradient tern in the lower layer) prevenf a more
definitive statement concerning a formulation for the interfacial

stress ternm.

- e mn G G- 2 i o

A numerical model has been déscribed in this chapter
which, although based on some fairly broad assumptions, succeeds
in simulating several important characteristics of the observed
salt water flows in the Fraser estuary. The model neglects
lateral variations in density and velocity, assumes the river can
be approximated by a channel of uniform.width and depth and draws
data required for pressure forces and boundary conditions from a
one-dimensional hydraulic model. A further boundary condition is
supplied by measurements. Finally, the model neglects mixing of
salt and fresh water across the interface, but includes  the

turbulent stresses using an empirical relation.

Consistent with observations, the model predicts that
salt water will be flushed out of the estuary on each large daily
ebb, even for low flows, and is capable of re-initialization
following wash-out. The extent of penetration is predicted
within 10 percent of the total depth and the phase shcus
agreement within $40 wminutes at approximately one-half of the
average excursion distance. The model also provides estimates of

the average layer velocities which agree within $+15 cm/sec of the
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observations,

On the other hand, the simulation of the layer depths and
removal mechanism once supercritical ebb flows are reached is not

good. This is to be expected in a model without mixing effects.

The shape of the calculated salt wedge 1is relatively
insensitive to both the magnitude and form of the interfacial and
bottom stresses. In addition, the phase of the velocity field
appears to be almost independent of the stress aésumptions.
These results are due to the over-riding influence of the

barotropic model and to thé use of a measured boundary condition,

I found during development of both the stratifiedl and
barotropic models, that the phase of the layer velccities and
depths depend upon the accuracy of the barotropic simulation: and
the estuary geometry. The one-dimensional mnodel described
previously represents about the best fit obtainable for the
particular schematization. Further improvements could be
expected with a better representation of the delta and storage
effects along the south bank of the Main Arm. The price for this
would be a nmore ~complex and expensive computer model. Such
improvements, to be properly done, warrant a careful and detailed
monitoring programme in the estuary emphasizing velocity
measurements., In summary, it i1s essential to the success of the
stratified calculation that the‘barotropic model be calibrated as

accurately as possible.

Currents in the upper fresh water'layer of the estuary
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are atfected by the salt water flows due to turtulent mixing
along the interface. To calculate the correct layer veldcities
both the relative magnitude and the total value of the
interfacial and bottom stresses must by well modelled. A
sequence of salt wedge solutions for March 17th is plotted in
Figure 40 tOgeﬁher with the time variations in both stresses and
u-u', The wmost important observation 1is that for nearly all
phases of flow the bottom stress, which follows the variation in
u', 1is larger than the- interfacial stress. Also Ti remains
fairly constant during supercritical outflows. This type of
variation makes it difficult to generalize, but during ebt the

bottom stress is about 60 to 80 percent larger than Ti,

In addition, the maximum wunsteady interfacial ‘stresses
are considerably greater than those calculated for an arrested
wedge, For example, >the stationary wedge analyses gave
interfacial stresses of approximately 2 to 4 dynes/cm? compared
with values of 10 to 12 dynes/cm2 for the unsteady case. This
‘can be explained in terns Qﬁ'the increased Reynold's stresses

near the interface due to turbulent flows in each layer.

The interfacial height boundary condition .at thev river
mouth is the forcing mechanism which drives the salt water layer
upstream, and the accuracy of the simulation throughout the
estuary depends wupon the accuracy with which this boundary
condition is specified. 1In two previous studies both Boulot et
al. (1967) and Vreugdenhil (1970) have formulated the internal

downstream boundary condition in terms of river flow parameters.
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Basically they postulate, as in the stationary wedge analyéis,
that a control section will form near the rivef mouth and that
the fresh water layer thickness there will be determined by‘
hydraulic conditions within the estuary. 1In the presence of an
outflowing uppef layer ¢7 = 0 1is assuned. Vreugdenhil goes
further and assumes that during supercritical inflow both

. . . + .
internal waves are stationary and by setting ¢ = 0 and solving

equation (22) for h' and u' using equation (47):

h' (0,t) = h(0,t)/2 + q(0,t)/(2 /g eh(0,t)) (50)
u'(0,t) = q(0,t)/(2a(0,t)) + [ g e h(0,t)/2 (51)
where g = the net discharge per unit width. This assumption

appears to follow from the work by Schijf and Schdnfeld (1953) in
which they define a "double critical" exchange flow, where the
discharge is équal in each layer but opposite in direction. Then
for wunique flow conditions the wupper layer velocity tends to
arrest one internal wave and the lower 1layer flow arrests the
other, produéing a case where ¢t =c7 —— 0. Rigter (1970) has
suggested that such a situation gives the wmaximum discharge in
the salt water layer corresponding to optimum hydraulic
conditions. The generality of this kind of aséumption must be
quastioned since during calculations for the Fraser River, the
tendency to supercritical inflow corresponded with upstrean
velocities in each layer and no mechanism existed for arresting
the positive internal wavé. These boundary conditions were
evaluated for the March 17th tide and compared with the measured

values for h' and the lower layer veloéity calculated -directly

from the momentum equation in Figure (41). It must bhe emphasi zed

i
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that the Fraser model flows did not flood supercritically and

Vreugdenhil applies equation (51) only to such a case.

The phase agreement between h' from equatioﬁ (50) and the
observed h' is particularly poor as is the duration of high salt
water, however the maximum heights agree within one meter.
Equation (50) predicts the maximum h' at a time corresponding
very closely to the maximum in q(0,t). Since the phase of both
u' from equation (51) and calculated iﬁ the model depend largely
on the Dbarotropic calculation they are closely matched, but the
velocities are consistently 40 to 80 cm/sec apart. Such 1large
salt water flows, used as a boundary condition in the numerical
model destroyed the stratified calculation during a series of
T

tests where supercritical inflow was induced by lowering i.

The  doubly critical flow assumption cannot be usad to
provide two internal boundary conditions for the Fraser estuary
since under flood <conditions the ‘entire water column ilows
upstrean, It 1is reasonable to expect that other shallow
estuaries with large tides will behave similarly and an accurate
specification of flow conditions at the river mouth can be nmade
with the relatively straightforward measuring techniques

developed as part of this work.
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Chapter 6. " SUMMARY AND CONCLUSIONS

The work carried out and reported in this thesis falls
into two distinct but complementary catagories, firstly a
programmne of field measurements to reveal the nature of the salt
water intrusion and secondly a theoretical study into the
relationship between tidal and discharge conditions and sonme
important characteristics of the salt wedge motions. The
mathematical models also provide a tool for predictiné the
outcome of changes to the estuary, an aspect which is only

touched upon by way of twd_examples.

Two series of observations were carried out in the winter
of 1973 for very low fresh water discharges and tides of 1large
and small diurnal 1inequality. Self—éontained instruments were
~installed at three points in the estuary which monitored the
conductivity structure for periods of several days. Significant
salt water intrusions were detected, the extent and duration of
vhich were determined by the nature of the Strait of Georgia
tides. Penetraﬁions of 15 kilometers or more were produced by
tides of 1large diurnal inequality‘ having a 1long high water
duration, The salt'ﬁedge was also removed from the estuary
(upstream of Steveston, B.C.) on each large daily ebb, in spite

of the low winter discharges.

The conductivity profiles indicate that both salt and
fresh water were mixed across the interfacial regicn and the
absence of 1large density gradients sugqésted that turbulent

mixing took place within each layer. Surface salinities usually
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exceeding 10 % accompanied high tide near station 1 and
longitudinal saliﬁity gradients were present Ltoth near the
surface and at depth. Thesa characteristics place the lower
Fraser River into the "moderately stratified" class of estuaries
(Cameron and Pritchard (1966)), although somewhat of a unique
example since it appears to be flushed of salt each tidal cyéle.
In these estuaries the distribution of salinity 1is governed by
the horizontal advection of salt water along with vertical

advection and turbulent diffusion between the layers.

The unsteady dynamics of the Fraser estuary have been
simulated with a two-layer mathematical model in which thellaYers
were defined in terms of the density structure. The mixiné of
salt and fresh watef across the interface was neglected bLbut the
turbulent momentum fluxes were empirically included. The model
was solved in explicit finite difference form in conjunction with
a barotropic ctalculation over the entire estuary. The use of a
measured boundary condition fof the salt water depth enabled
reasonable predictions of the extent and duration of salt water
in the lower estuary as a function of the tide at Steveston. The
modifying effects of +the salt water flows on the fresh water

currents were predicted by the model.

The success of the model 1in ‘predicting the rphase and
magnitude of currents and penetration depended.primarily on the
accuracy of the Dbarotropic calculation. This was also
Vreugdenhil's c¢onclusion for a similar model of the Rotterdam

Waterway (Vreugdenhil (1970)). 0f nearly equal importance in
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terms of the duration of salt water throughout the estuary was
the measured boundary condition for the interface at the river

mouth.

The duration of salt water and current magnitudes were
also a function of the correct balance between the bottom and
interfacial turbulent stresses; typically the interfacial stress
had maximum values on the order of 10‘dynes/cm2, and the bottom
stress was usually about 80\ perceﬁt greater, namely 18 to 20
dynes/cm2, Both stresses are significant in the dissipation of

energy in the flows,

Four empirical relations for the interfacial stress were
substituted in the numerical model, expressing increasing degrees
of sensitivity to the mean velocity shear between the layers.
Due to the rigid boundary condition for the salt water depth and
the resolution of the data, it was not possilktle to make a
conclusive choice among them. FRach relation could be calibgated
to the data in much the same form and the final choice of
KiF)U|U|Pi was made mainly on the correspondence to the measured
velocities. The jinterfacial Froude number Fi has been included
in the stress formulation to represent the influence of increased
mixing near the onset of supercritical flows. The bottom stress
was modelled using the quadratic relation Kbp u'ju'y and the
calibrated vélues for each coefficient were Ki=0,0075 and
Kb=0.0055. The predicted interfacial positions were relatively
insensitive to small changes in these coefficients; differences

were seen in the magnitude of the layer velocities. Using mainly
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thé correspondence between measured and predicted fresh water
velocities and the interfacial predictions at station 3 the
following ranges for each coefficient were
estimated: 0.010 < Ki < 0.006 and 0.0065 < Kb < 0.0045. If
the stress coefficients were within these ranges the model
predicted salt water thicknesses within 10 percent of the tétal
water depth and a phase agreement at maximum intrusion within 40
minutes compared with measured values obtained approximately 10
kilometers upstream of the mouth., The fresh water velocities
showed égreement within #15 cm/sec of the observations. Maximum

ebb currents were on the order of 2 meters/sec.

Concluding Remarks

Two theoretical studies of unsteady salt wedges have been
reported in the past, both of which are based on two layers and
neglect the mixing of salt and fresh water across the interface.
In only one case were the predictions compared with observations
and these measurements occupied less than one tidal cycle. Both
models were solved in explicit difference form using Lax-Wendroff

techniques.

The field monitoring programme forming part of the
present work succeeded in producing a-detailed description of the
salt wedge motions in the Fraser River over séveral days and
different tidal conditions. This allowed a rigorous comparison
to be made between the predictions from a two-layer "no-mixing"

model and the actual hydraulic behaviour in the estuary. I found
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such a model provides TrTeasonable estimates of the extent and
phuse of the penetration, as well as the currents in each layer
1f the <correct boundary conditions are‘applied. ‘In this study
the interfacial height at the river mouth was found from
measurements, The model does not provide a good simulation of
the layer thicknesses near the river mouth during supercritical
outflows, however even during this flow state the upper layer

velocities are well mcdelled.

Two examples are discussed in Appendix A which illustrate
some of the more important aspects of the salinity intrusion as
it relates to sedimentation and water quality. Basically the
hydraulic models serve to provide information on the variations
in the salt water 1oca£ion and the velocities in each layer
throughout tbe estuary, information which is required to. make
quantitative predictions for sedimentation or water gquality
through the use of dispersion models. Somé of the more important

aspects of the salt water intrusion found in the examples are:

(1) Dredging of the shipping channel to provide an additicnal 3
meters of clearance would increase maximum penetrations about 20
percent. This wopld result in salt water located in and above
the trifurcation at New Westminster for much greater periods of
time than at present and would increase the sedimentation in this
region which is already dredged on a continual basis.

(1i) The time required to flush pollutants confined to the fresh
water layer is sigynificantly decreased by the salt wedge presence
compared with times computed using the wunstratified velocity
field.

(iii) The distribution of parcels of contaminated water within
the estuary is significantly changed by the baroclinic flows
compared with the unstratified distribution. 1In general, the
stratified computation shows that water parcels originating both
from Gilbert Road and Annacis Island pass less often through
outfall regions, which would tend to increase effluent loading on
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the fresh water layer, than those. water parcels computed with the
barotropic velocities.

(iv) Most high tides during the measuring periods produce
predicted excursions exceeding 18 kilometers above staticn 1,
thereby bringing stratified flows into the wvicinity of the
Annacis 1Island sewage treatment plant, The sugpression of
vertical mixing associated with the stratification means that
effluents discharged into either layer might tend tc remain in
that layer resulting in higher concentrations than would &Le the
case in unstratified rivers, - -

(v) Increased salt .water penetration associated with further
dredging would increase the duration of stratified £flcws around
Annacis Island, thereby increasing effluent concentrations due to
reduced rates of vertical mixing, :

It is <clear that the salt wedge has important effects on
circulation in the estuary and that subsequent hydraulic @wmcdels
which may be wused for predicting changes in sedimentation or

wvater quality, must include the baroclinic flows,

Recommendations for Future Research

The numerical model for stratified flows discussed in
this thesis neglects the effects of salt and fresh water mixed
across the interfaée. The efféct of longitudinal density
gradients on the equations of motion is usually negligible
(Rossiter and Lennon (1960) ) hcwever the variations in the
density ~contrast along the wedge can be expected toc influence
the interfacial stress when parameterized in terms of a Froude
numbar, Therefore the 1logical next step in the development of
the hydraulic model 1is to incorporate mixing across the
inﬁerface, formulated 1in terms of an entrainment term plus a
tﬁrbulent diffusion term., The main difficulty involved in this

step is the introduction of two additional empirical coefficients
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for the mixing terms, a difficulty which can be resolved however,
by obtaining .sufficient data from the estuary to derive the
coefficients from a salt balance <calculation. Mixing effects
were not included in the present study since they introduce
considerable complexity to the numerical model and make extensive
demands for field data, both to determine the mixing coefficiénts
and to properly verify the predictions. For example, the
observations on March 30, 1973 were insufficient to pernmit
" determination of the mixing rates, due in part to the 1loss of
probes ‘at stations 1 and 2 and in part to the location of each
statibn. In rivers 1like the Fraser, a proper salt balance
calculation will probably require enough stations across the
width to provide a cross-sectional average of the currents and
salinities dﬁe to secondary currents produced by the bends.
Three stations across the width, one located near the mnaximunm
depth and the other two located mid-way between the first station
and the banks would probably be adequate, kut one c&n inmmediately
dppreciate the problem of 1logistics in such a project! Six
stations operating simultaneously_with at least four located 1in
the shipping channel. There is the additional consideration that
a mixing model also requires the specification of the salinity or
density at the river mouth, although this can be oktained by a
suitable parameterization of the type.of data collected in this

project.

Calibration of numerical models is necessary Lecause we
need to include empirical relations for turbulent stresses or

diffusion terms and in this regard, velocity data from the
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prototype is particularly valuable. Furthermore this data should
be collected across the width of the estuary where feasible to
allow cross-sectional averaging., If only one station can be
occdpied it should be located as close as possible to the deepest

part of the channel.

A number of recommendations can be made for future
monitoring 'prograMmes similar to the one reported here. The
problem of conductivity probe loss couid be significantly reduced
by casting the probe coils in plastic -or another waterproof
compound rather than the hollow sealed wunits used in this
project. The three pile triangular platforms were satisfactory
as designed but could be made more durable by increasing the pile
clamp thickness from 1/4 inch to 3/8 oi 172 inch. The clamps at
station 1 failed through fatigque along the weld between the
clamps and the steel tube fame., To be certain of eliminating or
maintaining constanf wire angles on the instrumentation,
submerged anchor weights exceeding 300 pounds on the guide wires

are recommended,
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APPENDIX A. ENGINEERING ASPECTS OF THE STUDY
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The numerical models developed in this thesis can be used -
to provide part of the information required Ato predict the
outcome of changes in the estuary resulting from modifications in
the present forms of exploitation. The salinity intrusion
produces effects which must be cdnsidered in problems dealing
with sedimentation and water quality in the 1lower estuary.
Generally speaking the hydraulic models provide the time varying
.velocity fields in each 1layer and the extent of salt water
penetration, Submodels which relate sedimentation or the
dispersion of possible contaminants to the velocity information
must be derived and used in conjunction with the tasic hydraulic
models before a predictive capacity can be realized. However it
is possible to illustrate some of the salt wedge effects by
considering only the information provided by the hydraulic

models,

Sedimentation is accentuated by the salt water since it
produces a region of turbulent mixing near the toe, slowing down
the velocities next the bottom and promoting deposition. This
may be accompanied by flocculation which further increases
sedimentation, The variations in toe position and salt water
duration wupstream of the mouth are important parameters. It is
of interest to examine the effects of two imaginéd changes in the
estuary: a further dredging of the shipping channel to add three
meters to the average depth or, on the other hand, allowing the

estuary to return to its natural state (reducing the depth by
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about 2 meters on average). I have evaluated the model for
February 10th using the measured boundary conditions but altering

the total depths.

The results are summarized in Table 4 in terms of the
penetration 1lengths for three times in the tidal cycle, and the
wash-out time. All runs were initialized at the same time, As
expected the deepest channel admitted the longest wedge; the
shallowest showed the shortest penetrafion. Since the measured
boundary condition was used for all runs, the fresh water depth
along various wedges remained similar .and the differences in
penetration compared with the present mean depth arise very much
as an extrapolation of the "standard” interfacial solution, | On
the basis of these values we might expect additional dredging of
“two or three meters to increase the penetration about 20 percent
over the present excursion distances, 1A reduction in penetration
of approximately 15 percent would accompény depths decreased on
the order of two meters. The salt water duration predicted by
the model 1is not significantly altered for <changes of this
magnitude and this would also be the case in the estuary since
the shipping channel usually occupies less than 15 percent of the

width.

The sigﬁificance does lie in the changes brought about by
deepening. The increased penetration means that over many tidal
cYcles, the presence of salt water in the trifurcation area at
New Westminster will be increased and sedimentation enhanced in

this area. This part of the river, which presently receives
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Table 4

Salt wedge intrusion characteristics in the Fraser River for
various model depths. The deep channel is 3 meters below the
present and the shallow is 2 meters above the present.

PENETRATION
(KILOMETERS)
ESTUARY TYPE Deep Present Shallow
Tinme
Feb. 10, 1973
0300 hours 21.6 17.4 14,3
0500 21.0 16.2 12.9
1200 - 32.0 27.2 23.5
Wash-out ' 171530 “17h43m 17h27m
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continual dredging, would be subjected to increased rates of
deposition and the revenues generated by expanded shipping would

have to be balanced against the cost of channel maintenance.

Water quality is rapidly becoming an issue on the Fraser
River and has been investigated recently by both field monitoring
and the development of one-dimensional dispersion models (Joy
(1974)). In these dispersion studies, baroclinic effects are
usually neglected and the wvalidity of this assumption can be
examined qith the two-layer model, at least as far as'flushing in

the lower estuary is concerned.

Neglecting 1longitudinal and vertical mixing, 1let us
follow two particles advected by the fresh water flows: one
introduced into the two-layer model and one into the barotropic
velocity field for a period of twuo daYs. Two separate runs have
been made usipg a total of four particles. Numbers 1 and 2 were
injected offshore of the Gilbert Road sewage treatmént plant on a
flooding tide and particles 3 and 4 released near the proposed
Annacis Island sewage treatment plant duriﬁg an ebb tide. The
course followed by each particle 1is sketched in Figure 42 in
relation to the Main Arm of the Fraser River. I have assumed the

particles will all remain in the Main Arm flows.

The_main effect of the salt water layer -‘is to increase
the fresh water ebb velocities compared with the tarotrogic
Velocity field, and this can be seen in the particle 1 and 2
paths, The “stratifiedv particle (1) advects slightly further

upstream on flood but significantly further downstream on the
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/ March 16
March 17
3,4 1,2
released

released

20

27

Steveston

Por‘ticles l and 3 advected
by stratified model,
particles 2 and 4 advected

%¢,27 by barotropic model.

25

Figure 42, Advection paths of four particles
released into the Main Arm of the Fraser River.
The small numbers along each path indicate the
time in hours following release.
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subsequent ebb. Also its return is modified and of consequence,
it does not pass back into, the outfall reqion. Particle 2 does
flood a second time into the outfall area and flushing is delayed
about 3 hours compared with number 1. Much the same trends
appear in the Annacis Island particle paths and it is to be noted
that the barotropic model does not flush it s particle until one
iidal cycle beyond that of number 3. In general the tine
required to flush particles in the fresh water is reduced by the
salt wedge, the extent of reduction depending upon the point of

release,

These particle paths imply that there would be
considerable differences in predicted concentrations for
contaminants between dispersion models based in one case on the
stratified velocity field and in the other case, based strictly
on the Dbarotropic velocity field. For example, the barotopic
particle released at Annacis Island (4) passesvfive times through
the Gilbert Road outfall region compared with three passes for
the stratified particle (3). Thus predicted effluént loadiné on
the fresh water near the river mouth would te wmuch higher from a
barotropic dispefsion model than one including the salt water
effects. The same trend is also apparent in particles (1) and
(2), both reléased from Gilbert Road. These résults show that
the baroclinic flows do have a significant influence 6n the
purely advective part of dispersion and wmust bhe taken into

account in numerical dispersion models.
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The Effects of Mixing and Stratification

The observations show that turbulent diffusion across the
interfacial region occurs along the salt wedge and produces a
two-way transfer of water properties. This means that
deleterious substances released into either layer will, in scme
proportion, end wup in the other water mass before being flushed
from the estuary. A complete simulation of effluent 1loading or
the dispersion of <contawminants would therefore requiré the
incorporation of diffusion terms into the dispersion models. The
stratified flow ﬁodel éould be wused to provide the bLasic
hydraulic information, however, it is clear that once the rates
of vertical mixing between the layers have been measured for use
in the dispersion studies, the hydraulic model itself can be

improved by allowing the layer densities to vary.

The salt wedge intrusion 1is also important from the
standpoint of vertical mixing within each 1layer. In the
unstratified river, discharges at either the surface or bottonm
are usually mixed over the whole depth within one to two hours of
release and as a result they suffer éonsiderable dilution. When
the river is stratified the rate of vertical mixing is suppressed
and effluents tend to be confined to thinner layers with higher
concentrations than the corresponding unstratified situation.
This is compensated for in some degree by the decreased time
required to flush the effluent from the estuary. Predicting
these influences on the dispersion of contaminants relies on a

knowledge of the salt wedge motions,



