VISUALIZATION OF CONSTRUCTION DATA

by
TANAYA KORDE

B.E., University of Mumbai, 2002

A THESIS SUBMITTED IN PARTIAL FULFILMENT OF
THE REQUIREMENTS FOR THE DEGREE OF

MASTER OF APPLIED SCIENCE
in
THE FACULTY OF GRADUATE STUDIES

(Civil Engineering)

THE UNIVERSITY OF BRITISH COLUMBIA

August 2005

© Tanaya Korde, 2005



ABSTRACT

Measuring and assessing construction project perfofmance forms an integral part of

management’s control function. Construction projects are often associated with voluminous
and unstructured data sets. Visualization t_echniqués hold signiﬁcant’potenﬁal to ;:ope with
large ;latasets by pfesenting subsets of the déta in a number of forms that provide valuable
insights for management personnel. A central theme of the thesis is that data visualization
can provide a means of associating data from various dimensions of a project to aid decision-
making and help explain reasons for performance to date. An important objective of the
thesis research is to develop data visualization images that are particularly helpful to
management personnel, and which could eventually be incorporated into project management

systems.

Underl.ying visual formats, are different causal or explanatory models that link performances
to the properties of one or more project parameters. Thus, to formulaté visual formats that
can assist in explaining project performance, it is essential to identify the underlying causal
model/hypothesis explaining this performance. Hence two detailed literature reviews were
carried out (i) studying the current state-of-the-art of research on prediction and explanation
of construction project performance (ii) identifying current state-of-the-art visualizatjoﬁ

techniques;

Visualization strategies were mainly explored in the context of change order management

" during the construction phase. An initial exploratory study of different visual formats was

il



carried out for a partial change order dataset from a previous project. This work was then

extended on to a more extensive dataset for an on-going project.

One aim of the work is to provide the end-users an ability to assess the impact of collection
© of items or of their occurrence pattern on project pe£f6rmance as opposed to dealing with
individual items. We therefore created images ilfustrating clustering of data items (extra
work orders in this case) by different attributes like location, tumaround times, tfades
involved etc. Although these images are developed for specific scenarios they can be readily
adapted to the exploration of other management functions and project dafa types. The
usefulness of the images was verified thfough interaction with site and senior management

personnel of the cooperating construction firm.

iii



AN W W —

v TABLE OF CONTENTS

Abstract ........ ... .. ... ... e e ii
Table of Contents ................ e e iv
List OF TABIES . v v e e et et ettt e et e e e vi
Listof Figures ...........ccoiiiiiniiiinnnonnn AN e . vii
Acknowledgements ....... e e viii
Co-Authorship Statement  ................. PP . ix
CHAPTER 1 Introduction ................ e PR 1

1.1 MOBVAHON .« - v vve e e et e e e e et

1.2 Background Work ........ ... ... .. it

1.3 Specific Research Objectives ..................oiiun...

1.4 Research Methodology ............ccveiiiiiininvnn.

1.5 Thesis Structure ........ e 10

1.6 Bibliography ........... .. .. . i 14
CHAPTER 2 State-of-the-art Review of Construction Performance Models and

Factors .......... ... .., e e e 15

2.1 Introduction ............. A .. 15

2.2 Literature Review and Methodology ....................... 17

-2.3 Construction Performance Models ................ P 17

2.4 Construction Performance Factors ....................... 23

25 Conclusions ......... ..ot e 27

2.6 Bibliography .......... .o 29
CHAPTER 3  Explaining Construction Performance Using Causal Models . . . . ... 36

3.1 Introduction .............c.cciiiniiiiiiiiiiiii 36

3.2 Findings from the Literature ................ ... ... ..... 39

3.3 Properties to enhance Industry acceptance & our Approach ... 44

3.4 Mapping and Organizing Factors ............... R 52

3.5 Formulating Causal Models ................ ... .. ..., (53

3.6 Conclusions ..... e PP 59

3.7 Acknowledgement .......... ... . ... il 60

3.8 Biblio)graphy ........................................ 61




CHAPTER 4. Visualization of ConstructionData ......... ... ..., 63

4.1 INrodUCHON . ...\t eie et et e 63

4.2 Significance of Application of Visualization to Construction
Environment ................. e e aee e 65
4.3 Visualization Technologies ............................. 67
. 4.4 Applications of Visualization in Construction .............. 69
4.5 Using Images to Model Environmental Risk Drivers ........ - 71

4.6 Applying Visualization Techniques for Change Order

Management ................itiniiiiiiii 76
4.7 Discussions and Conclusions .. ... e 82
4.8 Acknowledgement ............. ... .. oo P 84
4,9 Bibliography ........ ... . 85
CHAPTER 5  Exploratory Images for EWO’S/CO’S ..........oooviiiniiiiianns, 87
5.1 MoOtvation . .....ouunint ittt 87
5.2 Project Description and Challenges ............ e 87
5.3 Methodology ..........ccciiiiiiiiiii 89
5.4 Role of Visualization ...... e 91
. 5.5 Developing Images ..... e e PP 92
| 5.6 Images ..... P 94
' 577 Validation ........... ..., e 109
58 Challenges ...........iuiriiiinininiiiiiiininennnn 111
5.9 Bibliography ................ J PRI 113
CHAPTER 6 Conclusions and Future Work ................. .. .. ... .. ... 114
| Appendix A Additional Images ............ ... ... il 116
Appendix B Change Order Registry for the Iona Project .................... 119




LIST OF TABLES

Table ‘ : Page

2.1 Construction Performance Models. ..............coveeevreeiivureiinnns 19
2.2 Consensus Factérs Affecting‘Cohstruction Performance Measures. 24
3.1 Consensus Factors Affecting Construction Performance Measures. - 44
32 Properties of AS-BUilt VIEW.........oov.ovvrovveoioeeioreosroseesrieninen 49
4.1 Visuélization Techniques, Working Principles and Sample

Software Applications (Qin et. al 2003)..............ccoeiiiiiiiiiiis 68
4.2 | Selec.ted Properties of a Change Ofder N 78

5.1 Schedule Update Dates and Corresponding Projected Completion
Dates .......cccovveneennnnn. e feereenrees 106

vi




3.1

32

4.1

4.2

43

44

4.5
4.6
5.1
52
5.3

54

5.5

5.6

5.7

LIST OF FIGURES

Overview of Components of Approach to Explaining Construction
PerfOrmance ......ooeeeiiiiet et e

Sequence of Causal Models for Explaining Activity Duration ......
Risk Driver and EVENES ........couuiiiureeiieeeiieeeiieeeeneeeenaaaenens

Environmental Breakdown Structure, Environmental Component
Attribute Definitions, Attribute Value ...,

Distribution in Time and Space and by Responsibility of
Environmental Risk Drivers ......... e e

Hemispherical Hierarchy, Focused Hemispherical Hierarchy
(Kreuseler and Schumann 2002) ........... e

CO History in terms of CO ID, Timing and Value of the Work .....
History of COs by Location, Time, Responsibility and Number ....
Turnar(:und Tirrie FOr BXITa WOTK «.vvoveeeeeeeeeeeeeeeeeesens .. I
Distribution and Reasons for Extra Work ..................ooi

Distribution and Reasons for Extra Work by Dollar Amount ........

Stacked Graph showing Distribution of Extras by Number, Trade,
Reasons and Dollar AMOUNE .........oviriiiiiiiiiiiiereieenieereeenn

Distribution of Extras by Number and Trade in 2D: A Subset of
FIgure 5.4 ..o

Number of Extras and Corresponding Schedule Update Dates and |
Projected Completion Dates .............ooooviiiiiiiiiii

Total Number of SIs .................. ettt e

- vii

Page

47
54

71

72

.73

76
80
81
96
99

101
103
105

107

109



ACKNOWLEDGEMENTS

I sincerely thank my supervisor, Dr. Alan D. Russell for his help, support and guidance
throughout my thesis 'preparation. His words of encouragement have always boosted my
morale and urged me to put in my best in every work I took up. I would also like to thank
Dr. Sheryl Staub-Freng:h for reviewing my thesis and providing useful suggestions and
comments. Special thanks to Scott Management and Group for providing direct access to
their datasets and management staff requi;ed for the exploratory study that forms_ a major
part of this thesis. Thénks to the entire management staff for their co-operation and
constructive comments through out this study. My sincere thanké to Mingen and Justin,
my co-authors on the manuscripts in this thesis for their co-operation and sﬁpport. A
heart felt thanks to my office-mates Sahjaya aﬁd Heli who made the pléce a fun-filled and
lively workplace. Special thanks to my mom and dad, fiancé, Amit and roommate
Mugdha who have beeﬁ a great support system and a source of great encouragement.
Finally I thank all my friends and family here and away for their continuous

encouragement and support throughout my_curriéulum.

viii



CO-AUTHORSHIP STATEMENT

The thesis author developed the methodology of the thesis research. She has been the lead
author for manuscripts in chapter 2 and 4 and was responsible for substantial contributions to

the content and writing of the manuscripts presented in chapters 3.

She played a lead role in carrying out the extensi-ve literature review presented in chapter 2
and chapter 4.VThe focus of her work was directed at identifying the current state-of-the-art
visualization techniques, théif working principles and applications. She further explored the
use of visualization techniques » iﬁ context of change order management during the
construction phase of a project and presented several images to represent aspects of an actual

change order dataset.

The co-authors participated in the development and draftinngf the ideas and were equal

partners with the thesis author in the review and revision of the manuscripts.

Date (yyyy/mm/dd) _
Signature of Research Supervisor y? 2 Z0Y, 5 >6 -

_Signature of Thesis Author J005/08/22

ix -



CHAPTER 1.0
INTRODUCTION

1.1 Motivation

Measuring and assessing project performance is an important part of management’s control
function for construction projects. Associated with such projects are large data sets,
comprised of data collected as part of the full spectrum of functions performed by
management personnel ' (e.g. planningi and scheduling, drawing control, document
management, quality management and change order management). Pfoject management staff
is often confronted with the need to make high- quality and timely decisions based on the
information content that can be déduc?d from thése large data sets in order to.explain the
reasons for project performance achieved to date.

Aside from its large volume, a construction project’s database is also very pecul;ar in terms
of its form, nature and structure. As mentioned earlier, datasets are generated in support of an
array of ma;lagement functions ;and hence the collected data may vary in its form from
textual as in the case of drawing specifications and contractual clauses to quantitative data
like number of \change orders, their related properties dealing with value, timing and number
or participants, RFIs issued and turn around tifnes, drawing control data, schedule
information pertaining to dates and activity durations (planned and actual), weather
~ conditions on éite, and cost breakdowns. In addition to this, construction data is generally
time and location variant and originates from multiple project participants. It is often

unstructured and lacks proper grouping: and sub grouping which can lead to missed



opportunities to associate related data or facts. This lack of clarity of the linkages amongst
different data items or project parameters can lead to an imperfect understanding of causal
relationships between different project pafameters and proj eét performance metrics leading to
an incorrect assessment of the reasons for project performance.
_

Assessing performance involves either predicting or explaining performaﬁce of a proje;:t.
Predicting perfomance means trying to forecast the expected performance outcome, given an
estimate of the likely sfate of a nunﬁber of variables deemed to affect performance. In other
worcis one is tfying to determine the outcome of the planﬁed story for a given project. On the
other hand, explaining performance means trying to deduce the most plausible explanation
for deviatirons from the expected performaﬁce outcomes, based on the examination of
relevant data. In this case one is trying to unders;tand the reasons for the as-built story of the
project. Hence given the volume and types of data that need to be processed and the
existence at best of imperfect cause-effect relationships between projectv. parameters and -
performance measures, explaining the as-built performance is difficult. This creates a need
for developing suitable methods for interpreting the available data and extracting information

from it to assess the basis for performance to date.

Classic visual aids like graphs and diagrams are one of the oldest and the most popular
methods for representing and interpreting the information content of complex datasets.
Representing data in a visual format “makes the human brain use more of its perceptual

abilities for the initial processing of any data than relying completely on its cognitive

abilities” (Géisler 1998). Over the past decade visualization techniques have evolved




tremendously from the traditional graphs and diagrams to an array of computerized
interactive visual aids. They have proved to be a promising data interpretation alternative
with significant potéhtial for coping with very large data sets and presenting subsets of the
data in a number of forms that can provide valuable insights for management personnel.
Realizing this potential of visualization to facilitate data interpretation, we decided to explore
the use of data visualization techniques on construction datasets such that it would reduce the
time required by the project management staff to plumb the depths of these large databases in
order to extract insighté from the data, thus helping the staff to manage projects more
effectively. Use of such visual aids for construction data interpretation can benefit both the
process of pfedicting as well as explaining performance. However the focus of this thesis is
rﬁainly to apply data visualization techniques to help the end-users understand the as-built
story - i.e. identify problem areas in a project as concentrated in one or more of time, space

" and project participant on an on-going basis during the execution phase of a project.

1.2 Background Work

Considerable research has been done in the .broad area of project performance assessment
including Ithe construction domain using the causal model approach as one of the data
interpretation methods. A numbers of researchers have made an attempt to identify various
factors affecting performance and evaluate their relative importance. For example, Fazio et
al. (1984) used a questionnaire survey and relative importance scale (0:least important ~
10:most important) to calculate the relative importance of various factors impairing
productivity and Assaf et al. (1995) employed a four scale measurement and a customized

importance index to identify critical factors affecting delay in large building construction



projects. Sanvido et al. (1992), Halligan et all.-‘ (1994), and Chan et al. (2004) prbposed
\different frameworks for categorizing these factor_s. A few other researchers formulated
and/or developed models to study the interaction between these factors and their impact on
the performance outcome using different methods including regression analysis, néural nets,
fuzzy logic and other decision 'support systems. For instance, Mohsini and Davidson (1992)
used ‘linear regression to study the- impact of conflict-inducing organizational factors upon
project cost, time and quality performance. Chua et al. (1997) used the neurai network
technique to develop a model for predicting construction cost performance, while Perera and
Imriya (21003) developed a different predictive model for construction cost control based on
fuzzy logic and rule-based inference engine technique. These models work on cause-effect
relationships that are defined between}different project parameters identified to affect project
performance and relevant performance meésures such as time, cost, productivity and quality
and are either predictive or explanatory in nature. The causal model approach has> the
potential to be an effective data interpretation method enabling end users. to explain

performance level achieved on a project or predict estimates for a performance measure.

Another line of inquiry that has evolved tremendously over the past decade is data

visualization. Visualization techniques can help plumb the depths of databases and put hard

'to‘ understand data tables and unstructured texts Iinto graphical, easily understood form.

Effective visual representation assists in the efficient scanning of different parts of a project’s
l

database, allowing users to instantly “identify the trends, jumps or gaps, outliers, maxima and

minima, boundaries, clusters and structures in the data” (Brautigam 1996). These visual

images when coupled with user interactive tools like filtering and zooming offer increased



scope for the analysis of data bthereby allowing end users faster and bettér assimilation of the
messages undeflying these data sets. Data visualization has special appeal to the construction
i-ndustfy due to its visual orientation and because visualization techniques can be directly
used by construction practitioners without the requirement for expert assistance as distinct

from the case of other reasoning schema.

1.3 Specific Research Objectives

A central theme of this thesis is that Jdata visualization can assist with a broad range of
managément functions and provides a means of associating data from variqus dimensions of
a project to aid decision-making and help explain reasons for performance to date. To test
this hjpothesis, the main goal of the thesis is to explore various data visualization strategies
in t.he‘context of a specific management function that is core to the sﬁccess of a project. The
function'selected is change order management with emphasis on extra work orders and
subsequently generated change orders. The specific research objectives described in this
thesis are:

1. To examine the state-of-the-art of reasoning about the construction performance
in terms of measures like time, cost, productivity, scope and c;thers. '

2. To identify various attributes of the datasets that accompany extra work orders
and change orders (e.g., issued date, date of approval, turnaround times, impact
costs, trades involved,. reasons for the extras issued and their connection with

" other documents like site instructions and RFIs) with particular reference to those

properties that impact on overall project performance.



3. To put together a detailed dataset from an actual projgct that can be used for
developing ahd exploring the utility of various data visualization formats.

4. To experinierit with the use of different visual formats to portray selected
propexifies of the data used to represent a specific management function in order to
assist users to determine reasons for performance to date.

5. To obtain feedback from construction practitioners as to the usefulness of thel

images developed.

1.4 Research Methodology

Underlying any visual formats, at least implicitly, are different causal.models/explanatory
models which link performance to the properties of one or more pfoject parameters. So in
order to use visual formats to assist in explaining performance of a project it is essential to
identify the underlying causal model or hypothesis explaining this performance (delays, loss
of productivity.etc.). In Qrder to understand the concept of causal models a fhérough
literature review was carried out to study the current state-of-the-art of research on prediction
and explanation of construction project performance. The review identified a total of 122
relevant articies‘ published over the last 20 years. Findings from the review include
identification of a series of performance models developed or formulated for predicting or
explaining performance and various factors affecting performance outcomes at different
project level definitions (activity level, trade or work package lével and overall project level).
Howéver a deﬁnitive model for predicting or expiaining any performance measure could not
be identified. The review also suggested that no consensus has been reached to date to

discern the most important factors, their definition or relationship amongst them for



individual performance measures. Nevertheless, the literature review provided important

insights on the existing performance models and related factors.

Based on the findings of this study and an assessment of the properties that an explanation
facility should possess if it is to be acceptable to industry practitioners, basic building blocks
of our approach to develop mechanisms through a computer-Based architecture for extracting
reasons or explanations for performance to date from project data were set. Components of
the approach include use of an integrated representation ofa project in support of a diverse
range of construction management functions, a system architecture which allows
construction users to expreés their knowledge/experience in the form of a series of causal-
models, a search mechanism to ‘prove’ or ‘disprove’ hypotheses as eg(preséed in user-
specified causal models, and data visualization as an alternate means to extract méahing from

the data to help validate the defined hypotheses.

As mentioned éarlier, the main goal of this thesis is to explain pérformance by extracting
iﬁformation from visual representations. Hence in order to make use of data vi’sualization to
represent and consequently interpret different datasets, it is essential to have a basic idea of
existing visualization techniques. Thus a literature review was cérried out to identify current
state-of-the-art visualization techniques, their working principles and software applicétio;ls.
In carrying out this literature review, we also undertook to identify the extent to which

visualization techniques have been applied to the field of construction with our focus being

- primarily on the visualization of construction management data as opposed to visualizing the

physical artifact to be built. It was observed that there is very little literature that addresses




visualization of construction data, either using conventional representations or some of the

more avant garde techniques developed and advocated by computer scientists.

To this end, we then decided to experiment with the use of different visual formats for an
actual da‘;aset. We first examined data from a previous project for which a partial datasét of
change ordér data was available. This led to an exploratory study of different formats. This
\&ork was discussed. with a contractor, which led to the acquisition of a more extensive;
dataset for an on-going project, again with the focus being on change order management, a
topic of significant interest to the contractor. Although our work is mainly focused on
visualization of datasets we ﬁrstnneeded to identify the nature of the datasets with which we
were dealing. Hence, in addition to discﬁssions with the site superintendent and the project
manager we carried out a thorough study of the project records in order to understand the
project management procedures employed for the ﬁrojéct, docﬁmentation procedures
adopted, and flow of information between different documents/records with a'spe‘ciﬁc focus
on extra work orders issued and subsequent change orders generated, their properties and
their connection with other projcc_t documents/rechds. Data records for many of the extras
generated on this project were found to have certain missing links in terms of date of
approval, trades involved, and amount approved for each of the trades involved. Also, we
were unable to trace the time taken for decision-making and when the actual work
corresponding to an extra work order §vas actually completed‘and/or how it unfolded. Part of
the aim of our research is to provide end users with an ability to assess the impact of a
collection of items or.of their occurrence patt‘erh on project performance as opposed to

dealing with individual items. We were therefore particularly interested in the clustering of



data items. (extra work orders in this case) in terms of different attributes like location,
turnaround times, trades involved etc. We undertook the task of tracking thesé missing links
in the datasets from relevant and associated documents inéluding the list of site instructions
and RFIs, individual SI and RFI records, drawings and contract registry and through
discussions with the on-site and off-site managément personnel. We thus tried to complete
the missing ﬁelds in the records to the best of our ability. We then went on to explore various
possibilities for representing these datasets in different visual formats such that the collection
of these data items and occurrence patterns in an image could help management staff identify
related problem areas more efficiently and accﬁrately and bring them to the notice of the
owners. Several images were generated illﬁstrating clusters of extras and COs in time by
location, projéct participants and reasons. With clients as the target au(iience, management
staff could use the.se‘ images to explain to them reasons for the as built story. These images
could also be used to communicate with the coﬁsultants, ‘quickly demonstrating the reasons
for the generated work orders and hence determine the responsibility for the extra work and
also to assess tﬁe ir_npa(;t of the Qoncentratioris of these on various trades invoived and overall
project delivery date. With a continuous-data updating ability, the images thus generated
could also help site staff track day-to-day progress of a project. In the subsequent chapters
-these images and the accompanying thought processes are described. Although the images'
have been developed for specific scenarios, they can be readily adapted to the .exploration of
other management functions and project data t}?pes. In fact, an important objective of the

work is to identify the kinds of images that are particularly helpful so that the ability to

generate them can be incorporated into full-fledged project management systems.




1.5 Thesis Structure

This thesis is written using the manuscript option wherein the main chapters of the thesis
constitute papers published, accepted for publication, submitted or in preparation describing
the student’s research. In this thesis, chapter 2 is a paper presented at the ASCE Construction
Research Congress 2005 and is published in the proceedings of the same. Chapters 3 and 4
are papers presented at the CSCE Construction Specialty Conference 2005 and are a part of
their proceedings. Chapter S is an exploratory éhapter preparéd as a regular thesis chapter

and as a preliminary draft of a journal paper.

Chapter 2, State-Of-The-Art Review Of Construction Performance Models And Factors is a
paper. presented at the ASCE conference, co;authored by Tanaya Korde, Mingen Li and Alan
D. Russell. This chapter is a detailed literature review of current state-of-the-art of research
on prediction and explanation of construction project performance. It lists all 122 relevant
articles identified. Each of the authors contributed equally in carrying out this literature study
and-further collaborated to docurhent the ﬁndings in the form of two tables, one identifying
factors affecting different performance metrics, and the other listing various performaﬁce
models developed using different quantitative and qualitative methods. This chapter also |
documents important insights gained through this literature review.in terms of areas of

consensus and knowledge gaps.

Chapter 3, Explaining Construction Performance Using Causal Models has also been co
authored by Mingen Li, Tanaya Korde and Alan D. Russell. This chapter recaps important

features of the literature review and then outlines an approach for explaining performance,

10




including the role of visualization, both to help in identifying causal relations and then given

-a causal relation, to determine support for it in the context of a specific project’s dataset.

: Chépter 4, Visualization of Construction Data is co authored by Tanaya Korde, Yugui Wang
and Alan D. Russell. The central theme of this chapter is that data visualization can assist
with a broad range of management funcﬁons and provides a means of associating data from
various dimensions of a project to aid “decision-making and help explain reasons for
performance to date. An extensive literature review was carried out to study current .state-of-
the-art of visualization techniques. A table documenting various visualization techniques,
their Qorking_principles and sample applications is presented. The focus of my work for’ this
paper was directed at carrying out the foregoing literature review, identifying and presenting .
the significance of data visualization and its special appeal to the construction environment.
Also explored in this chapter is the use of yisualization techniques in the context of
environmental risk analysis during a project’s procurement mode decision-making phase, and’
change order management during the construction phase. My work specifically concentrated
" on applying visualization to change order mana‘gement.»In doing this we ﬁrst undertook the
task of identifying the various-properties of a change order including their associations with
components or other information entities that were then presented in a tabular fdrmat.
Further, data visualization strategies were explored creating several images that can provide
meaningful insights for the function of change érder management from the perspective of a
general contractor or construction manager. Due to space constraints in the published paper
not all the images generated could be décumented in this chapter. Hence some of the figures

are presented in the appendix section of this thesis. In presenting these images, use has been

11



made of an actual data set in terms of number of change orders (122), value, timing and
location. The focus of this chapter is to dem_oristrate the valué of visualization in helping to
determine if clustering of change orders is occurring in one or more of time and space or by
pfoject participant, which could in turn explain in whole or in part performance difficulties at
different levels of the project (e.g. trade leyel, overall project lével). This focus forms part of
a larger ongoing research effort directed at a change order management view of a project and
its relationslllip‘ with other project views. In the conclusidn for this chapter, the authors further
pooled their efforts in identifying the challenges that ﬁeed to be addressed when

implementing visualization techniques for representing construction data.

Chapter 5 is an extensive follow-up to chapter 4 and is exploratory in nature. While written
as a conventional thesis chapter, it represents a preliminary draft of a journal manuscript. |
This chapter is a detailed study of extra work order gnd change_order data from an on-going
renovation proj eét on the University of British Columbia campus. Because we were provided
with direct access to the site and the management staff for the project we could develop a
good background understanding of the projéct, its management procedures and
documentation process. Staff members were enthusiastic participarits in our study. This
chapter provides a brief évewiew of the case study project, its physical scopé, the delivery
mode, special feétures and challenges encountered on the project. The chapter then discusses
in detail the nature of the datasets available and methodology we adopted to‘ fill in the
missing links so that we could use these datasets for generating a range of visual images
directed. at explaining schedule performance and potential capacfty- constraints for the
participating organizations. The goal of this work is to show how data visualization can

provide a ‘big picture’ of what is happening to a project in the way of changes during the

12



construction phase of this project. Here again we are trying to demonstrate the value‘of
visualization to help the users determine th¢ collectivé impact of changes and their

occurrence patterns on construction performance .metrics like time, scope etc. An implicit
causal model underlying the images given is that the possible impact of extra work orders or
éhange orders is likely to be highest if they are clustered simultaneously in time, space and
by project participant. The thought processes accompanying these images is also discussed in
detail in this chapter. We have further tried to validate the potential and usabiiity of these
images through feedback from project management staff and senior executives associated

with this project.

Chapter 6 of this thesis documents conclusions from the foregoing work and puts forth

recommendations for future work in this area.

13
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CHAPTER 2

STATE-OF-THE-ART REVIEW OF CONSTRUCTION
PERFORMANCE MODELS AND FACTORS*

2.1 Introduction

Over fhe last two decades in particular, a considerable amount of research has bgen focused
on identifying important factors that affect construction performance at one or more of the
overall project level, individual organizational participant level, and work package or acfivity |
level, as measured in terms of cost, time, productivity, safety, and so forth. To date, however,
researchers havé not reached .a consensus-as to the most important or critical factors that
influence achievements with respect to each performance measure, and further, for the
factors identified, there is little consistency in their definition and use of language. Also,
researchers ha;le explored differéﬁt methods to establish models for explainiﬁg or predicting
performance using various sets of criticél factors, but again no consensus has emerged as to
thé mosf promising method to use. Moreover, the validity and ease of use of these models for
day-to-day use by practitioners is seldom discussed in the literature and there, is little

evidence that these models have actually been adopted in practice.

* A version of this chapter has been published as part- of the proceedings of 2005 Construction Research
Congress April 5-7, 2005. San Diego, Cahforma USA. Title: State-of-the-art review of construction
performance models and factors. Authors: Tanaya Korde, MASc student and Graduate Research Assistant,
Department of Civil Engineering, University of British Columbia, tpkO8@hotmail.com, Mingen Li, PhD
student and Graduate Research Assistant, Department of Civil Engineering, University of British Columbia,
limingen@civil.ubc.ca, -and Alan D. Russell, Professor and Chair, Computer Integrated Design and
Construction, Department of Civil Engineering, University of British Columbia, adr@civil.ubc:ca.
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The objective of our ongoing research program is to develop a system architecture for
’coﬁstruction users to define experience-based hypotheses about explanations for performance
levels achieved to date in terms of causal models that make use of project parameter values that
are already collectea as an essential part of day-to-day management functions (e.g. skill levels,
weather conditions, etc.). To th; extent that they exist, fuﬁdamental relationships that link
project or activity variables will be embedded in the causal models (e.g. T = Q/PeR in which T
is duration, Q is a scope variable, P is productivity and R is resource usage level) that deﬁﬁe
the hypotheses. The goal is to use one or more of these hypotheses to structure an extensive
search of a project’s database to prove or disprove that they pfovide the basis for explaining

current performance and identifying relevant corrective actions for a specific aspect of the

project.

As a precursor to this work, it is important to build on the legacy of other researchers in terms
of factors influencing project performance and performance models. In this paper we present
the current state-of-the-art of research directed at explaining performance to date (i.e. given a
deviation from expected performance, what is the most plausible explanation. baSed on an
examination of relevant project data) or predicting performance (i.e. giyen an estimate of the

likely state of a number of variables, what is the expected performance outcome).

The paper is structured as follows. Because of the large volume of material treated, the main
findings of the research are presented in two tables. Construction performance models
identified through this search are first tabulated, including the performance measures treated,

level of applicability (overall project, work package, individual activity) and methods used for
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‘constructing the models (e.g. regression, neural nets, fuzzy logic, belief networks, etc.). Then, '
various factors affecting different construction performance measures are identified. The paper
concludes with a discussion of the findings in térms of areas of consensus, knowledge gaps,
and stéps to be pursued to-develop a robust and practical schema for interpreting project data in
order to explain performance to date. The latter should be contrasted with the primary focus of
most model§ presented in the literature, namely >checking conditions that should be present at
the outset of a project in order to help ensure suécess, or for post mortem analysis directed at

_ explaining performance .o.f the overall project.

2.2 Literature Review and Methodology

A thorough literature search was carried out resulting in the identification of some 122
articles from various sources (ASCE, CSCE, AACE and other journals énd conference
proceedings) covering approximafély a 20-year time span. A much larger number of papers
were examined, but only papers that dealt with constructioﬁ performance prediction or
explanation at differ_ent. levels of project definition and/or articles identifying factors
affecting one or more performance métrics were retained. Papers that dealf with related
topics (e.g. the determinants of success on international projects, project risk profile, etc.)

were excluded from consideration.

2.3 Construction Performance Models

Researchers have developed a variety of models for evaluating project performance based on

different performance metrics as prdductivity, time, cost and others. Table 2.1 summarizes

17



the findings in terms of these models against the performance metric for which it is

developed. In general, ind_ividﬁal models have been‘ developed for a épeciﬁc level of project

definition, as follOws: ' |

e Project level: Models/frameworks at this level adopt a holistic approach towards the
project, and are defined at a very aggregated ‘level. Typically, project success constitutes
the performancé measure of greatest interest. | -

. Project participant level (groép or trade level): Models at this level examine a project
from an individual organization’s perspective (e.g. general contractor, construction
manager, trade), and generally treat a collection of activities. Of particular interest are
factors and metrics ;>f pérforrrianée that relate to cost, time,' and safety.

o Activity/ wérk package level: Models at this level tend to deal with the details associated
with carrying out different tybes of work - e.g. formwork, concrete placement,

earthmoving, etc., and are often focused on productivity.
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Table 2.1 Construction Performance quels
Performance | Performance - Quantitative Models Qualitative Models
Metric Level
RM- OT-105,110,114;
.. 9,56,96,106,111,115,118;NN-
Activity Level 137101 109,112, DSS-39; OT-
116,
Productivity Group level RM-48,50,51,52; MM-113; 0T-76,117,
RM-60,70,88;NN-82,122;MM- | OT-

Project Level 43,97,120; DSS-89; OT-45, 12,16,20,30,46,47,59,66,
74,76,90,95;
11-41,49,78,103;

Activity Level | DSS-4,121,

Group level
Time RM- ‘ 0T-6,8,12,54,74,90,102;
Project Level 23,25,26,44,64,72,79,87,100, 11-14,31,37,38,68,73,83,85,
119;NN-5,71;DSS-89;BN- 91,92;
84;GA-27,FL-99,0T-21; '
Activity Level |DSS-4, :
Group level
Cost RM-23,42,44,64,79,87,100;NN- |OT-8,54,62,69; -
Project Level [5,32; DSS-53,89;0T-7,35;BN-|11-31,36,68,85,94;
‘ 84,GA-27;FL-99;

Activity Level

Scope Group level '

. Project Level |RM-100; OT-8;

Activity Level

Quality Group level :
Project Level |RM-79,87; OT-80; OT-8,81;11-2,13,31,85;
Activity Level |FL-75; '

Safety Group level OT-57,
Project Level 0OT-58,63,65,108;
Activity Level

Project - Group level .

suceess RM-19,23,64,104; MM-67; FL-|OT-
Project Level [99; OT-7,; 1,17,18,24,33,55,61,77,86,

' 93,98,107; 11-10;
Activity Level
" Other Group level ,

Project Level |NN-28; RM-22,29,79; 0T-20,40,54; I1-15;

The majority of the models reviewed in the literature correspond to project level models. In

the view of the authors, however, many of them are applicable to lower levels of project

definition. Having said this, the categorization in Table 2.1 is solely based on the authors’
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interpretation of the literature reviewed — thus a project level model as defined in the source
paper is bnly classified as such in Table 2.1 (for cOmpactnesé of presentation, all references
have been numbered in addition to normal citation practice). We have fﬁrther subcategorized
the models at each level as being Quantitative or Qualitative depending upon the method
- used to establish a relatiénship between the factors identified and performance measure of
'~ interest. Papers which identify the factors believed to affect a performance measure through

web-based or questionnaire surveys or present a conceptual framework explaining the causal
relation between the factors and' the measure. being' considered have been categorized as
Qualitative models. Quantitative models encompass a large variety of models including
simple mathematical models, regression models, neural nets (ANN and PINN) and belief

nets.

Table 2.1 also documents the methods used tol establish quantitative models or frameworks
presented in the literature for predicting or'expl'aining performance as a function of factors
believed to influence performance. In order to presént the information in the table in compact
form, abbreviations have been used to represent the methods used as follows: NN: Neural
NetWork; RM: Regression Method; FL: Fuzzy Logic; DSS: Decision Support System; MM:
Mathematical Model; GA: Genetic Algorithm; BN: Belief NeMork; II: Irﬁportance Index; OT:

Others.

Neural nets and regression analysis models have been widely used to establish predictive
performance models. Because the manner in which they are derived is generally understood,

the mechanics of their derivation are not elaborated upon here. Models based on fuzzy logic
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and decision support systems appear less frequgntly, and are less clear-cut .in terms of their
mechanics. We therefore elaborate briefly on how these médels are constituted. A fuzzy logic
model typically involves identifying factors thought to be relevant fo the perforrﬁance measure
of interest, and then allowing for the description of possible states of these factors in terms of
linguistic values such as ‘moderate’, ‘high’, ‘very high’. The model then consists of a series of
rules that reflect various combinations of factor states in order to predict throﬁgh the use of an
inference engine the likely state of the performance variable. Factor states are provided by the

intended end-users (e.g. researchers and construction personnel) for processing by the inference

“engine (e.g. Perera and Imriya 2003). The labeling of decision support system (DSS) as a

fnethodology follows from several of the papers reviewed and in general involves the

~ combination of a number of modules that treat data input/output, data preprocessing and

validation, reasoning and suggestiori offering. - Thus a number of techniques which are

integrated into a unified whole can be involved, and no one dominant technique can be singled

out for categorizing the approach — hence the use of the label DSS. References of particular

note regarding the application of DSS include Abu-Hijleh and Ibbs (1993), El-Rayes and

Moselhi (2001), Hastak et al. (1996), Moselhi et al. (2004), Yates (1993).

As a further note regarding the methods used, some of the papers use two or more methods to

establish the relations between the factors. In such cases, the method used for establishing the

final relationship is regarded as the primary method: i.e. if a paper first uses regression analysis

to identify critical factors and then uses a neural network to establish the final model, the paper
was placed in the neural network category. Several papers identify the factors and also provide

their relative importance in the form of an importance index or rank. These papers have been
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tabulated under the ‘II’ category. Importance indices presented were generally derived using -
statistical techniques like ‘Pearson’s Correlation Coefficient’, ‘Factor/cluster analysis’ or
customized index equations (e.g. Assaf et al. 1995). A substantial number of papers were
focused solely on identifying a list of factors affecting various performance metrics using
statistical analysis, literature study, case studies or exploratory surveys. These articles have

been grouped under the category —OT’-Others.

As noted earlier, construction performance models can also be classified as being pred_icﬁve or
‘explanatory — i.e. they offer a framework/mathematical relationship for prospective or
retrospective evaluation of project performance, respectively. Becauée'of space constréints, we
have not attempted to identify in Table 21 tﬁis classification dimension for each of the
references cited. However, the preponderaﬁce of the models described is that of predictive.
Further, most models reflect a ‘single layer’ of factors, vs\/ith the assumption being that there is-
no relationship and hence no interaction between factors in the same layer (i.e. the factors are
independent). A good example qf this is the productivity prediction model proposed by
Woodward (2002). In reality, there can be multiple layers of factors with significant interaction
between the factors in the various layers. Quantifying the interaction in a practical way can

prove to be very difficult, and is a topic seldom addressed in the literature identified.

Almost all of the models studied involve one or more factors for which data is not typically
collected during the course of the project. This tends to limit their practicality for day-to-day
use by construction personnel unless it can be demonstrated that the incremental value in

collecting the extra data needed far exceeds the cost of doing so. There is very little evidence
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of extended use in practice of the models developed to date. Exbeptions include Ameen et al.
(2003) who ‘report the one-time use of a customized regression model to help Validaté a
claim, while Portas and AbouRizk (1997) describe the use of neural net model by a major
general contractor; Various researchers have attempted to validate their models by comparing
perforrhance predicted by the model using actual data sets versus actual performance
(faselskis and Ashley 1991, Poﬁas and AbouRizk 1997). There can be a conflict between the
informal hypotheses about performance that practitioners use in evaluating situations and
which have been developed based on years of experience versus those ,embedded in the
various models presented in the literature, lessening the likelihood of their adoption by
pfactitioners. Andlyet, the need for a facility to allow the end user to customize or extend the
models presented is seldom elaborated upon in the papers identified, most likely because théy

are assumed to be a research as opposed to operational tool.

2.4 Construction Performance Factors

\

Cg}lectivély, researchers have identified an extensive list of some 77 factors thought to
influence different performance diménsions (this list is not necessarily all inclusive). Each
‘model proposed in the literature makes use of a subset of the members of this master list. In -
compiling the list, we have selected only those factors that were idéntiﬁed as ‘significant
factors’ by the authors of the respective articles. For example, if a paper lists 14 factors as
influencing performance and carries out a regression analysis to select 7 factors as the most
Signiﬁcant ones, then only these 7 short-listed factors have been includéd in our master list.
Then, using frequency analysis, we sought to develop a consensus list of critical .factors that

" are most strongly believed to or have been clearly demonstrated to affect performance
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measures for schedule, cost, productivity and overall performance. Because of space
éonstraints, only those factors that passed the following frequency test are presented herein:
given'.a performance measure, a féctor was only included if it was listed in at least 20 percent
of the papers deemed to be relevant to that performance measure. This reduced the list‘.of |

factors from 77 to the 39 factors presented in Table 2.2.

Table 2.2 Consensus Factors Affecting Construction Performance Measures

' Overall
ID Factors Productivity (24) Time (33) Cost (23) -Performance
: as)
16- 18-6.8,12,142637, [I- 5-10,18,67,98,107
1. Availability of |11,16,20,30,34,47, 38,54,68,74,79,83,84,8/8,36,53,54,69,8
resources  |49,59,66,74,78,89,99,909192,119 4,89
0,97,103,120 B
14- ' 13-6,12,14,27,31,  9-27,32,35,36, [10-10,18,19,24,
_ 11,16,20,30,41,46, [37,38,68,71,83,89,9042,53,64, 69,89 164,67,93,98,104,1
2 Management |[47,49,59,78,89,90,9 |92 07
. 7,
103 :
Weather/enviro 11-41,47,59,66,74, 10-6,12,14,2737, 16-27,36,53,68,
3 78,89,90,97,103,12138,68,74,89,91,92 169,89
nment 0 ‘ ,
) 10-16,34,41,47,49, 17-6,8,12,14,23, 10-8,10,27,31, [7-10,18,19,23,
4 Planning  59,66,74,89,97 2731,37,38,54,68,87,35,36,42,53,54, 24,67,107
' 89,83,85,92,119 69
5 Training/Educatj10-11,16,30,41,46, ' 3-18,67,93
ion 47,66,89,95,103
Working 9- 8-6,26,27,38,54,
6 conditions 34,47,49,59,66,89, 168,89,119
97,103,120
R . 3-24,67,107
7 Crew ability |41,47,49,59,78,89,
90,120
8-
8 Labor density |20,47,59,66,89,90,
97,120
v 8- 10-6,12,142737, 8-10,27,35, 4-10,33,67,107
9 Changes 34,47,59,60,88,89, [38,68,85,89,91,92 [36,53,69,85, 89
97,103 :
. 7_ R
10 Rework 54 34 47.50,.89.00,07
T 11 Technology 13-6,31,37,38, 7-7,31,32,53, 9-7,10,18,19,24,

!

7-11,16,30,46,

24




(Method)  |47,49,122 54,64,71,72,89, 54,79,89 64,67,98,107
' 91,92,102,119
12| Motivation |4 47 49 50,6697,103
6-16,41,47,49, 15-6,14,23,25, 7-27,35,36, 8-10,18,19,23,
" 13 |Communication|78,90 27,37,68,83,85,89,90,169,85,89,100 24,67,93,98
91,92,100,119
14 Regulations |C- | 8-6,12,27,37,38, {7-27,35,36,53, '
: 11,16,30,41,47,78 185,91, 92 68,69,85
6- 8-6,12,14,38,83, 15-7,10,35,36, 8-7,10,18,23,24,
15 Economy [27,35,36,53,68,69, 91,92,119 79 67,98,104
85
16 |Labor turnover 6- .
11,16,30,47,78,89
. 6-
17 | Quality control |, 1 3 47 103 120
18 Shiftwork  |6-
(overtime)  |34,49,66,89,97,120
19 Fatigue 3-34,47,97
) - -18,19,67,98
20 | Scheduling [y 47 59 103,120 ﬂ
21 Crew size |5-34,59,89,97,120
. .. 10-6,8,14,25,38, 3-1,24,67
22 Productivity 68.72,89, 92,102
10-6,25,27,37,
23 | Contract type 44,64,83,85,91,92
24 Experiénce 9-14,27,37,68, 9-727.32,35, W-7,24,93,107
- 71,74,83,89,91 53,64,68,79,89 .
25 Subcontractor 8-6,37,38,68,83, 3-10,24,67
integration 91,92,119
. 8-6,12,14,37,38,
26 Deélays 73.89.92
27 Client 7-12,21,27,38, 5-7,27,53,69, [5-7,23,24,104,
characteristics 91,92,119 79 107
28 Project size 6-7,27,47,69,79,89[3-7,18,24
% design 5-7,32,69,79,89
29
completed
30 Construction 5-10,36,53,68,893-1,24,104
cost
Quality of 8-18,19,23,24,
31 Management 67,98,93,104
staff
32 Organizational 6-18,19,24,64,67,
structure 98
33 Errors/Omissio 4-1,10,24,67
ns
Architect/Desig 4-23,24,104,107
34 ner
characteristics
35 Political 4-7,18,24,98




influence
Client ‘ : ' 4-1,18,19,24
36 . .
satisfaction
37 Safety 3-1,24,67
38 Complexity 3-7,18,24
39 Procurement | 3-7,24,67
‘ method

In general, there is a lack of clarity or precisi(;n in the definition of the factors identified,
which can lead to a misinterpretation of meaning by different users and hence different
findings from application of the models’ put forward. Further, Aauthors tend to use different
terminology to describe the same factor, and theie can be overlap in what is being measured
by different factors. This can pose significant difficulties in terms of properly interpreting
findings presented in the literature, and from the practical point of view of trying to apply the
models in practice and collect data in the field. We believe that developing clear and
consistent factor definitions is an important research topic, along with deterinining the nature
of the interactioiis amongst factors. In arriving at the list of factors in Table 2.2, we
interpreted as bést we could the intended meaning of the factors identified iil the literature
reviewed, and then agreed on a definition for each factor ahd its scope. This enabled us to
group factors that were synonyms for each under a single factor name, thereby avoiding
doiible counting. For instance, ‘competence of workers’ and ‘suitability of the workforce’ are
represented by ‘Crew ability’; ‘delay in delivery’, ‘resource delivery time’, and ‘resqurce
allocation’. all relate to resource availability on site and hence are represented by
‘Availability of resources’. Often sdme of the factors identified in the literature are so vague
in scope and deﬁnition thai it is not clear what tests can be articulated for the purpose of
assigning either a numerical or linguistic value to them. Combined with this, very &ifferént

levels of aggregation are implicit in some factor definitions. For example, some authors

\
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consider scheduling as a single entity which is described as poor, satisfactory, good, while
for others, more tangible tests are involved such as type of schedule (bar chart model,
network model), frequency of updating, and so forth. Also problematic is any consistency in
the definition of the states that each factor can take on, and oh how best to express the values
of these states. Much work remains to be done in this regard. Finally, what needs to be
addressed is how the definition of factors and related values can be mapped onto data that is
already colle‘cted as pért (.)f other management'functions. This wquld greatly enhance the
potential for use by industry of some of the more promising .models.presented/ in the

literature, and would help in embedding these models in computer-based management

systems.

2.5 Conclusions -

Déscfibed in the paper are findings from a thorough literature review of work to date directed
at developing models for predicting or explaining constructipn performance in terms of the
values taken on by a number of factors deemed to be relevant to one or more dimensions of
construction performance and at various Ievels of project definition. Key amoﬁgst the
findings are the following: there is no definitive model for either prediéting or explaining
performance; most of the models described are more research than practice oriented; and,
there is no strong consensus at to the most important factors to be used, what their definition
should be, how besf to express outcomes for them, or what the relationship amongst factors
is, if any. Nevertheless, the literature review provided important insights on the current state-
of-the-art, and has contributed to the formulation of the approach being pursued by the

authors for developing transparent mechanisms for extracting explanations for performance
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to date from a project’s database. We seek an apbroach that can be embedded in computer
systems that support a significant spectrum of construction management functions and which
allows construction users to express their experience in the form of cauéal models or
hypotheses that can be used to facilitate extensive data searches to help rhanagement reason
about construction performance. Transparency is an essential feature of our approach,
because we believe that it is end-users that should expréss their expertise in the form of
causal ‘models that exploit data that is already being collected in support of day-to-day
fanagement functions (e.g. drawing con'trol).. These causal models are then used to
automatically generate search queries that can be applied to the project’s database in order to
find evidencé that supports the hypothesis of the causal model. Current work is focused on
mapping the most important factors identified in the literéture search onto data collected as
part of day-to-day management functions, and determining consistent ways of expreséing the
likely states of these factors. Additional work is directed at determining how parameters that
take on different values over timc; (e.g. weather conditions) should be treated in the causal

models.
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CHAPTER 3

EXPLAINING CONSTRUCTION PERFORMANCE
USING CAUSAL MODELS’ |

3.1 Introduction

Ovef the last two 'decades a significant amount of research -has been carried out on
identifying critilcal factors and formulating predictive and explanatory models for
construction performance measures such as ,prbductivity, quality, time and cost. By
predictive models we mean models that can be used to provide or ‘predict’ a priori aécurate
estimates of performance measure achievements on part or all of a project, given an estimate
of the likely state of a set of critical variables that are believed to be relevant for the wlbrk
scope of interest. Vélues used are assumed to represent aﬁ average of the conditions forecast.
to be encountered (e.g. labour ékill level). Such‘ models are useful in the estimating phase of a
y .
project and provide the benchmarks required for project control. By explanatory models we
mean models that can help construction personnel figure oﬁt what the most plausible
explanation is for a deviation of actual performance from expected performance, based on an
exar_riination of relevant project data. As part of thié quest, there is a need to determine the

actual status of a critical factor for the work of interest, which may involve ‘integrating’ over

factor values in terms of time, space and organization in order to find a representative value,

* A version of this chapter has been published as part of the proceedings of the 2005 Construction Specialty
Conference of the Canadian Society of Civil Engineering. June 2-4, 2005. Toronto, ON. Title: Explaining
construction performance using causal models. Authors: Mingen Li, PhD student and Graduate Research
Assistant, Department of Civil Engineering, University of British Columbia, limingen@civil.ubc.ca, Tanaya
Korde, MASc student and Graduate Research Assistant, Department of Civil Engineering, University of
British Columbia, tpk08@yahoo.com, and Alan D. Russell, Professor and Chair, Computer Integrated Design
.and Construction, Department of Civil Engineering, University of British Columbia, adr@civil.ubc.ca.
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a difficult task. The development and use of explanatory models constitute the primary focus
of this paper, with emphasis on the performance measures of pr_oductivity and time. We
believe that the next generation of construction"project management systems should be able
to levérage the abilities of management to pinpoint reasons for performance to date, and
perhaps offer advice on how best to improve performance. The knowledge required to use
such systems should be compatiblé with that of a well-trained university or technology
program graduate, and the techniques embedded- in these systems should be' understandable
by the firm’s personnel and not require the use of outside specialists on a day—to-day basis.
This is easier said than done, and the reality is that some upgrading of personnel skills is
required if industry is to advance in terms of the effectivenesslof its management practices

and capitalize on the benefits offered by more powerful information technologies.

While a humber of mefhods have been proposed by researchers for predicting or explaining
construction performance at the overall project level, individual participant level (e.g.

1

individual trade), or component level (e.g. activity, cost centre, etc.), to date no consensus
has emerged either on a preferred methbd or even on the most critical factors that have the
greatest influence for a specific performance measure. Further, while _Work done to date has
provided valuable inéights'and a good foundation fo build on, its impact on practitioners
appears to be minimal, and workable mechanisms for incorpofating it in practice seemingly
not pursued. Possible explanations for this are several. First, most firms do not have the
knowledge base and/or resources required to make use of some of the modeling techniques

used by researchers, such as neural networks, generalized regression analysis, belief

networks, etc., nor the ability to interface such techniques'with the firm’s information
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system(s). Second, outcomes obtained by using such techniques and critical factors can be
inconsistent with actual outcomes or not coincide with the experience of practitioners. And
third, some of the factors identified as important to performance by researchers are not

tracked as part of any management function.

In this paper, we first set out an overview of the findings of an extensive literature review
directed at determining the state-of-the-art in terms of developing predictive and explanatory
construction performance measure modéls and ¥elated critical factors. We offer some
observations as to the role(s) previoué work can play in terms of assisting with the next
generation of management systems for the construction industry. We then set out some
properties that we believe should be possessed by an approach for explaining perfofmance, if
it is to have an impact on current construction management practices. "l:his is accompanied by
a description of the line of inquiry we are following fér developing explanatory models.
Selected aspects of the approaéh are then elaborated upon. In essence, our approach has four
interrelated components or steps. The first is the use of an integrated representation of a
pfoject in the form of a decision suppoﬁ system capable of supporting a significant number
of construction management functions. Second is the development of the architecture
reduired to allow construction users to express their knowledge/experience in the form of a
series of causal-models which link critical factors and related states thaf map onto the data

collected in support of day-to-day management functions and which build on fundamental

 relationships (to the extent that they exist) that link project variables. This architecture should

form an integral part of the decision support syst'em identified previously. Third is the ability

to ‘prove’ or ‘disprove’ the hypothesis about reasons for performance embedded in user-
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specified éausal models by conducting comprehensjve searches on the prqject’s data base to
finding evidence that supports thé hypothesis. Lastly, and as an alternative or complement to
the third step, is the use of data visualization as a strategy, for extracting the information
content from the large masses of data that characterize a construction project. This fourth
component is described elsewhere (Korde et al. 2005(a)). The uitimaté objective of our
approaéh is to demonstrate what is feasible in the next géneration of management systems for~ |

the construction industry.

3.2 Findings from the Literature

The literature review identified 123 academic papers published in the past 20 years in various
sources (ASCE, CJCE, AACE and other journals and conference proceedings) as being

directly relevant to our focus. These papers were categorized in terms of performance metric

‘treated (productivity, time, cost, scope, quality, safety, project success, etc.), performance

level treated (activity level, group level, and project level), and method used (quantitative
methods - including regression models, neural networks, simple mathematical models, and

decision support systems; qualitative methods - including importance index, case studies and

“exploratory surveys). In what follows, we provide a brief overview of performance models

and factors- identified as influencing performance -as presented in the literature. A detailed

discussion of the literature review may be found in the paper of Korde et al. (2005(b)).

Academic researchers have tried various methods to identify critical factors and develop
better predictive or explanatory models to help practitioners improve base line predictions,

explain the basis for project performance to date, or conduct post-mortem analyses of project
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performance. In the literature reviewed, methods such as importance index (Fazio et al. 1984;
Assaf et al. 1985; Kaming et al.1997), statistical regression (Smi‘th 1999; Jaselskis and
Ashley 1991; Mohsini and Davidson 1992), neural networks (Chua et al. 1997; Kog et al.
1999; Portas and AbouRizk 1997;), fuzzy lo'gic (Lee and Halpin 2003; Perera and 1mriya
2003), and decision support sy:stem (Abu-Hijleh and Ibbs 1993; Yatés 1993; Moselhi et al.
2004) were used mqst frequently to develop predictivé/explanatory models, using all or a

subset of factors identified through a variety of means (e.g. surveys).

From the review it caﬁ be seen that there is no consensus on the most promising method to
use in térms of establishing predictive or explanatory construction performance models. In
the opinion of the authors, however, the deciéion support system approach is the most
promising of all the approaches explored to date in terms of helping the user explain
Rcfformance variance. Nevertheless, past work of this types has’focused only on fundamental
relations, the preponderance of the models described is that of predictive, and most models
reflect a ‘single layer’ of factors, with the assu‘rﬁp'tion being that there is no relationship and
hence no interaction between.'ansl of the factors (i.e. tﬁe factors are independent). Particularly
interesting‘examples of this ére the productivity prediction models proposed by Woodward
(2003) and Neil and Knack (1984) (Woodward’s work used many of the same factors
identified by Neil and Knack (1984)). Although the productivity prediction relationship
adopted by the two sets of authors was different, the models proposed shared a number of
important features: (a) they are simple to use and hence of interest to practitioners; (b) factors
used are; clearly defined as are possible states for each factor; (c) the models allow for

judgements on thé part of users; (d) the models are readily extendable by users in terms of
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the factors considered; and (e) the models‘ can be used for both prediction and explanation.
These properties are desired in any schema that is targeted for use by industry personnel.
However, the use of single layer models ignores the complexity of the interactions that occur
amongst project variables (e.g. a combination of poor weather and labour unrest can affect
labour motivatién). Quantifying such interaction or expressing it in linguistic terms can prove
to be very difficult, and is a topic seldom addressed in the literature reviewed. In our view,
while the treatment of interaction is important, proper consideration of it results in a
potentially very large combinatorial problem. As discussed later, we have opted for a
pragmatic solution which can handle multiple layers, but only of a special form. Another
y
observation from the literature reviewed is that almost all of the models studied involve one
or more factors for which data is not typically collected dufing thei course of the project. Thié
tends to limit their practicality for day-to-day use by construction ﬁersonnel unless a
surrogate for the factor can be found amongst the variables for Which data is typically
co_llected or it can be demonstrated that the incremental value in collecting the extra data
needed far exceeds the cost of doing so. And finally, there is little evidence of extended use
in practice of the models developed tc; date. Exceptions include Ameen et al. (2003) who

report the use of a customized regression model to help validate a claim, while Portas and

AbouRizk (1997) describe the use of neural networks model{,by a major general contractor.

Based on the literature review, we identified a large number of factors as influencing the
construction performance measures of interest. Unfortunately, many of the factors cited lack
clarity or precision in their definition, and in some cases researchers use - different

terminology to describe basically the same factor. Hence there is a fair level of duplication



amongst the factors in terms of intent. Further, some of the factors identified are so vague in
scope and deﬁnition that it is not clear how to articulaté tests for the purpose of as.signing
eitlier a numerical or linguistic value to them. For example, some authors consider
scheduling as a single entity which is described in linguistic terms such as poor, satisfactory;
good, while for other authors, more tangible tests in the form of sub factors and their values
are involved such as typé of schedule (bar chart model, network model), frequency of
updating, and so forth. Also problematic is the inconsistency in the definition of the states
that each factor can take on, and on how best tn express the values of these states. Clearly
there is a need for greater standardization of vocabulary amongst researchers and industry
practitioners. To cope with the problem of duplication, we interpreted as carefully as possible
the intended meaning of the cdmplete set of factors identified, and then agreed amongst
ourselves on a definition for each factor and its scope. This enabled us to group factors that
were synonyms for each under a single faictor name, thereby avoiding double counting. For
instance, | ‘competence of workeis’ and ‘suitability of the workforce’i are répresented by
‘Crew ability’; ‘delay in deliveiy’, ‘resource delivery time’, and ‘resource allopation’ all
relate to resource availability on site and hence are represented by ‘Availability of resources’.

This reduced the factor list to a total of 77 items.

Using this reduced list of factors, we then used frequency analysis to develop a consensus list
of the most important factors. The test applied was, given a performance measure, a factor
was only included if it showed up in at least 25 percent of the papers deemed to be relevant

to that performance measure. Applying this test resulted in a list of 22 critical factors

-affecting one or more of the performance measures of productivity, schedule, and cost. More
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detailed information such as frequency of factor occurrence and which researchers cited
which factor(s) can be found in the paper By Korde et al. (2005(b)). The 22 consensus factors
are presented in Table 3.1, and linked to the performance measurés of productivity, schedule
(time), and cost by way of the tick marks shown, which were derived from the frequency
analysis. The right hand colur‘rm.deals with mapping the factors onto the project views
(defined later) that contain data fields that measure directly or indirectly the factor of interest.
Because of space cons‘;raints, suB factors for the factors listed are ﬁot included in the table
- (e.g. for the ‘factor‘ weather, sub-factors include temperature, precipitation wind speed, and
humidity). We note that many authors simply deal with high.level factors like managemént,
with the apparent assumption being that one can assess a value at a holistic level as opposed

to evaluating a number of sub-factors and then aggregating them into a single value (a

process for which fuzzy logic may be of considerable assistance).




Table 3.1 Consensus Factors Affecting Construction Performance Measures

2
> .
D Factor - % Mapped Data Sets (Views)
%
E 38
1 Resource availability N AV process, as-built,
2 Management N v A process, organizational/contractual, as-built,
3 Weather N N environmental, as-built,
4 . "Planning ARV A process,
5 Training/Education v process, organizational/contractual, as-built,
6 Working conditions N physical, process, environmental, as-built,
7 Crew ability J process, organizational/contractual, as-built,
8 Labor density N physical, process, as-built,
9 Changes N <+ physical, process, cost, change, as-built,
10 Rework N : quality, change, as-built,
11 Technology VARV AN Physical, process, as-built,
12 Motivation N organizational/contractual, as-built,
13 Communication N v+ process, organizational/contractual, as-built,
14 Regulations J J organizatiohal/contract.ual, environmental,
as-built,
15 - Economy N environmental,
16 Labor turnover J process, orgaqizational/contractual,
environmental,
17 Quality control v physical, quality, as-built,
18 Shiftwork (overtime)  +/ process, organizational/contractual, as-built,
19 Productivity N physical, process, quality, change, as-built,
20 Contract type N ) organizational/contractual,
21 - Experience NN organizational/contractual, as-built,
22 Project size v/ physical,

3.3 Properties to enhance Industry acceptance and our Approach

In this section, we list several properties that we believe should be possessed by an approach
for explaining reasons for performance to date-in order for it to be acceptable for use by
construction management personnel. This is followed by a description of the.main basic-
building blocks of our approach along with an overview of how it is meant to .operate in

(

practice.
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Essential properties which are basically self-explanatory include the following:

Use should be made of data already collected in support of day-tq-day management
functions, with minimizing the need for additional data solely for use by the explanation
abproach used;

’fhe épproach should be capable of communicating directly with a firm’s project
management information system, ahd preferably be integrated directly into it;

The techniques embedded in th¢ approach should be readily compatible with the skill set
of technically trained/educated construction‘personnel without the requirement to have
specialist assistance on a day-to-day basis;

Construction users should be able to formuiate and’update their own cauéal models of
performance based on their eXperience and beliefs as to its most important detefrninénts;
Causal models should be based on fundamental relationships where they exist (e.g.
computation of d_urétion as a function of scope of work, productivity, and resource levels,
computation of cost as a function of inputs and unit prices of inputs);

A liBrary facility for organizing and storing user-defined causal models for a range of
performance variables (productivity, schedule, etc) and physical component or activity
types should be included,;

Causal models which reflect previous research findings on factors which aré most critical
to various performance measures and which map onto data céllected as part of existing
management func‘tions should be included as default models in the library;

The ability ;o validate user-specified causal models using the full array of data processihg

tools available to researchers should be treated by way of data-export features;
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e The user-interface should suppoﬁ the speedy forrﬁulation of causal models by providing
access to a menu of all data fields in the system, the application of these miodels to
“individual system components (e.g. activities), collections of components, or the entire
project set, and data filtering capabilities in terms of tirﬁe, location and project participant
windows;'

e Comprehensive reborting should be included for outputting all data identiﬁeci as being
relevant to the hypothesis represented by the causal model, along with some index
suggesting ‘degree of proof” of the hypothesis; and,

e A range of data visualization capabilities should be included to augment the causal model
a‘pproach and to provide images that help personnel identify potential ‘cause-effect

relationships and clustering of data.

As stated earlier, our approach has four main components: (i) use of an integrated
representation of a project in support of a diverse range of construction management
functions; (ii) a system architecture which allows construction users to express their
knowledge/experience in the form of a series of causal-models using data fields from (i); (iii)
_a‘searéh mechanism to ‘prove’ or ‘disprove’ hypotheses as expressed in user-specified causal
models with data values drawn from the project data base; and, (iv) data visualization. The

main pieces of our approach are depicted in figure 3.1.
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The first component of our approach involves a nine-view representation of a project
integrated within a single ‘system. Bbth usef-speciﬁed and system generated data values are
supported. A view is defined as a data set which describes an abstraction of a significant
dimension bf a project. The definition and scope of the nine views is as follows: 1. Physical -
what is to be built and site context;v 2. Proceés - how, when, where and by whom; 3.
Organizational/contractual — project »participants, contractual obligations & entitlements,
insﬁfance, bonding, warranties, and eValuatioﬁ of participant performance; 4. Cost - how
much and from whose perspective; 5. Quality - compliance requirements and achievements
fof input and output products; 6. As-built - what happened, why and actions taken; 7. Change
-'scoﬁe cﬁanges, why and consequences for other views; 8. Environmental - the project’s
nétural and man;made environments; and, 9. Risk - potential risk -events, mitigation

measures, risk assignment, and outcomes. An in-depth treatment of the features and benefits

of a multi-view representation of a project is presented in Russell and Udaipurwala (2004).

The central role of the nine-view project représentation for explaining performance is
illustrated in figure 3.1 by way of the database foundation, the use of modeling constructs
and associated attributes to represent each view, and the mapping of view attributes onto
causal model factors. Table 3.2 which is déscribed in more detail later provides an example
of the information constructs and supporting attributes used for representing the as-built view

of a project.

48



Table 3.2 Properties of As-Built View

User Defined List of
Problem Codes

Q Problem Code
Category (Number &
Name)

Q Description of problem
code (Number &
Description)

Q Remark

0 Attributes — links to
activity attributes and
weight w, 0 <w <1.0

Daily Data Overall
Project Conditions
Site Environment Data
* [3] AM Sky Condition
(one of)
* [3] PM Sky Condition
(one of)
—  Clear
Cloudy
— Rain
Snow
_[3] Temperature (C)
AM
PM
[3] Precipitation (mm)
[3] Wind (kph)
[6] Ground Condition
(one of)
= [6]Storage on Site(one
of)
= [6]Access to Site (one
of)
-~ Good
— Fair ‘
— Poor
= [3] & [6]Effects (none,
minor, significant)
o Comments:

_ (Each field can have
an explanatory comment)
Daily Work Force Data
(For each active
participant)

» Responsibility Code
= [2] Number of
Supervisors
s [8] Number of Workers
= [1] Sufficient

- = [2] Number of Traffic
Controllers
= [7]Skill Level (one of)
H/M/L .
= {16]Turn Over (one of)
H/M/L
= [18] Over Time Hours

LN

Survey Works

= Responsibility Code
= [1] Number of Crews
= Locations

» Activities

o Comments

[2] & [1] Inspections
= Location
o Comments

Visitors
= Name
o Comments

Safety Log & Accidents
s Location
o Comments

[2] & [3] Site Instructions
o Comments

[1] Daily Deliveries

» [tem

= Quantity

:)Uggmmen (Can have
multiple

Blasting entries)

= Locations
o Comments

Visitors
= Name

o Comments

[1] Daily Equipment

. Rentals

s Resource

» Quantity

= Status

—  Delivered
—  Active

- Idle

— Returned
— No Status
o Comments

(Can have
multiple
entries)

Miscellaneous Notes
o Comments

Daily Activity Data:
For each day and each
active activity enter:

[4] Actual Status (one of)

= Daily Status
—  Finished
- Idle

- On-going

—  Postponed

—  Started

—  Started & Finished
—  No Status

= Start Time

* Comments

[1] — [22] Problem(s)
Enter for each problem
encountered,

= Problem Code

= Responsibility Code (if
applicable)

= Problem Description

= Estimate of time lost in
- man hours FE
(field estimate)

—  ADJ (adjustment)

— daysFE

- ADJ

» Actions Pursued (Item .
plus remarks)

—  Telephone

—  Letter/Memo To

—  Letter/Memo From
- Back charge

—  Extra Work Order

—  Oral Instruction

—  Photo

- Video'

(Optional information for
each activity each day)

Work Force

= [2]Number of Supervisors
* [8]Number of Workers

= [1]Sufficient '

= [2] Number of Traffic
Controllers

= [7]Skill Level (H/M/L)

= [16]Turn Over (H/M/L/

= [18]Over Time Hours

[1] Equipment

" = Resource (from resource

list) :
e Quantity
» Status
Delivered
Active
Idle
— Returned
No Status
Comments

[1] — [22] Records
= Photos
= Video clips

‘s Letters/memos to

= Letters/memos from

» Permits/certificates

= Consultant meeting
minutes

= Site coordination meeting
minutes

» Trade meeting minutes

= Occupational
Health/Safety meeting
minutes

= Miscellaneous meeting
minutes

= Construction
Drawing/Details

» Shop Drawings

= Schedule/work plans

= Requests for information
= Site instructions

= Inspection Reports

» Extra Work Orders

= Backcharges

= Change notices

= Change orders

= Claims

Record abstractions consist
of a common set of
attributes, and in selected
cases, unique properties.

Common Properties for
all Records Include:

= Type

= Code

= Date

= Associations with

- Activity

- PCBS

- Quality

— Problem Code

— Payltem

—  Other Records

-~ Keywords

= File: (where document is
stored, if electronically
stored

= Remarks

Unique Properties
(not included here)
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The second major component involves development of a library of causal models for
explaining performance. This library, which resides on the knowledge management side of
tﬁe decision support system, is shown in the upper right hand corner of figure 3.1. The
factors used in formulating these models are drawn from a user-editable classification of the
attributes contained in each project view, as shown in the middle of figure 3.1. The causal
model library js organized by performance measure of interest (e.g. productivity, schedule,
etc.), and witﬁin this classification, by type of work (e.g. equipment intensive, unprotected
environment) o'r physical component type (e.g. structural system vs. mechanical system).
This aspect of the system is being structured to provide maximum flexibility to the user -
they can define as few or as many models as they -see fit and continuously refine them as
experience is gained from their application. This latter aspect is shown as the dotted feedback
arrbw in figure 3.1. Default models based on findings in the literature are i'ﬁcluded in the
library for convenience and to provide examples to assist with the formulation of new models
— the ability to duplicate existing models and then edit the copies to forge variations of a
theme is being included as a user-interface feature. The use of a graphical interface to define
causal models which draws on a éalette of system attributes/factors is also beiﬁg explored. In
a subsequent section, we discuss the formulation of causal models and some of the attendant

challenges.

The third component of our approach occurs at the project level,; and brings together the data
values for the project at hand and causal models drawn from the causal model library. This }
component is shown in the upper-left hand corner of figure 3.1. In response to what appears

to be inadequate performance and a sense of what is causing it (it is possible that one wishes
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to examine reasons for superlative performance as well), management seeks confirmation of
their belief prior to initiating corrective action. As shown in figure 3.1, the following multi-
step process is then pursued: (a) select the performance measure of interest — e.g.
productiyity; (b) sélect the aspect of the project to be explored — e.g. formwork activities for
verticals; (c) Speciﬁ; filters to limit tile data search — e.g. January and February and.
superstructﬁre locations only; (d) select the relevant causal mbdel from the knowledge
management library — e.g. vertical formwork productivity; and, (e) search the data base by
generating a search profile from the causal model, apply the filters from (c), identify
supporting data in the form of data states for the causal model factors that act as drivers for
reduced productivity, and report all factors contributing to reduced productivity. For our
example of concrete formwork, and assuming that the causal model employed captures the
most important factors thﬁt influence productivity, the findings from the search should
provide management with the information needed to initiate corrective action. It is
recbgnized that getting the c:ausal model ‘right’ might involve a number of iterations. This is

where the academic community could be of assistance to industry, provided the latter is

. prepared to make their data sets available for research purposes. -

Tﬁe fourth and last componént of our approach involves the visualization of construction
data, as' shown in the lower left hand corner of figure 3.1. While data visualization is not the
primary focus of this paper, we observe that it can facilitate the speedy inspection of masses
of data which helps ‘manage.ment pinpoint potential causes for variances in performance. For
example, the image in figure 3.1 Shows a concentration of change orders in the latter stages

of a project, which could affect both productivity and schedule. As shown by the arrows into
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and out of the visualization component in figure 3.1, data visualization can be “applied
directly to the project data base, it can be used to examine support for part or all of a causal
model depending on its complexity, and it can provide valuable feedback to modifying

existing causal models or creating new ones in the causal model library.

3.4 Mapping & Organizing Factors

N

Important to the usability of our approach is the ability to ,acc'ess and navigate easily the
con}plete set of data items in the system when formulating causal models. (One chalienge not
addressed herein because of space constraints is handling user-defined attn'butes which ate
unique to a speciﬁc projeet./We treat this by allowing causal motlels to be defined that are .
project specific and which are not retained in the causal model library). How best to organize
the very large number of data elements used in our nine-view representation of a project for
easy access is not clear. Setnvido et al. (1992), Halligan et al. (1994), and Chan et al. (2004)
proposed different frameworks for categorizing factors, but researchers still have not reached
consensus oﬁ the most suitable framework. Shown in figure 3.1 is a category, factor and sub-
factor hierarchy. A possible classtﬁcation of categoties we are pursuing is management
factors, product design features work/force equlpment spread features, site conditions, |
technology/process features and exogenous variables, although these will be soft coded to
allow users to substitute their own classification system (as we explore various classification
systems, thought is being given to add ‘a.sub-‘category level as well). .Users will then be
previded with access to.a master list of system data fields organized by 'view, system factor
definition and corresponding sub-factors. Using this master list and the factor classification

scheme adopted, a palette of factors can be organized using either the factor classification
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scheme provided as a default or defined by the user. For example, under the category site
conditions, the as-built view factor of site environment data would be listed, along with the
sub-factors of sky conditions, temperature, precipitation, wind speed (see Table 3.2). Once

developed, the palette is used in turn to formulate causal models of interest.

In keeping with fhe properties identified in section 3 for acceptance by industry of an
approach for explaining reasons for construction performance, it is important to be able to
demonstrate that critical factoré identified By researchers as influencing .construction
perfo?mance can be mapped onto the data elements collected by management personnel as
part of thfir day-to-day duties. This was done in general terms in table 3.1, and is further
elaborated upon by mapping the critical factors listed in table 3.1 onto the data fields ﬁsed to
represent the as-built view (Table 3.2). The bold numbers to the left of the factors/sub-factors
in this table correspond to the critical factors listed in table 3.1. This mapping helps to

demonstrate the coarse or aggregated nature of many of the critical factors identified by other

researchers.

3.5 Formulating Causal Models

We illustrate here the formulétion and use of causal models by way of an example, with the
intent of providing some insights into the properties desired of causal models, some of the
compromises or pfagnl'atic decisions that have to be made to help ensure usability, and somé
of the challenges involved in applying them to project data sets. Our focus will be activity

duration and productivity as performance measures for substructure excavation. Figure 3.2

has been developed to assist with the discussion. In what follows, we demonstrate that there




can be a hierarchy of factors, and rather than refer to them as factors and related sub-factors,

we choose to label all of them as factors to simplify the discussion.

Workgroup/Activity] Excavation I Location:l L1 |Response: TimeWindow: Performance Measured:

Crew .
Ability
Cause/Effect Model Cause/Effect Model Cause/Effect Model
1 — _ Weather (good, average, bad)~
T=Q/P*R P=P,*(1 + Yfactor; - 1)) (Woodward) x consecutive days of rain with
P=P,/(1+ Tfactor;) (Neil & Knack)) accumulation in excess of y mm

‘ ! N

Figure 3.2 Sequence of Causal Models for Explaining Activity Duration

4

We have séle‘cted activity duration as our primary example, because it ’conférms to the ideal
of having causal models that are foundgd on a fundamental relationship of performance and
which can be expressed in quantitative form. For. example, consider the relationship for
estimating activity duration, T = Q/(P+R) in whiéh T = activity duration, Q = scope of work,
P = productivity, and R = resource usage level — e.g. days = m’/(m*/mhr * mhrs/day). This
relationship is depictea in the left hand side of figure 3.2. Direct use can be made of this
model to determine the variance between planned and actual for duration, and the

“corresponding variances for each of the factors Q, P and R. This kind of analysis is readily

available from most information systems, and does not involve any causal reasoning.




However, the use of such a basic relationship fails to adequately explain the feasons for the
variance.s observed, and must be augmented by consideration of a number of related factors.
Consider for exémple the task of explaining thé basis for the variance between actual vs.
planned activity duration. Q, the scope of work is simply a surrogate for a more complex
relationship amongst factors such as quéntity of work, quality required, design complexity,
clarity of drawings, and so on. _Whether‘such fac;tors should be used to modify the value of Q
to achieve some equivalent standard measure of more properly be assigned to P is an issue
that needs to be addréssed in defining the causal model structure. P, productivity, is .
influenced by a myriad of factors (weather, site access, ground conditions, design coniplexity
(also a sub-factor for Q), etc.). R is also influenced by a numBer of 'factors, such as
Aequi>pment breakdown, maintenance policy, absénteeism, etc. Thus, for the model shown in
figure 3.2 to be truly helpful, each of the primary factors needs to be elaborated upon. This is

done for the productivity factor shown in the middle of figure 3.2.

The semantic network shown in the middle of figure 3.2 shows a causal model for explainingk
productivity in terms Qf 5 factors, which \map in part onto data Valpes within the as-built view
of the project, while others have .to be derived from processing other data values (e.g.
congestion, measured in terms of available work area divided by the footprint of the
equipment spread used). The apparent challenge now becomes to deal with factor values that
involve subjective judgments on the part vof construction personnel and combine them into
some overall estimate of the likely value for productivity. This value can then be compared
with bbth the actual value achieved as well as the planned value. To assist in this process,

factor modefs like the ones proposed by Woodward (2003) and Neil and Knack (1984) can
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be very useful, and it is suggested that models like these be incorporated within the cauéal
model library. These models, while simple in form, héve signiﬁc.ant appeal to construction
users because they involve no complex interaction amongst factors (they are a one layer
model similar to what is shown in the middle of figure 3.2), and are accompanied by a

definition of possible states for each factor and an estimate of the upper and lower bound of

" the adjustment that should be made to overall productivity as a function of the factor state

i

achieved. Implicit in this range of outcomes is a relative weighting of the importance of each
contributing factor to overall productivity. In deterrniriing the factor state value, Woodward
(2003) and Neil and Knack'(1984) suggest that each factor state experienced be weighted by
the percentage of time it was present, for the time window of interest to achieve some

composite state value.

In the foregoing discussion, we used the phrase apparent challenge. This is because while it
is desirable to produce an estimate of the magnitude of the change in the dependent factor as
a function of the states encountered for the independent factors, it is not necessary to do so
for our approach. We simply seek to identify those factors whose actual statés would result in
unsatisfactory performance, and highlight them to users as the likely reasons for that
performance. As part of this process, however, it could be discovered that the factor values
that explain performance were not properly accountéd‘for when setting performance levels at
the outset of the project, and the problem therefore exists with the threshold of performance

expected, not with what has been achieved.

The right hand side of figure 3.2 is included to show that an independent factor which

contributes to performance, but which is not a performance measure itself, can in fact
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represent the combined effect of a number of basic factors. Here, we focus on weather as a
critical factor (see table 3.1). But the questioh is — how can one define weather in the
aggregate? Clearly, the definition of what constitutes good, satisfactory or poor weather is a
function of the context — i.e. work in unprotected areas vs. work in protected areas. Similar to
the second layer of our model, one could attempt to define some kind of index to express
weather as a composite factor (a possible role for fuzzy loglc) But again, our approach
allows us to avoid the need for this. All that is required is to identify the relevant weather
factors (e.g. temperature and precipitation), an/d define states which result in lower
productivity (e.g. excavation is precipitation sensitive if there is more than x days of
consecutive precipitation and the cumulative precipitation is in excess of y mm). Then the
query pro;:ess generated by the causal model simply Seeks out corresponding factor states,

and if present, includes them as part of the ‘proof” of the causal model hypothesis.

A number of observations from the foregoing ;clre in order. First, it is desirable to have a
causal model that can belbuilt around a fundamentél, quantitative relationship. Although not
sufficient in ftself for explaining the basis for performance, it assists greatly in structuring the
model and identifying additional layers of facfprs. Second, it should be possible.to construct
factor models from other factor models (refer back to figure 3.2). Third, given a factor at any
level in a semantic network, the simplest and most desirable model for that factor is a single
layer one, similar to the models proposed by Woodward (2003) and Neil and Knack (1984),

with none of the sub-factors connecting to other nodes in the network (i.e. each node in the

network should have only one arrow leaving it). As soon as there is a high level of

interconnectivity in the factor semantic network, one encounters a combinatorial problem

J
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which will not only overtax the capabilities of industry personnel, but one which is fraught
with difficulty as it is not clear how to combine a ‘good’ state value for one factor with say a
‘bad’ state value with another. The reality‘is that we have /to be prepared to work with
imperfect models in order to achieve Workabiiity. Fourth, great care sﬁould be taken in
"defining factors that are basically'redundant. For example, if our préductivity factqr rﬁodel in
the middle of figure 3.2 had included both attitude.and motivation as sub-factors, we would
be considering basically the same factor twice. Fifth, it is possible that a causal model can be
incomplete or just plain wrong. For example, ouf causal model for excavation productivity is
- missing factors such as access, ground conditions, and equipment downtime, which means
that it is unlikely to be effective in explaining reaéons for poor performance. Also, as
mentioned previously and again in this example, care must be taken in assigning sub-factors
to the most appropriate factors and getting the deﬁnition of pérformance measures right. To
elaborate, activity duration can be expressed as the sum of wo;king time plus scheduled idle
time plus unscheduled idle time. If this definition is used, then equipment downtime should
' be a factor associated with the resource factor, and not with productivity. On the other hand,
if activity duration is simply deﬁngd as elapsed time, then equipment downtime should be a
factor influencing productivity. Lastly, it is important to understand the natﬁre of the output
sought from the data search process; It is not to express in quantitative terms how much of
the variance in the performance measure can be ac;ounted for, by-what factors, and how
much of the variance can be »attribUted to each factor. Rather, it is simply to provide
supporting evidence for factor states that would result in lower or unsatisfactory

performance.

58



3.6 Conclusions

Findings from a thorough literature review of work to date directed at identifying factors
Viewed as critical to one or more construction performance measures and developing models
as a function of these factors for predicting or explaining performance are described in this
paper as a brelude to describing a comprehensive approach to explaining reasons for
construction performance. Key amongst the findings is the following: there is no definitive
model for either predicting or explaining performance; most of the models described are
more research than practice oriented; and, there is no strong consensus as to the most
important factors to use, what their definition should be, how best to expreés 6utcomes for
them, or what the relatidnship amongst factors is, if any. Ne\-zertheless, the literature vreview’
provided important insights on the current state-of-the-art, and helped to identify how best to
proceed on developing mechanisms for extracting from project data reasons or explanations
for performance to date. Based on previous work and an assessment of the properties that an
explanation facility should possess if it is to be acceptable to industry practitioners, the
éuthors presented a comprehensive approach to developing a computer-based 'arqﬁitécmre
within which construction practitioners can define causal 'models which capture their
experiehce about reaSons for construction perfofmance and which are expressed in terms of
data already collected as bart of day-to-day management functions. A number of iséues
surrounding the formulation of meaningful causal models are also described. To date,
significant progress has been made on the multi-view representation and data visualization
components of the approach. Current work ié focused on defining causal models and

expressing them in terms of generalized queries for searching the project data base for data in

support of the causal model hypothesis.
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CHAPTER 4

VISUALIZATION OF CONSTRUCTION DATA’

4.1 Introduction

Construction project participants afe confronted with-.the need to fnake bhigh quality and
timely decisions based on the information content that can be deduced from the very large
data sets required to represent the various facets of a project through its development life
cycle. How best to extract info_ﬁnation from large data seté is a question that fascinates
researchers and practitioners alike across a number of disciplines, including construction.

One line of inquiry deals with data visualization, which the authors believe has special appeal
to the construction industry because of its visual orientation, and because data Visualization
tools are directly usable by construction practitioners without the requirement for expert
assistance, a potential impediment to the adoption of other reasoniﬁg schema being examined
by the research community. \D.escribed in this paper is work directed at exploring how data
visualization strategies, in concert with a multi-view representation of construction projects
can aid decision‘ making and provide valuable insights into reasons for construction
performance. Data visualization has applicability to a broad range of management functions,
and, supported by a holistic representation of a project, important learning can take place oﬁ

cause-effect relations that might otherwise go undetected and/or hypotheses on reasons for

* A version of this chapter has been published as part of the proceedings of the 2005 Construction Specialty
. Conference of the Canadian Society of Civil Engineering. June 2-4, 2005. Toronto, ON. Title: Visualization
of construction data. Authors: Tanaya Korde, MASc student and Graduate Research Assistant, Department of
Civil Engineering, University of British Columbia, tpk08@yahoo.com, Yugui Wang, MASc student and
Graduate Research Assistant, Department of Civil Engineering, University of British Columbia,
yugui_wang@hotmail.com, and Alan D. Russell, Professor and Chair, Computer Integrated Design and
~Construction, Department of Civil Engineering, University of British Columbia, adr@civil.ubc.ca. ‘
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‘performance to date pr'oved' or disproved. The represeﬁtation of a project adopted herein
involves nine project views integrated wifhin a single system. These views are: physical,
process, organizational/contractual, | cost, quality, as-built, change | managemgnt,
environmental, and risk (Russell and Udaipurwala 2004). Examples of data visualization as
they relate to the environmental and change manégement views are provided in the paper.

In generé.i, visualization can be defined as the art of representing data using suitable visual
| formats and/or graphical images such that it simplifies and facilitates its intefpretatjon by the
intended target audience. In the construction wdrld, there can be rhultiple target audiences,
and the type of visual imagé used may vary from one audience to another depending on their
comfort with 2-D, 3-D, ‘and more complex imagés. For example, while constructibn

personnel tend to be very visually oriented, often their clients are not.

Studies have revealed that the visual perceptive system of humans is much faster than the
human cognitive system. Hence humans cah derive information from data better and faster if
it is presented in a suitable visual format. Data and information can be distinguished from
one another, with information corresponding to the message(s) extracted ﬁém data.
Interestingly, in the visualization literature, often the term information visualization is used,
although the emphasis is in fact on the visualization of data. Representing data in a visual
format “makes the human brain use more of its perceptual system for the initial processing of
any data than relying completely on its cognitive abilities” (Geislef 1998). As stated by
Brautigam (1996), visualization techniques “exploit the human perceptual system” as

opposed to the human cognition system. Various attributes of the data of interest are mapped
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against certain features like color, size, shape, location or position thereby reducing the need
for explicit selection, sorting and scanﬁing operations within the data (Tufte 1990,
Shneiderman 1994). These techniques thus tailor the data to be retrieved, such that the eye
can quickly distinguish salient features of the data before the brain begins to process it
(Brautigam 1996). This helps the target audience achieve insights faster and better as to.the‘
information content of a data set that may otherwise be concealed or not easy to comprehend
from its representation in tabular or text form. For the | curretit state-of-the-art of
computerized visualization techniques, data representation is often coupled with real time
interactive tools like zobming and filtering, details-on-demand windowsl and setting dynamic
query fields, which allow users to browse through and study the represented data. Emphasis
is placed on the rapid ﬁltering of data to reduce the result sets (Ahlberg and Shneiderman
1993). This is called visual da;ta exploration. Thus, visualization can be described as a two-

fold process of data presentation and data exploration. ‘

4.2 Significance of Application of Visualization to Construction |

Environment

Construction projects involve voluminous data sets. A project’s database may contain data

varying from textual form such as drawing specifications and contractual clauses, to

~ quantitative data like number of change orders and related properties dealing with Value,

timing, number or participants, etc., RFIs issued and turn around times, drawing control data,
schedule information pertaining to dates and activity durations (planned and actual), weather

conditions on site, and cost breakdowns. The data is generally time and location variant and
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originates from multiple project participants. The sheer volume and nature of the data pose
signiﬁcant management challenges. Further complicating these challenges 1s the observation
that construction data is then poorly organized because it lacks proper grouping and sub
grouping: which can lead tol missed opportunities to associate related data or facts. For
effective management of a project, efficient handling, monitoring and control of all project
data is essential. Buried within this data are important messages which relate tb the reasons
for performance to date, but extrécting this information from any database, especially a
poorly organized one caﬁ be very difficult (even if a database is well organized, linkages
amongst different data items may not be obvious — data visualization may in fact help one
forge relevant links). As a consequence, explgining different aspects of construction project
performance often qualifies as a classic c.ase of “data rich - information poor” problerhs
(Songer and Hays 2003). Thus, the massive amount of data available to management
peféonnel results in information overload (Songer and Hays 2003) unless it is accompanied

by a high level of organization and accompanying reporting mechanisms.

Effective visual representation schema assist -thé efficient scanning of different parts of a
project’s database, allowing users to instantly “identify the trends, jumps or gaps, outliers,
maxima and minima, boundaries, clust_ers and- structures in ’the data” (Brautigam 1996).
Explorétion tools allow continuous interaction between users and the graphic displays by
offering scope for “constant reformulation” of search goals and parameters as new insights
into the data are gained (Ahlberg and Shneiderman 1993). It provides a continuously updated
-information platform to users, thereby aiding the decision making proéess ﬁom project

conception to completion of construction, the timeline of interest in this paper.
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43 Visualization Technologies

Based on a litérature review, it is observed that the field of visualization has evolved
tremendously from classical graphs and diagrams to the current array of computerized
interactive visual aids. Qver the past decade, a number of visualization techniques have been
developed and enhanced to achieve a range of objectives and increased scope of application.
| In fhis section the authors provide a brief overview of the current state-of-the-art of these
techniques, their working principles and sample software applications, although this
treatment is not exhaustive. Several authors have tried to claésify visualization techniques
using various schema. Earliest amongst these was classification by the data type(s) that they
can represent, proposed by Shneiderman (1996), who further pfoposed another classification
framework on the basis of the type of user interactive tools offered by a given technique like
overview, zoom and ﬁlfer, details-on;demand, etc. The intent of proposing this latter
classification was to identify techniques that couid fulfill a specific analyﬁcal task desired by
the user. Different interactive tools offer different analytic capabilities like clustering,
comparing, and identifying patterns within the data, thereby assisting users to gain deeper
insights into the data. In selecting a visualization technique for a certain application, users
need to resolve two predominant issues: the datavtype(s) the technique can represent; and, the
kind of user interaction it offers for analytic purposes. In order to satisfy both of these
fundamental user concerns, Qin et al. (2003) combined the two classification frameworks
proposed by Shneiderman to put forth a matrix framework (Table 4.1) where visualization
techniques are situated in a cell depending upo'ﬁ which data type they are applicable to and

what analytical tasks they offer to users for interaction.

67



Table 4.1 Visualization Techniques, Working Prihciples and Sample Software

Applications (Qin et al. 2003)

Analytical Overview- Comparison Cluster- . Distribution = Dependency
Task query classification pattern -correlation
Data Type analysis
1D
Animation,; Pie plot; Line Color map; ‘Value bar; Curve
LifeLine; graph Curve density density plot;
Line graph; plot Histogram
Color map;
Curve
density plot
2D : AViz
- Geographic Geographic Color map Isogramplot :
map; Scatter  map; Scatter
plot; Color plot
map
3D . Visible
Human . :
Volume Scatter plot Color map
rendering;
Scatter plot
Multi- GrandTour WinViz; HD- GrandTour;
dimensional ' Eye Project pursuit,
FastMap
Table Lens; Andrews Parallel Circle Segments; Scatterplot
n-Vision; Curve; Star Coordinates; InfoCrystal Matrix;
Scatterplot glyphs InfoCrystal Dimension
Matrix; Star Stacking
glyphs
Hierarchical
Hyperbolic Treemap;
view; Magic Information
Eye View; Cube
Cone Tree;
Disk Tree
Graph WebBook NetMap WebView
WebForager
DA-Tu;
Fisheye
view ,
Text/hypertext ' NetMap
~ Perspective TileBars InfoCrystal TileBars;
Wall; InfoCrystal
Document '
Lens
(-
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| The two-dimension;al classiﬁcétion framework shown in Table 4.1 has data type (ID, 2D, 3D,
Multi-dimensional, Hierarchical, Graph and Text/hypertext) as one dimension and analytical '
tasks - (overview-query; comparison, cluster-classification, distribution pattern and
dependency-correlation analysis) as the other. ‘Outlier analysis i.e. identifying ouﬂiers ina
data set férms a bart of cluster classification as clusters and outliers are cross problems’ (Qin
et al. 2003). Visualization technique;s and/or software applications are grouped in cells
depending upon which data type they can represent and the corresponding analytical task
they offer to users. Some visualization technidues like ‘Perspective Wall’ or ‘Cone trees’ are
suitable for bnly a specific data type and a specific analytic task and hence océur only in a
single cell in the table, while other techniques like ‘Colormaps’, ‘Scatter plots’ are applicable
to several data types or analytic tasks and hence appear in several cells. For clarity, each cell
is divided into two sections: the top section lists names of specific software applications
where appropriate, while the -lower\section contains the names of visualization techniques.

An interesting observation made by Qin et al. (2003) is that techniques for deeper analysis

are much fewer than those for overview-query and comparison.

4.4 Applications of Visualization in Construction

In carrying out the literature review on visualization techniques, the authors also undertook to
identify the extent to which they have been applied to the field of construction, with the focus
being primarily on the visuaiization of contruction management data .as opposed to
visualizing the physical artifact to be built for purposes of constructability reasoning or
workability of the méthods selected for its construction -(e.g. Staub and Fischer 1998).

Somewhat surprisingly, there is very little literature that addresses visualization of
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construction data, either using conventional representations or some of the more avant-garde

techniques developed and advocated by computer scientists.

Songer and Hays (2003). addressed the issue of managing project control data using
Treemaps and ether visual aids likeiscatterplots and histograms. They (iescribed an iterative
process of structure-ﬁlter—communicate while considering level of detail, density, and
efficiency of data representation. Russell and Udaipurwala (2000a) (2000b), (2002) used
linear planning charts vto help with assessing schedule quality and schedule updating
strategies, 2-D\ and 3-D graphs to represent the distribution of resourc'es/ in time and space,
stacked 2-D graphs to assist with explaining activity performance to date as a functionriof site
conditions encountered, and 3-D graphs to portray problems encountered in time and space

and their consequences.

For the remainder of this paper, the authors treat two different pilasee of a project and
participént viewpoints to illustrate the types of insights that can be achieved through data
visualization. The thought processes described and accompanying images for these seenarios
" can be readily adapted to the exploration of other mangement functions and project data
.types. For the first combination, the authors examine the client’s perspective on decision
making as to.the most suitable procurement mode and formulation of contractual terms. For
the second, the authors examine the contractor’s perspective on ch'cinge order management
during project execution, and possible impacts on project performance. The tivo examples
given are illustrative of the kinds of situations' often encountered on capital piojects, and

which can be missed because of a preoccupation with individual items as opposed to the
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collection of many items and related patterns of occurrence — i.e. there can be a failure to see
the big picture. This in turn can lead to several undesirable situations, including an
underestimation of consequences, failure to initiate corrective action in a timely way, delays,

management burnout, loss of entitlement, and loss of reputation, to name a few.

4.5 Using Images to Model Environmental Risk Drivers

Th.e_ identification and management of risks arising from a project’s environmental context is
vital to project success. Failure to manage such risks can lead to adverse impacts on
performance measUrés such as cost, duration, revenue, scope, safety and quality. In extreme
circumstances, it can even lead to the termination of a project. One or more attributes of an
environmental component (environmental view of a project) separately or in combination
with the attributes a physical component (physical view of a 'project) and/or those of an
activity or a group of activities (process view of a project) can act as risk drivers for a risk
event, and the likélihood of its occurrence and quantum of consequences can be dependent
on whether or not they share the same site location and/or participant responsibility at the

same time, as shown in Figure 4.1. The challenge becomes how to detect the -confluence of

these attributes.

Environmental Organizational /
drivers contractual drivers

3 I =

Physical drivers |¢— Process drivers

What

Where

When

Outcomes

Risk Drivers Risk Events

Figure 4.1 Risk Drivers and Events
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A projects’ environmental context is comprised of the natural and man-made environments.
Here the focus is on the natural environment. In most jurisdictions, the requirement exists to
carry out an Environmental Impact Assessment (EIA) prior to undertaking a construction
project, and a wide array of environmental components must be examined, as illustrated in
the hierarchical environmental breakdown structure (EBS) depicted in figure 4.2(a). Each
component of this structure can be described in terms of a number of attributes, and
depending on the presence of these attributes and their value at a specific location, the

potential for one or more risk events may result (figures 4.2(b) and 4.2(c)).

REPCON .30 1A THESISWORKOKAMAGAN! AKEBRIDGH, . [ D[

o BEFEIB SO0 METLES
e S5, Atbutes Values | Standerd EBS Records | Risk ssues | Project Records | Mem |
- OLBE Environment Example Floating Bridge Project Environment
— P Class PhysicalEnvkonment o OLBEPHYHABTAQTH. ,
- HYD  Sub-class Hydrography Code: |MILC Desciiption: ' Mil Creek Habiat
- CREK Entity Creek Type: ) e 1
MILLC  Sub-entity Mill creek Attibute Values
BEARC ib—ettity Ma# "Descipton ~~ Inheried.. Planned 4. Planned.. Actusl. Actual. Class B/Q/L Unt
PENTC  Sub-entity Penticton Creek Area YES NO YES NO NO Q sqm
s By ., = % oz % oM
- 1 eg:
OKNG]  Sub-athy; Okanspankake Potential for Habitat to be Fragmentized YES ~ NO YES NO  NO B
+ TPGP  Sub-class Topography Potential for Bio-structure Change  YES NO YES NO NO B
+ GEO Sub-class Geology
+ BOTN Sub-class Botany FRS Planned Attribute Value
~ HABT Sub-class Habitat
TRST Entity Terrestrial Habitat wmwgﬁ%
- AQTH Entity Aquatic Habitat Value Type: Boolean (b)
wheertity Mill Cresk Habitat
+ Z0LG Sub-class Zoology p 5
+ ATMP Sub-class Atmosphere 7
+ CLMT Sub-class Climatology ) nned Values = Enter Actual Values |
+ PLUT  Sub-class Pollution (a === Location Range :
- SCL Class Social Environment [ Location Range Value C"""
+ ABOG Sub-class Aboriginal | 40+_45+-40+_45+  True
+ CMLF  Sub-class Community Life
+ MSFT Sub-class Micro Social Factors
- ACHT Sub-class Archeological and Historic Resources
+ ARCH Entity Archeology
+ ECO Class Economic / Financial Environment { { :
+ POL  Class Poltical Environment A D m
+ REG  Class Regulatory Environment cac ol (C)
{Ready NUM et aa ,,_,,...._,..,J

Figure 4.2 (a) Environmental Breakdown Structure (EBS); (b) Environmental
Component Attribute Definitions; (c) Attribute Value.



Visualization techniques can be very helpful for comprehending the distribution of
environmental risk drivers in time and space and assignment of responsibility for their
management. The resulting images can be augmented by superimposing additional data in
terms of the timing and placement of physical components and related construction activities,
thereby assisting in the identification, quantification, mitigation and assignment of risks.
Overviewed here is current work by the authors directed at developing a detailed
specification as to how best. to represent various aspects of the environmental view of a
project in visual form. Shown in figure 4.3 is an innovative 3-D histogram that depicts the

number of environmental risk drivers in time and space and by assigned responsibility.

I 6 I Consul tant I Ownier -rl_LDistribution for Number i Dlst;;bg;;onl):?‘l;efsmber

of Total Drivers
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20)
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Location Interval

Figure 4.3 Distribution in Time and Space and by Responsibility of Environmental Risk
Drivers
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Each of its two horizontal axes represents respectively, the project location and time, both of

* which are treated as intervals instead of speciﬁc instances. The interval of these location and

time could be reduced or increased as necessary. The vertical axis from the origin point of
the three axes represents the number of total drivers while the other two vertical axes at the

end of their respective horizontal axes represent the number of drivers by responsibility (e.g.

owner, consultant, general contractor) integrated across time and space, respectively.

One common issue in risk identification is the need to know how many risk drivers exist
within a specific time interval and at a speciﬁc location. ;I‘his information is readily available
by ekamining each tower shaped column in a time/location cell. The number of
organizational drivers for different project participcnts is represented using different colors,
thereby capturing an additional dimension withiﬁ the 3-D graphs. For example, focusing on
the intersection of time T4 and location L9, reveals a tower shaped column with three colors:

red for drivers inanaged by the owner, green for drivers managed by the consultant and blue

‘for drivers managed by the general contractor (in fact for this example, a combination of

color and different shaped/sized icons is used). If precise information about these numbers is
needed, they can be made to appear in a small inlformation box as shown on the graph by
briefly suspending the mouse on the column of interest. A second issue of interest to users is
the distribution of the total number of drivers according to time and- location, with a further
breakdown by project participant. This informacion is given on the two “side walls” of the
graph. Distributions for the number of organizational drivers are shown in different colors

while the distribution for total number of drivers is shown by the heavy black lines. For the

~ case when many columns exist making it difficult to scrutinize the distribution information
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put to the side walls, a 3-D view control box is provided so that the graph can be rotated and

the required information made completely visible.

Users are interested in not only how many drivers exist in a specific time and location cell,
but also the identity of these drivers and their attributes. To get this infofmation, usefs should
be able to click the hyperlinked text in the small information box being shown in figure 4.3:
This will result in a separate window popping up with a hierarchical structure for drivers
visualized as shown in figure 4.4(a) using the Magic Eye View technique (Kreuseler anci
Schumann 2002), a rﬁethod by which all of the hierarchical nodes are distributed on the
surface of a hemisphere. For example, if you click “.To.tal: 33” in the box in figure 4.3, a
hierarchical structure with total of 33 drivers will pop up while if ydu click “Owner: 9” a
flierarchical stru?:ture with a total of 9 drivers for which the owner is responsible will pop up.
If the responsibility for a driver is shared amongst two or more project participants, the driver
will be included in fhe count for each organizatibn but it will only be counted once‘in terms
of the total number of drivers for its corresponding time and iocationé interval. This
hemispherical hierarchy could also be rotated so that nodes of special interest are focused on,
as shown in figures 4.4(a) and 4.4(b). By suspending the mouse on one of these nodes for a ~
second, the attributes for that specific driver woﬁld pop up in a small information box giving
attribute name, value, and location (e.g. archeological site"e‘lrea within a section of a highway

corridor or potential = ‘TRUE’ for habitat degradation within a stream bed).
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4(a) 5 4(b)

Figure 4.4 (a) Hemispherical Hierarchy; (b) Focused
Hemispherical Hierarchy (From Kreuseler and Schumann
2002)

4.6 Applying Visualization Techniques for Change Order

Management

In this section, an example is provided of the kind of insights that data visualization can offer
for the function of change-order management from the perspective of the general contractor
or construction manager. Changes and change orders are an inevitable part of any
construction project. They can have a significant effect on a project and its participants in
terms of productivity, and overall project performance. Further, they can give rise to
contentious disputes because of their cumulative impact on the efficient execution of other
work, and the additional load placed on management staff. Various researchers (e.g. Hanna et
al. 2004, Ibbs 1997, Thomas and Napolitan 1995) in the past have tried to quantify these

impacts as well as the properties of change orders that have the most adverse consequences
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for performance. Interestingly, however, the subject of change order management is seldom
discussed in the literature. The focus in this paper is on demonstrating the value of

visualization in helping to determine if clustering of change orders is occurring in one or

more of time and spacé or by project participant, which could in turn explain in whole or in

~ part performance difficulties at different levels of the project (e.g. trade level, overall project

level). This focus forms part of a larger ongoing research effort directed at a change order

management view of a project and its relationship with other project views.

A change order may be regarded as a separate information éntity that can be tracked in aﬁ
information system. It has a number of properties, including associations'with components or
information entities that déﬁne other project views. Some of these properties are specified by
system users, others are derived by the system based on information provided (e.g. durations).

A partial list of change order properties is provided in Table 4.2.
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Table 4.2 Selected Properties of a Change Order

Change order (CO) property View Data type Source
CO ID (identity) CO alphanumeric User
- ‘ Mgmt .
Date CO process initiated : CO date User
Mgmt
Date CO approved (cancelled) - CO date User
' Mgmt
Duration of CO initiation/approval process CcO number Derived
Mgmt
Reason for CO (client initiated, design error/omission, Cco alphanumeric User
.. : Mgmt
Date CO work started As-built date User
Date CO work completed As-built ~ date User
" Duration of executing CO work As-built number Derived
" Number of consultants involved with CO CO number Derived
Mgmt
Identity of consultants involved (e.g. Architect, CO alphanumeric User
structural engineer, ...) Mgmt
Number of trades involved with CO . CO number Derived
Mgmt
Identity of trades involved (e.g. GC, mechanical, "CO  alphanumeric User
electrical, ...) . Mgmt
Basis for payment (lump sum, unit price, time & CO alphanumeric - User
materials, ...) Mgmt
Base cost of CO and cost breakdown, exclusive of co numbers User
impact costs : Mgmt
Estimate of impact costs of CO if applicable co number User
‘ Mgmt
Physical component(s) of project affected by CO and Physical alphanumeric User
locations _
Long lead time procurement items associated with CO  Physical _alphanumeric User
Procurement item procurement sequence Process  alphanumeric User
Association with existing schedule activities Process  alphanumeric User
Number of existing activities affected Process number . Derived
Association with new activities as a consequence of CO  Process _ alphanumeric User
Number of new activities as a consequence of CO Process number Derived
As-built problems associated with CO As-built  alphanumeric User
Identity of existing drawings revised due to CO Physical alphanumeric User
Identity of new drawings due to CO Physical alphanumeric User
Number of RFI’s associated with CO As-built number Derived
Identity of RFI’s associated with CO . As-built alphanumeric User

As indicated previously, rather than focus on the properties of an individual change order,

here the authors show how data visualization can provide a ‘big picture’ of what is happening
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to a project in the way of changes during its construction phase. An implicit causal model
underlying the images given is that the possible impact of change orciers is likely to be
ﬁighest if they are clustered simultaneously in time, space and by project participant. In
presenting these images, use has been made of an actual "‘data set in terms of number of
change orders (122), value, timing and location. Further, to ensure clarify of the image,
coarse definitions of time and space have been used. Time is measured in months. In terms of
monthly count of active COs, a CO is counted for as many months as it is active. fn terms of
its value, it is distributed uniformly over its duration. Locations have been aggregated into
three: on site, off site, and both on and off site; with the reasoning being that offsite.CQ’s
would not éontﬁbute to ;;roductivity loss or congestion onl site. From the Viewpoiﬁt of
developing visualization schema, it is observed. that it is impo?tant to allow for different
granularities in the deﬁniti;)n of time (e.g. day, week, I‘rionth), location (individual, group of

locations, class of locations), project participants (individual, by group, by class — e.g.

consultants, trades, suppliers), and so on.

Figure 4.5 provides a visual representation of the change order history of a project in terms of
CO identity (a simple number in this case), the months in which it was executed, and the
monthly expenditufe in terms of base costs (no impact costs included). All the change orders
executed during a month are mapped against on;a color to add clarity to the image. The
resulting image demonstrates that most of the change orders are clustered in the latter stages

of the project, although a significant share of the total value of CO work was performed

earlier and was associated with just a few COs.
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Figure 4.5 CO History in terms of CO ID, Timing and Value of the Work

Figure 4.6 provides a deeper insight into the project’s set of COs and perhaps tells a more
compelling story than figure 4.5. In this image, each project participant is mapped onto its
own colour. The participants are stacked over one another in a predefined order. In this case
we have dealt with five participants in total, three on-site trades, Trade A, Trade B and Trade
C, and two fabricators, namely Fab X and Fab Y. The vertical axis represents the number of
COs active for a specific participant in a given month (a dollar value axis could also have
been used). The COs have also been sorted according to their location along X-axis. This
makes the available information easier to assimilate. A single cell in the horizontal plane of
the graph yields the project participants involved, the number of COs active per participant,
the active month and the location of the COs. For instance, the arrow in the figure indicates

that in the month May-05, Trade B had 7 active ‘On-site’ COs.
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Figure 4.6 History of COs by Location, Time, Responsibility and Number

Figure 4.6 highlights one of the challenges involved in formulating visual images which
maximize the clarity and visibility of the data represented. For larger datasets such as this, if
vertical columns had been used, the taller columns in the front of the image would obstruct
the view of the bars in behind, thereby hiding much of the content of the image. To avoid this
problem, we experimented with the use of cones and pyramids, and found the latter provided

the most pleasing and useful image.
For the visual images in figures 4.5 and 4.6 various CO attributes were mapped against

colour and location in 3D space, thereby allowing significant insights to be derived form the

CO data. However coupling the current images with interactive tools like ‘zooming and
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filtering’, ‘details-on-demand windows’ or setting ‘dynamic query;ﬁelds’ would increase the

scope for data analysis and provide deeper insights into the data. For example, clicking on a

particular CO in figure 4.5 would pop up a ‘detail-on-demand window’ with CO properties

selected from the list in table 4.2 and contained in a user defined content profile. Figure 4.6

illustrates a very basic example of such a pop-up window displaying the trade name (Trade
B), the month of interest and the Number of COs associated. with the trade. Further, by
introdlucing filtering techniques, users would have the flexibility to view only data of current
interest: e.g a time window of September-04, ‘Off-site’ COs only, and work by Fab X only.
Such selection and filtering capabilities hélp mariagemeﬁt pinpoint specific issﬁes and help

with decision making directed at resolving existing or emerging problems.

4.7 Discussion and Conclusions

A number éf challenges exist when implementing visualization techniques to represent

construction data. Two of them are described here. First, it is important to provide a number

of visualization techniques for the same data. Different users have different preferences and

capabilities for the visual format that yields the greatest insights or most information content.

For example, 2-D drawings are still preferred by most people working in industry, with
)

growing interest in 3-D model being shown in a few organizations — thus both formats should

‘be treated. These formats should also be supplemented by being able to view simultaneously

: ' : _ , )
more traditional formats, such as data tables. Additionally, impediments to using visual

images such as color-blindness need to be considered, and compensated for by using
different shapes to represent data components instead of just relying on colour éoding. A

second challenge is the loss of interaction when moving from the screen to hard copy form.
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As stated previously, interaction is a vital tool for exploring efficiently large data sets on
screen using different formats, viewing angles, and so on. Effectively, the screen interactive
mode should be used to explore the' data in order to determine its information content and
then determine which format (2-D, 3-D, colour, scaling, rotation, efc) portrays the
information context most clearly. It is this image that should then be produced in hard copy
format. Unfbrtunately, some of the benefits of data visualization are lost when moving from

interactive to hard copy mode.

In conclusion, a brief overview of the current state-of-the-art of data visualization techniques
and several of the advantages of data visualizatiOﬁ that relate to the perceptive as opposed to
cognitive processes of humans is provided. Two. distinctly different decisioﬁ/reasoning
contexts illustrated the Valﬁe that data visualization techniques offer in terms of extracting
-information from the large data sets that characterize construétion projects. By combining
such techniques with a holistic representation of a project-and related data, the potential
exists to develop a potent tool for assisting construction management personnel and other
project participants improve their> decision making and their understanding of the reasons for
project performance to date. In the near term, the authors wiil be focusing on developing a .
number of causal models or hypofheses for 'explaining construction performance (e.g.
productivity, delays) and how aspects of these models can be represented in one or more
visual images to assist in determining the validity of the hypothesis put forward about
perfomiance levels achieved. Further images relevant to other manégement functions as they
relate to quality and risk management will a]so be explored. The mosf promising of thése will

be fully implemented and field-tested on actual projects.
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CHAPTER 5.0
EXPLORATORY IMAGES FOR EWO’S/CO’S

5.1 Motivation

Through a thoroﬁgh literature review of different visualization techni(jues as described in the
previous chapter, we gained significant insights on the current state-of-the-art of visualization
techniques. Having experimented with different visual formats to represent aspects of an
actual change order dataset from a previous project, we decided to take this a step further and

explore a broader range of images for a more comprehensive dataset of an on-going project.

We discussed our previous work with Scott Construction Group, a successful mid-sized
general contracting and construction management firm located in Vancouver, B.C., whose
annual volume is in the range of $56 — $100 million per year. Their interest in our work led
to the acqﬁisition of a more extensive change or;ier dataset for a complex rehabilitation
project (the Iona Building), one of the two méjor projects Scott is currently involved with

(2004-2005) on the University of British Columbia campus.

5.2 Project Description and Challenges

The Iona Building is an existing 7 storey heritage buildi’ng. occupied by faculty and students
of the Vancouver School of Theology. It is located on Iona Drive off of Westbrook Mall and

south of Chancellor Boulevard on the UBC campus. The project involves renovation. of the

existing structure including structural upgrading and interior reconfiguration. The overall




building program includes demolition and replacement of most of the interior, including
building services such as mechanical, plumbing and electﬁcal syétems, and replacement of
the ‘windows (CFT Engineering Inc. Report 2004). The initial estimate for the work was
approximately $7.5 - $8 miliioﬁ, ahd the final cost is likely to be close to double this amount
because of the number of changes. The Scott Construction Group was engaged as the
construction manager for the project, Witl/l trade contracts being signed between the client and

each trade.

Being a renovatiqn project, it faces several challenges in terms of inade_:quate as-'built
drawings, "and non-compliance with current seismic standards, fire-rating requirements,
handicapped access, and so on. Work on this project commenced in January 2004 and as of
June 2005 it is currently past its targeted completion date by over 10 months. The project has
experienced a continuoué flow of extras and corresponding changes over its entire period of
execution. Though project characteristics like type and size of project and project delivery
mode have a significant impact in térms of the schedule and:budget, ‘changes; and extra work
are amongst one of the major factors affecting a project’s outcome in terms of cost and
schedule. Other factors such as temperature, precipitation and site conditions, wﬁich may or
may not trigger extra work or changes, also affect project performance. Our focﬁs for this
case study was to identify thf: distribution of extras and changes in time by nu£nb¢r and dollar
amount, their concentration in terms of tradeé affected, and reasons for initiating these
changes, using visua! formats to help enable construction maﬁagement personnel, design
consultants and the client to identify pfobable causal relationships that‘e.xist between the

distribution/concentration of extra work orders/change orders and performance outcomes in
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terms of delay in the project completion time and cost over-run (actual completion date and
cost versus original targeted completion date and project budget). The visual formats thus
developed can also be used to help validate user-defined hypotheses ‘about reasons for

performance outcomes, in the context of the project’s dataset.

5.3 Methodology

As a starting point, we examined Varioué datasheets and records to try and understand the
nature of the datasets we were dealing with, project management procedures employed for
the project, documentation procedures adopted, and flow of information between different
documents/records and project'participantls. While our original intent was to look at the RFIs
and SIs, we migrated to the treatment of extra work orders and resultant chal;ge orders, a
topic of significant interest to the Scott Construction Group. The sheer volume of the extra
work orders generated (402 as of June-05) and their occurrence frequency has made change
order management on this project a challenging task, including communication with the
client. Our work focused specifically on extra work orders issued. and subsequent change_
orders generated, their properties and their connection with other project documents/records.
As part of our work, we have to deal with the realities of actual practice, including the
observation that data sets are invariably incomplete. Since the primary intention of project
management sfaff is to maintain momentum on the job, keeping and updating records in a
comprehensive manner often takes a backseat. Thus, data records for many of the extras
generated on this project were found to have certain missing properties in terms of trades

affected, issue date and/or date of approval, when was the work actually completed, dollar

consequences for each of the affected trades, etc. Our work is focused mainly on
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visualization of datasets. However, the ﬁseﬁJlﬁess of visualization is dependent on the
completeness of the data set. Hence as a starting point for our work, we had to search out
missing data to the extent possible for the spreadsheets ﬁsed for project control. As part of
our research work, we seek to provide end users with an ability to assess the impact of a
collection of items or of their occurrence pattern on project performance as opposed to
dealing with individual items. To do so, we rﬁade use of relevant and associated documents
like the contract register, site instruction and RF I record lists, we reviewed individual SIs and -
RFIs, and throﬁgh discussions with on and off-sjte management personnel, we tried to track
the missing links in the data to the best of ouf ability. This allowed us to cluster data items '
using different attribufes such as location of the work, ph}‘lsiqal system affected, trades
iﬁvolvéd, turnaround times, etc., thereby yielding more insightful visual formats. We were
able to accomplish this because of the direct access provided to the site, site records and
managerﬁent staff. Moreover, the staff members were enthusiastic in offering their comments

and providing us with prompt additional information as and when required.

Another p‘ractical issue deals with the form of the datasheets used by the firms and the
linkages that exist between them, if any. In terms of Scott’s current practice, spreadsheets
seem to be the computer software tool of choice because of their flexibility and fhe séeming
_difficulty of impbsing a single system in the firm. Control documents like the extra work
order registry, contract registfy, SI and RFI master lists were kept in independént spreadsheet
formats, and lacked direct linkages between them. For the Iona project, different
management personnel maintain different control documents. Since the project is a

construction management project, individual trades have sepafate contracts with the owner
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and hence each of them keeps separate records to track iﬁdividual changes/extras affecting
them. Additionally, all of the SIs, thouéh initiated by different consultants, have to be finally
signed off by the architect. Hence the architect maintains the entire list of SIs. Scott
‘management personnel generate the(RFIs and hence keeps the master list of RFIs. Scott’s
construction ﬁlanager (there was a separate project manager retained by the client) is
responsible for maintaining the records and updating the master list for the éxtras issued, a
copy of which is kept by the site superintendent as well for quick reference. Seemingly there
is no centfal hub for the documents, and hence no cohgrent paper or electronic represehtation

of the project is available.

'5.4 Role of Visualization

As for most projects, the construction manager (or contractor) faces a challenge on an
ongoing basis iﬁ trying to explain to the client reasons for increases in the budget of the
project and its projected time of completion based on the available datasets. Effective visual
representation of available data can assist end users to instantly “identify trends, jumps, or
gaps, outliers, maxima énd minima, boundaries, clusters and structures in the data”
(Brautigam 1996). Visual images therefore have an immense potential to not only serve as a
data interpretation method but also as an efficient communication tool. We therefore sought
to demonstrate to management staff the potential benefits of being able to visualize available
project data to,assist in idehtifying probéble cause-effect relationships that exisf between
extra work orders as they cluster in time, space or by project participant and performance
outcome (budget and time), and éxplain to the owners and other project participants likely

reasons for project delay and/or increases in the budget.
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5.5 Developing Images

As discussed earlier, considerable understanding of the current-state-of—th¢ art of
visualization techniques was gained through a thorough literature review. However the
literature search revealed that that no standard procédures exist to determine how best to
represent a given data set to maximize the insights that can be extracted from it. Thus making
a choice of a visual representation for a given dataset is basically experimental in nature, and

what might appeal to one project participant might not appeal to another.

The extra work order data 's;et available for this project is in the form of a change order
régistry, a copy of which is provided in Appendix B. We note that very considefable effort
was éxpended to provide as complete a data set as possible. While allowance had been made
by the construction manager for a number of data fields in the sprez;dsheets set up for the
project, in many cases values were not recorded by the construction manager. Emphasis was
placed by management staff on what was essential for processing individual items, as
opposed to exan;ining fhe properties of the\entire collection of changes. At the time of
writing of this thesis, the Tona project was still in progress and continued to experience an
ongoing flow of extras. For the purpose of our work, we chose the time frame from the
commenéemerit of the project in January 2004 to the end of December 2004. This choice was
made because of the significant amount of work involved in searching through project
records in order to generate as complete a data set as possible (i.e. find as many values as
possible for the various properties identified for a change order). In accordance with our
chosen time frame, the CO registry in Appendix B documents extra work orders up to the
end of ‘December-04ionly. In examining the availablé data in terms of extré work order

properties and their potential for impacting project performance, we have generated a series
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of visual images based on sevefal underlying implicit causal models of time perfbrmance
(e.g. slow decision making results in increased project duration). For all of these images time
is deﬁned in terms of months. From the viewpoint of developing visualization schema, it is
important td allow for different granularities in the definition of time (e.g. day, week, month),
locations (individual, group of locations, class of locations), projeét particvipants (individual,

by group, by class —e.g. consultahts, trades, suppliers), and so on.

The images in the following sections were developed using Microsoft Excel as the basic
software tool to generate graphs. For the 3D graphs, in‘dividual images generated through
Excel weré f)asted together inl Microsoft Paint in order to get the desired third dimension. For
the case of 2D graphs (figures 5.4, 5.5 and 5.7), Paint was used to either superi_rﬁpose
different images generated and/or stack the graphs thereby adding more content to the visual
format in order to maximize the insights that can be extracted from the i'rnage. There are
numerous other ways to represent the information presented h.ere using more‘avant garde
visualization techniques. However, such representations often need trained personnel to
| -generate the images and also to interpret the information represented. Part of our reéearch
goal is to introduce visualization techniques/sfrategies to cénstruction management personnel
as an easy data interpretation tool requiring no expert assistance. The choice of visual
formats (3D graphs, 2D graphs, stacked graphs, scatter plots etc.) in the following images is
completely exploratory, and as noted previously, underlyiﬁg the choice of each image is an
implicit causal model of time performance. The scale and orientation of the images and the

size, shape, colour and location of the data items is solely driven by the need to achieve

maximum visibility of the data and optimum readability of the graphs.




5.6 Images

Figure 5.1 deals with turnaround timgs in regards to the .issuance and follow-up approval of
extra work. Only extrélls issued up to December 2004 are included, with tﬁeir formal approval
dates extending to May 2005. In this case, the Y-Laxis indicates the time by month when the
extra work order was first issued while the X-axis indicates\ time when' it was actuélly
approved. The Z-axis corresponds to the number of extra work orders affecting different
trades. This figure helps us undersfand the time lag between thé issuance of an extra and its
final approval. In the figure, the diagonal on the graph floor has been highlighted in red.

Specifically, items that fall on the diagonal indicate approval of a change issued in the same

month, the optimﬁm in terms of efficiency. The further that changes fall off of the diagonal,

the longer the lag time, and the greater cause for concern for delays in project completion.

However, care must be taken in intefpreting the figure, because of other considerations. For
example, for the Iona project, often approval of a change order was given verbally, with
written approval being received through a batch processing of a group of extras. Another
important issue in this case is that a fair number of changes hz;ve no issue date and/or date of

approval associated with them. It is therefore difficult to determine their turnaround times

-and hence the ‘diagonal-rule’ does not apply to them. Since extras corresponding to zero

dollar value need no approval (except if a time delay is involved), they are not accounted for

in this image. For this particular image, the initial idea was to have time of issuance on the X-

axis, which also is indicative of the project progress timeline, and the time of approval on the
Y-axis. However, we observed that the foregoing axes definition would result in taller

pyramids in the front of the image that would obstruct the view of the data items in behind,

thereby hiding much of the content of the image. We therefore decided to have time of




approval on the X-axis and the time of issuance on the Y-axis. This kind of experimentation

was involved for most of the images explored to date.
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Figure 5.2 represents the distribution and reasons for the extra work. This figure can help the
user determine the distribution of cﬁanges .over time; trades affected and also assign
responsibility for these changes based on the reasons initiaﬁng these changes. For instance,
the responsibility for the two A‘Owner initiated’ changes in the month of November 2004
affecting two different trades can be directly assigned to the owner/client. Figure 5.2 is
developed based on a refined dataset. In the original dataset, the construction manager had
uséd a suite of six reasons and allowed for a many to one relationship — i.e. many reasons to
one extra. Some of these reasons overlapped to a certain extent, creating some ambiguity in
interpreting.the data. Upon seeing a first draft of the figure, rriallagement personnel realized

they needed to adopt a less ambiguous set of reasons which led to the use of 4 instead of 6

reasons, provide better definitions of the Scdpe of each, and allow only a one-to-one

relationship. The CM revised the dataset, which provided the basis for figure 5.2. The

foregoing observations sbeak to the challenges of having data accurately, unambiguously and
completely collected while it is current, a non-trivial task given. the preoccupation of
management to maintain momentum on the job.‘On figure 5.2, the X-axis represents time in
months when an extra was issﬁed.‘ The right most section on this axis flags time as ‘undated’.

The extras included in this section are the ones for which the issue date could not be

~identified. The Y-axis divides the entire graph into 4 separate zones depending upon the

reasons for the issued extras. It is observed that.every extra work order in the datasheet has
now been allocated a single reason for issuance. The vertical axis (Z-axis) represents the total
number of extras affecting different trades issued in that particular month as in the case of the
previous image. Trades have been colour coded. Most often an extra work order corrésponds

to a single trade. However, in some other cases it corresponds to multiple trades. In such
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cases the extra gets ‘double counted’ for that month. Therefore the peaks of the pyramids in
the figure do not necessarily correspond to the totel number of extras issued in a month. For
instance; in the month of July-04 there were a total of 14 EWOs geherated as a result of
‘Design Change’, ten of which were zero dollar chatlges, one change affected the trade
Greer, another affected the trade. George and one affected an unknown trade. Thus, thirteen
out of a total of fourteen EWOs have a one to one relationship with the trades affected
However one out of the fourteen EWOs (EWO ID: 17043) affected two trades, namely
‘George’ and ‘Celtic’. Thus in ﬁgore 5.2 this EWO is double counted, once for ‘George’ and
once again for ‘Celtic’. Thus, though a total of ,14 EWOs were generated due to the reason
Design Change in July-04, the corresponding pyramid in figure 5.2 shows a total of 15 -
EWOs. We observe that if the facility to generate an image like that shown in figure 5.2 was
to be ineorporated into project management software, then the option to include a breakdown
by trade should be included, and a footnote automatically included in regard to the double
counting issue. On the other hand, if the breakdown by trade was not chosen as an option,

then the correct count of change orders would be shown on the figure.
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Figure 5.3 represents the distribution of the value of extra work. This image is very similar to
figure 5.2, the only difference being that the Z-axis now cdrresponds to doilar amount instead
of number of extras. It is observed that number of extras need not be necessarily
proportionate to the dollar consequences of these extra work orders. There can be situations
where a large number of EWOs generated in a month totals to an insignificant amount
whereas in other ‘cases a single EWO may cost a very significant amount. The project
managevme‘nt staff therefore faces a two fold challehge of managing the ﬂoW of extras
(corresponding to the number of extras generatéd‘ovér time\) ‘and also observe the cost of
éxtta work orders és they affect the overall project cost. Thus figure 5.2 helps managemént
assess the effect of distribution of change-s by numl;er as they affect the targeted project
completion time while figure 5.3 helps assess the effect of distribution or collection of extras
by value of work on the overall budget. Since in this case we are dealing with the dollar
consequences of EWOs on different trades, the issue of double counting of EWOs does not

exist. An important observation is that some of the extra work orders actually generate

credits. In order to identify these credits with greater ease they have been allotted a separate

zone at the forefront in the image.
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Figure 5.4 is a 2D stacked graph presenting information similar to the content of figures 5.1,
5.2 and 5.3. As noted earlief, different users have different preferences aﬁd capabilities for
visualizing data. Hence it becomes necessary to develop alternate formats for the same data.
Figure 5.4 represents all of the information from the previous images in a single graph. This
figure can be read in two parts. The top part of the graph is a scatter plot representing the
total number of extras issued each month over the project execution phase. The pie charts in
the graph are comprised of an inner circle that reflects the fraction of the number of extras
affecting individual trades while the outer ring corresponds to the reasons for initiating these
extras. For this figure, the X-axis indicates the time when extras were issued and the vertical -
Y-axis indicates the total number of extras issued. For instance, a total of 10 extra work
orders were issued in the .month of August-04. 70% of these (i.e. 7 éxtras) were zero dollar
change orders. 1 work order (ie. 10% of the number of work orders) affected each of
George, Shanahan and Lake Mechanical trades, respectively. In ferms of the reasons for
initiating extras, 80% (i.e. 85 were due to ‘Design change’ and 10% were due to each of
‘Owner change’ and ‘Site éondition’ respectively. One importaht advantage of this graph is
that in this case, extras associated with multipleA trades are not double counted, as is the case
.in figure 5.2. In the bottom half of ﬁgure‘ 5.4, the total dollar amount of the extras issued each
month is shown. For example, in the month of August-04, extras worth $917 were issued.
Also shown on this graph is the cumulative dollar amount of extras issued to date. Figure 5.4
thus enables us to determine the number of extras genérated, corresponding trades affected
and the subsequent dollar amount in one go. However this graph does not showlthe split up
of dollar ambunt by trades as per figure 5.3. This could be achieved, however, in the bottom.

half of figure 5.4.
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If coupled with interactive abilities to zoom, ﬁlfer and add or suppress features, images 5.1
through 5.4 would increase fhe scope for daté analysis and would provide deeper and faster
insights info tﬁe data. For example, if a user prefers t6 obtain the distribution of extras only
by number and trade, with the use of appropriate filter options one should be able to generate
an image as shown in figure 5.5, which represenfs a subset of the content in figure 5.4. With
interactive abilities users can read the images faster and better, and adjust their content to

reflect their own cognitive style. Further, a simplé click on the pie chart of any month would

create a pop up window listing all the required details of the specific data item.
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Figure 5.6 is a 3D graph which deals with the trajectdry of forecast project completion time
versus the ever increasing number of changes (with the underlying casual model being that
the greater the number of changes, the more the potential for an extended project duration.
Note that number of changés is used as the surrogate measure here, not value.) For
generating this particular graph we made use of the project schedules. A table with date of
schedule update and the conéspoﬁding pfojected completion date was prepared, as shown in
table 5.1. For this graph alone, changes or extras issued up until the start of June 2005 have
been taken into éonsideration. For all the 6ther images, we havq limited our time line of

interest to the end of December-04.

Table 5.1 Schedule Update Dates and Corresponding Projected Completion Dates

ic: Dates of Schedulg update ?rojected completion date /
1. |30 January-04 13 December-04

2. |10 June-04 ' [Late February-05
3. |26 July-04 Late February-05
4. |14 September-04 |Late March —05
5. |16 October-04 Mid May-05

6. |3 November-04 Mid May-05

7. |7 December-04 _ Mid May-05

8. |4 January-05 [Late May-05

9. |16 January-05 120 April-05

10. 5 February-05 8 August-OS. ~
11. |13 February-05 28 July-05

12. |9 March-05 28 July-05

13. |4 April-05 28 July-05

14. |7 April-05 2 Agust-05

15. |7 fune-OS | 28 October-05
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Across the horizontal axis (X-axis) is time, which serves two purposes: (i) to indicate the

months when change or extra work was identified; and, (ii) to represent the dates of schedule

update, starting with the original schedule before work started all the way to the current timé
and the most recent updéte. On the other horizontal axis (Y-axis) are listed the months when
the project was forecast to be completed, with the dates of project completion reflecting the
update version on the X-axis. The extra work is stretched out over these months of-
cdmﬁletion, to indicate how many more changes have occurred since the last update and
projected completion date. The red line reflects the trajectory of movement of the forecast
completion date. This graph portrays that a relation seems to exist between the number of
changes occurring over time and the change in the projected completion date. However it is
not fair to state that all the movement in the projected'éompletion date is solely due to
number of changes since there might be several other factors impacting the compietion date.
We have, however, limited our scope to assessing the impact of changes on the project

performance outcome.

Most of the extras or change orders issued on this project have been initiated through site
instructions. It is observed that every site instruction issued eventually transforms into an
extra work order that may then convert into a subsequent changé order. Thus in most cases,
site instructions are the parent documents for ‘thve extras. Figure 5.7 is a simple graph
representing the total number of site instructions issued in each month. In this case, the X-
axis indicates time in monthé while the \Y-axis represents the total number of SIs issued. The
redline in the graph represents the cumulative number of SIs. This pr(‘)ject'has experienced a

total of 129 SIs by the end of December-04. A third dimension could be added to figure 5.7,
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with this dimension corresponding to the physical system or subsystem to which the SI

applies (e.g. mechanical, electrical, enclosure, etc.)
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5.7 Validation

In order to validate the usefulness of the images generated we showcased our work to Scott
Management staff at two different meetings. The first audience included the CEO of the firm,
project managers working on different projects, and the site superintendent for the Iona
project. Many of the management personnel found the images compelling in terms of ease in
understanding the underlying messages of the datasets. One noteworthy comment was that
visual images served as a much more efficient tool for communication with various project
participants as few individuals are prepared to take the time necessary to understand sheets of

large data tables. The Scott management staff took keen interest in trying to understand each

of the images and what messages could be extracted from them. They also planned to use




these images (especially figures 5.2 and 5.6) in an upcoming meeting with th_e client to
explain to him reasons for project delay. And, as discussed earlier, other important feedback
relatéd to our work was that management staff took a much closer look at their éwn data and
triéd for a more consistent assignment of reasons for the extras issued and one primary
reason, as opposed lto,a many to one relationship. In a separate meeting with the Vice
President of .the firm who is responsible selecting, implementing and enfdrcing the use of
scheduling and document control tools, he remarked that he found figures 5.2, 5.3 and 5.6
particuiarly compelling. Figures 5.2 and 5.3 provided a ’quick understanding‘ of the reasons
for the extras generated and the trades affected, in terms of their number and dollar
consequences, respectively. Figure 5.6 was particularly important as it would help him
communicate with the client better in trying to explain the flow of extras an_d the wéy it
affected the targeted project completion date. He also welcomed our idea of adding further
content to this image by color-coding the pyramids (indicating the number of extras) by
trades affectéd or other project participants. During this meeting, the Vice-presi\dent' also
brought to our attention an important issue regarding the approval procedures of EWOs. For
the Iona project, the owner approved the extras in batches, énd the work was started prior to
the final approval through a verbal approval. He thus commented that figure 5.1, théugh
insightful in terms of understaﬁding the impact of turnaround times on perect delay, might
not convey the true story in this caée, since this particular image is genefated using the dates
of extras issued and final approval, since dates 6f verbal approval were ’not available in the
EWO records. For all the other figures he suggested that a tabular display of numerical

values associated with the pyramid peaks and/or pie charts along side the images would serve

as a quick reference to end users, which could assist in interpreting the messages underlying




these images. However in'trying to iﬁcorporate the facility to generate .images like the ones
shown in this chapter into project management soﬂware, we seek to couple these images with
interactive abilities such that the users can read the numeric values associated with the data
items with a simple click on the desired data item in the image. The. ability to select, unselect,
zoom, filter, add or suppress features will ease /the data mining process, which in turﬁ will
eliminate the need for a separate tabular display of the associated data values within the

image.

5.8 Challenges

As mentioned earlier, the usefulness of visualization is dépendent on the completeness of the
dataset. We note that industry practices are not standard and hence datasets for the same
management function can take different forms from one project to another. Hence one of our
main challenges in generating these images was.to study the datasets and the documentation
procedures thoroughly and try to get the datasets as complete in content as possible. In
developing the images we realize that different users have different preferences and
capabilities to visualize data. Hence there is a need to develop altemate visual formats and

customization capabilities for the same data.

As stated earlier, Visualization is the art 6f representing data using suitable visual formafs and
or graphical images. We note from our literature review that no standard procedures exist to
determine how best to represent a given dataset to ‘maximize :the insights that can be
extracted from it. Thus the choicé of an effective visual representation for a given dataset is

based on experimentation and user preferences, as what might appeal to one user rriight not
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appeal to another. Some of the challeﬁges encbuntered in'developing the images were in
regards of the choice of appropriate-scale and viewing angle that could deliver better clarity
and visibility to the images. We also realized that though color-coding is an effective way of
providing an additional dimension to the visual format in cases of large datasets, colour
palette is limited in terms of availaBility of easiiy distinguishable colours. Thus a great deal
of experimentation was involved in formulating the images generated here in terms of their
dimensionality (two-dimensidnal or three-dimensi;)nal), sc;ale, viewing angles and colour-

coding in order to maximize the insights that can be extracted from these images.

Having created these images our main concern was the acceptability of these Visualization
strategies by the industry practitioners. Industry personnel are often used to examining 2D
drawings and examining the actual project in 3D form. Extensive use of data visualization in
construction is basically a new domain. O\}er the past decade there has been significant use of
3D computer models to visualize physical artefacts of a project. However data visualization
seems to be somewhat different. Construction bersonnel find it easier to visualize physical
components in 3D but have a great deal of difﬁcglty in trying to visualize data in 3D formats.
We observed that though there is increasing interest in applying data visualization strategies
there still exists an apprehension amongst /the practitioners fbr a need of expert assistance for
data interpretation. However through our meeting with CEO and the Vice-president of Scott
Management, we were able to get a better perspective of how practitioners would read these
images, how effectively they could us;: them for their day-to-day working, the kinds of

images they prefer, and what extra features they desire to have in order to maximize the

readability and usability of the images.
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CHAPTER 6.0
CONCLUSIONS AND FUTURE WORK

The main goal éf this thesis was to explore the use of visualization to provide explanations
and insights on reasons for construction pefformancé. We noté that underlying any visual
format are different causal models that link project performance with the properties of
different project parameters. Therefore in order to maximize the use of different visual
-fbrmats to assist in explaining performance of a project, we needed>to understand the concept
of caus;al modeling and also identify thé current state-of-the-art of visualization techniques.
Cbnsequéntly, two separate literature reviews were carried out: (i) one on research on
prediction and explanation of construction project performance, and, (ii) one on various
visualization techniques, their working principles aﬁci applications. Further different visual
formats were explored for actual datasets. We first examined data from a previous project for_
which a partial dataset of change order data was available and then extended this
experimentation to explore a wider range of visual formats for a more extensive change order
dataset for an on-going construction project.
/

As mentioned earlier we are pursuing the use of data visualization as a data interpretation
tool in the context of an integrated representation of a project in terms of multiple views (e.g.
product, process, organizational, environmentél, risk, etc.). By combining visualization
techniques with a holistic fepresentation of a project and related data, the potential exists to
develop a powerful tool for assisting construction management personnél and other project

participants improve their decision making, their understanding of the reasons for project

\
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performance to date, and the communication amongst different project participants. Data
visualization can help in identifying the causal relations that exist' between different project
parameters and various performahce measures, and thus assist in formulating causal models.
In turn, these causal models can be used to generate images for a given project contextAin

order to help explain the performance level achieved.

As future work, more effort needs to be put in exploring the most appropriate visualization

formats for different types of data, with emphasis on front end decision making and messages

contained within project documents and as-built data. When consensus is reached on the
2

value of different visual formats, they can be then encoded into the prototype system for

extensiye field-testing as part of the management of real projects. Rich content profile,

filtering, and data aggregation features are crucial to the development of useful images and

hence it is essential to incorporate such features in the prototype system.




APPENDIX A
ADDITIONAL IMAGES

In Chapter 4, data visualization strategies were explored Creating several imagés tﬁat can
provide meaningful insights for the function of change order management using an actual
data set of a previous project. A version of chapter 4 appears as a part of the proceedings of
the 2005 Construction Specialty Conference. Due to space constraints of this publication not
all the images generated could be documented in this chapter. Hence the remaining two

figures and the accompanying thought processes are presented in this appendix section.

Figure 1. addresses the issue of identifying the location (on-site, off-site or both) O,f CO work.
The vertical axis corresponds to the base cost of COs and COs executed during a particular
month are mapped against a single colour. Individual COs are not serially ordered according
to their IDs.but are sorted by their location along the X-axis. Thus és is evident from the
figure, the bars grouped at the left end are ‘off-site; COs, the ones in the central area are ‘on-
site’ COs and COs classified in the ‘both’ category are found at fhe right end. By joining two

properties together, i.e. CO ID and location, we effectively create a 4™ dimension.

As mentioned earlier, users may have preferences in adopting different visual presentations
of basically the same format. For example, instead of concatenating CO ID and location
together as was done in figure 1, one could concaténtate time and location together, as shown
in figure 2. Here the COs are ordered by CO ID along the X-axis. It is left to the reader to

determine which of figures 1 and 2 provide the most valuable insights.
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APPENDIX B
CHANGE ORDER REGISTRY FOR IONA PROJECT

\

In creating the images in chapter 5 we have made use of the actual change order registry of
the Iona project. The adjoining table‘is a part of the complete registry. In accordance with our
chosen time ‘frame this table documents extra work orders up to the end of December 2004
only. Also the original table contains several extra columns, data fields for most. of which are
blank. Hence only those columns that are of particular significance to us have been

maintained in this table.
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o @ (] c
Scott e Date nh.v nhv % 2 Date Approved Trade Change Orders
C.0. No.| Ref- No. Description Issued S| 2|5 S | Approved Amount Issued
HEEE

Extra asbestos abatement in

17001 - west wing and tower not 11-Feb-04 X Feb 5/04 132,890.00/Abba, Rev01, $129,140.00

_ identified in PHH's report

17002 | ASI#2 |Pin coping stones 29-Mar-04 X undated 4,900.00 _,\_a_.moa. Rev02, $ 4,900.00
Sawcut & remove concrete . South West, Rev02,

17003 - window sills 7-May-04 X undated 17.400.00 $17.400.00

) Removal of level 3 :

17004 - mezzanine - east wing 31-May-04 X undated 24,800.00|Abba, Rev01, $24,800.00
Remove additional concrete ,

17005 - walls and granite block - 5th | 25-Mar-04 X | Aug 13/04 7,700.00/Abba, Rev02, $7,700.00
floor
Remove & dispose of 2 3

17006 - chimney stacks - west wall mm-z_m?oa X | Aug 13/04 1,800.00/Abba, Rev03, $1,800.00
Remove & dispose of . :

17007 - concrete stairs in basement | 25-Mar-04 | X Aug 13/04 250.00/Abba, Rev04, $250.00
not on drawings
Remove & dispose of.

17008 - chimney stack on main, 2nd,| 25-Mar-04 X | Aug 13/04 750.00jAbba, Rev05, $750.00
3rd & 4th floors - GL's Q & R

, Remove & dispose of

17009 additional materials 15-Jun-04 X | Aug 13/04 5,941.00/Abba, Rev02, $5,941.00
Additional demolition work - o

17010 Back charge McLeod 15-Jun-04 X | Aug 13/04 3,810.00/Abba, Rev03, $3,810.00
Masonry
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o [+) Q@ c
L |l cl | T
Scott Ref. No. Description Date olo|o < Date Approved Trade Change Orders
C.O0. No. ’ Issued 5l 2| 5|0 Approved Amount Issued
HEIEIE
Ao |&|®
Extra shoring on main, 2nd
17011 & 3rd floors - JKK fix 15-Jun-04 X | Aug 13/04 360.00/Abba, Rev04, $360.00
17012 | ASI#2 tg}?’;r 2 window sills at 13-Apr-04 X Aug 13/04 13,000.00McLeod, Rev0g, $13,000.00
17012a | ASI#2 13-Apr-04 X undated 0.00
Remove & catalogue stone - :
17013 entrance at new link 21-Jun-04 X | Aug 13/04 3,890.00McLeod, Rev10, $3,890.00
Revised Structural Steel .
: from " Post Tender Addenda
17014 " " drawings, dated January 21-Jun-04 -1 X ‘Dec 7/04 32,396.00 . |George, Rev02, $32,396.00
|16, 2004, to " IFC “, dated '
March 12, 2004
' Remedial steel channels for
17015 | SSK-1 [cut joist on 2nd floor west 21-Jun-04 X | -Dec7/04 1,740.00 |George, Rev03, $1,740.00
wing
SSK-10, {Change direction of stair # 5 ' V ‘
17016 RFI # 26 |and re-detail - West wing 21-Jun-04 X Dec 7/04 871.00|George, Rev04, $871.00
West Roof Replacement & : » :
17017 |SI#84R SSI#8 & MSI # 26 19-Nov-04 X Dec 7/04 200,000.00{unknown trade
17018 Storm Connection undated X Dec 7/04 33,392.35/unknown trade
17019 Sanitary Connection undated X Dec 7/04 23,913.00lunknown trade

121




@ [ ] c
S|l £ |8
Scott Ref. No. Description Date S|o|0| 5§ Date Approved Trade Change Orders
C.0. No. _ Issued £ 2| g|oO Approved Amount Issued
-1&18|8|a
New embeds. Revisions for ;
17020 seismic tubes for Tower undated X Dec 7/04 -1,948.00|George, Rev06, $1,948.00
windows ‘
17021 Remedial steel plates & undated X | Dec7/04 3,024.00{George, Rev07, $3,024.00
anchors West wing ~ e ’ e
17022 | ASI#8 [Stair 10 struct revision 31-May-04 | X Dec 7/04 15,385.00|George, Rev08, $15,385.00
17023 | ASI#13 (Struct SI #2 6-Jul-04 X Dec 7/04 43,282.00 |George, Rev09, $43,282.00
17024 | RFI#45 |Additional threaded rods undated X Dec 7/04 367.00|George, Rev10, $367.00
Supply plates for rebar . .
17025 |RFI#47R connections undated X Dec 7/04 934.00|George, Rev13, $934.00
17026 | ASI#1 'S-i?l‘ée""g existing window | 45 a5 04 X | undated 0.00junknown trade
17027 Appliances undated X Dec 7/04 12,119.00(Trail appliances, $12,119.00
Window details extg stone
17028 | ASI#3 faced walls 13:May-04 X undated 0.00
Conc elevator shaft height
17029 | ASI#4 adjusment 18-May-04 | X Dec 7/04 3,000.00junknown trade
Mech room no elevator o -
17029a | ASI#5 access 18-May-04 | X undated 0.00
17030 | ASI#6 |Add new closet door 20a 26-May-04 | X Jan 6/05 98.00|Shanahan's, Rev01, $98.00
Plumbing walls in residential '
17031 | ASI#7 bathrooms 26-May-04 | X undated 0.00
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17032 | Asi# g [Stair # 10 Structural undated | X undated 0.00/See CN #17022
Revision .
‘ Add doors & hdware 3- Shanahan's, Rev02,
17033 | ASI#9 l19/44-L144/21B-stair5 | 10Jun-04 | X Jan 6/05 16160054 616.00
17033a Elect Outlet, HO Device, undated | X undated 0.00
Door alarm N
17033b Landscape undated | X undated 0.00
17034 |ASI #10R|MSI # 1 REV-01 12-Jul-04| X undated 0.00 Broédway, Rev01, $0.00
17035 | ASI #11 ?gg HM doors 40 & 45in L 6-Jul-04| X "undated 0.00/Cancelled - See CN # 17039
ASI#12 | N ’
17036 |also code| 94 new doors to 3rd floor 6-Jul-04| X Jan 6/05 4.418.00Junknown trade
stair 2 :
17015 :
17037 |ASI # 13 [Revised wall type W21 undated X undated 0.00
- 17038 | ASI #14 |Wall cut out not required 12-Jul-04| X undated 0.00{See CN #17041
' Clarification revised library y Cancelled - See CN#
17039 | ASI#15 layout 13-Jul-04; X undated 0.00 17304
MSI # 3 Proceed at own risk
17040 | ASI #16 \with storm & san 13-Jul-04| X undated 0.00| -
connections
MSI #4 Clarification - wall .
17041 | ASI #17 cut-out still required 13-Jul-04] X undated 0.00|Broadway, Rev02, $0.00
17042 | ASI #18 |Vestwing residential stair # | 46 . 041 x undated 0.00

2 exits
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Description Date Olo|o|§ Date Approved Trade Change Orders
Issued S|l e| 5|0 Approved Amount Issued
2|8 5|2
Blon|0 | »
. . George, Rev18,
17043 | As|#19 [Suctrevisions to Stair#8 &\ 46, 04 x Jan 6/05 2,626.00[$1,684.00/Celtic, Revo4,
#9
$978.00
17044 | ASI #20 [East wing RWL 20-Jul-04{ X undated 1,250.00/Greer, Rev01, $1250.00
17045 | ASI #21 |Millwork revisions 22-Jul-04| X undated 0.00
"17046 | ASI #22 [MIS!#5.6,7 Plumb storm & 22Jul-04 X | undated 0.00
san revisions ]
MSI # 8 Clarification re '
17047 | ASI #23 |elevator machine room 23-Jul-04| X undated 0.00
sprinkler heads 7
17048 | ASI #24 [MS! #9 Roof drains & piping | 53 ;04! x undated 0.00
revision .
MSI # 10 & # 11 Mech fans
17049 | ASI #25 |& variable speed drive 3-Aug-04| X Feb 2/05 0.00|Broadway, Rev03, $0.00
revisions
int Des Sl # 1, & # 2 Interior
17050 | ASI #26 glazing & millwork revisions 3-Aug-04| X undateq 0.00
17051 | ASI #27 [Floor leveling & conc topping 4-Aug-04 X undated 0.00
Chalmers office layout .
17052 | ASI #28 revisions 4-Aug-04| X undated 0.00
17053 | As| #2g [Stair #3 & #8 (Lower 23-Aug-04| X undated 0.00[See CN # 17100
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AN ARAE:
, a|n|Oo |«
Stair # 8 Continuity of floor ‘
17054 | ASI #30 jassembly FRR between floor| 24-Aug-04| X Jan 6/05 109.00|George, Rev15, $109.00
levels S -
Rev. to Floor Type F3 & Add
17055 | ASI #31 Wall Type W1a 26-Aug-04| X undated 0.00See CN # 17062
1an |Millwork revision in
17056 | ASI #32 Reception Area 106 24-Aug-04 X undated 0.00
17057 | ASI #33 Delete door & hdwe 23-160 | 24-Aug-04] X Jan 6/05 | (1,314.00) (S$h1a§?2%r<‘)§' Rev03,
17058 | ASI #34 [VS! # 12 Revise eastwing | o6 0040 X Jan 6/05 2,122.00|Lake, Rev03, $2,122.00
storm sewer
3rd floor tower layout ) Celtic, Rev 01, $1,809.88 -
17059 | ASI #35 revision y 2-Sep-04| X Jan 6/05 1,809.88|For George Third Amount of
. $1,871.00 see CN # 17143
ESH#1 Revised Location '
17060 | ASI #36 Primary Elect. Service 2-Sep-04) X Mar 21/05 (1,477.00)[Deltec, Rev04, ($1 ,477.00)
17061 | ASI #37 [Revised wall type W21 2-Sep-04| X undated 0.00| .
17062 | ASI #38 |Revision to Sl # 30 & Sl # 31 2-Sep-04] X Apr 25/05 9,630.00|Celtic, Rev17, $9,630.00
17063 | AS| #3g [Rddition of roof drains ti 4th | 45 g0 041 x undated 0.00
& 5th level roofs
17064 | ASI #40 23‘:'5; washroom Rm 258 | 54 go5.04 X undated 0.00{Shanahan's, No Charge
17065 | ASI#41 [12/2 hr rating to doors 21-Sep-04| X Jan 6/05 '1,160.00{Shanahan's, Rev#8, $980.00
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218|582
8| 6|06
17066 | AS| 42 |Sormcation of fooling @ 22-Sep-04 X | undated 0.00
Clarification of detail |
17067 | ASI #43 reference Dwg A5.0 22-Sep-04 X undated 0.00
. . Shanahan's, Rev04,
17068 | ASI #44 |Hi0ld open devices for exit | 5, oo g4l x Jan 6/05 1,447.00/$220.00/Deltec, Rev0s,
doors for stair # 2
: . $1,227.00
’ Delete Folding doors in : ’ Shanahan's, Rev14,
17069 | ASI #45 Rooms 320 & 332 24-Sep-04) X . Mar 21/05 (4,528.00) ($4,528.00)
Add Storm Drainage to :
17070 | ASI #46 Centre and West Wing . 28-Sep-04 _X Dec 7/04 55,946.00/unknown trade
MSI # 17 Hvac chénges to o
17071 | ASI #47 |Chalmers Offices & removal 28-Sep-04 X undated 0.00|Broadway, Rev09, $0.00
of baseboard heaters ,
Int Des SI # 5 Added sinks & '
17072 | ASI #48 cabinets 28-Sep-04] X undated 0.00
IDSI#6 update glazing to 3rd
17073 | ASI #49 Hoor Multipurpose 28-Sep-04| X undated 0.00
17074 | ASI #50 'r:“}"aszs' #4 Additional 28-Sep-04 X Jan 6/04 8,850.00[JSV, Rev01, $8,850.00
Change swing of type 9 . .
17075 | ASI #51 between 332 & 328 28-Sep-04 X undated 0.00iShanahan's No Price Change
17076 | ASI #52 ;2:;/ ision to furring in Rm 28-Sep-04| X “undated 0.00
. Shanahan's, Rev15, ($250.00)
17077 | As] #53 [Deletion of room 1154 & 29-Sep-04 X Jan 6/04 (250.00)- See correction on CN #
Storage Room 17304
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17078 | ASI #54 |Int Des Sl #7 Finishes 29-Sep-04| X undated 0.00
17079 |AS! #55R[-Evelling compound 4th 6-Oct-04 X | undated 0.00
Floor east wing
17080 | ASI #56 ‘I’QVV"’\‘/"Lf“"'"g toaccommodate| 4 54 g4l x undated 594.00(Celtic, Rev05, $594.00
' MSI # 18 Addition of fire '
17081 | ASIHST L e i 5-0ct-04| X undated 492.00|Lake, Rev04, $492.00
17082 | ASI #58 C“j"rii'ﬁgg Roto-rooted footing| 5 .4 g4 X | undated 0.00
MSI#20 Relocation of
17083 | ASI #59 [Vio 720 Relocation of 5-Oct-04{ X undated 0.00
17084 | ASI # 60 [VISH#21 Fire Doors on 5th 6-Oct-04| X Feb 2/05 3,912.00[Broadway, Rev04, $3,912.00
Level and Belfry
Int Des S| # 8 diffuser co-
17085 |ASI #6110 S 6-Oct-04| X undated 0.00
17086 | ASI # 62 r'f]z‘;'jw” to floor elev of 7-Oct-04| X Jan 6/05 2,605.00/George, Rev17, $2,605.00
17087 | ASI # 63 |Revision to library elevator 7-Oct-04| X undated 0.00
17088 | ASI # 64 (":’ﬁi'nzzjagpdated toreflect | 15 oct-04 X Feb 2/05 ' 2,142.00[Broadway, Rev05, $2,142.00
Revised access to roof Shanahan's, Rev05,
17089 | ASI# 65 terrace leve! 4 15-Oct-04 X Jan 6/05 1’355'00$1‘,355.00
17090 | AS! # 66 Eg;{'j‘;‘é entrance doors - 15-Oct-04| X Jan 6/05 70.00|Shanahan’s, Rev06, $70.00
Revised doors from Rm 104 Shanahan's included in
17001 | ASI#67 30000 & 15-Oct-04| X undated 0.00>r202
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17092 Security undated X undated 2,387.50|unknown trade
Video Inspec. Reports and ‘
17093 \Vacuum Services undated X Mar 21/05 7,525.00{unknown trade
N Re-drill holes to ' Mcleod Masonry Rev 13
17094 accommodate rebar undated X Dec 7/04 5,130.20 $5.130.2
IAdditional Type 12 light
» fixture Diff btwn SSDG dwgs : . '
17095 dated Sept 13 & Nemetz undated X Dec 7/04 958.72 Diseno, Rev01, $958.72
dwgs Oct 15 :
Extra Shotcrete in Cols & Southwest, Rev15,
17096 Beams to Sept 30/04 undated X Mar 21/05 25,252.00 $25,252.00
Cuttihg & coring for duct ’
17097 penetrations West Coast Inv| undated X undated 0.00
11371, PO 35473
Reverse extra 17014 as incl.
17098 in GTS Contract undated X . Nov 15/04 (32,396.00)(George, Rev05, ($32,396.00)
" Rev. to Dwgs & Steel to suit
17099 fllevel & Topping undated X Dec 24/04 7,000.00|George, Rev11, $7,000.00
17100 Steel revisions for redesign | |\ ya1eq | X Dec 24/04 6,000.00|George, Rev12, $6,000.00
of Stair # 3 . '
17101 Water connection undated X undated 12,813.74 [unknown trade
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81 &|8|5
Remove chimney west end .
and stone @new roof east i
17102 end of west wing Levelton undated X undated 3,520.00|Manuel, Rev01, $3,520.00
Nov 1/04 report
Reid, Rev03,
17103 All parapets extra to contract] undated X undated 18,440.34($11,789.00/Reid, Rev05,
$16,3793.45
. . High Tech, Rev01,
17104 o roppings excl. West undated X | undated 31,043.41$17,858.77/High Tech,
9 : 9 | ’ Rev02, $12,756.64
17105 Radios to Co-ordinate Crane| 5 g¢1, 04 X | undated 000
with Intracorp

17106 Access road undated X Mar 21/05 1,050.00[unknown trade
L. Rutt, Rev01, $23,633.00/L.
Rutt, Rev02, $35,876.50/L.
Rutt, Rev03, $54,767.00/L.

. _ Rutt, Rev04,

17107 Window prep undated X undated 23,633.00 $53 845.50/L.Rutt, Rev05,
$51,815.00/L. Rutt, Rev086,
$48,049.50/Manuel, Rev07,
($3,318.00)

17108 Bonding Trades undated X undated 0.00
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17109 Supply & Insta_ll Fire hydrant | undated X Mar 21/05 10,898.69junknown trade
17110 | ASI #68 |IDSI #10 19-Oct-04 X undated 0.00
17111 | ASI# 69 |IDSI #9 - 20-Oct-04] X undated 0.00
17112 | ASI # 70 |Wall, Dean's Residence 20-Oct-04 X undated 0.00
17113 | ASI # 71| Wall ratings 22-0ct-04| X undated 0.00
17114 | A5¥ IBuilding Permit Revisions 29-Oct-04 X undated 0.00
17115 | ASI #73 |MSI #23 26-Oct-04 X undated 0.00
17116 | ASI # 74 |MS| #24 ) 29-Oct-04 X undated 5,100.00: 2k RevlL. 31 o68.00/Lake,
17117 | A3F st #es 29-Oct-04| X undated 0.00
17118 | ASI # 76 [Revisions to Door Schedule | 2-Nov-04| X Jan 6/04 18,925,001 2 13N RevAT.
17119 | ASI # 77 |Wall Schedule changes 29-Oct-04) X undated 0.00
17120 | ASI# 78 IDSI# 11 20-Oct-04| X undated 0.00
17121 |ASI#79 Repbsition handicap lift. 2-Nov-04| X undated 0.00[Shanahan's No Price Change
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Southwest, Rev18,
SSI#5 - Upgrade and , ) $9,881.75/Western, Rev01,
17122 | ASI # 80 |Renovation to Dean's 2-Nov-04 X undated 18,982.38/$9,100.63/Western, Rev04,
Residence. $18,614.86/Western, Rev05,
' $3,033.50
17123 | ASI # 81 [Revisions to Door Schedule 3-Nov-04| X undated 0.00
17124 |ASI#82 Eg::: 2 - Library security 4-Nov-04| X undated 0.00
17125 |ASI#83|SSI#3-SSK#25to# 34 4-Nov-04| X undated i0.00
17126 Cancelled . undated undated 0.00
17127 |ASI#85 \?vsgs?\?v;nzs}(# S1&#52 8-Nov-04 X | Jan6/04 8,828.00/George, Rev19, $8,828.00
17128 | ASI # 86 [ESI # 3 - Units 278 & 282 8-Nov-04 X undated 1,150.00|Deltec, Rev23, $1,150.00
AS| # |Revision to folding door ,
17129 87R. |stacking 24-Nov-04| X _ undated 0.00
. Broadway, Rev12,
17130 |ASI#88 2”832' #25R3 - Units 278 & 9-Nov-04| X Feb 2/05 3,650.00/$2,125.00/Lake, Rev06,
: $1.525.00
17131 ngijsﬁz Zﬂasr’r";‘ezr: - Additional Fire 16-Nov-04| X Feb 2/05 1,860.00[Broadway, Rev06, $1,860.00
17132 | ASI#90 Z"usc'tfvzfrfffgﬁegéi’/““"g for | 16-Nov-04| X Feb 2/05 3,580.00[Broadway, Rev11, $3,580.00
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17133 | AS| # 91 [ESI # 4 - Lighting Révisions 16-Nov-04| X Mar 21/05 1,708.00|Deltec, Rev06, $1,708.00
17134 | ASI # 92 [Vault Room #136 16-Nov-04| X Jan 6/05 45.00{Shanahan's, Rev09, $45.00
17135 | ASI # 93 Mech Rm #136 Revisions 17-Nov-04| X Jan 6/05 120.00|Shanahan's, Rev 10, $120.00
| 17136 ASI # 94 [Bulkhead at Operable Wall 18-Nov-04} X undated 0.00
17137 | ASI# 95 |[DS! # 12 - Proposed 19-Nov-04| X Apr25/05 |  9,945.00[Benefit, Rev03, $9,945.00
: Flooring Changes
: MSI # 28 - Additional roof _ _
17138 | ASI # 96 |and floor drains, and roof 19-Nov-04 undated 0.00[Cancelled
drain schedule changes
17139 | AS| # 97 [MSH#16R1 Add Stormdrain | 53\ 04 X Dec 7/04 41,686.00]Lake, Rev02, $41,686.00
in Centre & West . .
SSi#7 Operable Wall '
17140 |ASI#98 Support SSK 53 & 54 23-Nov-04| X Jan 6/05 3,316.00|George, Rev20, $3,316.00
17141 | AsI# gg [Revision to position of 23-Nov-04| X undated 0.00
. bathroom Level 4 -
17142 |AS| # 100/Revision to position of Insul. | 55\ 04] x undated 0.00
On Typ. Flat roof ,
17143 |ASI# 101 g’édge over light well & SSI | 5 Nov-04| X undated 1,871.00|George, Rev21, $1,871.00
17144 |AS| # 10238vision fo position of upper| 4 poo g4l x undated 0.00
[lift of Stair # 4
17145 |AS! # 103|MSI # 29 - Sink revisions 1-Dec-04{ X undated 0.00
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17146 |ASI # 104 :ES'.# 13 - Millwork 1-Dec-04] X Jan 6/05 2,700.00[JSV, Rev02, $2,700.00
evisions
17147 |ASI# 105 '\D":r'n‘z:rg - Additional Fire 1.Dec-04 X Feb 2/05 744.00[Broadway, Rev07, $744.00
17148 |ASI # 106|MS! # 29R - Sink Revisions |  3-Dec-04] X Mar 21/05 (168.00)|Lake, Rev07, ($168.00)
17149 |ASI # 107|ES! # 5 - Additional Outlets |  2-Dec-04] X Mar 21/05 378.00|Deltec, Rev07, $378.00
17150 |ASi# 108 gﬁl'e# 31-Relocate transfer | 5 o0 04 x undated 0.00[Broadway, Rev10, $0.00
' g . Reid, Rev08, $3,883.78/Reid,
17151 |ASI # 109 gtséﬂ?hp‘gg't“ma' stonefies | 53 hee o4 X | undated 0.00[Rev09, $3,289.06/Reid,
Rev11, (§3,289.06)
17152 |As! # 110[2S! # 14 - Core hole 3-Dec-04 X | undated 0.00
.~ |location
17153 |AS| # 111|Revision to Kitchen # 604 - 9-Dec-04| X _ _undated 0.00
17154 |ASi# 112/ onoed Entry using extisting)  g.pec.o4) x undated 0.00
17155 |ASI # 113|Revised wall types 9-Dec-04| X Jan 6/05 1,118.00 g:‘ﬁq%hgg s, Revit,
17156 |ASI# 114/DPS! # 15 - Revised Kitchen | 15 o0 641 undated 0.00
# 604 layout
17157 |ASI# 115g‘dd't'°" of wall under Stair #  43.pec-04 X Jan 6/05 615.00{Shanahan's, Rev12, $615.00
17158 |ASI# 116/°0711 Added topping 1o | 44 oo gal X undated 0.00

Landing Level 5
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17159 |ASI# 117 rse?r:ﬁftﬁﬂgit;b[‘:\', :}“69'9 14-Dec-04 X Jan 6/05 675.00(George, Rev16, $675.00
17160 |ASI# 1 18&"?&? 32 - Revised Kitchen | 414 phec.04| x undated 0.00|Lake no cost involved
17161 |ASI # 119|Revised window details 20-Dec-04| X undated 0.00

17162 |As|# 120 vest entry Tower Window &1 ¢ peg 04 x undated 0.00
17163 |ASI# 121 L':I’Iso'ﬁ?gg a9d coathookto | 21.Dec-04f X  Mar21/05 750.60/Shanahan's, Rev16, $750.60
17164 |AS| # 122/0000ure 9aZng lowindows | 54 pec g x undated 0.00
17165 |ASI# 123 \'\/"V‘Z‘:t‘a;(;g?' roominatticof | 54 necod X undated 896.00Deltec, Rev08, $896.00
17166 |ASI # 124|Relocate wall in Library 21-Dec-04) X undated 0.00
17167 |AS! # 125/DS! # 17 -Bulkheads over | o) hoo ol x undated 0.00

cabinets

Note: (###) indicates credited amount.
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