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ABSTRACT

Structural Health Monitoring (SHM) is an emerging field in Civil Engineering, which implements the advances in various "high technologies" into developing a diagnostic system for monitoring the integrity of civil structures. With the increasing concern with infrastructure crisis, the demand for SHM has grown significantly over the past decade in response to the urgent needs for better damage detection and monitoring tools. SHM makes remote control, real-time, and continuous monitoring on civil structures possible, which is extremely beneficial, especially in the study for innovative materials/designs and on the prevention for catastrophic failure events. SHM on important civil structures is foreseen to become common practice in the near future, and therefore this thesis is devoted to the study of SHM process, and focusing its application on concrete bridges.

The study of the SHM process is done through twofold: extensive literature research and an actual application to a fully instrumented short-span concrete bridge. The literature research includes three main themes: 1.) an introduction on SHM, focusing on the current state of our bridge inventory and the needs; 2.) a study on the global condition assessment methods for bridges, discussed through the four subsystems of SHM: Static Field Testing, Dynamic Field Testing, Periodic Monitoring, and Continuous Monitoring, as well as common practice for bridge inspection/evaluation currently and their problems; 3.) an exploration on the components of SHM process, presented according to Operational Evaluation, Data Acquisition, Data Communication, Data Management, and Diagnostics.

The actual application of SHM involved with a shear deficient bridge, called Safe Bridge, being repaired by an innovative technique, the sprayed FRP, invented by Dr. N. Banthia of UBC. Safe Bridge project is the testing bed for both the long-term performance study of the sprayed FRP reinforcement and the SHM process. Two field tests on Safe Bridge performed in 2003 and 2005 are covered in this thesis. Static load and rolling load were applied under certain loading positions and data were gathered from both strain gauges and long-gauge fibre optic sensors. An IP-built-in data acquisition system was also tested for the possibility of remote control on Safe Bridge in the future. Data analysis steps are presented and data comparisons were made to evaluate the condition and field performance of the sprayed FRP. Results showed that the sprayed layer was in similar condition as when they were just applied in 2002, and occurrence of delaminations is unlikely.
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Chapter 1

First Field Testing (2003)

Safety and reliability of civil structures are a major concern and responsibility of civil engineers. In response to the current needs for better damage detection and monitoring tools, a new discipline in civil engineering has emerged: Structural Health Monitoring (SHM). SHM on important infrastructure and structures is foreseen to become common practice in the near future, and for civil engineers today, it is important to gain sufficient understanding of this new field. This thesis is devoted to the study of SHM process, and its application to a shear-deficient bridge, called Safe Bridge, which was strengthened by an innovative repair method.

The purpose of this introductory chapter is to present readers with some background information about SHM in general, and introduce the research undertaken by the author. The first section will introduce the present day context for this thesis: the political, economic, and technical issues which have impacted the civil engineering industry, and how they have contributed to the present need for SHM. The second section will provide a basic introduction to SHM, providing discussions of the constraints faced before, the benefits of SHM, and definitions and terminologies often associated with SHM. Regarding the Safe Bridge project, it has been an on-going project under the auspices of ISIS Canada. As such, the third section will briefly introduce ISIS Canada and provide a summary of previous work that has been performed on Safe Bridge. The final section of this chapter will introduce the objectives of this research, and present an outline of the thesis.

1.1 Current Issues and Needs

Infrastructure Crisis has been one of the biggest issues in the civil engineering field for the last two decades. The term never got much attention until the 90s, when the Infrastructure Deficit Hypothesis was massively propagated during the presidency elections in the U.S. [1,2,3]. The general public started to be aware of the issue, and in the late 90s, Infrastructure Crisis had become an international concern and a global worry [4,5,6,7,8]. Infrastructure Deficit Hypothesis basically states that a decline in the public capital formation (i.e. infrastructure) will lower the private sector productivity,
and therefore lower a nation's real income and weaken the international competitiveness [3]. The U.S. Federal Reserve Board has concluded that the failure of civil infrastructure systems to perform at their expected level can reduce 1% of the national gross domestic product (GDP) [9]. Despite the correctness of the hypothesis, the state of infrastructure is indeed alarming in many countries, and the financial burden is huge. According to American Society of Civil Engineers (ASCE), infrastructure in the U.S. received an overall grade of D (Poor) in their 2005 Infrastructure Report Card; the report also estimated that $1.6 trillion would be needed in the next five years to alleviate potential problems with their civil infrastructure [10]. In Canada, the deficit for its municipal infrastructure, which represents 70% of the country's total infrastructure, was estimated to be $60 billion in 2004, and expected to grow at $2 billion per year [11,12]. To solve the infrastructure deficit problem, civil engineers play an important role in the technical side to provide solutions and assist in better infrastructure management.

From a civil engineering point of view, the two major factors that lead to today's infrastructure problems are "deterioration of aging systems" and "decades of deferred maintenance work" [13,14]. For U.S. and Canada (as well as most of the developed countries), the "construction boom" started in the 50th and peaked in the 60th and 70th, so the majority of the infrastructure today are more than 40 years old (see Figure 1-1) [14,15].

![INFRASTRUCTURE DEVELOPMENT PROFILE](image)

**Figure 1-1** Infrastructure Growth Profile in Canada and the Estimated Remaining Life

*Source: [16] (Courtesy R.V. Anderson Associates Limited)*
Using Canada as an example, according to Statistic Canada (1994), 37-years is a reasonable number to be used as the average service live for existing infrastructure [17]. By year 2004, about 60% of our infrastructure was at least 40 years old (see Figure 1-2) [11]. All materials deteriorate with time, and the deteriorating rate is further increased by factors such as severe weather, overload, fatigue, pollutions/chemicals, and structural settlement [18]. For countries like Canada, which has extreme weather conditions in a year, and de-icing salts are used tremendously in most parts of the country, life expectancy of the infrastructure can be adversely affected.

Moreover, design codes and regulations have been modified significantly over the years, and many old structures no longer meet the current standards [19]. For example, structural dynamics was in an undeveloped state before the 60th, and therefore, provisions for areas like seismic design and bridge aerodynamic in earlier codes were very minimum and significantly inadequate [20]. As a result, structures built before the modern design guidelines of the 80th have a much higher vulnerability to be damaged or collapse when subjected to extreme events like earthquakes [21,22].

In fact, the concern on the safety and reliability of structures and infrastructure has further risen in recent years after several catastrophic disasters happened one after another all over the world (see Table 1-1). Serious damage and destruction on structures and infrastructure happened during these events and resulted in tremendous financial loss, social and psychological impact, and worst of all, significant casualties and deaths. These painful lessons remind us that hazards do occur, whether they are natural or man-caused, and we do not have control over them. Scientists have warmed that the climate today is in rapid change then ever, and governments will need to deal with increasingly
volatile natural hazards in the future [23]. The impacts of hazards can be significantly reduced if we are properly prepared.

Table 1-1 Examples of Disasters with Significant Losses in the Past Decade [24-38].

<table>
<thead>
<tr>
<th>Time</th>
<th>Location</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Earthquake</strong> [24,25,26,27,28]:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Jan. 16, 1995</td>
<td>Japan, Kobe</td>
<td>Worst earthquake in Japan since 1923; over 5,500 deaths and 26,000 injured; economic loss at ~$200 billion USD.</td>
</tr>
<tr>
<td>Aug. 17, 1999</td>
<td>Turkey</td>
<td>Over 17,000 deaths, primarily caused by collapse of nearly 76,000 structures; damage estimate at 3~ 6.5 billion USD.</td>
</tr>
<tr>
<td>Sep. 20, 1999</td>
<td>Taiwan</td>
<td>Over 10,000 injured/deaths; over 38000 structural collapse; Damage estimate at 14 billion USD.</td>
</tr>
<tr>
<td>Jan. 26, 2001</td>
<td>Gujarat, India</td>
<td>Over 20,000 people were killed, ~167,000 injured; Damage estimate at 2.1 billion USD.</td>
</tr>
<tr>
<td>Dec. 26, 2004</td>
<td>Sumatra, Indian Ocean</td>
<td>Induced Tsunami; affected more than 10 countries directly, and over 283000 people were killed.</td>
</tr>
<tr>
<td><strong>Hurricane / Tornadoes</strong> [29,30,31,32]:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>May 3, 1999</td>
<td>Oklahoma City, OK</td>
<td>36 lives were lost, 775 injured, and with a total cost of over 1.2 billion in damage.</td>
</tr>
<tr>
<td>August, 2004</td>
<td>Hurricane Charley; USA</td>
<td>Estimate of over $14 billion in damage/costs; More than 34 lives lost.</td>
</tr>
<tr>
<td>Sept. 05, 2005</td>
<td>Hurricane Katrina; USA</td>
<td>Estimated more than 1000 lives were lost. damage estimate hits $125 billion</td>
</tr>
<tr>
<td><strong>Floods</strong> [33,34,35]:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>December 19, 1999</td>
<td>Caracas, Venezuela</td>
<td>More than 20,000 lives were lost. Estimate of over $2 billion in damage/costs.</td>
</tr>
<tr>
<td>November 10, 2001</td>
<td>Algiers, Algeria</td>
<td>More than 600 lives were lost, and lead to local protests. Estimate of over $300 million in damage/costs.</td>
</tr>
<tr>
<td>July 23 – Aug. 16, 2005</td>
<td>Maharashtra, India</td>
<td>More than 987 lives were lost, and lead to local protests. Estimate of over $3.5 billion in damage/costs.</td>
</tr>
<tr>
<td><strong>Man-Caused</strong> [36,37,38]:</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Deferred maintenance is another major reason for today’s infrastructure problems. People used to think that civil structures are maintenance-free fixtures, and minimum or no maintenance actions were applied on infrastructure in earlier days [39]. However, the reality is, once deterioration sets in, it continues to compound exponentially. If the maintenance is not completed in year one, the costs of maintenance or repair will grow exponentially in subsequent years [23,40,41] (Figure 1-3). The detrimental effects of deferred maintenance have already shown by the huge “infrastructure gap”, or infrastructure under funding, that many countries are facing today. In Canada, infrastructure gap was
estimated to be between $50 billion to $125 billion in 2004, which was 6-10 times the level of all annual government infrastructure budget combined [42]. In a world where financial reality can not keep up the pace with the growing demand of maintaining deteriorating structures, it is crucial that those who are responsible for making maintenance decisions make the best possible use of the limited financial resources. Maintenance and repair funds should be applied first to those with the steepest degradation curves, that is, those in the most critical damage condition (line b in Figure 1-3). Current practice of structural assessments relies heavily on visual inspection methods, which are highly speculative, expensive, and inefficient [43]. Also, components to be inspected are often difficult or dangerous to access for inspectors. It is clear that the need for better damage detection and structural capacity assessment methods for aging structures is strong.

As for new constructions, there is a need to explore new technologies. Innovative materials, procedures, and/or designs help enhance long-term durability, increase the expected service life, and therefore eliminate the escalating growth in infrastructure backlog. Problems uncovered from old structures should help us avoid them in new constructions; otherwise, problems we face today will keep coming back, and we will never get out of the vicious circle. For example, corrosion of steel reinforcements and components has been one of the most common and costly problems for civil structures since the 80s, and it still is today [44,45,46]. Improving the durability of steel is certainly one approach, but a further step is to search for a substitute that does not corrode.
Fiber Reinforced Polymers (FRPs), which have been used in fields like automotive and aerospace for decades, have been proven to be a very promising material for civil engineering applications [47,48]. However, in North America, the construction industry is still conservative in the use of FRP over traditional construction materials. In fact, innovations in civil engineering will never gain widespread usage until it is standardized in regulations and codes. Design codes can never be developed without enough understanding and confidence in the long-term field performance of the new technology [49]. If the field performance of the structure with innovative elements can be monitored continuously, the study and evaluation of the new technology can be sped up significantly.

The conservative attitude that the industry holds toward “changes” is another problem associated with the civil engineering field, which is reflected clearly by its lag time. Lag time means “the difference in time between a new idea’s conception and its acceptance by the industry” [50]. The lag time for the computer industry is about one year, for the aerospace industry is about two years, but for the construction industry, it is about fifty years! In fact, Construction and Education are the two industries that have the longest lag time [49]. This explains why civil engineering is often referred to as a “sun-set industry” today. Sure there are good reasons for civil engineers to be conservative, considering the unbearable consequences a structural failure could lead to. However, we are in the Information Era now, an era in which information and technology are doubling every eighteen months (according to Moore’s Law) [51], and interdisciplinary information exchange and collaboration is the fastest way for different fields to move to the next level. With the exploding advancement in the high-tech fields such as sensing, communication, internet, and computers, civil engineers today definitely should make use of the available technologies to shorten the “lag time” of the construction industry, and to create a better and safer living environment.

In response to the needs and current trends, Structural Health Monitoring (SHM) emerged as a new discipline for civil engineering in the mid 90th and has grown significantly over the past few years. SHM makes real-time, continuous monitoring and remote control on civil structures possible, which not only gathers valuable information on structural integrity, response, and capacity, but also is able to prevent catastrophic failures and assist in better infrastructure maintenance and management strategies. How does SHM respond to the needs? “The immediacy and sensitivity of SHM can allow for short-term verification of innovative designs, early detection of problems, avoidance of catastrophic failures, effective allocation of resources, and reduced service disruptions and maintenance costs”---ISIS Canada [49].
1.2 Structural Health Monitoring (SHM)

SHM usually involves the implementation of advanced sensing and communication systems into the structures, so that the integrity and the true field responses can be monitored and obtained remotely; similar to people monitoring their health conditions with specialized equipments, this might be how the term Structural Health Monitoring evolved [49,52].

SHM has been used in aerospace, aeronautical, and mechanical industries for a long time, but field application of such system in civil structures posed significant technical challenges, even in the mid-90s [53,54,55]. Civil structures are usually much larger in size and relatively distributed and spatial, and the components to be monitored are often embedded or difficult to be accessed [39]. Also, civil structures are not mass production produced like machines; each of the structure is unique in functionality, and is exposed to different environmental conditions. Sensors and electrical devices to be used have to be able to sustain all environmental effects such as temperature change and humidity. In addition to the technical constraints, many other practical issues like economic consideration, placement of the wiring systems, public safety, accessibility, and vandalism, all made the already intricate process more challenging. Nonetheless, benefits of continuous monitoring and remote control on civil structures are countless, for example: [49,53,56,57,58]

- Measurement data can be used to detect damage that is not visible;
- Post-disaster damage assessment can be performed much faster and accurate;
- Down time and service disruptions can be avoided or minimized;
- Human resources and maintenance costs can be significantly reduced;
- Real, instant structural responses under unexpected extreme events can be captured, and the collected information can increase understanding of true structural behavior, and therefore improve future design codes and regulations.

The list is certainly not comprehensive. Besides being a damage detection tool, SHM for civil engineering application can also be used to determine the strength of the structure. The potential and benefits of SHM for civil engineering usage is unlimited. Therefore, since the mid-90th, when technologies started to become available, SHM quickly became the subject of major international research, and has grown rapidly especially in the past few years. Thanks to the exploding advancements in technologies, technical constraint is no longer the major obstacle, and it is predicted that SHM will be commonplace in the near future to provide check-ups and maintenance services for critical infrastructure and structures [49,59,60].
Being a damage detection tool, the first step is to define what “damage” is, and when is the structure considered to be “damaged”; this is actually not as intuitive as it first seems, since all materials contain defect at the microstructural level [53]. For civil engineering application, damage can be roughly defined as “changes to the material and/or geometric properties of the structure, including changes to the boundary conditions and system connectivity, which adversely affect the current or future performance of the structure [61].” Implicit in this definition, a common way is to assume an initial state of the structure to represent the “undamaged” state, and then compare the data gathered from later states of the structure to the initial baseline. In terms of the “damage detection capability”, a SHM system can have six different levels (Rytter, 1998) [54]:

- Level 1: detect the existence of damage;
- Level 2: detect and locate the damage;
- Level 3: detect, locate, and quantify the damage (i.e. severity of damage);
- Level 4: estimate the remaining service life (prognosis);
- Level 5: self-diagnostics;
- Level 6: self-healing;

The level increases with degrees of complexity, with Level 6 being the most “intelligent” system. Currently, to the best of our knowledge, we are not aware of any real civil applications of SHM that reaches Level 5; the technology is just not there yet. In fact, depending on the definition of SHM, most of the civil SHM applications fall under level 1. Definition of SHM can take many forms, and it usually includes, and is overlapped with, Non-Destructive Testing (NDT), which involves the examination of the structure at a more localized level [53]. As the name implies, all assessment methods that remain non-intrusive can be counted as NDT, including visual, impact echo, ultrasonic, thermograph, X-ray, electro-magnetic, eddy current, and radiographic techniques [62,63,64]. NDT is usually carried out off-line; it is very helpful in determining the exact location and the extent of the damage, but “priori knowledge” of the existence and approximate location of the damage is required. Civil engineers usually refer to SHM as the “Global Health Monitoring” method and NDT as the “Local Health Monitoring” method [52,65]. Both global and local health monitoring are necessary to reach a level 3 damage detection capability. As for Level 4, the SHM system must be able to run continuously for a long enough period of time (e.g. a year) to gather the type of information that is needed for the estimation of the remaining service life. For clarity and simplicity reasons, NDT will not be covered in this report, and only the “global health monitoring” aspect of SHM will be discussed.
Clearly, SHM is an intricate and sophisticated process, and requires networking of professionals from different fields. SHM systems usually require expertise from the five fields shown in Figure 1-4 [66]. Civil engineer is the major player in Smart Structure & Materials and Structural Behavior & Analysis. As for Sensors & Actuators and Remote Monitoring & Communication, planning and execution is performed by experts from relevant fields such as electrical and mechanical engineering. For Intelligent Processing & Data Management, depending on the complexity and requirement of the project, the work can be handled directly by civil engineers using a common spreadsheet program, or may need advanced software and experts from the computer science/engineering and programming fields (e.g. if PR, pattern recognition, is required).

High-technology fields do play an important role in SHM; nonetheless, as pointed out by [67], “whether infrastructure system problems may be addressed without the leadership of civil (and environmental) engineers is a valid question.” Civil engineers are the only ones that have the actual experience with various stages of construction and structural failures. In order to design an effective and optimal SHM system to deal with structural problems and infrastructure issues, civil engineers are to take the leadership of the multidisciplinary team. To be a good leader, it is important for the civil engineers to have sufficient knowledge and understanding of all the different fields involved in a SHM system, for the sake of effective communication and efficiency.

There are different ways to approach the study of SHM process. The Los Alamos National Laboratory (LANL) in U.S. defines SHM in the context of the Statistical Pattern Recognition
Paradigm, which can be described as a four-part process: (1) Operational Evaluation, (2) Data Acquisition, Fusion, and Cleansing, (3) Feature Extraction and Information Condensation, and (4) Statistical Model Development for Feature Discrimination [61,68]. The Canadian Network of Centers of Excellence on Intelligent Sensing for Innovative Structures (ISIS Canada) defines SHM based on the objectives and the physical systems required to achieve the objectives, and categorizes SHM into six subsets and four subsystems (Figure 1-5 and Figure 1-6) [49].

![Figure 1-5 Six Subsets of a Structural Health Monitoring System [49] (Courtesy - ISIS Canada)](image1)

![Figure 1-6 Four Subsystems of a Structural Health Monitoring System [49] (Courtesy - ISIS Canada)](image2)

This categorization method proposed by ISIS Canada is clear and easy-to-follow for civil engineers without much exposure to SHM; combining with the definition from LANL make the picture of SHM process even more complete. Therefore, the two will be combined and adopted in this thesis report to construct the sections and chapters for the study of the SHM process.
1.3 The Safe Bridge Project

As mentioned in Chapter 1.1, the deteriorating infrastructure problem is a global crisis, and Canada is not an exception. Canadian Government already recognized the danger of relying on traditional construction and maintenance practices, and the urge to use advance technology to reduce the maintenance costs and increase the life of civil engineering structures. Therefore, in 1995, ISIS Canada (Intelligent Sensing for Innovative Structures) was established by the federally funded Networks of Centers of Excellence (NCE) program to “advance civil engineering to a world leadership position, through the development and application of fiber reinforced polymers (FRPs) and integrated intelligent fiber optic sensor (FOS) technologies, for the benefit of Canadians through innovative and intelligent infrastructure [69].” Besides the creation of four design manuals related to FOS, SHM and FRPs by 2001, ISIS Canada further developed the new discipline, Civionics, which integrates Civil Engineering and Electrophotonics, and created the Civionics Specifications in 2004 [48,49,70,71,72]. With outstanding achievements and contributions, ISIS Canada is presently in its second funding cycle (1st cycle was from 1995 to 2002) and has four themes for its current research program; it will receive another $12.8 million in funding for year 2006 to 2009. The network currently encompasses 13 universities, 25 Project Leaders, 276 researchers, and 36 multidisciplinary demonstration projects across Canada [69].

Dr. Nemkumar Banthia of University of British Columbia (UBC), being one of the Project Leader and the Director of Theme 2 research program, “Materials Science and Innovative Structures,” is the inventor of an innovative repair and strengthening technique called Sprayed FRP. Sprayed FRP consists of using a spray gun to spray polymer and short, randomly distributed fibers concurrently on the surface that is to be repaired [73]. The sprayed FRP demonstrated very promising laboratory results, and the ministry was very interested in its field performance, with a possibility of adopting it for future infrastructure repairs [74]. Under the auspices of ISIS Canada and the Ministry of Transportation of British Columbia, the new technique was applied to a short-span, shear-deficient concrete bridge called Safe Bridge, located in Vancouver Island, B.C.. The Safe Bridge project also became Project T3.3.18 under ISIS Canada in year 2001, and Project 1.3.8 for the second funding cycle, commenced April 1st, 2002 [75].

Safe Bridge is the first field application of the Sprayed FRP technique in the world. The project not only investigates the long-term, field performance of the Sprayed FRP, but also is treated as the testing ground for SHM process [76,77]. Both strain gauges and FOSs were installed on Safe Bridge
to make it a "smart bridge." The ultimate purpose of the instrumentation is to get an understanding of the long-term behavior of the new strengthening material, and the composite behavior with concrete under real field condition. The measurements shall increase the experience and confidence in using the new material. The scale and instrumentation of the project is relatively simple compared to many other SHM applications. Nonetheless, this project serves as an excellent example of how SHM can assist in the study of new technology for civil engineering, and is an easy-to-follow case study for those who do not have any background knowledge of SHM. Safe Bridge project is also the first SHM study case for the Material group of Civil Engineering in UBC. Being one of the leading universities in the research of FRPs and specialized concrete in Canada, SHM will greatly benefit the group in the study and investigation of innovative construction materials.

Safe Bridge was repaired with the FRP spray in Sept. 2001. Strain gauges were embedded on the steel rebar before the spray was applied; FOSs were installed on the sprayed FRP coating after the repair process. Truck load testing was performed both before and after the repair. Besides the strain gauges, LVDTs were also used during the two initial loading tests to measure the mid-span deflections. The LVDTs were temporarily set up, and removed right away after the load testing. No data was gathered from the FOSs during these initial tests. The testing results showed significant improvement in the bending capacity of the girders as both the strains and deflections were reduced by 13–28% [78]. More information about the tests performed on Safe Bridge in year 2001 and 2002 can be found in "Strengthening of Safe Bridge, Duncan, British Columbia: Use of Hybrid Fiber Reinforced Mortar and Sprayed Glass Fiber Reinforced Polymer" and "Experimental And Finite Element Analysis of A Damaged Reinforced Concrete Bridge Strengthened with Sprayed Glass Fiber reinforced Polymers" [75,79].

Later, two more field tests were performed on Safe Bridge, and SHM components were tested during these two tests; these two field tests are the focus of this thesis. This thesis will compare the results from the later two field tests to the earlier test results as well to show the effectiveness of the new repair method.

1.4 Thesis Objective and Scope

The objectives of this thesis work are two folds. One is to continue to study and investigate the field performance of the sprayed FRP technique. The potential of sprayed FRP is huge, and the investigation of its long term field performance is a must in order to translate the technique from the
laboratory to the real market. Besides being a reinforcement to increase the strength and toughness (energy absorbing ability) of the repaired component, the spray itself can also act as protective coating to enhance the long-term durability of the repaired structure. Also, the spray technique is handy and convenient to apply on any shape or surface, and is estimated to save significantly in cost when compared to traditional steel jacketing or normal FRP jacketing [80]. Fatigue behavior of the sprayed FRP under field condition is a critical aspect that needs to be explored. SHM can be very beneficial in this regard as the required information may be collected by continuous monitoring. Therefore, even though fatigue life prediction of Safe Bridge is not covered in this thesis, it is the ultimate goal behind the application of SHM to Safe Bridge.

The second objective is to get hands-on experience with the SHM process itself. Learning a multidisciplinary topic is not an easy task, and the fastest way is to learn it from actual experiences. Even though there are many papers on SHM today, most of these writings are targeting only at a particular aspect of SHM, or is written for one particular field application. Besides Design Manual No.2 created by ISIS Canada, there is not much publication that is written for the purpose of documenting the complete process of SHM to civil engineers who is interested in this new field [49]. This thesis is written not only as a report on the Safe Bridge project, but also as an introductory reference on SHM for civil engineers. The intention of the thesis is not to present a comprehensive literature research for SHM (in fact, it is impossible to do so because the field is growing everyday), but rather, is to help learners of the new field to expedite in the learning process and to avoid common mistakes they could make in their first SHM application.

With these two objectives in mind, the thesis report is organized into 7 chapters. Chapter 2 is the literature review of SHM, focusing on concrete bridge applications; it starts with an introduction on current state of bridge inventory in North America and the particular needs, and then moves into the discussion of current practice for bridge global condition assessment methods; the final section is devoted to the study of various components of SHM process. Chapter 3 provides background information on the Safe Bridge project, including literature research on relevant topics and specific information on the Safe Bridge itself. Chapters 4 and 5 will present detail information about the two field tests performed in 2003 and 2005 respectively, including their testing procedures, the testing results and data processing steps performed, and concluded with the comparisons between different field testing results. Chapter 6 describes Safe Bridge Project from an SHM perspective, and the subsections will follow the same title and orders as the subsections in Chapter 2, to show how each SHM component is applied in a real case. Finally, Chapter 7 gives conclusions of this thesis work and recommendations for future work.
Chapter 2

Literature Review - Structural Health Monitoring on Bridges

Within all civil infrastructures, bridge is the dominant research area for SHM application, as the number of deficient bridges is huge, and better assessment methods are in urgent need [65]. Current practice relies heavily on visual inspection (VI), which is subjective, slow, and dangerous for inspectors, and most of all, limited in providing reliable assessment results. Field load testing, a subsystem of SHM, has proven to be a much better assessment method, but the traditional way of practice still holds many drawbacks, such as time-consuming, costly, and always require service disruption of roadway. SHM on bridges, which makes remote control and long-term monitoring possible, is a much safer and effective way for bridge condition assessment. Data with different time frame can be collected and for more usages. With a basic understanding in current bridge assessment methods and the major components of SHM process, the two can be integrated better and the benefits from new technology can be truly utilized.

This chapter contains three major themes: 1. the current state of our bridge inventory and the needs; 2. current practice for existing bridge inspection and evaluation and the four subsystems of SHM (include field testing and long-term monitoring); 3. the major components of a SHM system. The first theme also includes a brief discussion on the history and evolution of the bridge inspection regulations in U.S., and why “bridge” is a demanding field for SHM. As for the second theme, it is important to know how bridges are evaluated today and what the four subsystems of SHM are, in order to understand how SHM technology can be utilized for bridge maintenance and management. With an understanding of the potential roles SHM can play in bridge assessment and management, the next step is to study SHM components in detail, to gain more knowledge about the new discipline. For the ease of studying, SHM process is divided into five components, adopted from the definitions developed by ISIS Canada and LANL, as mentioned in chapter 1.2. Again, for a multidisciplinary field like SHM, it is impossible to cover all components explicitly. The aim is to give readers a general idea about SHM.
2.1 Introduction

Bridges play a critical role within the transportation network to support a nation's economy and mobility; however, the condition of our bridge inventory today is alarming. In U.S., approximately 4 billion vehicles are crossing bridges per day, but out of every four bridges, there is one considered to be “deficient” [65,81]. The number of deficient bridges is the most commonly used measure to evaluate the condition of a nation’s bridges in North America [82]. In this section, the data from the U.S. National Bridge Inventory (NBI), will be used to demonstrate and represent the current state of bridge inventory in North America [82], because Canada is using similar evaluation systems as the U.S., but does not have as comprehensive source of information for bridge inventory on the national level as the NBI records [82].

The definition of “deficient bridge” is established by the U.S. Department of Transportation Federal Highway Administration (FHWA), and the evaluation is based on the data collected according to the National Bridge Inspection Standards (NBIS) and recorded in the National Bridge Inventory (NBI) [82]. The NBIS, together with the Special Bridge Replacement Program (has been renamed to HBRRP, Highway Bridge Replacement and Rehabilitation Program), are the first major programs established in the national-level for bridge inspection and safety evaluation [82]. NBIS requires periodic inspections to identify bridge conditions, maintenance needs and safety problems; it also requires all states to maintain written inspection reports about current inventory of all bridges [83]. According to the regulation, all bridges in excess of 6.1 meters on public roads have to be inspected, in general, every two years [82]. The HBRRP is responsible for providing federal funds to states for bridge replacement and rehabilitation [83]. To be eligible for HBRRP, a bridge must be classified as “deficient” in NBI first [84].

According to NBIS, there are two types of deficient bridges: structurally deficient or functionally obsolete [81]. Structurally deficient bridges are the ones contain deteriorated structural components and often show reductions in load-carrying capacity. Therefore, structurally deficient bridges usually need immediate rehabilitation; if not, restrictions on weight/speed/volume of traffic must be applied for these bridges to remain open [85,86]. Functionally obsolete bridges are not necessarily unsafe structurally, but due to their older design features (such as its clearance, deck geometry, alignment, etc.), they may not be able to accommodate current traffic, or, they do not meet current standards [85,86]. Again, load restrictions may be required. It is estimated that there are over 100,000 posted bridges currently exist in U.S., and another 50,000 bridges should be load posted [87].
Based on the latest NBI record, within the total 594,616 bridges in U.S., there are 75,871 (12.8%) structurally deficient and 80,306 (13.5%) functionally obsolete bridges by the end of year 2005 [88]. Inadequate load capacity (i.e., low load rating) is the most significant factor contributing to structural deficiency [89]. As structural deficiencies are considered more critical in terms of safety, for a bridge that is both structurally deficient and functionally obsolete, it is counted as structurally deficient [81]. So far, within the 75,871 structurally deficient bridges, nearly half of them also have some type of functional obsolescence [81]. The bridges suffer from both deficiencies should be the ones with the steepest degradation curves (as shown in Figure 1.3). If the data is correct, currently there are more than 37,000 bridges in U.S. need immediate repair, reinforcement, or replacement.

A long existing problem with bridge inventory management is, legislations and researches are often "passive"—they established and conducted in response to catastrophic events. Bridges play such an important role in people's daily life, but national-level legislations for bridge inspection and maintenance had never been established, until the end of year 1967, when a disastrous bridge collapse happened (see Figure 2-1) [83]. Thirty-seven vehicles fell into water when the Silver Bridge collapsed, and resulted in 46 deaths [84]. In response to the tragic event, the two landmark legislations (NBIS and SBRP) were finally developed and enacted on Dec. 31, 1970. Over the past 36 years, the legislations have been modified and tailored, but the "price" for the fine-tuning was high. For example: the failure of the I-95 Mianus River Bridge in 1983, which killed 6 people, triggered the research for corrosion and fatigue behavior of steel connections; two scour-induced bridge failures in 1987 and 1989 led to additional guidance for scour assessment and requirement for underwater inspection; the collapse of the Cypress Viaduct on 1989 due to the Loma Prieta Earthquake killed 42 people, and raised the awareness of the need for bridge seismic retrofit [82,83,90].

Figure 2-1 The Collapse of Silver Bridge Spanning West Virginia and Ohio, U.S.

Source: http://www.fhwa.dot.gov/infrastructure/rw93.htm (left); http://www.tfhrc.gov/pubrds/jan00/nde.htm (right)
The routine of a tragic event → death and casualties → financial and social impact → extensive media coverage and public anger → congressional inquiry → investigation and researches → additional legislations, has replayed again and again over the years [90]. For some of the incidents, the failure bridge had just passed its regular routine inspection; there were also cases that "problems were foreseen and warned by alert engineers, but potential solutions were delayed due to either excessive costs imposed by existing technology or the reluctance to adopt new technology [90]". Clearly, passive inspection should be turned into active monitoring; new technologies for repair and maintenance are in urgent need, and they should be supported and utilized.

The number of deficient bridges actually has declined steadily since 1994, from 32.5% to today’s 26.3%, mainly from the structural deficient group [81]. Possible reasons could include the increase awareness of infrastructure crisis and the emergence of SHM technology. Nonetheless, it is estimated that $7.3 billion is required annually just to stop the backlog from increasing, and $9.4 billion per year is needed for the next 20 years to eliminate all bridge deficiencies [10]. In fact, the problems with deteriorating bridges will continue for another two decades, as over 60% of the bridge inventory was built between 1955~1990 (see Figure 2-2).

The majority of the deficient bridges today were built during the construction boom from 1955 to 1970. Nonetheless, after the construction boom, there were still significant numbers of bridges constructed during 1975~1995, as shown in Figure 2-2. Even though most bridges are designed for a
50+ years design life, certain components, like the deck, typically require major repair/replacement every 15 to 20 years [91]. The more scary fact is, there are already 11% of the "young bridges" (the 10-15-year-old group) being classified as deficient bridges today (Figure 2-2) [88]. These data point out two things: first, "new" bridges can be deficient too, and both new and old bridges need regular "health check"; second, the "health check" method for bridges has to be efficient and reliability, so that the limited financial resources can be spent effectively. Consequence of inaccurate assessment results is not only waste in unnecessary spending, the worst is to miss the real problematic bridges and harm public safety.

The performances of bridge management programs really rely on the data input. No matter how elaborate and sophisticated the analysis and algorithms employed, the final recommended decisions can not be any better than the data upon which they are based [88]. Since the 90s, technologies in many fields of engineering have advanced significantly, but bridge performance has not improved accordingly. Within the period of 1989-2000, in U.S. alone, there were still over 500 bridge failures happened (Figure 2-3) [92]. With all the sophisticated technology employed in bridge design and construction today, the examination and maintenance of bridges still depend mainly on visual inspection [43]. Clearly, from the data, visual inspection is not doing the job well. Also from Figure 2-3, within all the failure cases, more than three-forth were unknown for its failure type or failure stage. There is not doubt that our bridge management system still needs lots of improvement.

![Figure 2-3 Number of Failed Bridges with Respect to Year and Phase of Failure Occurrences](source: [92])
SHM, the technology that makes "smart bridge" possible, is available today. This technology can provide the quantitative and objective information necessary to move beyond our current bridge management system. With reliable and timely data and information, bridge assessment can be done more efficiently and accurately, and catastrophic failures can be prevented. With the growth and maturing of SHM technology, it should be gradually adopted into the bridge management system. Therefore, it is important to have basic knowledge on how bridges are evaluated today in order to understand how SHM can be integrated with current practice. The next section is devoted to the literature research for common global condition assessment methods for bridges. Rather than applying to all types of bridges, the discussion will focus mainly on short-to-medium span, reinforced concrete bridges. Not only that Safe Bridge falls under this category, concrete is the dominant construction material for existing bridge inventory, and most bridges that need rehabilitation/replacement are short-span bridges [82,93].

2.2 Global Condition Assessment Methods for Bridges

The primary reason of bridge inspection is to assure public safety and confidence; the second function is to provide data, as also required by regulations, for bridge evaluation and bridge management programs [83]. Two types of criteria are widely used in assessing the safety of existing bridges: the general condition and the load-carrying capacity of the bridge [94]. These criteria are used routinely to determine if a bridge can remain open for public usage with/without special restrictions. In many countries, the two criteria are "quantified" for acceptable levels in codes, for the ease of evaluation and as part of the bridge management system. In U.S., the Condition Rating for bridges is based on visual inspection only; the load-carrying capacity, evaluated by Load Rating, normally is calculated analytically, also according to visual inspection results. When the analytical results are in doubt, field testing is performed to verify the true field responses of the tested bridge. Canada follows a similar system for bridge inspection and evaluation, as indicated in Section 14 of the Canadian Highway Bridge Design Code [95].

The "global condition assessment methods" here refers to the assessment practices normally carried out for most bridges, the condition rating and the field testing. As mentioned in Ch 1.2, field testing (including static field testing and dynamic field testing) can be viewed as two of the subsystems of SHM; the other two subsystems are related to long-term monitoring (periodic monitoring and
Continuous monitoring). Basic understanding about the four subsystems help one to see the benefits of SHM from different aspects, and how SHM can be engaged with current practice. Again, there are also many other nondestructive assessment methods available today for detecting specific bridge problems, but this section is not intended to cover them. Visual inspection, field testing, and long-term monitoring are the focus of this section.

2.2.1 Visual Inspection

Visual Inspection (VI) refers to all unaided inspection/evaluation techniques that use the five senses with only very basic tools, such as flashlights, measuring tape, sounding hammers, etc. [96]. Current practice usually involves with visual observation and simple physical inspection methods like hammer sounding or chain dragging [52]. Hammer and chain are “sounding method” tools used to detect debonds, delaminations, and voids; hammers are used more on structural components beneath the deck area, and dragging chains are used for inspecting the deck surface area [83]. Inspectors try to distinguish defected area by listening to the sounds reflected from tapping or striking the concrete surface. Therefore, the accuracy of this type of method relies heavily on the inspector’s experiences and personal judgement, and the process is time-consuming and impractical for large areas. It often takes four or five professionals a full week just to inspect a single average-size bridge [97]. Furthermore, visual inspection is not only expensive, subjective and slow, it can be dangerous for inspectors.

2.2.1.1 Signs of Deterioration

For concrete bridges, inspectors usually look for cracks and spallings, as they are the most predictable indications for future deterioration [83]. Besides cracks and spalls, some other common signs of concrete deterioration include efflorescence, leaching (Figure 2-4), honeycombing, and exudation (Figure 2-5).

Efflorescence is a white deposit on concrete caused by crystallization of calcium chloride brought to the surface by moisture in the concrete. If a concrete surface show evidence of efflorescence, there might be increasing porosity and leaching problem which could lead to serious disintegration of concrete (concrete deteriorated into small fragments or particles) [83] (Figure 2-4). Efflorescence is also a common problem for bridges in Canada because of the extensive use of de-icing salt.
Honeycombing is the formation of small holes or voids caused by insufficient fill in between the spaces of course aggregate particles [83]. Honeycombing is more common appear on vertical components (e.g. columns, walls), and is usually caused by segregation of concrete during construction. Exudation is a liquid or viscous gel-like material discharged through pore, crack, or opening in the surface of concrete [99].

Since the bridge will be rated based on the inspector’s field report, inspector should describe the type, size, direction, location and appearance of any unusual signs clearly, and the possible causes and extent of deterioration should be noted. In addition, it is important for bridge inspectors to have knowledge and understanding on bridge materials, as the behaviour of a bridge under load is very much influenced by the properties of the materials.
2.2.1.2 Rating Systems

According to AASHTO’s *Manual for Condition Evaluation of Bridges (1994)*, there are five types of bridge inspections: *Initial Inspection, Routine Inspection, In-Depth Inspection, Damage Inspection,* and *Special Inspection* [100]. *Routine Inspection* is most commonly performed, followed by the *In-Depth Inspection* [101]. *Routine Inspection* is typically completed using only VI techniques, and the results are used to update the *Condition Rating* and *Appraisal Rating* for the inspected bridge[84].

*Condition Ratings* are the primary criteria used to classify bridge deficiencies, and the NBI database contains ratings on three primary components of a bridge: the deck, superstructure, and substructure. The rating is assigned based upon a 0–9 scale to the three components (see Figure 2-6), and a rating of 4 (poor) or less will put the bridge under the “deficient” category [84]. 80% of all structurally deficient bridges have condition rating deficiencies in their three primary components; the remaining 20% of structural deficiencies are classified based on inadequate structural appraisal ratings.

<table>
<thead>
<tr>
<th>Rating</th>
<th>Condition Category</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>9</td>
<td>Excellent</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>Very Good</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>Good</td>
<td>No problems noted.</td>
</tr>
<tr>
<td>6</td>
<td>Satisfactory</td>
<td>Some minor problems.</td>
</tr>
<tr>
<td>5</td>
<td>Fair</td>
<td>All primary structural elements are sound but may have minor section loss, cracking, spalling, or scour.</td>
</tr>
<tr>
<td>4</td>
<td>Poor</td>
<td>Advanced section loss, deterioration, spalling, or scour.</td>
</tr>
<tr>
<td>3</td>
<td>Serious</td>
<td>Loss of section, deterioration, spalling, or scour have seriously affected the primary structural components. Local failures are possible. Fatigue cracks in steel or shear cracks in concrete may be present.</td>
</tr>
<tr>
<td>2</td>
<td>Critical</td>
<td>Advanced deterioration of primary structural elements. Fatigue cracks in steel or shear cracks in concrete may be present or scour may be removed substructure support. Unless closely monitored, it may be necessary to close the bridge until corrective action is taken.</td>
</tr>
<tr>
<td>1</td>
<td>Imminent Failure</td>
<td>Major deterioration or section loss present in critical structural components, or obvious loss present in critical structural components, or obvious vertical or horizontal movement affecting structural stability. Bridge is closed to traffic, but corrective action may put back in light service.</td>
</tr>
<tr>
<td>0</td>
<td>Failed</td>
<td>Out of service; beyond corrective action.</td>
</tr>
</tbody>
</table>

Figure 2-6 Bridge Condition Rating Categories for NBI Database [84]
Appraisal Ratings are essentially a comparison between the existing conditions of the bridge to the current design standards, and assigned to each bridge for Waterway Adequacy, Structural Evaluation (Load Carrying Capacity), Approach alignment, Deck Geometry, and Under-clearances. Similarly, a 0 to 9 scale is given and the bridge is classified as deficient when the appraisal rating is 3 or less [82] (see Figure 2-7).

<table>
<thead>
<tr>
<th>Rating</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>N</td>
<td>Not applicable.</td>
</tr>
<tr>
<td>9</td>
<td>Superior to present desirable criteria.</td>
</tr>
<tr>
<td>8</td>
<td>Equal to present desirable criteria.</td>
</tr>
<tr>
<td>7</td>
<td>Better than present minimum criteria.</td>
</tr>
<tr>
<td>6</td>
<td>Equal to present minimum criteria.</td>
</tr>
<tr>
<td>5</td>
<td>Somewhat better than minimum adequacy to tolerate being left in place as is.</td>
</tr>
<tr>
<td>4</td>
<td>Meets minimum tolerable limits to be left in place as is.</td>
</tr>
<tr>
<td>3</td>
<td>Basically intolerable requiring a high priority of corrective action.</td>
</tr>
<tr>
<td>2</td>
<td>Basically intolerable requiring a high priority of replacement.</td>
</tr>
<tr>
<td>1</td>
<td>This value of rating code is not used.</td>
</tr>
<tr>
<td>0</td>
<td>Bridge closed.</td>
</tr>
</tbody>
</table>

Figure 2-7 Bridge Appraisal Rating Categories for NBI Database
Source: [82]

2.2.1.3 Reliability of Visual Inspection

There is no doubt that the accuracy and reliability of the inspection results are critical to the allocation of the limited financial resources, but clearly, these rating methods are subjective and non-quantitative. Since the implementation of the NBIS in 1971, a complete study of the reliability of VI had never been undertaken. In light of these, the FHWA started a comprehensive study to examine the reliability of VI for highway bridges in 1998 [43]. The study consisted of a review of existing literature on the topic, a survey of bridge inspection agencies, and a series of performance trials involving bridge inspectors from 49 State Department of Transportation; the study also discuss
factors that may affect the inspector and inspection results [96]. After more than three years of investigation and study, the process and results are fully documented in a two-volume final report entitled Reliability of Visual Inspection for Highway Bridges [96]. Only some of the major findings are summarized in the following; interested readers are encouraged to read the original reports for more information.

The result of the investigation has shown that the methods used and data collected in Routine Inspections can vary considerably from State to State. During the performance trials, on average, four or five different Condition Rating values were assigned to the bridges' three primary components [96]. It was discovered that Condition Ratings are generally not assigned through a systematic approach, and it was predicted that 95% of the Condition Ratings from different inspectors will be distributed over five contiguous Condition Ratings (centered about the average). It was concluded that the 0–9 scale is not refined enough to allow for reliable Routine Inspection results. Concerns about the reliability of the Appraisal Ratings were high too. For example, the structural appraisal rating is based upon the Inventory rating of the bridges (truck load testing). According to the data, there is significant number of bridges with substandard load capacity, but for almost 40% of these “weak bridges”, the method used to calculate their load capacity could not be reported. Again, this raises questions about the reliability of the appraisal ratings to classify deficient bridges [84].

Even for In-Depth Inspection, which “is generally completed at longer intervals than Routine Inspections and may include the use of more advance NDE techniques” and therefore supposed to “identify deficiencies not normally detected during Routine Inspection”, it was found that the results rarely reveal deficiencies beyond those that could be noted during a Routine Inspection. The main reason should be that In-Depth Inspection is still performed based mainly on visual inspections. The primary data used to evaluate the in-depth inspections were the inspectors’ field notes, which summarize specific deficiencies identified in the bridge. From the reliability study, it was found that the frequency with which field notes are taken varies considerably. In fact, most of the inspectors did not make notes of the types of defects (like weld cracks) that were designed to identify during the investigation [43]. This shows that despite the problems with the rating system, the “inspector” is also a main reason for inconsistent/inaccurate field inspection results. Another example, many inspectors did not indicate the presence of important structural aspects of the bridge, such as support conditions and fracture/fatigue-critical members. There was significant variability between how long inspectors anticipate they need to complete an inspection and the actually time spent. Finally, it was found that professional engineers are typically not present on site for bridge inspection [96].
Visual inspection is highly variable, subjective and inherently unable to detect invisible deterioration, damage or distress [97]. There are many types of damage and deterioration that are beyond the capabilities of visual inspection to be detected. Some of the measurement and detection needs currently not met by our standard practice of visual inspections are summarized in Table 2.1 [102]. Deteriorations that do not manifest visible symptom(s) are not detected or quantified. Some deteriorations, when becomes visible, are already in severe condition (e.g. corrosion of reinforcement in concrete) [88].

Table 2-1 Measurements that can not be obtained by Visual Inspection [102]

<table>
<thead>
<tr>
<th>Damage</th>
<th>Detection</th>
<th>Operation</th>
<th>Service</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Impact</td>
<td>• Corrosion</td>
<td>• Traffic counts</td>
<td>• Congestion</td>
</tr>
<tr>
<td>• Overload</td>
<td>• Fatigue</td>
<td>• Weight of trucks</td>
<td>• Accidents</td>
</tr>
<tr>
<td>• Scour</td>
<td>• Water absorption</td>
<td>• Maximum stress</td>
<td>• Reduced traffic capacity</td>
</tr>
<tr>
<td>• Seismic</td>
<td>• Prestress Force Loss</td>
<td>• Stress cycles</td>
<td>• Performance measures</td>
</tr>
<tr>
<td>• Fatigue</td>
<td>• Unintended Behavior</td>
<td>• Deflection</td>
<td></td>
</tr>
<tr>
<td>• Settlement</td>
<td></td>
<td>• Displacement</td>
<td></td>
</tr>
<tr>
<td>• Movement</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

A bridge management program relies so heavily on visual inspection can be very problematic. Based on the number of failure bridges over the past twenty years, the non-quantitative and gross nature of the NBI data has proven to be inadequate for effective bridge management. The NBI is also severely limited in providing adequate measures of bridge performances for quality improvement and asset management initiatives. As pointed out by Jim Cooper, the former director of Bridge Technology at the FHWA, "Owners, and in particular, their "traditional" bridge engineers, continue to rely on visual inspection to determine bridge viability. THAT MUST CHANGE. With so many bridges deemed structurally deficient and limited funding, determining which bridges need immediate rehabilitation or replacement should not be left to a simple visual inspection- and yet that is the common practice" [103]. With so many problems associated with visual inspection, instrumented monitoring is expected to complement inspection methods, to provide an objective measure of the state-of-health of existing bridge inventory, and to alert officials to bridge deterioration or failure.
2.2.2 Field Testing

Filed testing here refers to the practice of applying standard truck loads statically or dynamically to the bridge. As stated in the “Canadian Highway Bridge Design Code”, “bridges may be considered for load testing if the Engineer deems that the analytical evaluation does not accurately assess the actual behaviour of the bridge, or there is otherwise a need to establish the actual behaviour of the bridge or its components” [95]. The field testing is often performed to verify the load-carrying capacity calculated based on the visual inspection results. It is already recognized that true picture of the behaviour of a bridge is not available until it is in-service, and currently, engineers rely a lot on modeling techniques to predict a bridge’s field responses. Field testing is also required for “unconventional” cases that the regular analytical formula do not apply; for example, when new material or new repair technique has been used.

As mentioned earlier, there are a significant number of posted bridges existing today, and the predominant factor leading to structural deficiency is a low load rating [89]. While the load restriction is meant to ensure the safety of the traveling public, at the same time it also brings significant inconvenience and financial cost to many, due to the fact that people need to detour around the posted bridge. In addition, the posted bridges are likely the ones in priority to receive the costly repair/replacement funding [87]. Therefore, it is important that the load-carrying capacity of the posted bridge is accurately estimated.

Current rating practices are based on the procedures outlined in the “Manual for Maintenance Inspection of Bridges” and the “Guideline Specification for Strength Evaluation of Existing Steel and Concrete Bridge” in U.S. [83,104]. The conservative assumptions made during the rating analysis process inherently lead to a bridge evaluation that frequently underestimates the actual bridge capacity [105]. Field testing provides accurate values for many of the assumed properties, and the subsequent evaluation of the bridge better represents the actual capacity [105]. It has been found that most bridges have inherent reserves of strength that can not be detected with simple visual assessment. Field testing can investigate these reserves and allow a more realistic assessment of the bridge [52].

It is important to have a basic understanding on how the load carrying capacity is evaluated analytically currently, in order to recognize the need for field testing. Therefore, a brief discussion on
current practice for load ratings will first be provided before the introduction of the two types of field testing: the static field testing and the dynamic field testing.

2.2.2.1 Load-Carrying Capacity Rating for Bridges

Currently in U.S., the bridge load-carrying capacity is evaluated with respect to structural strength [83]. The “AASHTO Manual for Condition Evaluation of Bridges” provides the basis for Allowable Stress Method and Load Factor Method, while the “Guideline Specification for Strength Evaluation of Existing Steel and Concrete Bridge (1989)” uses the Load Resistance Factor Rating. The following shows the basic rating equations for each of the method [83]:

I. Allowable Stress (AS) Method:
   \[ C = D + RF (L) (1 + I) \]

II. Load Factor (LF) Method:
   \[ C = 1.3D + A2 RF (L) (1 + I) \]

III. Load Resistance Factor (LRFD) Method:
   \[ \Phi Rn = \gamma_D D + (RF) \gamma_L (L + I) \]

Highway bridges are rated at two levels, the Inventory Rating and the Operating Rating. The Inventory Rating defines the load level at which a bridge can be safely used during its whole life time (for indefinite time); whereas the Operating Rating gives the absolute maximum permissible load level for a bridge [83]. No load greater than the Operating Rating should be permitted to cross the bridge.

The general standard rating vehicles used for bridge field testing in U.S. are (Figure 2-8):

- H 20 (20 tons)
- HS 20 loading (36 tons)
- Type 3 (25 tons)
- Type 3-S2 (36 tons)
- Type 3-3 (40 tons)
Which type of rating truck to be used mainly depends on the size and type of the bridge, and the traffic volume. Most of the highway bridges today are designed for HS 20 loading in the States. For field testing on short span, rural bridges, like Safe Bridge, Type 3 unit is usually used. These vehicles can be used for both static and dynamic field testing.

2.2.2.2 Static Field Testing

Static Field Testing here refers to the common practice of placing known truck load at strategic locations on the bridge, and bridge responses are collected through sensing and data acquisition systems. Static field-testing for bridges has a long history of been in practice. In the early 90s, bridge field testing was performed with uniformly distributed load, which simulated the actual traffic, and the induced deflections were measured manually [49]. The early practice was very time- and labour- consuming, and the health of the bridge was only based on its flexure stiffness [49]. Gradually, with the advances in technology and the increasing capacity of testing equipments, more accurate measurements can be performed. Nonetheless, most field tests are still performed as special
projects by university scholars and research groups. Main reasons include the fact that field testing is still relatively expensive and time-consuming (compared to visual assessments), and most of all, service disruption of the roadway is required.

The Ontario Ministry of Transportation (Bakht and Jaeger) in Canada, the Florida Department of Transportation (DoT) (El Shahawy and Garcia) and the New York DoT (Fu et al.) in U.S. are a few authorities in North America that have extensive experiences with field testing to rate their bridges [87]. Over 250 bridges have been load tested in Ontario, and the results showed that, in most cases, the actual load-carrying capacity is higher than the value calculated by analytical models and load rating methods [49]. There were also many cases that the data collected were totally out of surprise, and it was tempting to reason the cause as instrument malfunction [49]. However, most of the time, the unexpected readings were really from unexpected bridge behaviors. Some common factors attribute to the “surprising bridge behaviors” include unintended continuity, two-way slab action, end/bearing restraints, composite/non-composite action, and flexural participation from the curbs/railings [49,106]. Some interesting examples of unexpected testing results can be found in [49,107].

The worst-case scenario is to have a bridge’s actual load-carrying capacity be lower than expected. The consequence of overlooking a problematic bridge can be serious; the tragic highway-overpass-failure just happened recently in Montreal, Canada is one example. On Sept. 30, 2006 noon, the three eastbound lanes plus the pedestrian sidewalk of the de la Concorde Blvd. overpass suddenly collapsed and crumbled onto Highway 19 beneath it [108] (Figure 2-9). Two vehicles were crushed completely and all five passengers in the vehicles were killed immediately [108]. An hour before the collapse, a piece of concrete measuring 38 cm by 18 cm was reported fallen off from the structure [109]. A patroller was sent to inspect the overpass immediately to conduct visual and auditory inspections [109]. At the time, the inspector judged that there was no need to close the roadway. According to the Transportation Quebec, patrollers are trained to evaluate, but they are not required to have engineering background. This incident showed clearly the problems with current practice of bridge assessment.

The fallen overpass was built in 1970, and it was designed for a lifespan of 70 years [108]. According to the local regulation, similar structures are inspected yearly, and they receive in-depth inspections every three years. This particular overpass just passed its regular inspection in May 2005 [109]. After the incident, another overpass built at the same time by the same company was closed
immediately for inspection. About 20 more similar traffic structures were inspected again over the next 48 hours [109]. All these are the consequences of one bridge failure.

The cause of the incident was believed to be debonding between the rebar and concrete, resulting from corrosion of the steel reinforcements [110]. As can be observed from the photos, the failure surfaces were quite "clean", as if they were cut through by a knife, and steel rebar could be seen sticking out of the failure surface. It is possible that, after debonding happened and the composite action lost, the section of roadway was unable to support its own weight [110]. Failure in concrete is always catastrophic. Deterioration in the bridge could be not observable, therefore visual inspection could not pick up the problem and the tragedy happened.

Figure 2-9 Photos of the Failure of de la Concorde Blvd. Overpass in Montreal on Sept. 30, 2006
Source: [109] (Courtesy Ryan Remiorz)
As mentioned in Ch 1, Static Field Testing can be viewed as a subsystem of SHM. The equipments used for all four subsystems are similar in the way that some kinds of sensing and data acquisition systems are always involved. Nonetheless, static field testing can be said as the "simplest" one to be conducted, because its time-frame is relatively short and the required instrumentation is usually the least sophisticated. Therefore, it is the most-often performed type of field testing. In addition, for the purpose of identifying actual load-carrying capacity of a bridge, data from Static Field Testing is usually sufficient to give satisfying results.

More about the sensing and communication systems will be given in Section 2.3 when talking about the components of SHM system in detail. The following will give an introduction of the three types of static field testing.

2.2.2.2 Types of Static Field Tests

The three types of static field tests commonly performed are Behaviour Tests, Diagnostic Tests, and Proof Tests; all three use known truck load as the static testing load [49]. These methods are different in terms of their purposes, the level of load applied, and/or the manner in which the experimental findings are used to arrive at a load rating [106]. The Behaviour and Diagnostic tests are actually similar, only differ in their testing purpose, and some people use the two terms interchangeably.

The Behaviour and Diagnostic tests are performed more often than the Proof test. The main reason is that Proof Test is "risky" – it could cause permanent damage to the tested bridge; therefore, Proof Test should only be conducted by qualified professionals [49]. Also, a Proof test always takes longer time than the other two types of static field tests, and usually requires closing of all the traffic lanes on the bridge until the completion of the testing [106]. Here, the definition of the three types of static field testing are based on ISIS Canada’s Design Manual No. 2 [49].

Behaviour tests

Usually, the static field testing are performed to “study the mechanics of bridge behaviour” or “to verify certain methods of analysis”. It is customary to refer the field test as Behaviour Test when the testing purpose is to verify a certain method of analysis. In a behaviour test, the bridge is always loaded below its elastic load limit (i.e. the maximum service load legally permitted), and the data
collected are usually strain and/or deflection measurements according to different loading positions of
the truck. In most cases, the loading positions are chosen to create maximum strain/deflection
effects. Behaviour testing results are mostly used to calibrate the analytical model created to
represent the existing condition of the bridges. It is important to notice that behaviour test does not
provide the maximum capacity of the bridge directly [111]. The significance of verifying the
analytical model is not just beneficial to the tested bridge, the model to obtain the actual response and
condition of that particular bridge, it is also beneficial for the study and evaluation of bridges with
similar design and age, and for new bridges using similar design [49].

Diagnostic tests

When the major purpose of a static field-testing is to study the interaction between different
components of a bridge, the test is referred to as the Diagnostic Test. Similar to the Behaviour Test,
during a Diagnostic test, the bridge is loaded within its elastic load limit (see Figure 2-10), and strain
and/or deflection measurements are taken at strategic locations. The effects of interaction between
different components of a bridge can be beneficial or detrimental to the bridge performance, and it is
not always easy to be identified. The load-carrying capacity of a particular component of the bridge
may decide the overall load carry capacity, and it is especially important to find the source of distress
to a particular component when the interaction give negative effects. In many cases, the source of
distress can be eliminated by simple remedial measures [49]; therefore expensive and unnecessary
retrofitting/replacement can be avoided. If the interaction effect is found to be positive, the advantage
can be utilized and load carry capacity maybe further enhanced.

Proof tests

Proof Test is quite different from the previous two types, especially in the magnitude of the load
applies; it is performed to directly detect the safe load-carrying capacity of the tested bridge. During
the testing, loads are applied in increment to the bridge (label 1 to 5 in Figure 2-10) until a target
proof load is reached and/or non-linear behaviour is observed [106]. Proof Load is defined as "the
maximum load of a given configuration that the bridge has withstood without suffering any damage
[49]". Therefore, one most important step in Proof Testing is to decide the minimum value of proof
load, which is actually not an easy task. According to the Ontario Highway Bridge Design Code
(OHBDC, 1992) and the Canadian Highway Bridge Design Code (CHBDC, 2000), for a bridge to be
classified as structurally-adequate, the proof load should be "of such magnitude as to induce at least
the same maximum load effects as those induced by factored design live loads including the dynamic
Even though when compared to the behaviour/diagnostic testing, proof testing uses a much higher load, if based on the OHBDC and CHBDC criteria, the magnitude of proof load should still be “safe”, that is, not to cause permanent damage. So far, for all the proof tests conducted in Ontario, there has not been any cases that leave permanent strains in the bridge.

Proof Test was not performed on Safe Bridge; therefore it is only briefly introduced here. More discussion on the comparison between proof loads and legal loads, as well as the scale-down factor that should be applied on proof loads for deficient bridges can be found in [49].

Figure 2-10 Hypothetical Load Deflection Response of Bridge
Source: [112]

For all three types of static field testing, the measurements can be used to adjust or refine the load rating of the bridge. How to incorporate the field measurements into the capacity rating is not within the scope of this thesis. Nonetheless, interested readers can obtain relevant information from papers written by researchers like Goble et al. (2000), Cai and Shahawy (2001), and Barker (2001) [106].
2.2.2.3 Dynamic Field Testing

Dynamic Field Testing is the second subsystem of SHM. The use of vibration monitoring for structural integrity assessment is effective and already well established in the mechanical and aerospace industries. The basic principle is based on the fact that dynamic response is a sensitive indicator of the physical integrity of any structure [113]. The first civil engineering application of vibration monitoring was probably in the field of pile integrity testing [113]. Records of dynamic filed testing on bridges can be found as early as in the 20s in Europe, but these early testing could not provide much information, due to equipment/device constraints and insufficient knowledge about structural dynamics [49,114]. With the growth in technology, SHM techniques based on changes in dynamic characteristics have become a popular topic among researchers for the past two decades [52]. Almost all SHM projects mentioned in LANL’s “A Review of Structural Health Monitoring Literature: 1996-2001” are based on the dynamic/vibration characteristics of structure [115].

As mentioned earlier, occurrence of damage in a structure will reduce structural rigidity (stiffness) and leads to changes in its dynamic properties. Dynamic characteristics include system parameters (mass, stiffness, and damping) and modal parameters (natural frequencies, mode shapes, and modal damping values) [20]. These parameters characterized the condition of the structure, and they can be measured from dynamic tests. Therefore, results from dynamic tests conducted at different time can be compared to identify changes in structural conditions [113]. However, in terms of detecting load-carrying capacity, dynamic testing on its own may not be effective, especially when the relationship between the “stiffness” and “strength” of the bridge is not linear [116]. For example, localized steel rebar corrosion inside a bridge’s specific component may have little effect on the over-all stiffness, but may have large impact on the strength and therefore reduces the load-carrying capacity significantly [116].

Two problems have been discovered with vibration-based SHM techniques: (1) insensitivity to localized damage; (2) significant influences from environmental effects [52]. Vibration characteristics are global properties of a structure; when the damage is substantial, dynamic-characteristic-monitoring can work well in detecting the existence of damage [49, 52]. However, for localized damage or damage at incipient stage, the results are not as successful [52]. As for environmental effects, temperature changes, moisture and other environmental factors can also induce changes in dynamic characteristics. It has been found in many research works that, when damage is small, the noises from environmental effects can be greater than the effects due to real damage, and
give misleading results [52]. For example, Rizkalla, Bemokrane, and Tadros found that traffic-induced loads have a negligible effect on the bridge girder strains in comparison to the thermally induced loads, and it is necessarily to measure temperatures as well because thermal effects on the measured strains are dominant [117]. An ongoing research area for current SHM study is focusing on solving these problems with innovative sensors/signal processing systems and sophisticated mathematical techniques and control theories [49, 52].

Common reasons for bridge dynamic testing include seismic assessment, studies of the aerodynamic responses, correlation of numerical models with measured data, bridge condition monitoring, and studies related to the development of dynamic impact factors for design of the bridges [114]. During dynamic field testing, the most common practice is to run a truck with known axle configuration at different speeds and over a prescribed “bump” on the bridge to create dynamic excitation. This method has been used since the 20s, and is still in use today [49]. The most commonly used sensor type for dynamic field testing is the accelerometers, and the dynamic loads used to excite the bridge can be generated either by forced excitation methods or ambient excitation methods [114].

*Forced excitation methods* include the use of shakers, actuators, step relaxation, and any methods of measured impact (see Figure 2-11) [115]. Dynamic testing with forced excitation is often referred to as *Measured-Input Test* because the input force is known. In most cases, the input-force is well characterized; therefore, identification techniques for determining the bridge’s modal characteristics (i.e. mode shapes, resonant frequency, modal-damping ratio) can be well established [114]. Another advantage of *forced excitation test* over *ambient force test* is that, the input force can be controlled. Therefore, one can make the input force strong enough to dominate over noise disturbance, and minimize the errors due to noises at the testing point [115]. In addition, forced excitation is usually a local excitation targeting a specific structural region/component, so the environmental and operation effects can be mitigated. However, forced excitation is only suitable for small bridges because of its localized excitation effect; it is not practical for large-scale bridges. It is also important to choose the “right” locations to input the forces to obtain the interested modes [113]. Finally, this type of testing relies on the vibrator control unit completely; if the unit is suddenly broken or not working properly, the whole test has to be called off [113]. Examples of SHM projects based on forced excitation methods are provided in [114, 115].
Ambient excitation is defined as the excitation experienced by a structure under its normal operating conditions [114,115]. For bridges, its ambient excitations can include the traffic, wind, wave/current, and earthquake. Besides the seismic excitation, most of the input forces are not, or can not be, measured/recorded during the test [115]. From bridge monitoring point of view, ambient excitation seems to be a better source of loading than forced excitation, because bridges are constantly exposed to different loads in the operating environment, and the structural responses to the ambient excitation are the actual “in-situ responses” of the bridge. In addition, bridge size is not limited for ambient excitation. Especially when traffic disruption is not allowed, ambient excitation testing becomes the only valid choice [114].
2.2.2.3.1 Types of Dynamic Field Testing

According to ISIS Canada, dynamic field testing for bridges can be categorized into four types: Stress History Tests, DLA Tests, Ambient Vibration Tests, and Pull-Back Tests [49]. Dynamic field testing was not performed on Safe Bridge, but they play important roles in SHM field; therefore the section is included but the four types of dynamic field testing will only be briefly introduced. More information about the four types can be found in the ISIS Canada Design Manual #2 [49].

**Stress History Tests**

The purpose of Stress History Test is to find the distribution of stress range in fatigue-prone components on the bridge [49]. The data is collected continuously for a short period of time under the bridge's normal operating condition. The early practice used sensors with pre-assigned range of strain, and the counter attached with the sensing system is recording the number of strain value that falls into its assigned strain range [49]. Therefore, at the end of the testing period, a histogram showing different strain ranges induced in the instrumented component was obtained. The problem with this method was that the collected data was difficult to be interpreted. Nonetheless, SHM technology today can store large amounts of data and intelligent data processing is available. With continuous monitoring, the frequency distribution of different stress ranges can be easily obtained and the bridge’s fatigue life can be established.

**DLA Tests**

DLA stands for *dynamic load allowance*. The DLA Factor, or Impact Factor, is an amplification factor commonly used in bridge code provisions for design to account for the dynamic effects from traffic. Besides the given formulation, some design codes allow engineers to determinate the DLA factor themselves through dynamic testing; this is one common reason for people to perform dynamic field testing. DLA test is also done by running specific test vehicles through the bridge.

The determination of a bridge’s dynamic amplification factor is actually difficult. It has found that many factors can influence the testing results, such as the testing vehicle type and vehicle weight, and the vehicle positions with respect to the reference point [49]. Even when the bridge and the testing vehicle are the same, the values of dynamic amplification factors still varies significantly, as can be observed from different technical literature reports [49]. Currently, for design purpose, a single value of amplification factor is used in many code provisions to represent the maximum dynamic responses. As concluded in the ISIS Canada Design Manual #2 [49], "it is not a practical
proposition to determine a representative value of the DLA for a given bridge by dynamic testing." Nonetheless, dynamic testing is still a useful research tool in formulating more reliable specifications for DLA.

**Ambient Vibration Tests**

As mentioned earlier, ambient vibration tests for bridge means measuring the bridge responses directly under its normal operational condition, and no controlled external force is applied. Accelerometers with a frequency range from 0.025 to 800 Hz are usually used to cover the frequency ranges of interest [118]. The number and locations of the sensors, and the length of measurement period, need to be arranged carefully to ensure that all the modes of interest will be properly recorded; these decisions should be done by people with good knowledge in dynamic testing and the tested bridge [119].

Ambient Vibration Test is also referred to as the modal test when the testing purpose is to obtain modal characteristics of the bridge [49]. The first step in obtaining the modal properties from ambient vibration measurement is the determination of all possible natural frequencies of the modes participating in the vibration of the bridge [119]. Testing measurements can be plotted directly as accelerations vs. time, and the function for the plot can be written as:

\[ f(t) = A_1 \sin 2\pi f_1 t + A_2 \sin 2\pi f_2 t + A_3 \sin 2\pi f_3 t + \ldots \]

where \( A_1, A_2, A_3, \text{etc.} \) are the modal amplitudes or modal ratios, and \( f_1, f_2, f_3, \text{etc.} \) are the various natural frequencies of the bridge [49]. The values of modal amplitudes can further transfer to power spectral density (PSD). A spectral densities normalization and averaging function, denoted as the averaged normalized power spectral density (ANPSD), can be obtained from the PSD to identify the most probable natural frequencies [119]. Figure 2-12 is an example of ANPSD plot indicating various peak frequencies in the transverse, vertical and torsional directions. Most of the peak values should correspond to the natural frequencies of the tested bridge, but one should also be aware of the possibilities that, the frequency of a dominant exciting force, like a heavy truck, is included [49]. Additional analysis and checking with the transfer function, coherence, and phase between pairs of records, should be performed to confirm the testing results [119]. In addition, a "real natural frequency value" may be in the vicinity of a peak value shown on the ASPSD plot, due to the effects of averaging multiple records and presence of damping [119]. The FE model of the bridge can then be calibrated with the actual natural frequencies and mode shapes. In order to obtain the natural
frequencies correctly, dynamic field testing should be repeated until their ANPSD plots show repeatable results [49]. With advanced technology today, the ANPSD plots can be obtained easily with specialized computer programs.

Figure 2-12 Example of An Averaged Normalized Power Spectral Density Plot

Source: [119] (Courtesy – C.E. Ventura)

**Pull-Back Tests**

A Pull-Back Test is performed when the lateral vibration characteristics of the bridge is of interest [49]. Traffic loads usually do not induced much lateral excitation to the bridge, and therefore it is difficult to detect the lateral vibration behavior of the bridge with ambient vibration tests. A Pull-Back test is usually performed by pulling the bridge with a thick cable in the lateral direction and anchored on the other end, and then releasing the cable suddenly [49]. Measurements from accelerometers are collected from the moment the cable is released and let the bridge vibrate freely. The process of data analysis is similar to that of ambient vibration test. Since the bridge vibrates freely, damping characteristics of the bridge in the lateral direction can also be obtained. Important factors to be considered for pull-back test are the magnitude of the lateral test force, and the quick-release mechanism to be employed.
2.2.3 Long Term Monitoring

The benefits of long term monitoring have been recognized for a long time, but due to practical difficulties and technical constraints (as discussed before), truly continuous monitoring could not be realized in earlier days. Historically, bridge monitoring programs were implemented for the study of the load-structure-response relationships and the calibration of assumptions for modeling [65]. In North America, the earliest documented systematic bridge monitoring exercise was conducted on the Golden Gate and Bay Bridge in San Francisco in 1937, and the objectives were to study the dynamic behavior and possible consequences of earthquake [65,120]. Most of the earlier monitoring were focused on important long-span bridges, or “high-profile” bridges with special design. In addition to the concern on the field performance of the bridge itself, the projects were also seen as opportunities to implement and study SHM systems.

In recent years, applications on conventional short-span bridges started to gain popularity; these applications are, as described in [65], “less glamour but possibly ultimately more beneficial developments of SHM”. For small bridges, their global responses are more sensitive to defects, and visual inspections are less frequently applied, so SHM systems can and will make a real contribution [65]. In addition, SHM systems for small-scale bridges usually contain less technical challenges and constraints when compared to large bridges, and therefore it is possible to make commercially available SHM products that are applicable to most common types of short-span bridges; this will greatly reduce the cost for installing SHM system, the major concerns for bridge owners, and truly utilize SHM technology.

“Long-term monitoring” covers the last two subsystems of SHM: “periodic monitoring” and “continuous monitoring”; and they are the major research themes for today’s SHM discipline. When the term “SHM” is used, many people actually mean “long-term monitoring”. Therefore, the importance and difficulties for long-term monitoring are similar to the ones mentioned earlier for SHM technology and they will not be repeated again here. The issues and techniques of all possible long-term monitoring methods are too vast to be covered completely; some popular investigating topics for long-term monitoring include the overall monitoring strategy, installation procedures, systems architecture, temperature compensation, durability, compatibility with other materials, sensor standardization, data analysis, and cost-benefit analysis. Many issues are case-specific. This thesis can only briefly touch some of the general issues for long-term monitoring projects. The components of SHM systems will be discussed in more detail in later sections, so issues related to
different aspects of SHM will be presented accordingly. The rest of the section will discuss the
different applications of long-term monitoring on bridges, based on their “time-scale”, and issues
relating to sensors, one of the biggest concerns for all long-term monitoring projects.

Long-term monitoring can be used in bridge applications for a wide range of purposes that involve
different time and spatial scales. Based on the sampling rate for monitoring, the time scale for bridge
applications can cover up to 16 orders of magnitude in frequency, as shown in Figure 2-13 [97]. The
ultimate time scale is the service life of the bridge, which is at least 50-years for old bridges, and can
be up to two hundred years for “especially important” bridges. Current Canadian Highway Bridge
Design Code requires 75 years to be the service life for new bridges [121]. Continuous monitoring
on a bridge from its construction stage until the end of its service life is the most “complete” level for
bridge monitoring, but it rarely is required and performed. One situation where continuous
monitoring may be necessary is when the purpose of the monitoring is to obtain true field responses
of the bridge under unexpected hazards like natural disaster or serious vehicle collision, or to provide
warnings. The occurrence of these rare events known in advance, so continuous monitoring is
required; unless the data acquisition system has special triggering set-ups.
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**Figure 2-13** The “Time Scale” for Bridge Monitoring in Terms Magnitude in Frequency

Source: [97]

Next to life-time-monitoring is with the “year” scale. Monitoring on the scale of years to decades are
mainly for the study of deterioration processes, such as corrosion of rebar, alkali-aggregate reactions
of concrete, and fatigue of steel [97]. If the deterioration process is slow and warning signs will be
available, or the deterioration process will not lead to catastrophic failure of the bridge, the
monitoring can be periodic instead of continuous.
The next level of time scale is less than a year, from seasonal to diurnal. These scales are closely associated with climatic variables; seasonal monitoring is especially important when the monitored variables are influenced by seasonal changes; this is common because many measurements are sensitive to temperature. Conversely, changes in the natural frequency with temperature can also be used to diagnose deterioration, such as the sticking of bearings [97]. Other seasonal changes that can affect monitoring results include wind, tidal, and human activities. Similarly, for diurnal time-scale, temperature and tidal varies. Traffic loading is another important factor that may show different pattern in a seasonal, monthly, weekly, or even daily scale. Information such as traffic volumes, size, number and weight of trucks the bridge carry, etc. are important for true life cycle cost analysis and performance based specification [84].

With the possibility that long term monitoring may need to cover “16-orders of magnitude in frequency”, one major issue follows is the performance and robustness of the sensors, which may be required to perform reliably for the lifetime of the bridge. Many traditional sensors used heavily for conventional bridge field testing are not suitable for long-term monitoring. For example, the conventional strain gauges are susceptible to electromagnetic and radio interference, dependence on signal amplitude, and have tendency to drift over time [122]; all these limit their usefulness in long-term monitoring applications. The monitoring results will not be meaningful if the data are problematic themselves.

Another concern is sensor malfunctioning. A fault in the sensor network will have undesirable consequences whether or not the integrity of the bridge is compromised [53]. One solutions is to have redundancy of sensors to assure the functioning of the system even in situation of data loss from some sensors, so that proper assessment of the monitoring results can still be achieved [123]. There are also suggestions to have the sensors be monitored themselves – either by self-monitoring or to monitor each other. These indeed are potential solutions for sensor failures, which is highly likely to happen for conventional sensors performing long-term monitoring [53]. However, these solutions also take away the major advantage of traditional sensors – their lower costs. Therefore, seeking new types of sensors that is suitable for long-term monitoring becomes the trend.

Many advanced sensing technologies are implemented for long-term monitoring; FOS is the most popular for “internal sensing” and GPS has a great potential for “external sensing” for global performance monitoring [65,123]; in addition, when the scale of the structure is large and a significant number of sensors are required, wireless sensors may become a “must”. Since FOS is
used in Safe Bridge project, the discussion for advanced sensors will focus on FOS only; GPS technology and wireless sensors will not be covered in this thesis. Nonetheless, it is important for SHM engineers to be aware of the existence of different sensing technologies, so that the optimal SHM system can be developed. [124,125,126] are some references for wireless sensing for SHM applications; [123,127] show applications of GPS technology combined with FOSs for bridge monitoring.

Fibre optic sensor (FOSs) is one major research area for SHM technology today. The phenomena that can be monitored by FOS arrays range over many orders of magnitude, and it has many unique characteristics, such as corrosion-resistant and immunity to EMI/RFI, make it suitable for long-term monitoring applications [70,97]. In addition, FOS is easy to install and stay fastened in position better than traditional wire gauges, and it can act as both the data collector and data transmitter. More information about FOS will be provided in later sections. It is important to notice that FOS will play an integral role in SHM system, especially for long term monitoring applications.

The issues and considerations mentioned in this section are applicable to both Periodic Monitoring and Continuous Monitoring. In the following, these last two subsystems of SHM will be briefly introduced for some of their specific features.

### 2.2.3.1 Periodic Monitoring

The common purpose of periodic monitoring is to determine changes in structure (e.g. movement of piers) or to trace long-term performance of certain component(s) of the bridge (e.g. cracking on deck or a repairing layer) through intermittent measurements over a period. Periodic monitoring is the third subsystem of SHM, and actually most of the SHM on bridge falls under this category, because it can include the two field testing subsystems discussed earlier, and the fourth subsystem, “continuous monitoring”, is seldom necessary.

When the static field testing is performed on a bridge repeatedly from time to time, the bridge can be viewed as under “periodic monitoring” as well; this is currently the most commonly performed type of periodic monitoring. For conventional static field testing, traditional sensors can be used and a temporary monitoring system can be mobilized for the testing at any time; these instruments are cheap compare to the more advanced systems for long-term monitoring. Also, new parameters can
be added or removed from the system as needed during each testing; this “flexibility” is another advantage of this type of periodic monitoring. Lastly, there is potential for improvement: when new instruments or testing methods are developed, they can be deployed for better testing results. Nonetheless, because the data acquisition systems (sometimes also the sensors) are not permanently installed, significant works for cabling, transport of all equipments, and skilled personnel for set-up and data collecting are required every time the field testing is performed; this “repeating portion” of field testing actually occupy significant time and cost. Most of all, this type of periodic monitoring can easily lead to inconsistency, because any changes in instruments, measurements, testing methods, or even testing vehicle, more or less affect the testing results.

Static field testing has relatively short testing period, and that is the main reason why instrumentations can stay “simple”. With the increase in monitoring time, issues like the stability and robustness of instruments become important. As mentioned earlier, the time scale for periodic monitoring can vary from as short as couple of hours, to as long as decades, depending on the application and the type of bridge being monitored. Therefore, sensors permanently installed in the bridge are preferred. Actually, when the time scale is up to the “year” level, the requirements on instruments and data management become similar to the level for continuous monitoring.

Periodic monitoring has been successfully applied in many bridges around the world, and it works well in most studies related to bridges; its biggest limitation is on the study for extreme event responses. Typical measurements for periodic monitoring include strains, displacements/rotations, accelerations, and temperature. Please refer to ISIS Canada Design Manual No. 2 for examples of periodic monitoring on crack growth monitoring and repair tracking, and through static field testing, ambient vibrations, and testing under moving traffic load [49].

2.2.3.2 Continuous Monitoring

Continuous monitoring is the fourth subsystem of SHM, which can provide the most comprehensive data about the bridge’s health and performance, but also requires the most sophisticated planning and instrumentations. Continuous monitoring goes beyond the capability of the other three subsystems of SHM; it not only able to obtain true bridge responses under unexpected extreme events, but also can provide monitoring during the construction period. Examples of applications related to construction period include the monitoring of shrinkage strains produced in concrete during the initial hardening
process, or tracking the prestress forces applied to steel strains for precast concrete components [97,128]. The advantages from continuous monitoring are endless, but at the same time, the challenges need to be dealt with for a successful continuous monitoring system is enormous.

Besides the issues relating to the robustness of sensors and equipments, as mentioned earlier, remote control and wireless data transfer are usually accompanied with continuous monitoring system, and therefore power supply is also an issue. In addition, equal, if not more, challenges come from the processing, management, and storage of the tremendous amount of data coming from continuous monitoring. More information related to data management will be given in later sections. The rest of this section will be devoted to the discussion on “passive monitoring” vs. “active monitoring”, an important decision to make during planning, especially for long term monitoring projects.

“Passive” or “Active” monitoring depends on if passive sensing or active sensing system is used. Passive sensing means the monitored bridge is subjected to unknown external excitation, and the response of the bridge is passively recorded [115]. The passive system is powered only for interrogation of the sensor array and downloading the data [129]. Passive, peak deflection sensors have proven to provide adequate information for routine structural monitoring; for example, static field testing applies on a bridge periodically for the measurement of its peak deflection under the truck load is of this kind. Passive sensors are usually worked as baseline sensors in most SHM system, and the advantage is that they require minimum maintenance [129].

In active sensing mode, a controlled internal excitation (known input) is applied to the bridge by the built-in actuators and sensors, and the corresponding structural responses due to the internal excitation are measured at the same time; therefore real-time structural response histories can be obtained with active sensors [115]. Active sensing system requires real-time power and data acquisition systems with sufficient storage capacity to handle the significant volume of data [129]. Because the response signals of a structure are often affected by operational and environmental variations of the structure, the employment of a known excitation force makes the subsequent signal processing and system identification much easier [115]. The main advantage for active system is the ability to provide a complete picture of structural behavior, including responses to extreme events. Nonetheless, active systems are more expensive to install and operate because maintenance is required. Also, if power is lost during extreme events, the active system is no longer working and the data of interest cannot be obtained [129].
Because each of the sensing approach has its own strengths, a “hybrid system”, or “semi-active sensor” that combine both active and passive sensors become popular. Flexibility, relatively low-maintenance cost, and long-term design life (system life estimated at 10 to 20 years) make the hybrid system ideal to satisfy most bridge monitoring needs [129].

When combining active/passive sensing with remote/manual control, four types of SHM systems can be identified. Thompson and others [129] summarized the four types of SHM system in the table below (see Table 2-2). As can be seen from the table, the first two levels of systems are sufficient for the two field testing subsystems of SHM. For periodic monitoring, depending on the project and the length of testing/monitoring time, either one is possible. However, for continuous monitoring, both active and passive sensing will be required.

Table 2-2 Four Levels of Structural Health Monitoring Systems Based on Sensing Approach [129]

<table>
<thead>
<tr>
<th>System Identification</th>
<th>Components</th>
<th>Description</th>
<th>Applications</th>
</tr>
</thead>
</table>
2.3 Components of Structural Health Monitoring Process

As mentioned in Chapter 1.2, the definitions of SHM given by ISIS Canada (Fig. 1-6) and LANL are combined to construct the sections for the study of SHM system. Therefore, this section will contain five sub-sections: Operational Evaluation, Data Acquisition, Data Communication, Data Management, and Diagnostics. Each of these components for SHM can be a thesis topic itself, and it is impossible to cover them in details. The five components will be briefly introduced here, and readers are encouraged to read at least the two above sources [49,115] to get a more complete picture about SHM. One should also note that, even though the five components seems like five steps in order for the construction of a SHM system, there is actually no clear “boundaries” between them; all the five components are closely linked and associated with each other. Therefore, many issues and considerations may be applicable to more than one of the component.

2.3.1 Operational Evaluation

Ideally, it would be nice to turn all existing bridges into “smart bridges”, and to install SHM systems to all new bridges, so that all bridges’ health conditions can be checked regularly and conveniently. However, it is not yet possible today, and it is not practical from the cost-benefit perspective. In the real world, “cost” is always one major concern for owners. Typically, adding a relatively comprehensive monitoring system to a new structure will add about 1% of the total construction cost [130]. This percentage includes the system hardware and installation fee, but does not cover the cost associated with data analysis. Nonetheless, one cannot judge the “value” of a SHM system simply by a monetary number. Owners should consider the pros and cons from the life-cycle cost perspective. In addition, if a catastrophic failure is prevented and therefore death is avoided, any spending on the SHM system is worthwhile.

There are four groups of bridges that in particular should utilize SHM technology [97,131]:

1. existing bridges that contain severe deterioration;
2. “important bridges” that form critical links in the transportation network and will bring significant impacts to the society if damaged;
3. bridges that are likely/possible to encounter extreme events, such as earthquake, hurricane, or terrorist attack;
4. bridges contain “unconventional features”, such as new materials or innovative design, and little is known about the new feature.
In the LANL Report, *Operational Evaluation* is the first step of the four-step process of the *statistical pattern recognition paradigm* [115]. The four questions to be answered in this stage are:

1. What are the life-safety and/or economic justification for performing the SHM?
2. How is damage defined for the system and, for multiple damage possibilities, which case are of the most concern?
3. What are the conditions, both operational and environmental, under which the system to be monitored functions?
4. What are the limitations on acquiring data in the operational environment?

Depending on the scope and complexity of different projects, the "importance" of the four issues may weight differently; nonetheless, all these are important aspects that should be considered thoroughly in preparing a meaningful and successful SHM system. It is important to set limits on what will be monitored and how will the monitoring be done. Operational evaluation begins to tailor the monitoring process to unique aspects of the structure, and tries to take advantage of the unique features of the damage that is to be detected [132].

### 2.3.2 Data Acquisition

As shown in Figure 1-6, "Acquisition of Data" is the first subset of the actual implantation of a SHM system, and it consists of two major elements: sensors and data acquisition systems (include both hardware and software). Sensors measure and detect the defined physical changes from the structure; data acquisition systems transfer the data from sensors and convert them to digital signals so that the computer can "read".

Following up with the considerations and decisions made in Operational Evaluation, the main issues to be dealt with for Data Acquisition include [115]:

- **Excitation mechanism**
- **What parameters / quantities to be measured**
- **Number and types of sensors** (include considerations for resolution, bandwidth, etc.)
- **Locations of the sensors**
- **Data acquisition system to be used**
- **Power supply**
- **Set-up plan for all instruments** (site-based)
The decisions are made based on the purpose for the SHM system, the considerations made during the Operational Evaluation stage, the availability of utilities, the tender specifications, and the specific "condition"/characteristics of the site. Security and protection of the instruments should also be considered if the sensors and DAQ system(s) will be permanently located on the site. Of course, economic consideration always plays a major role. For long-term monitoring project, it has been found that cable-based sensing system have high installation costs and leave wires vulnerable to ambient signal noise interferences. A report from the California DoT stated that it costs over $300,000 US per toll bridge to install a measurement system comprised of 60 to 90 accelerometers; to protect the wires from the bridge's harsh environment, a wire conduit require a cost of $10 US per linear foot [133].

The number and location of sensors is critical for "correct" monitoring results. Most long-term global health monitoring projects have been based on vibration-based damage detection methods; even just 30 years ago, it was common to use less than five accelerometers to perform the monitoring, due to the high cost of sensors [52]. With so little accelerometers involved, in most case only the fundamental mode could be obtained. Today, the prices for conventional sensors are so affordable that some long-span bridges use over hundred of sensors. The problems come with the massive number of sensors is another issue; but it is important to use enough sensors to generate meaningful results. In particular, when conventional sensors are used for long-term monitoring purpose, extra number of sensors should be used as back-ups [53]. As for the location of sensors, when the bridge is small and in simple structural form, the locations of sensors may be decided by experienced structural engineers directly. However, most bridges do not work like a simple beam; for better monitoring results and effective sensor placement, a detailed structural analysis using advanced technique, such as finite element modeling, should be performed in prior to verify the optimal sensor locations [97,115].

A popular ongoing research area for data acquisition is to "distribute the computational load" among different elements within the whole data acquisition network [134]. A problem with long-term monitoring is that a tremendous amount of data are being collected but not analyzed because processing all the data would be too costly [52]. One way to deal with this problem is to improve the sensors and DAQ systems so that they can perform certain level of data processing before the data are sent to the computer(s). In this case, the amount of data that need to be transmitted and processed can be reduced significantly. Smart, distributed systems with local digitization and decision nodes will be solve many difficulties we are facing today [134].
Both sensors and data acquisition systems need power, which can be an issue for bridges located at remote sites and no AC source near by. In general, issues related to the design of power supply include [135]:

- Power generation: the source of energy; i.e. external powered or self-powered
- Power transmission: the path of energy; e.g. capacity of wires
- Power storage: the location of energy; e.g. capacity of batteries
- Power consumption: energy-consumption and power efficiency, low power technology

Power supply is especially an issue for remote continuous monitoring. Self-powered sensors are often required to be used, so power generation mechanism and power storage are main issues to be considered. Most wireless sensors are powered by batteries, and is the batteries are charged by solar power, then the need to be close to an AC source is solved [52]. For a distributed sensors network, power transmission and power storage are of major concern [135].

Works at this stage determine the success of obtaining structural responses, and require expertise from many different fields. For long term monitoring projects, many steps in data acquisition is a one-time job, so it is worth to spend time for careful planning and field works. The design manual “Civionics Specifications” by ISIS Canada [72] provides detailed specifications for three types of FOSs that are popular for bridge monitoring, and the support equipment and systems commonly used for data acquisition set-ups. It is a good reference for civil engineers who do not have much field experiences with instrumentation for bridge testing/monitoring. In the following, “sensors” and “data acquisition systems” will be discussed separately, focusing on the units commonly used and the relevant technical terms. Since FOS is a relatively advanced field, an introduction on optical fibre and its technology will also be provided. It is important for the civil engineers to have basic knowledge on these to communicate with people from different fields to optimize the SHM system.

2.3.2.1 Sensors

Sensors are the first essential component in a monitoring system and are essential for the accuracy and reliability of the measurement. The type of sensors can be classified according to the quantity (variable) it measures; some common quantities for bridge monitoring are:

- Mechanical Quantities: strains, displacement, acceleration, rotation, distortion, weight, force/torque
• Thermal Quantities: temperature
• Chemical Quantities: moisture (humidity), pH value
• Electro-/Optical Quantities: voltage, light, frequency phase, visual/images

The choice of the sensors depends on if the “attributes” of the sensor(s) match the requirements of the application. Major “attributes” that can be used as the criteria for the selection and evaluation of sensors include: dimension of variables, size, operating range, accessibility, sensitivity (the minimum change the sensor can recognize), data format (continuous or discrete; analog or digital), active or passive sensing, physical contact, operating principle, and its “intelligence” (such as capability for on-board data processing and decision-making) [136].

There are almost unlimited number of possible sensing and measurement technologies that can be developed for highway bridge applications; with more new types of sensors, improved SHM systems also become feasible. Some examples of “new sensors” for specific usage include the LIDAR (Light or Laser Imaging Detection and Ranging) to capture 3D position of objects; infrared thermography to detect debonding; MEMS (micro-electromechanical system) for accelerometers and other applications; shearography to detect out-of-plane displacements caused by delaminations; and several systems for corrosion, such as the nuclear magnetic resonance (NMR) capsules to detect chloride ions, the Galvashield XP to reduce localized ring anode corrosion of reinforcing steel [52].

These sensors typically targeting one specific type of damage, and are more suitable for “local monitoring”. Here the discussion will be focus on the sensors typically used to monitor the “global health condition” of bridges. Both the conventional types of sensors and the popular FOSs for SHM will be briefly introduced because the conventional sensors are still used massively for bridge field testing; also, they could be used for the studying and testing of new types of sensors. Many projects study the field performance of FOSs, and both the FOSs and conventional electric resistance strain gauges are installed to verify the results [123].

### 2.3.2.1.1 Common Traditional Sensors

The most commonly measured quantities for static field testing are strain and deflection (displacement); for dynamic field testing is the acceleration [115,137]. In addition, temperature is an important measurement as well to quantify the environmental effect. Therefore, the most commonly
used sensors for bridge field testing are strain gauges, linear variable differential transducers (LVDTs), accelerometers, and temperature sensors. These sensors have been in use for a long time in many different industries; their technology is pretty much matured and there are many commercially available products on market; therefore, the biggest advantage of using conventional sensors is their relatively low cost. There are also more choices for the support systems (like the compatible DAQ systems), and easy to find skilled personnel who are familiar with the sensors.

These four common conventional sensors will be briefly introduced in the following. Since strain gauges are used in Safe Bridge project, it will be discussed in greater detail than the other three types of sensors. Note that the Design Manual No. 2 by ISIS Canada [49] has a very good summary section about these four conventional sensors as well, especially on the introduction of strain gauge. The manual provides elaborate explanation on the parameters for selecting foil strain gauges, as well as the attachment techniques and the methods for environmental and mechanical protection. In addition, potential source of errors and noise control considerations are discussed in great detail. Foil strain gauge remains the most widely used sensor for bridge testing/monitoring applications; it is installed in almost all instrumented bridges. The information can be provided here is very limited; civil engineers are encouraged to at least read the ISIS Canada reference if they will be involved in a SHM project that utilizes strain gauges.

2.3.2.1.1 Strain Gauges

"Strain" is a very useful physical quantity for structural integrity analysis and monitoring; high strain level gives warning to potential problems: it could be an indication of fatigue or yielding in the material, or occurrence of de-bonding. Strain values can be used to compute a structure’s load, moment, and stress; it can also be used for frequency analysis. With special design and placement, an array of strain gauges can further be used as transducers for torque, load, pressure, and acceleration [126]. No wonder strain gauge is the most widely used sensor type for bridge applications.

There are many different types of strain gauges available on market; for civil engineering applications, the most familiar to researchers are the foil strain gauges and the vibrating wire strain gauges [138]. The discussion will focus on the foil strain gauge because it is used the most often for strain measurements; as for the vibrating wire strain gauges, the discussion will focus on its advantages and disadvantages to the foil strain gauges in terms of for bridge monitoring applications.
Foil strain gauges, also known as the electrical resistance strain gauges, are the most commonly used and least expensive type of strain gauge [49,139]; the ones installed in Safe Bridge are also of this kind. The basic mechanism for foil strain gauge is that, the resistance of an electrically conductive material changes with its dimensional changes when the material is deformed elastically. When the material stretches, it becomes longer and narrower, which increases the resistance; the change in resistance is then converted to an absolute voltage by a Wheatstone bridge [139]. The result value is linearly proportional to strain by a constant. This constant is the gauge factor.

There are thousands of foil strain gauges available with different characteristics for different usages and applications; selecting an appropriate one is the first step. The major issues to be considered for selecting the strain gauges for bridge testing/monitoring are [49,140]:

- Suitability for the operating and environmental conditions
- Accuracy and stability of measurements
- Magnitude, type, and duration of the measurement
- Ease for installation

Cost is usually not a major concern for the selection because the cost of sensor itself is relatively low; by choosing a more expensive gauge that has features for faster installation will probably save more from the installation cost [49].

The general components of a typical foil strain gauge are shown in Figure 2-14. The important parameters for the choice of foil strain gauges are as follows [49, 140]: Gauge Length, Grid Width, Gauge Materials, and the Gauge Resistance.

![Components of a Typical Foil Strain Gauge](source: [49] (Courtesy – ISIS Canada))
**Gauge Length** is the strain-sensitive length of the strain gauge (see Figure 2-14). The gauge length can vary from 0.2 mm to 100 mm; for common application, a gauge length between 3 mm to 6 mm is recommended for the ease of installation, availability, and lower cost. Nonetheless, for special cases, such as when a highly localized strain is to be measured or very little space is available for mounting the gauge, and accuracy is not critical, then a shorter strain gauge should be used. For example, when the strain gradient near or on a small size fillet, hole, or notch is of interest. On the other hand, when the object to be measured has non-homogeneous material properties, or when heat dissipation is an issue, a longer gauge should be used. For example, when the gauge is to be attached on concrete surface, the gauge length should be long enough to cover several aggregates; usually at least 5 times the size of the largest aggregate in the concrete should be used.

**Grid Width** is determined by the number of “loops” on the gauge. Usually wider grids are preferred because they provide better heat dissipation and stability. For non-homogeneous materials like concrete, wider gauge can provide better results because the strain is averaged over wider area. However, when strain gradient changes significantly perpendicular to the gauge and the strain is measured over a short length, a narrow grid strain gauge would be preferred.

**Gauge Material** is the principal factor that controls a strain gauge’s operating characteristics. A strain gauge typically contains of three parts: the wire (the sensing alloy), the backing (the carrier), and the adhesives. The material of the wire is the most important. Thermal output, zero-stability, fatigue life, and sensitivity to strain are the criteria for choosing the wire material. Constantan alloy is the most widely used type, probably because it has the best “overall properties”, such as adequately high strain sensitivity, good fatigue life, relatively high elongation capacity, and self-temperature-compensated. It is also the least expensive type. Constantan wire is suitable for applications measuring static/quasi-static strains and plastic deformation, and applications under normal operating conditions (e.g. will not encounter extreme temperature). When the application is for a long period of time, a nickel-chromium wire is preferred because it offers much better zero stability. Both the constantan and nickel-chromium have a gauge factor around 2.0. For applications that need high signal-noise ratio, that measure dynamic strains and/or cyclic loadings, the isoelastic alloy is preferred, because it has superior fatigue life and higher gauge factor (around 3.2).
The carrier is for the protection and ease of handle for the wire. The carrier is usually made of dielectric material which provide good insulation between the wire and the specimen; the most common backing material is polyimide. When one wants to minimize the error induced by the backing, epoxy should be used; but epoxy backings are brittle and require skilled workmanship for installation. There are also weldable strain gauges which use metal carriers. Weldable gauges are preferred when bonding conditions are not ideal, but in exchange accuracy sacrifices a little. If the strain gauge is to be placed inside the concrete, the embedment strain gauge, which consists of a long foil gauge (~100 mm) embedded in a polymer concrete block, is preferred. As mentioned earlier, the long length is to avoid localized strain effects from aggregate discontinuities; the polymer concrete block is to protect the strain gauge from mechanical damage during construction and environmental attacks.

Adhesives are used to secure the strain gauges to the measuring component. Cyanoacrylate cement only need short curing time (like 10 minutes), so it is good for cases when the gauges need to be used soon as possible; but it is not suitable for applications that will last for longer time (like a few months). If higher bond strength is required and higher strains at failure will be encountered, epoxy should be used; but the curing process is more trouble and takes a long time; high temperature (120°C) is required to be applied for several hours to complete the polymerization. There are also special cements for high-temperature (ceramic cement) or dry environment (cellulose nitrate cement). A gauge having a shifting glue interface is highly unsuitable for long-term monitoring due to drifting problems [49].

**Gauge Resistance** of a strain gauge is commonly produced to be 350 ohms or 120 ohms. The electrical resistance is directly related to the sensitivity. For a given wire material, the higher the resistance, the higher the sensitivity; therefore, normally a higher resistance is preferred. High resistance also results in lower volumes of heat when same voltage is applied. Heat generation is an issue for low-heat-conductivity materials such as composites because increase in temperature affects the strain readings. In addition, higher gauge resistance also decrease the “lead wire effects” (explain later) and improves the signal-to-noise ratio of the measurement. Nonetheless, if fatigue loading is an issue, the lower 120 ohms resistance should be used; the lower resistance wire is larger in diameter and therefore better fatigue resistant. Also, the 120 ohms gauges are usually cheaper than the 350 ohms strain gauges.
For bridge field applications, a major task with the use of foil strain gauges is to provide proper environmental and mechanical protections; the gauges should always be covered with a suitable coating right after the installation [49]. It has found that moisture is the most common cause for gauge failure in field applications; moisture causes grid corrosion and leads to inaccurate measurement and zero-drift [49]. When the strain gauges are close to water surface, such as underneath bridge girders that span over a river with short clearance, extra care should be taken. Different protecting materials are available from strain gauge suppliers for different situations. For example, a layer of Nitrile rubber coating is adequate when the gauge will not subject to rain and snow; double layers of the rubber coating with aluminum foil in between can provide better protection for more severe conditions; Teflon can be used if electrical conductivity is an issue; Epoxy provides good protection against chemical attacks, but they absorb moisture and therefore not suitable for long-term monitoring in humid area [49].

Major sources of errors for foil strain gauge measurement include the lead wire effects, the sensitivity to the transverse strain, and most of all, the temperature effect [49]. Foil strain gauges generally wired to the readout unit; the lead wires can cause two types of errors: one is related to the temperature change induced by the resistance changes in the lead wires; the other error is known as “lead wire desensitization”, which happens when the lead wire resistance is significant in comparison to that of the gauge itself [49]. Depending on the bridge circuit configurations (quarter-, half- or full-), the two types of errors may or may not be an issue; but lead wire desensitization must be corrected for the half-bridge configurations [49]. Correction procedures can be found in standard textbooks.

As for the transverse strain effect, it is an issue when the transverse strain is relatively large when compared to its longitudinal strain. The gauge factor (GF) is defined as the ratio of the rate of resistance variation caused by uni-axial stress applied along the gauge axis; therefore, a strain gauge actually has two gauge factors: one is aligned to and the other is perpendicular to the strain field [49]. The GF given by manufactures is the one aligned to the strain field, and it is theoretically correct only when the gauge is attached to a material with a Poisson ratio equal to that of the material used for gauge calibration [49].

Temperature effect to foil strain gauges is the biggest source of error for its measurement of static strain; and this is in addition to the error from temperature effect of the lead wires [49]. Two causes add up the effects: (1) it is the nature of the gauge’s electrical resistance to be sensitive to temperature changes; (2) the difference between the thermal expansion coefficient of the gauge and the substrate
material that the gauge is attached on; the effects from both are generally referred to as the “thermal output” of the foil strain gauge [49]. In order to obtain the true mechanical strain, the thermal output must be deducted from the strain measurement. One should also be aware that thermal output is not exactly proportional to the temperature change [49]. One solution is to use a “dummy gauge” to adjust for the temperature effect; however, it is difficult to create the condition that the dummy gauge is unstrained but it is experiencing identical environment condition as the active gauges, especially for field applications [49]. Therefore, for field applications, the temperature-compensated gauges are preferred to be used; these gauges have small thermal output within a certain range of temperature change, and Constantan and Karma are the two most commonly used alloy having self-temperature-compensation properties [141]. Usually manufactures will provide thermal output graphs for their strain gauges, which should be used to adjust the strain readings. Formula for the temperature-effect-corrections, include the calculation for change in gauge factor, can be found in [49] and many other strain gauge related references.

Since the signal produced by foil strain gauge is usually low-level and can be easily interfered by many other sources, noise control is very important for foil strain gauges, especially for bridge field applications, where the lead wires between sensors and readout unit are relatively long comparing to laboratory set-ups, and all sorts of environmental attacks usually exist. Electrostatic and Magnetic noises are most common for foil strain gauges. The two most common methods for noise control are: (1) amplify the signals with signal conditioners; (2) provide shielding and pay attention to the wiring to minimize environmental noises [49]. The noise level is really project- and site- specific. When planning the SHM system set-up, the “characteristics” of the site should be investigated and experienced technicians should be consulted for best wiring design and noise control. Besides the ISIS Design Manual No.2, reference [142] provides a good summary for noise control in strain measurement and with more references provided; reference [143] contains all the links for the instrumentation and measurements for strain gauges.

As for the Vibrating Wire (VW) strain gages, they are encased in sealed steel tube and are larger in size (usually over 100 mm in length) than the foil strain gauges. VW strain gauges can be embedded in concrete or attached to the surface of components [49]. Its biggest advantage over foil strain gauges is that it does not drift over time, therefore it can be used for long term monitoring projects. However, although more stable over the long term, VW strain gauges can not sample fast enough to characterize live load effects adequately, limiting is usage for many bridge applications [49].
2.3.2.1.1.2 Linear Variable Differential Transducers (LVDTs)

LVDT is a well established sensor design that has been in use for many decades for the measurement of displacement and within closed loops for the control of positioning [144]. The basic components of a LVDT consists of a cylindrical array of a primary and secondary windings with a separate cylindrical core which passes through the center (see Figure 2-15 [b]). The primary windings are energized with a constant amplitude AC (alternate current), usually with frequency in the range of 1 to 10 kHz; this produces an alternating magnetic field in the centre of the transducer and induces a signal into the secondary windings [145]. Movement of the core causes change in signals; as the windings are wound in a certain precise manner, the magnitude of the output voltage is linearly proportional to the distance moved by the core (up to its limit of travel). The phase of the voltage indicates the direction of the displacement [75]. The key specification for choosing LVDT is its range of measurement. Accuracy is measured as a percentage of the full scale of measurement. Outputs for LVDTs can be analog voltage/current, digital, or even parallel/serial computer output [146].

![Figure 2-15 The Linear Variable Differential Transformer: a. Photo of an LVDT under Bridge; b. Basic Structure of LVDT [145]](image)

The distinct advantage of LVDT is that, since the sliding core does not make physical contact with other components of the assembly, there is no friction generated and the LVDT can be completely sealed against the environment, making the LVDT a highly reliable and long last device [144,145]. However, LVDT has a fundamental problem of needing a physical reference; if reference movements can not be prevented, the measurements will be affected [127]. The set-up for LVDT for long term monitoring is especially difficult for bridges span over waterways, which actually consists 80% of all...
bridges in U.S. [84]. Therefore, for deflection measurement, new technologies have been developed for more precise and convenient method, such as laser measurement and the GPS systems [88].

2.3.2.1.1.3 Accelerometers

Accelerometer, which measures accelerations caused by forced excitation, impact or ambient vibrations, is the most commonly used sensor to gather structure's dynamic characteristics [137]. As mentioned earlier, conventionally, a major effort for SHM research focused on damage detection methods using acceleration signals, and therefore the accelerometers became one popular sensor for many SHM projects.

Accelerometers can be installed on a structure easily and the signals are immediately available; there are also a wide range of specifications available for different applications, including the relatively harsh field environment [127]. These characteristics of accelerometers add up its popularity for bridge monitoring applications. Similar to the foil strain gauges, the accelerometers are also vulnerable to electromagnetic and radio interference; nonetheless, they can still be used for long-term monitoring because they do not depend on signal amplitude, and do not drift over time [138].

Important parameters to be considered when choosing accelerometers include: range of acceleration (measured in “g’s”), frequency range, transverse sensitivity (the sensitivity to motion in the non-active direction), mounting errors, temperature and acoustic noise sensitivity, and mass [147,148]. The specification sheets of an accelerometer typically will provide information on most of these parameters; the damping coefficient, and a scale factor that relates the output to an acceleration input are often provided as well [149].

For civil engineering applications, either piezoelectric accelerometers or spring-mass accelerometers are normally used [49]. The spring-mass accelerometer is the “simplest” type of accelerometer which measures mass motion by attaching a spring mass to the wiper arm of a potentiometer; the mass position is conveyed as a change in resistance [150]. The spring-mass accelerometers are only suitable for steady-state acceleration or low-frequency vibration measurements because its own natural frequency is generally less than 30 Hz [150].

As for the piezoelectric accelerometers, a piezoelectric crystal (often quartz or ceramic) is spring-loaded with a test mass in contact with the crystal; the crystal produces electric charges when a force
is exerted by the mass under some acceleration [148]. The voltage is then converted into accelerations. The crystal has high impedance itself, so a high-input impedance, low-noise detector is required. The output levels are usually in the milli-volt ranges [150]. Although piezoelectric accelerometers have relatively low sensitivity compared to other types of accelerometers, they can measure the highest acceleration range (up to 100,000 g's) [151]. Its own natural frequency is very high (may exceed 5000 Hz), make it suitable for vibration and shock measurements [150].

2.3.2.1.4 Temperature Sensors

Common conventional temperature sensors for civil engineering applications include resistance temperature device (RTD) and the vibrating wire (VW) temperature sensors [49]. RTD operates based on the fact that the electrical resistance of a material changes with change in temperature. There are two types of RTDs: metallic sensors and thermistors [49]. Common materials used for the metallic sensors include nickel, copper, and platinum; platinum is by far the most popular because of its wide temperature range, accuracy, and stability [152]. Thermistors are based on resistance change in a ceramic semiconductor. The operation range of the thermistors is smaller than that of the metallic counterpart, but thermistors usually provide higher accuracy [49]. RTDs serve as the standard sensors for temperature measurements due to their excellent repeatability and stability [152]. However, their biggest problem is that, the current for operating them more or less creates certain amount of heat, which affects the accuracy of the temperature readings [49].

The VW temperature sensors have a similar mechanism as the VW strain gauges: a change in temperature causes a change in the frequency signal output from the sensor; the readout unit processes the signal and converts it to a voltage proportional to the temperature [49]. The VW temperature sensor is encased in a cylinder and has no physical contact with the surrounding. Therefore, the advantage of using VW temperature sensor is that the effect of the strains on the temperature readings is not a concern [49].

2.3.2.1.2 Advanced Fibre Optic Sensors

The study of fibre optic sensors (FOSs) started about 30 years ago [153]. Since then, various ideas and techniques have been proposed and developed for various measurands and applications. Nonetheless, FOSs have only recently become widely available. Strain and temperature are the most widely studied measurands, and the fibre grating sensor represents the most widely researched
technology for fibre optic sensors (see Figure 2-16) [154]. Besides military usage, the existing market of fibre optic sensors is dominated by a few specific segments, and SHM field is one of the top three [153]. This is not surprising. As mentioned earlier, many traditional sensors are not suitable for long term/remote monitoring purposes; therefore, demands in advanced sensors like FOSs are growing with the development of SHM technology. The following are some major advantages of FOSs over the conventional sensors [70,154,155]:

- Immunity to electromagnetic and radio frequency interference (EMI/RFI)
- Long-term stability
- Distributed sensing and multiplexing capabilities
- Low creep with little disturbance to the structure
- Electrical passivity (sensors do not conduct electricity)
- Corrosion-resistant
- Light weight and small size
- Can work as both sensor and a data conduit, and with large bandwidth
- Relatively safe in flammable environments
- Response that is not restricted to intensity-based systems
- Flexibility for surface mounting or embedment in the structure
- Embeddable in FRP construction products during manufacture

![Figure 2-16 Distribution of Fibre Optic Sensor Types According to Measurands and Technology](source: [154])

For bridge monitoring, the two most important characteristics for sensor choice is high resolution (for high-speed traffic) and long-term durability and stability (for environmental effects), and FOSs show
superior performances than the conventional sensors on both. FOSs are used mostly to measure strains in bridge projects; in fact, the technology has been grown to the point that they are considered as the ideal substitute to the traditional strain gauges [156]. Especially for the monitoring of composite wrap rehabilitation, traffic flows (weigh-in-motion measurements), environmental loads and extreme temperatures, FOSs can provide better measurement methodologies that were not previously available [70,97]. For both new and rehabilitation construction, FOSs can be easily bonded/embedded to the structure to provide complete strain histories including strains from concrete curing, construction loads, in-situ service loads, to strains due to creep and temperature changes [70]. This information is especially important in verifying the design assumptions for new design/materials and understanding its long-term in-situ behavior. The weigh-in-motion data can be used to estimate the probability of the maximum load rating of the bridge being exceeded, or to predict the remaining service life based on the fatigue cycles observed [97].

With its superior performance under extreme temperature, FOSs for temperature measurement is also of high interest. As mentioned earlier, long-term strain measurements always need to be adjusted for temperature effects; temperature FOSs can also be utilized in monitoring the concrete curing process, the freeze-and-thaw cycle, and the prediction of ice formation, which could not be done easily with conventional temperature sensors [97]. In addition, since corrosion is one of the most common problems among existing bridges, many research works also focus on chemical sensing with FOSs. Detection of chloride ion concentration, concrete conductivity, and the variation in pH can be utilized in the monitoring of corrosion conditions of the steel rebar inside reinforced concrete [102].

The significance of FOSs to the growth of SHM is clear. It is important for today’s civil engineers to have basic understanding about the FO technology and be aware of what are available. The following will first introduce what optical fibre is and how it is applied to sensing technology, and then summarize the three common types of FOSs that are available on market and suitable for civil engineering applications.

2.3.2.1.2.1 Optical Fibre and Fibre Optic Sensor Technology

An optical fibre is a fine cylindrical dielectric waveguide that transmits signals in the form of light; the signals can be computer data or coded voice communication [157,158]. The basic structure of a single optical fibre include three parts [70,159,160]:
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- Core – the center of the fibre, where the light travels
- Cladding – surrounding of core, confines the light in the core by its refractive index differential
- Buffer Coatings – plastic coating used to protect the fibre from damage and moisture

The core and the cladding is made of glass or plastic, and the buffer coating is usually made of acrylate or polyimide material. The softening temperatures associated with an acrylate coating is around 100 °C and for polyimide is around 400 to 500 °C [70].

There are two types of optical fibers: single-mode fibers and multi-mode fibers [162]. A mode is a defined path in which the light travels, and it depends on the geometry, the index profile of the fiber, and the wavelength of the light [159]. The single-mode fibre has a relatively narrow core diameter (about 9 microns) which is close to the wavelength of the light [160]. With such a narrow diameter, light can only travels straight through the fibre in one mode; therefore, it is called a single-mode fibre.

Multi-mode fibers have the core diameter much greater than the wavelength of light (~ 1 micron), typically in the range from 50 to 100 microns [70]. Since the core is wide, lights can come into the fibre at different angles, and propagate down the fibre based on the principle of Total Internal Reflection (TIR). TIR is directly related to the fact that the refractive index of the cladding is less than the refractive index of the core, so the light is confined inside the cladding [159].
When the refractive index of the core and the cladding stay constant all along the fibre, it is referred to as a step index fiber, because the refractive index "steps up" as the light moves from the cladding to the core. A problem with the multi-mode, step-index fiber is the occurrence of Modal Dispersion, which is caused by the fact that different modes of light arrive at the end of the fiber (i.e. to the receiver) at different time (see Figure 2-18). This is because different modes of light make different number of reflections along their travel, so their actual traveling lengths are slightly different. Therefore, when the traveling distance (i.e. fiber length) of the light signals gets long, the differences become significant, and there will be distortion on the signals when they arrive at the end of the fiber.

One way to decrease modal dispersion is to "grade" the refractive index of the core; make the refractive index decreases with increasing radial distance from the fiber axis [158]. This type of fiber is called a Graded Index fiber. The refractive index affects the speed the light travels. Because of the varying in refractive index across the diameter of the core, the light rays will travel in sinusoidal paths and at different speed, which make more of the modes arrive at the end of the fiber at the same time [157,158] (see Figure 2-18). The graded-index fiber can support transmission speed up to 500 MHz over distances up to 1 km, whereas the step-index fibre only supports about 10 MHz over the same distance [164].
Comparing the two modes of fibers, single-mode fibers have the advantages of larger bandwidth, low attenuation (signal loss), and lower cost [70]. The bandwidth determines the amount of information that can be carried. Single-mode fibers have bandwidth at around 100 GHz-km, whereas the highest multi-mode fibers bandwidth is about 1 GHz-km [70]; obviously the single-mode fibre has much better information-carrying capacity. 

**Attenuation** means the intensity of light decreases as it moves along the fiber. Attenuation measurement is in **decibels** (dB), a logarithmic unit that indicates the ratio of output power to input power; each optical fiber has its own attenuation value that is usually shown in **decibels per kilometers** (dB/km). The three main reasons for attenuation are: (1) atomic absorption of light photons; (2) scattering of light by flaws and impurities; (3) reflection by splices and connectors [158]. In general, single-mode fibers have smaller attenuation than multi-mode fibers. Due to these reasons, single-mode fibers are used for high speed transmission over long distance, and multi-mode fibers are mostly used for short-distance transmission, such as LANs. The relationship between the attenuation and wavelength is shown in Figure 2-19; it is clear from the graph that attenuation is at its minima when wavelengths are about to 1300nm and 1550nm [165].

![Figure 2-19 Attenuation vs. Wavelength for LASERs in Fiber Optic Use](source: [70] (Courtesy – ISIS Canada))

For fiber optic sensors to operate, light sources are required to power the fiber and to transmit the data. There are two main light sources used for FOSs: the light Emitting Diodes (LED’s) and the Laser Diodes (LD’s) [70]. LED’s are broadband and low power (range 1 ~ 10 mW); they are also sensitive to temperature, and the output power can change about 0.5% per °C [70]. On the other hand, LD’s have very narrow bandwidth, ranging from 5~30 nm, depending on the laser chip design; its output power also depends on the applied current, but generally much larger than LED’s (range from 2, 3 mW to Watts) [70]. Typical commercial LD’s have wavelengths at 850nm, 1300 nm,
1550nm, which coincide with the three “troughs” section (where attenuation is lower) on Figure 2-19. LD’s are generally reliable at room temperature, but high temperature still reduce their service life [70].

The cost for LD’s is much higher than LED’s, therefore normally LED’s are preferred to be used as the light source. Due to the small size of the core for single-mode fibers, it is more difficult to couple the light source and a narrow beam is required, which means the LD’s may need to be used instead of LED’s. Generally speaking, the light source for single-mode fibers is usually more expensive than the one for multi-mode fiber. Therefore, although the single-mode fiber are cheaper in unit cost in the fiber itself, multi-mode has the advantage of low connection and system costs that may lead to lower overall cost [159].

For strain measurement, the FOS attached on or embedded in the structural component expands or contracts due to the mechanical and temperature strains on the component. Therefore, the light sent through the fiber to the sensor is modulated by the strain effect. The FOS reflects back an optical signal to an analytical device which translates the reflected light into numerical measurements of the change in sensor length, and therefore strain is obtained [70]. The different techniques used to read the different types of information from the light wave, as well as the way the light wave is modified, result form the different types of FO sensors available. In the following, the common techniques of FOSs available on market today will be introduced.

2.3.2.1.2.2 Common FOS Types for Bridge Applications

For civil engineering applications, the three most commonly used type of FOSs are the Fibre Bragg Grating (FBG), the Fabry-Perot (FP) sensor, and the Long Gauge Fibre Optic Sensors. The FBG and FP sensors are the “point” type sensors with gauge lengths usually less than 1 cm (similar to the size of conventional strain gauges) and they measure local strain changes at specific locations [166].

On the other hand, the Long Gauge FOSs can have gauge lengths ranging from a few meters to several kilometers. There are two types of Long Gauge FOSs: one is the “integrated” type that uses a conventional telecom optical fibers to measure the path displacement between two points; the other is the “distributed” type based on the Brillouin scattering principle, which takes readings at various positions along the optical fiber over very long distances. The discussion for Long Gauge FOS here will focus on the “integrated” type only because it is the type used on Safe Bridge.
The ISIS Canada Design Manual No. 1 "Installation, Use and Repair of Fibre Optic Sensors" provides very thorough coverage about these sensors [70]; Design Manual 6 "Civionics Specifications" [72] also gives proper handling and instrumentation procedures, as well as the data acquisition systems (the "interrogators") to be used, for all the three types of FOSs.

As mentioned earlier, the Fiber Bragg Gratings (FBG) is the most widely used FOS type. FBG can measure both strain and temperature. FBG is fabricated by creating a modulation in the refractive index of the glass fiber over a local region using UV radiation; the length of the region is the gauge length of FBG [156]. The grating reflects the incoming broadband light in a very narrow spectrum centered about the Bragg wavelength, and the remainder of the spectrum is transmitted (see Figure 2-20). In short, FBG measures strain according to the change in wavelength due to straining of the grating [138, 167]. Light source for FBG can be either the LED’s or the LD’s.

![Figure 2-20 Operation Mechanism of the Fiber Bragg Grating Sensor](source: [70] (Courtesy - ISIS Canada))

The major advantage of FBG is its ability to be multiplexed on a single fiber optic cable, which allows as many as 100 sensors to be calibrated and form a system together [168]. This provides a monitoring system with much higher spatial resolution and therefore able to obtain more valuable information (e.g. higher number of vibration modes) than the conventional systems consisting of several individual sensors [97,168]. Also, the FBG sensors can easily be connected to standard fibre optic telecom cable for data transmission [70]. In addition, the Bragg grating system operates by sensing the wavelength shift, but not the amplitude, of the light reflected back from the grating. This
parameter is absolute and will not be affected by losses in the connecting fibers and couplers, or recalibration and re-initialization of the system; therefore the system is more reliable and repeatable than other types of FOS that use other measurement technique, such as interferometry [70,97].

The Fabry-Perot sensors operate based on the interferometric measurement of a change in gap (cavity length) with a white light broadband source [156]; the gap is between two cleaved optical fiber ends contained in a glass capillary tube and usually range between 9 and 26 microns [70] (see Figure 2-21). The change in gap length is directly related to the strain it experienced. The FP sensor is designed around a FP Interferometer and usually consists of two multi-mode fibers [70]. The FP interferometer can be used to measure strain, force/load, temperature, pressure, and displacement. By using the multi-mode fibers, the FP sensor is easier to splice and connected, and loses less light signals when subjected to bending [70]. Unique attributes of FP sensors include the isolation of the sensor from the incoming optical fibre, and built-in thermal compensation capability. The FP shares most of the advantages of the FBG except the multiplexing function.

![Diagram of Fabry-Perot sensors](source)

Figure 2-21 Two Types of Fabry-Perot Gauge (schematic): (a) Self-Compensated in Temperature; (b) Non-Compensated in Temperature

Source: [70] (Courtesy – ISIS Canada)

Both FBG and FP sensors have been applied to many bridge structures across Canada to measure local strain distributions and have proven to be a better point sensor than the conventional strain gauges for field applications [49]. Nonetheless, if the objective is to monitor the general integrity and global behavior of the bridge, a point strain measurement is not suitable; a sensor with longer gauge should be used to provide an overall average measurements.
The "integrated" type of Long Gauge (LG) FOS measures the displacement change between two points on/in the structure. LG FOS is made of conventional telecom optical fiber with arbitrary length having two mirrors formed at the two ends of the fiber [70]. The gauge length is the distance between the two points. The gauge length can be a few centimeters to hundreds of meters [156]. In short, the LG integrated sensor system operates based on the principle of low coherence interferometry using a short coherence length source, a LED [70] (see Figure 2-22). The light from the LED first splits into two, travels two different path lengths, and then are recombined at a photodetector. The coherence length of the LED is about 10 micrometers; if the difference in the two path lengths is less than that, they will start to interfere each other after they are recombined. The interference pattern is monitored by the photodetector. The peak of the interference pattern occurs when the two light paths are exactly the same. The measured value is the precise total displacement over the gauge length [70].

When the global behavior is of interest, the LG FOS is most suitable than the point-type sensors properties because it is not affected much by local stress concentrations. "Flexibility" is also an advantage of LG FOS; it can be used in many different configurations, and both attached on or embedded in concrete [156,169]. LG FOS is particular suited to monitor crack growth [169] and permanent long-term static deformation for both thermal or mechanical loadings. Finally, LG FOS has better heat dissipation ability due to their longer gauge length.
2.3.2.2 Data Acquisition System

The main function of the data acquisition system (DAQ) is to collect, digitize, and sometimes including process signal inputs from sensor(s) [170]. The most “simple form” of DAQ system involves with a readout unit that receives the data from the sensors directly and convert them into engineering values as output. The operator can read the output directly and record the data manually; this type of DAQ system is cheap and easy to set-up, but obviously it only works for cases that the amount of data generated is small, and when the testing period is short [49]. Other common types of DAQ system include data loggers, networked systems, and PC (computer)-based systems [171]. Most of the bridge testing/monitoring projects so far use the computer-based DAQ system; therefore, the discussion here will focus on the PC-based DAQ systems.

The three basic components for computer-based DAQ systems are signal conditioners, data acquisition boards, and a computer, as shown in Figure 2-23 [49]. These three components will be discussed separately in the up-coming sections.

The common device specifications to be considered when looking for a data acquisition system are number of analog input channels, digital I/O channels, sampling frequency, resolution, and accuracy (Range and Gain) [173]; these parameters are usually controlled by the data acquisition board, so their meanings will be explained under the Data Acquisition Boards section later. In particular, the sampling rate to be used must match the “time scale” (as discussed in Section 2.2.3) of interest. For
example, frequencies used in modal analysis can be up to 40 Hz, which means for a single sensor, the DAQ system should read the data at a minimum of 80 Hz [174]. When many sensors are correlated, the phase information will also be required and an even higher sampling rate should be used [97].

For conventional field testing, one or two experienced technicians familiar with the DAQ system is usually sufficient to complete the task successfully. Nonetheless, when the time scale becomes long and the number of sensors becomes big, especially when different types of sensors are used and networked, the design and set-up of the DAQ system(s) can become very complex. Specialists from relevant fields should definitely be consulted from the design stage. For permanent systems, the issues related to installation, maintenance, and security should be addressed. For example, fans and heat sinks on the back of the data acquisition units shall not be blocked. The ruggedness and long-term stability of the DAQ system itself will also be a concern. Again, economic considerations will play a major role in making decisions about the type and extent of the DAQ system(s) to be used.

For a civil engineer in the SHM team, it is important to gain basic knowledge about DAQ systems and be able to understand the technical terms commonly used by technicians or on the device specifications. The following sections will introduce the three basic components of DAQ system briefly. References [172] and [49] provide a more thorough introduction on DAQ systems that readers can refer to if more information is needed. Even more technical details can be easily found in references like the Handbook of Mechatronics [113].

2.3.2.2.1 Signal Conditioners

Signal conditioner, as the name implies, “condition” the signals from sensors; they are almost always needed because many sensors and transducers require signal conditioning before a computer-based DAQ system can effectively and accurately acquire the signals [175]. The function requirements are closely related to the type(s) and numbers of sensor(s) it need to “serve”, and the environment of the testing site. The important functions of signal conditioners are given and briefly explained in the following [49,172,175,176]:

- **Amplification**: often the signals from sensors are very small in magnitude, so they need to be amplified to the level better match with the maximum input range of the data acquisition board for the highest possible accuracy, and to increase the resolution and sensitivity of the measurement.
A good practice is to place the signal conditioner as close to the sensors as possible, to boost the signal level before it is affected by environmental noise (increase the signal-to-noise ratio).

- **Attenuation**: is the opposite of Amplification. The voltage(s) from the sensor(s) exceed the input range of the data acquisition board, and therefore the amplitude of the input signal needed to be diminished.

- **Isolation**: prevent the problem of “ground loop”, which is cause by improper grounding of the system and can affect the measurement or even damage the system. Isolation can also block high-voltage surges and reject high common-mode voltage, which protects the DAQ unit, the computer, and the operator.

- **Bridge completion**: sensors such as strain gauges and resistive temperature sensors require additional resistors to work with them to complete the Wheatstone bridge circuit; signal conditioners can work as the resistor(s).

- **Multiplexing**: is necessary for high-channel-count applications (when many sensors are used). The analog-to-digital converter (ADC) is usually the most expensive component in a DAQ system. Multiplexing enables several analog signals (from several sensors) to be processed by a single ADC, which is an cost-effective way to expand the signal count of the system.

- **Simultaneous sampling**: for application like vibration measurement, simultaneous sampling is required; that is, to measure two or more signals at the same instant time. Similar to multiplexing, signal conditioner can provide simultaneous sampling solution to avoid significant costs in purchasing many digitizers for each channel.

- **Sensor excitation**: many sensors require external excitations to work; for example, strain gauges and resistive temperature sensors require DC voltage/current input and LVDT and vibrating wire gauge require AC current for their operation. Signal conditioners can generate the input signals for these sensors.

Other important criteria to consider with signal conditioning include the packaging (modular versus integrated), durability, I/O count, advanced features, and cost [172]. Signal conditioners assist sensors to operate properly, maximize the accuracy of the data acquisition, and improve safety.
2.3.2.2 Data Acquisition Boards

After signal conditioning, the signals are still in analog form, which cannot be "read" by the computers; therefore, a "digitizer", or data acquisition board, is required, so that the computer will be able to interpret the data. DAQ board can be a "plug-in" board if it is installed inside a computer, or a "stand-alone" hardware that requires its own power supply and connected to a computer through a special cable [49]. There are also products available that combine the functions of signal conditioning and DAQ board into one unit.

The important parameters to be considered for the choice of DAQ board are given and explained in the following. These parameters are usually given in the device specification from manufactures [49,172,176,177].

- **Number of Analog Input Channels:**
  The number of signals (usually mean the number of sensors) that can be simultaneously connected to the DAQ board. The number of channels available is halved when the connection is made *differential-ended* than *single-ended*. Single-ended connection means one of the two leads from the sensor is connected to an input channel of DAQ board, and the other lead is connected to the common ground. This mode of connection utilize the most of input channels available, but should only be used when: (1) input signals are high-level (> 1 Volt); (2) all input signals can share a common ground reference; (3) noise from surrounding will not be significant (e.g. lead wire between sensor and DAQ board is less than 4.5m).

  When these three criteria are not met, the connection should be made *differential-ended*, which means the two leads from the sensor are connected to two input channels of the DAQ board, and that is why the number of sensors can be connected is halved. The differential-ended connection reduces noise errors because the common-mode noise picked up by both leads is canceled out. Therefore, a good practice is, try to always use differential-ended connection when enough input channels are available.

- **Sampling Frequency:**
  The number of analog-to-digital conversions the DAQ board runs in a second (unit in Hz); that is, the number of readings to computer in a second. The sampling frequency has to be high enough to represent the input signal correctly. When the sampling rate is too slow, the measured result can represent a completely different signal, and leads to false data measurement; this is referred
to as an “aliasing error”; see Figure 2-24. On the other hand, using an unnecessarily high sampling rate will increase the burden of data processing and storage, and lead to waste in time and money. For dynamic testing, the sampling rate must be greater than twice the frequency measured for accurate results, according to the Nyquist Theory [178].

![Figure 2-24](image)

**Figure 2-24** [a] Effect of Low Sampling Rate: Aliasing; [b] Effects of Increasing Sampling Rate  
*Source: [178] (courtesy – Peter Elsea)*

Another important issue relate to sampling rate is the effect of “multi-channel scanning”. When many channels are active at the same time (“parallel channels”), most DAQ board reads the multi-channel inputs by multiplexing – a single analog-to-digital converter (ADC) performs the conversion of signals by switching between channels. Sampling all the channels in a row by multiplexing is called “scanning”. Since only one ADC is sampling all the channels, the effective sampling rate of each individual channel is reduced in proportion to the number of channels being sampled. Therefore, if the desired frequency is 50 Hz and 6 parallel channels are used, then the sampling rate to be used on the DAQ board should be 300 Hz, but not 50 Hz.

- **Resolution:**
  The resolution of the DAQ board determines the sensitivity and precision of the converted signal. Resolution is measured in “bit”. “n bit” resolution means the signal voltage range is divided into “2 to the power of n” equal divisions. Theoretically, one half the division is the smallest voltage change that the DAQ board can detect. Therefore, the higher the resolution, the more divisions the voltage range is broken into, and the smaller the detectable voltage change. For example, an ADC with 3-bit resolution divides the analog signal range into 8 equal divisions, and each division is represented by a binary code between 000 to 111 (see Figure 2-25). If the range of signal is 10 Volt, then the smallest detectable voltage change is 0.625 Volt (10/8=0.625). Similarly, 5-bit resolution means 32 divisions (2^5 = 32) representing by 32 sets of binary code between 00000 and 11111 combination.
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2.3.2.2.3 Data Acquisition Program

For a computer-based DAQ system, the DAQ program is an essential component because it provides the interface for the user to control the whole DAQ system, and to set-up the system to work in a desired way that is suitable for the particular application. Many DAQ hardwares come with software programs on market. Most of these software programs hide the low-level, complicated programming section and provide user-friendly, graphical interface for users [49]. Nonetheless, the users also get to modify the content by writing their own program. One should be aware of the programming language(s) the system read.
2.3.3 Data Communication

Data communication includes the transfer of data from the sensors to the DAQ systems, and from the DAQ systems to the computer(s) for data processing and storage; data communication works closely with data acquisition to complete the gathering of structure responses. Signals are either in analog or digital form. The conventional practice for bridge instrumentation is to run cable wires between the sensors and a centralized DAQ system [115,125]. With the increase in the demand and complexity of new SHM systems, the traditional wiring systems became impractical and problematic, especially for long-term monitoring applications. Addressing the problems, remote control monitoring, which provides one-time installation of the whole DAQ system, and wireless communication of data, which avoids cumbersome cabling, become the popular solutions for long-term monitoring projects [134].

Major design parameters for data communication include the type of transmission (e.g. wired or wireless), transmission bandwidth (frequency, Hz), transmission rate (bits per seconds), and transmission standards (e.g. interface standards). Depending on the size and requirements of the SHM system, both wired and wireless technologies may need to be combined to develop an optical solution.

In addition, with the increased popularity in using fibre optic sensors for SHM, optical fibers themselves also become a common media to transfer data between the FOSs and the DAQ system. Major advantages of the optical fiber cables over copper wires are: higher information carrying capacity (less energy loss and higher bandwidth), lighter in size and weight (easy to handle), better security and stability (immune to many interferences), and less electrical power consumption (save power cost) [158]. On the other hand, the disadvantages are their higher unit price and the need for special care and skilled personnel. Additional training is required for people to handle optical fibre cables properly on site. For example, to join optical fibers will require expensive precision splicing and measurement equipment; fibre optic cable shall not be coiled to a radius less than the minimum bend radius as stipulated by the manufacturer [726].

Again, ISIS Canada Design Manual No. 6 [72] provides detailed specifications for many components related to the communication of SHM system, such as the cables, the conduits, the junction boxes, the cable termination, and even the control rooms. Issues that should be aware of during the installation of these components are also discussed. Civil engineers lacking field testing and instrumentation experiences are strongly recommended to read this manual for their first SHM project. The design manual is condensed and clear, so the information provided inside will not be repeated here. In the
following, the wired and wireless communication technology commonly used for bridge testing and monitoring will only be briefly introduced. Data Communication is itself a broad and sophisticated field; if the communication system will become highly complicated due to project needs, experts from the field should be consulted and be in charge of the design and installation of the communication systems. Nonetheless, it is the civil engineer's responsibility to gain basic knowledge about Data Communication to be able to understand the design and be able to incorporate this subset to the other components of the overall SHM system.

2.3.3.1 Wired Transmission

For most bridge field testing, wire pairs/cables are used to connect the sensors and DAQ system. Wire pairs and wire cables, in which the signal travels in the form of electrical current, are susceptible to ambient electrical and electromagnetic interferences; and the longer the wire, the worse the noise effects [134]. Longer runs of wire cables are also more likely to be damaged in field environment. The potential type and sources of noise, and the length restriction of wiring (from DAQ system) are two major factors to be considered during the design stage for the communication system. Most of all, the cost for cabling is often an issue because it is a time- and labor- consuming process; the installation and maintenance fee are often high. Based on past experiences, the installation time of a wiring measurement system for large-scale bridges can consume over 75% of the total testing time; the labor cost for installation can be over 25% of the total system cost [125]. In order to protect the wires from the bridge’s harsh environment, wire conduits are required to be installed, and the cost is about $10 per linear foot; the cost for conduit only can add up dramatically when the bridge is long, the number of sensors is big, and the DAQ system can not be placed close by [133].

As for the data transfer between DAQ system and computer(s), when the equipment components are within short distance, either transmission wires are used directly, or a Local Area Network (LAN) connected by Ethernet cables is created [115,138]. Ethernet cables are often made of coaxial cables or special grades of twisted pair wires. Coaxial cables are like an “improved version” of the conventional copper wires. Please refer to Figure 2-26: a coaxial cable usually consists of a copper wire (“D”) surrounded by an insulating spacer (“C”), and then a cylindrical conducting sheath (copper mesh, “B”), and finally an outer insulating layer (“A”) [179]. Therefore, coaxial cables are much less susceptible to electrical and electromagnetic interference, which is the major advantage over conventional wires.
Coaxial cables are usually used to carry high-frequency or broadband signal, so it is commonly used for Ethernet LAN; they are relatively inexpensive today, widely available, and can transfer data reasonably fast [138]. Today's Ethernet cables can easily transfer data from 10 to 100 megabits per second (Mbps); the newer Gigabit Ethernet can transfer data up to 1000 Mbps [180]. However, there is lengths limit for Ethernet cables. Repeaters are required for longer lengths usage [115]. Also, all stations on the Ethernet LAN have an equal chance of sending data and cannot reserve priority [181]. These two factors make the Ethernet LAN still is impractical to be used for real-time bridge SHM.

2.3.3.2 Wireless Transmission

The North American shipments of wireless products for monitoring and control was estimated to grow at a compound annual growth rate of over 47% from 2001 to 2006 [182]. As mentioned earlier, the challenges and high costs of wire management for SHM systems have made wireless sensors become a popular research area. There are several different types of wireless sensors designed for bridge monitoring purpose available on market already, but it is not within the scope of this thesis to introduce them. Only two aspects about wireless sensors will be briefly made. First, wireless sensors still hold some disadvantages over conventional sensors. The biggest disadvantage is that, they have limited communication distance [52]. Also, wireless sensors are usually larger in size and higher at cost [138]. Most wireless sensors are powered by batteries, and if the batteries utilize solar power, the requirement for the sensors to be close to an AC source can be eliminated [138]. Nonetheless,
many wireless sensors are “wireless” only in terms of the data transfer between the sensor and the DAQ system; their applications still require wires for power supply [52]. The life of the batteries is a concern for long-term monitoring as well. Second, current research trends for wireless sensors include: (1) to make the sensor “really wireless” utilizing either the Bluetooth or IEEE 802.11b wireless protocols [182]; (2) making the wireless sensor programmable to perform some limited data processing; for example, the design of the wireless sensing unit has been extended to include microcontrollers that embody computational power for data interrogation [134]. In fact, not just the wireless sensor, a present focus of SHM research is to distribute the computational load among all the components in the data acquisition network [55,134].

As for the wireless data transfer between the DAQ system and the PC, either the GSM/GPRS Cellular network, Infrared Frequency (IF), or Radio Frequency (RF) can be used [115]. Depends on project need, the transmission speed, which can vary from 1 Mbps to 54 Mbps for RF systems, and up to 622 Mbps for IF systems, may be of concern [138]. An emerging technology for short-distance communication within a LAN is to use the Bluetooth technology, but the distance is limited to only around 10 meters, and interference is a concern [138]. In addition, recently, more and more DAQ systems have IP built-in, so the data received can be directly controlled and viewed through Internet. The two main issues to be aware of with the use of wireless communication is interference and security.

2.3.4 Data Management

The Data Management here include two major components of SHM system, Data Processing and Data Storage & Retrieval. Without proper data processing, no matter how much how fancy and robust the sensing systems are and how much data have been collected, either nothing is told or wrong thing is told. As for the storage and retrieval of data, the tasks can be tricky for continuous monitoring projects. Like what a professor said, “it’s more about what we do with the data” [103]. Good management with the data is what keeps the value of SHM lasting. The exact tasks for Data Management are different for different projects; it is difficult to cover all of them, and they are not within the scope of this thesis. In the following, the two subsets of Data Management will be discussed generally.
2.3.4.1 Data Processing

This subset is closely related to various forms of information technology (IT) such as database management, signal processing, data mining, expert system and heuristics. Data processing include two major steps: Data Cleansing and Data Normalization.

Data cleansing is the process of selectively choosing data to be accepted or to be rejected for the feature selection process [115]. Under field environment, there are always “unavoidable” and/or “unidentified” signals come with the desired signals. Unidentified signals can be caused by various reasons (wire effect, interference from power pole, etc.) and they are usually considered as white noise [135]. Techniques to be used for data cleansing include filtering and re-sampling set-ups. Data cleansing is usually based on the knowledge of the individuals directly involved with the data acquisition [115], and the “cleansing process” can be as simple as manually deleting/ignoring the suspicious part of the data, or based on advanced programming and automatic sampling programs.

Data cleansing deals with the “unidentified signals”, and Data normalization deals with the “unavoidable signals”. Data normalization refers to the process of separating the environmental and operation variations from the measurement of interest (deterioration or degradation) to enhance the sensitivity of the features to damage [65]. Variability can be caused by different environmental (e.g. season) and testing conditions (e.g. loading positions), changes in the data reduction/analysis process, or unit-to-unit inconsistencies (e.g. instrument set-up). Most of the time, not all sources of variability can be eliminated; one should try to minimize the extent and to make appropriate measurements to quantify the variations.

There are two common ways to normalize the data. One is to normalize the measured responses by the measured inputs. When environmental or operating-condition variability is an issue, “the need can arise to normalize the data in some temporal fashion to facilitate the comparison of data measured at similar times of an environmental or operational cycle [115]“. The other method is to normalize the data by measuring the varying environmental or operational parameters directly. For example, extra measurement on the temperature is of this kind.

Besides theses two general steps, specific data processing procedures are required for special cases. For example, for continuous monitoring, the amount of data is so significant that “data compression” should be performed. A novel signal processing technology using wavelet theory is for this purpose.
When multiple types of sensors are used, "data fusion" is required to correlate all the inputs to enhance the fidelity of the damaged detection process [115]. Common examples of data fusion include the extraction of mode shapes from sensor arrays and the averaging for spectral quantities to remove noise from the measurements [115].

### 2.3.4.2 Data Storage and Retrieval

The "data" here refers to the "processed" data as discussed above. The storage of data first may seem straightforward and nothing to talk about. Nonetheless, proper storage is actually an important part for a successful SHM process and bridge management, especially for periodic monitoring, where testing results from different times need to be retrieved from time to time by different people for comparison. Therefore, not only that the medium used for storage should last and remain retrievable for many years, the data file itself should be "self-explanatory" in terms of clear format for different people to read [49].

The amount of data is closely related to the number of sensors deployed and the frequency and length of time for the testing/monitoring. For most static field testing, the amount of data is not so significant that both the raw data and the interpreted results can be saved together. However, for dynamic field testing, the amount of data is usually very voluminous; situations for long term monitoring can be even worse. For these cases, one may need to consider only store the processed data, which has the disadvantage that data can not be re-interpret in the future [49]. For data storage, the most important decision to make is what to be kept and what to be abandon, which is also govern by the importance of data and the confidence of the interpretation [49]. In addition, if the data analysis method is pretty "subjective", it is better to keep the raw data so that in the future when different personnel is involved with data analysis and comparison, the file can be re-interpret.

### 2.3.5 Diagnostics

The final component is Diagnostics – the interpretation of the processed data, also viewed by many as the most important component in the SHM system. The interpretation results are really what the whole thing is for, which answer the question(s) that initiate the need and the start of SHM system. SHM aims to investigate the structural integrity by relating the structural properties to the changes in the static and/or dynamic responses [135]. The actual implementation of this portion of the SHM
process will be application specific, so this section can only briefly discuss this topic. It is often involved with the conversion of abstract parameters into quantities that directly relate to the responses/properties of the structure [49]. Works for Diagnostics can be as simple as direct comparison between two sets of data or plots, or implementing algorithms to process the data for damage detection.

Diagnostics is also referred to as the “Feature Extraction” stage of SHM, which has received the most attention in SHM technical literature [115]. The fundamental damage detection method is based on fitting some model to the measured system response data. Differences between measured data and model prediction are used to adjust the model. The adjusted model is then compared to the original model to determine the possible location and level of damage. These methods depend on the accuracy of the analytical model [52]. An alternative method is to identify features that directly compare the sensor waveforms or spectra of these waveforms. The most common methods of feature extraction comes from correlating observations of measured quantities with the first-hand observations of the degrading system [115].

Many global health monitoring methods focus on using the dynamic properties of structure, for example, detecting the shifts in resonant frequency or changes in mode shapes [52]. Some other methods include the Matrix Update Method, Statistical Pattern Recognition Approach, and Artificial Neural Networks [52]. The Los Alamos National Laboratory Report [115] also presents many examples of different feature extraction methods, and provides discussions on Statistical Discrimination development for supervised and unsupervised learning. Algorithms for vibration-based damage detection is itself a sophisticated field and introduction on all these methods are not within the scope of this thesis; nonetheless, it is a good thing for people interested in SHM to know that many techniques exist to perform damage detection for various kind of bridge problems.
Chapter 3
Background Information for Safe Bridge Project

Besides being the testing bed for the study of SHM process, Safe Bridge is also the first testing site for the new repair technique, Sprayed FRP, and this thesis covers two follow-up field tests on Safe Bridge. Therefore, in addition to the brief introduction on Safe Bridge project in chapter 1.3, this chapter is devoted to provide more background knowledge related to Safe Bridge, including literature research on precast concrete channel beam bridge, details on the site, material properties, and structural components of Safe Bridge, and inspection results and problems discovered from Safe Bridge before the repair.

3.1 Precast Concrete Channel Beam Bridge

The three basic forms for bridges are the beam, the arch and the suspension [83,183,184]. Within the three forms, beam bridge is by far the most widely used type, because it is the least expensive, simple in structure, convenient to fabricate and erect, and with less construction time [183,185]. The only disadvantage about beam bridges is its limitation in span length. Therefore, almost all short-span bridges are beam type and made with reinforced concrete [185].

As the name implies, precast concrete channel beam bridge (PCCB bridge) is the type of beam bridge composed of simply-supported, multi-adjacent precast channel beams. During the 50s and 60s, PCCB were commonly used to construct short span, county/rural bridges in North America, especially when girder depth is limited [83,186,187]. The precast channel beam has an inverted channel shape in cross section (like “II”), and is normally made of normal or light weight concrete [188]. When placing several channel beams side-by-side and connect them longitudinally with shear connectors, the horizontal section forms the deck area, and the two vertical “legs” act like shallow beams with the primary flexural reinforcement on the bottom of the “legs” [105,188]. The deck surface is generally overlaid with asphalt wearing surface or concrete [105,189].
PCCB bridges constructed prior to the 70s usually had a design life of 50 years [187,190]. In U.S., PCCB bridges that are over 50 years old have been identified in 14 states; for examples, about 600 PCCB bridges in Iowa and 400 in Arkansas are reaching their design life and still remain in use today [189,191]. In Canada, the province Alberta alone has approximately 1200 existing PCCB bridges (PCCB is called “Type G stringers” in Alberta) [192]. Some states in U.S. still use PCCB (with improved design) to construct their short-span rural bridges today.

Regarding the geometric properties and design load, older PCCB used in U.S. had a span length ranging from 19 to 36 feet, with 19-feet to be the most commonly used; H15 loading (15 ton truck) was the design standard and there was no provision for shear reinforcement [189,193]. Today, bridges should be designed for minimum HS 20 truck load according to the AASHTO Specification [194]. Early PCCB bridges constructed in Canada were designed for HS 20 truck (~320 kN) but with minimum shear reinforcement; span lengths varied from 6.1m to 11.6m, with 6.7 m (22 feet) and 8.5 m (28 feet) to be the most common types [188,192]. Today, according to Canadian Highway Bridge Design Code, CL-625 Truck (625kN) is the standard design load and service life of a new bridge should be 75 years.

The number of girders to be used depended on the width of each channel beam and the requirement on the roadway width. Canadian channel beams are typically 912 mm wide and 407 mm (1'-4") deep, therefore ten channel beams are usually used to construct a two-lane bridge with a pedestrian side-walk [188]. Please see Appendix I for geometric and reinforcement details of a typical 22' and 28' PCCBs, according to BC Ministry of Transportation (MoT) standards (year of drawing is 1956), and a 20' Type G stringer from MoT of Alberta MoT (year 1957). In U.S., some states used a wider type of channel beam (1105 mm) so that only seven girders were needed for a two-lane roadway [195].

### 3.1.1 Major Problems

Concerns on PCCB bridges started in the late 90s, as many of them showed signs of serious deterioration [105]. The most common form of deterioration exhibited on PCCB bridges are spalling of the concrete cover and corrosion of the primary flexure reinforcements and stirrups on the bottom side of the two “legs” [105,191]. The spall of concrete cover was initiated by the corrosion of the steel reinforcement, which was mainly caused by insufficient cover thickness; concrete cover in old
bridges are usually insufficient when compared to current standard [83]. Minimum concrete cover required by older AASHTO code during the 50s was one inch, whereas today's standard requires a minimum of two inch [196]. After the spall of concrete cover, corrosion process in steel rebar further speed up, and eventually lead to lose of section.

An additional source of concern about PCCB is its inadequate shear capacity. As can be observed from the technical drawings in Appendix I, PCCB built before the 70s has minimum shear reinforcement. Some PCCB used in U.S. were even fabricated with no shear reinforcement at all [191]. Shear failure of RC beams is catastrophic and does not give enough warning ahead; therefore, PCCBs without sufficient shear capacity need to be reinforced immediately.

Besides the two major problems mentioned above, some PCCBs also showed signs of concrete degradation and lose of sections [186]. For PCCB bridges, inspectors should pay attention especially to the following area/signs [83]:

- Shear cracks near the support
- Flexure cracks at the tension zone (for both the "legs" and the deck area)
- Bearing – if spalling or crushed concrete on sight
- Leakage at the seam between the adjacent beams – could be indicator of a broken shear key
- Area exposed to drainage – e.g. at the ends of the beams and around the scuppers
- Tie rods or strands – check for tightness and corrosion

Cracks with efflorescence or rust stains are indicators of insufficient reinforcement cover and corrosion of reinforcing steel. If signs of leakage do present between beams, live load testing should be performed, and inspectors should observe if differential beam deflections happen. When two adjacent beams deflect differently under same loading condition, it is highly possible that the shear key connecting the two beams is broken [83]. As for area exposed to drainage, that is the place most likely to have concrete contamination and/or concrete spall to occur [83].

Due to the severe signs of deterioration, many PCCB bridges are rated as deficient bridges and need to be load posted in order to remain open [105,193]. While the traffic volume for most PCCB bridges is relatively small, many of them are used by heavy vehicles such as logging trucks. These heavy vehicles may need to use longer haul routes to avoid a posted bridge, result in waste in time and money. Therefore, many field and laboratory tests were carried out to verify the effects of the
deteriorations to the safety and performance of PCCB bridges [105,186,192,197,198]. Fortunately, for most of the tested PCCB or PCCB bridges, the measured strains and deflections were well within acceptable level. However, for PCCB loaded to failure, the dominant failure mode was indeed the catastrophic shear failure [187]. The findings can be explained by the "catenary effect" and "tied arch action" of RC beams (see Figure 3-1) [83].

![Figure 3-1 Behavior of a Cracked Beam](source: [83])

For cracked RC beams, loss of concrete cover does not necessarily mean loss of the flexural strength, as long as the bond between the steel rebar and concrete still work on the other side. When debonding between steel rebar and concrete happens, redistribution of stresses will not be able to occur, and tensile stress will increase in the bond loss region. Stress concentration at the inner re-entrant corner of the rebar exposure area accumulates and eventually leads to large spall of concrete and loss.
of concrete on both sides of the tension reinforcement, and this is when the strength of the beam is reduced (due to lost of composite action). The large spalls at the bottom of the beam result in catenary effects (i.e. hanging wires between two supports), which make the spalled concrete beam act like a tied arch, as shown in Figure 3-1. As a result, the end of the anchorage of the beam actually reduces the cracks in the beam and carrying loads for which the beam was originally designed. However, the failure mode will be the sudden shear compression failure in concrete [83]. According to studies from University of Alberta, 3 to 5 mm wide diagonal shear cracks can be observed right before failure [199]. If there were cross section loss of stirrups at bends (due to corrosion), the crack widths could be reduced quite substantially and not much sign given before the sudden failure [199].

Even though flexural strength is within safety level, shear deficiency is indeed a problem and the catastrophic shear failure is not allowed [105]. With the significant amount of deteriorating PCCB bridges existing today, it is not possible to replace all of them; therefore, there has been emphasis on seeking effective retrofit methods to deal with this problem [188].

3.1.2 Potential Retrofit Method - FRP

An effective strengthening technique for concrete bridges is involved with the use of fiber-reinforced polymer (FRP) [47]. Strengthening of concrete members with externally bonded FRP sheets/plates has been developed well over the past fifteen years; it is commercially available today and can be implemented easily in the field [71]. The drivers for this technology are several, the major ones perhaps are the installation flexibility and significant improvement in mechanical properties [200]. FRP strengthening system is an ideal solution for the PCCB bridge problem, because it not only improves the beam performance in terms of shear and flexure, the FRP layer also acts as protector for the bottom reinforcing steel, which solves the problem with insufficient concrete cover. Literature research on FRP and its strengthening techniques are not within the scope of this thesis and will not be covered. A significant number of studies have been done on FRP reinforced concrete bridges, [193,201,202,203,204] are some examples; interested readers can find related studies easily.

Major issues with FRP products are their higher cost and concerns with delamination [197]. FRP material is more expensive when compared to their steel plate counterpart. However, the higher cost of FRP can be compensated by savings in labors because the light weight of FRP makes installation process much faster and easier than steel jacketing [205]. Delamination is indeed a problem with
FRP plates/laminates due to their low peel resistance [205]. Catastrophic debonding of FRP can be minimized with careful surface preparation; however, when applied area is large, significant surface preparation work will be a time consuming process and add up labors and costs. In addition, because FRP laminates carry fibres all in one direction, they are very strong in the direction of the fibre alignment but significantly weaker in the perpendicular direction, and they give high brittleness and poor fracture toughness [205]. In view of these, Dr. N. Banthia in University of British Columbia, Canada, took a further step in the FRP technology and developed the novel reinforcing technique – sprayed FRP coating.

The innovation of sprayed FRP was inspired from shotcreting, the process of projecting concrete or mortar at high speed pneumatically onto a surface [206]. As mentioned in section 1.3, sprayed FRP consists of the use of a spray gun to shoot polymer and glass fibres concurrently. Resin/catalyst mixture from the lower nozzle of the spray gun and chopped fibers from the top-mounted chopper unit are sprayed at high speed simultaneously to the repaired surface (Figure 3-2) [207]. The two streams combine and form a two dimensional random distribution layer of fibres encapsulated by a fully catalyzed resin. This process allows the operator to build up the FRP reinforcing layer to whatever thickness is preferred. The length of the fibre is also adjustable from 8 to 60 mm [205]. After spraying, a ribbed aluminum roller is used to force out any entrapped air voids and to work the material into a consistent thickness.

![Figure 3-2 The Spray Equipment and Process of Sprayed FRP](source: [205])
Since the copped fibres are randomly distributed on the applied surface, the Sprayed FRP layer is two-dimensionally isotropic with identical mechanical properties in any direction in the plane of placement. Even though the ultimate strength is lower than the traditional unidirectional continuous FRP laminates in their fibre alignment direction, sprayed FRP is less brittle and gives higher fracture toughness [205]. One does not need to worry about the direction for application, and the sprayed FRP requires much less surface preparation when compared to the traditional FRP laminates. Therefore, with compatible reinforcing results, sprayed FRP can save significantly in terms of labor and application time. The advantages of sprayed FRP make it an ideal candidate for reinforcing the old PCCB bridges, because the deteriorating PCCB bridges do not need significant increase in flexure strength. Sprayed FRP can provide enough shear reinforcement and act as rebar protectors; at the same time, installation time and cost required surpass the traditional FRP plate/laminate techniques. Therefore, it is worthwhile to investigate further the field performance of this potential repair technique.

Sprayed FRP itself is not the focus of this thesis, so only a brief introduction is provided here. Nonetheless, the material and its application technique are important parts of the Safe Bridge project, and readers are encouraged to explore more about them. More information can be found in the references used in this section, and the thesis work "Rehabilitation of Reinforced Concrete Beams with Sprayed Glass Fiber Reinforced Polymers" by Andrew J. Boyd, which compared the new sprayed GFRP and the commercially available continuous fiber wrap system [197]. According to this study, both materials improved structural performance of the tested beams, but the sprayed GFRP out-perform the traditional FRP wrap in all the following categories: ultimate load carrying ability, energy absorption, and strain-hardening ability. Some recent studies and testing further demonstrate the outstanding performance of sprayed GFRP for aggressive environmental protection and for seismic, blast, and impact strengthening [205,208,209].

Next section will give specific information about Safe Bridge, the first bridge in the world retrofitted by the innovative sprayed GFRP repair method.

3.2 Safe Bridge

 Constructed in 1955, Safe Bridge is one of the seventeen PCCB bridges still remain in use in Vancouver Island, B.C., Canada today (see list in Appendix II) [210]. Since the late 90s, serious
deteriorations were found in many of the PCCB bridges during their routine field inspection; apparently, all these degrading PCCB bridges need to be repaired or replaced sooner or later. With limited financial resources, repair is the much preferred option for deteriorating bridges, and therefore the BC Ministry of Transportation was very interested in the innovative sprayed FRP repair technique. Safe Bridge, being one of the shortest PCCB bridge and in serious deteriorating condition, was chosen to be the testing site for the new repair method.

3.2.1 Bridge Description

Safe Bridge locates around the Cowichan Lake area in Youbou, a town near Duncan, B.C., Canada. The bridge spans over a small creek that flows into Cowichan Lake and contains two-lane traffic with a pedestrian sidewalk (Figure 3-3). The clearance under the bridge is about 1.2 m at the upstream end and 2.1 m at the downstream end [76].

![Figure 3-3 Photos of Safe Bridge: (a) Side View; (b) Road View](image)

The single-span bridge does not serve a significant amount of traffic volume, but because it is on a logging route, Safe Bridge has to carry heavy logging trucks like the ones shown in Figure 3-4. Therefore Safe Bridge needs to have a sound structural integrity for the extreme high load, and failure of Safe Bridge could affect local logging industry adversely.
Safe Bridge consists of ten precast concrete channel beams. Each of the PCCB is 26 feet long (~ 7.9 m) and approximately 3 feet wide (~ 0.91 m). Span length is 8.2 m on road surface and 7.6 meter from face to face of abutment (Figure 3-5 Plan View; roadway crown not shown). Total width of Safe Bridge is about 9.1 m, including a 1.5 m wide pedestrian sidewalk and two-lane traffic roadway. 10 inch wide concrete curbs are used to separate the roadway and the pedestrian sidewalk and on the two side of the bridge. According to the BC MoT standard drawing from the 60s (Appendix II), the exterior girders (Girder 1 and 10 shown in Figure 3-5 Section) should have a different cross section configuration than the regular “π” shape; the concrete curb is precast together with the channel beam (Figure 3-5). In Figure 3-5, the ten channel beams are shown in red dashed lines; approximately two girders are used for the sidewalk and four girders are used for each of the traffic lane.
The PCCBs were cast from normal concrete with lightweight aggregates; compressive strength is about 35 MPa, and density is approximately 18.8 kN/m³ [188,207]. For steel reinforcements, the major flexure reinforcement is #9 rebar (imperial size; about 25 mm diameter) and all other reinforcements are #3 rebar (10 mm; see Figure 3-7); tensile strengths of the steel rebar range from 304-408 MPa [188].
The longitudinal reinforcement ratio is only about 1.3% for Safe Bridge, whereas current standard requires a minimum of 3% [188,211]. The #10 longitudinal rebar used in Safe Bridge have an unusual square cross section, and there are small bumps on the surface of the rebar at approximately 50.8mm spacing to increase the interlocking effect with concrete [78]. The channel beams are joined together by a shear key within the top 178 mm of the beams (see Figure 3-6 and Figure 3-7), and the channel sections are covered with a layer of asphalt to create the road surface [79].

Figure 3-6 Detailed Dimension of Channel Beam Cross Section

Figure 3-7 Reinforcement Details and Dimensions of Channel Beam Cross Section
For shear reinforcement, according to the field inspection record, the stirrup spacing varies from a minimum of 270 mm at the ends of the beam to a maximum of 1505 mm in the center portion of the beam, see Figure 3-8 [212]. When compared to today’s standards, the shear reinforcement is insufficient [213].

![Figure 3-8 Stirrup Spacing of Safe Bridge’s Channel Beam Girders](image)

3.2.2 Bridge Problems

The last visual inspection performed on Safe Bridge before the repair was done on the summer of 2001; a copy of the Condition Inspection Report dated July 30th 2001 is attached in Appendix III as reference (with another Condition Report dated May 26, 2005, three and a half years after the repair) [214]. Detailed visual inspection and geometric measurements were performed, and significant signs of deterioration were observed mainly on the bottom side of Safe Bridge. According to Mike Penner’s notes, no significant deflection was observed on Safe Bridge when it is under heavy load. However, “concrete cover over stirrups was minimal on the inside face of the channel beam and the base of each leg; spalling was frequent at these locations. Conversely, concrete cover was 25 mm or more on the outside face of each leg and not a single area of spalling was observed. Based on the observation, it appears that the deterioration of these stringers is a direct result of the lack of cover to stirrups at the locations mentioned [214] (see Figure 3-9).” According to Mike Penner’s field note, concrete cover on inside of the channel and leg bases are from no cover at all (reinforcement exposed) to the most of only 10 mm. Today, concrete cover for bridges usually require for a minimum of 2 inch (~50mm). Fortunately, no section loss was noted on the exposed square rebar, and no corrosion or cracking on outside legs of the channel girders.
The threshold for initiation of corrosion is when chloride ion concentration exceeds 1.2 lb/cy or 0.2% cement weight [83]. Main sources of chloride ion are deicing salts and marine environment. Contributing factors to corrosion include: shallow cover, high permeability caused by high water cement ratio, insufficient consolidation and insufficient curing, and surface cracks which allow water to reach the steel surface. As steel corrodes, it expands about 7 to 10 times of original volume and causes tremendous expansion force which results in concrete above steel to crack. As corrosion continues, spalling eventually occurs [83]. Therefore corrosion problems of bridges are very common in Canada, since de-icing salts are used tremendously and constantly in most part of the country.

Before the repair, several photos were taken under Safe Bridge, and Mike Penner’s observations can be clearly seen from the photos (see Figure 3-10). From photo (a), one of the girders had the bottom side of its mid-span severely spalled, and both of the shear stirrups and the square flexural rebar were exposed in air. Photo (b) is the example of inadequate cover on the inside face of the channel beam and the corner of the leg. The bumps on the surface of the square rebar and the rust stain on concrete can be clearly seen in this photo; and again, stirrups are spaced far apart. Photo (c) was taken at the support area of the abutment; concrete was severely spalled and both stirrup and longitudinal reinforcements were exposed. Shear spacing at the support is much closer compared to the middle section, but 270 mm is still much wider than current practice. Overall, there were four channel legs with severe spalling over a length of approximately two meters [215].
Clearly Safe Bridge was in serious deteriorating condition, and shear deficiency needed immediate repair. Therefore, Safe Bridge became the ideal testing bed for the study of SHM process and the sprayed FRP technique.

Figure 3-10 Photos of Safe Bridge Showing Deteriorating Conditions (Sept. 2001)
Before applying the sprayed GFRP, the girders needed to be reformed first, especially for area with severe spalling and cracking (see Figure 3-11); a high-performance fiber reinforced cementitious matrix were used, which mixed with both carbon and polypropylene fibers. More about the thin repair and reform of the girder can be found in [79].

![Figure 3-11 Applying Motar to Cover the Steel Rebar](image)

The areas of the girder where the GFRP reinforcement were applied is shown in Figure 3-12. Note that the spray- technique was applied on only the two girders under the pedestrian walk; the rest of the girders were reinforced with GFRP wrap. The material properties for both are exactly the same, only the applying technique is different. Some photos related to the GFRP spray and the GFRP wrap are shown in Figure 3-13 and Figure 3-14.

![Figure 3-12 Locations of the GFRP Reinforcement](image)
Figure 3-13  Sprayed GFRP Reinforcement: [a] GFRP Spry in Process; [b] the Finished Surfaces

Figure 3-14  GFRP Wrap Reinforcement: [a] Wrap GFRP in Process; [b] the GFRP sheets
Chapter 4
First Field Testing (2003)

The first field testing covered in this thesis was performed on October 15, 2003, twenty months after the 2002 testing; this testing is hereby referred to as “Strain_Reading 2003”, and the two previous testing are referred to as “Before_Repair 2001” and “After_Repair 2002”. The two objectives for the 2003 field testing were:

1. Perform Static Load and Rolling Load tests in a similar manner as the previous two field tests and by comparing the testing results to evaluate Sprayed FRP’s field performance.

2. Test out a new type of data acquisition (DAQ) system for the study of the SHM process; the new DAQ system has an IP built-in and a software program that allow users to monitor and gather data through internet access.

Testing procedures and loading conditions were kept the same as the 2001 and 2002 testing except that LVDTs were not used this time. The major reason was that set-up for LVDT is cumbersome, time-consuming, and not necessary. Since Safe Bridge spans over a creek, water surface needed to be covered and wood frame supports needed to be constructed (Figure 4-1).

Figure 4-1 Photos Under Safe Bridge and the LVDT Set-Up for Before_Repair_2001
With the two objectives for this time's testing, strain measurements would be sufficient to check the field performance of sprayed FRP; data of mid-span deflections do not give much addition information. After considering the gains and loss, it was decided not to use LVDTs this time. In addition, from SHM point of view, LVDT is not an ideal sensor type for long term monitoring, especially when the bridge spans over waterway. Performing the testing without LVDTs would not affect the study of SHM process.

This chapter will provide information about the strain gauge locations, and the loading truck and loading positions used for Strain Reading 2003, as well as the data processing procedures and testing results. The data gathered from both DAQ systems (the traditional one and the advanced IP built-in one) will be compared to verify the suitability of the new DAQ system for remote control purpose. Specific information about the strain gauges and the two DAQ systems will be given in Chapter 6, when discussing Safe Bridge project from SHM point of view.

### 4.1 Sensor Locations

During the 2003 field testing, data were collected using the strain gauges only. These strain gauges were installed on the major reinforcements in certain girders of Safe Bridge, and they measure point strains. Since they are only sensitive to localized changes, to place them at the “right” locations become extremely important. As mentioned in Chapter 2, usually the “right locations” are places where maximum strains occur. For example, for a simply supported, single-span beam, the maximum possible bending moment under the worst loading condition will occur at mid-span. For Safe Bridge, six strain gauges were used, and they were attached on the mid-span of the flexure rebar in the “leg” of the channel-beam. More discussion on the number of sensors to use and the locations of the strain gauges will be given later in Chapter 6. This section will simply give the locations of the strain gauges. The exact locations of the six strain gauges on Safe Bridge are shown in figure below. For the ease of discussion, the girders are numbered from 1 to 10, and the strain gauges are numbered from 1 to 6, as shown in Figure 4-2.

![Figure 4-2 Stain Gauge Locations on Safe Bridge](image)
4.2 Truck Information

The testing vehicle used for Safe Bridge is the standard 28-tons fully-loaded dump truck (see photo in Figure 4-3 [a]), the Level 3 CL3-W Truck according to the Canadian Highway Bridge Design Code and BC Ministry of Transportation [213]; it is similar to the Type 3 Unit used in U.S. shown in Figure 2-8. The loading truck is weighted first in scale station before the field testing, so that the exact axle loads and total weight of the vehicle is available. The exact load distribution of the front and rear axle is an important piece of information if certain analysis, such as a detailed stress check, is required later. For a standard 28 ton dump truck commonly used in BC, Canada, approximately 1/3 of the weight goes to the front axle and 2/3 of the weight goes to the double rear axles.

![Testing Truck for Strain_Reading 2003: [a] Photo; [b] Truck Dimensions](image)

Detailed dimensions and axle loads of the testing truck for Strain_Reading 2003 is given in Figure 4-3 [b]. For structural analysis modeling, this truck load can be represented by three concentrated loads (point loads) with 4.67 meters between the front and first-rear axle, and the two rear axles 1.35 meters apart. The total distance of the three axles is about 6 m, which covers pretty much the total 7.6 meters span of Safe Bridge, and therefore there is not point to use a larger (longer) testing truck. The wheel distance on the transverse direction of the rear axles is measured from the center of the tandem-axles, and it is about 1.8 meters. This distance is important when one needs to analyze the load distribution between girders transversely. The exact total weight of the 2003 testing truck was 25,450 kg (~28.1 ton or 250 kN) with the front axle weighted around 8,510 kg and the total rear axles weighted around 16,940 kg.
4.3 Loading Types and Positions

Two types of load testing were performed, the Static Load Testing and the Rolling Load Testing. The Static Load Testing involved with placing the truck as a stationary load at strategic locations on the bridge and collect the strain readings induced by that loading position. Based on the classification of the type of static field testing given in Ch 2, the one performed on Safe Bridge was more like the “Diagnostic Test”, because the Safe Bridge field test was performed to see if delaminations occurs between the concrete and the reinforcing GFRP layer, which matches the definition for Diagnostic Test - “diagnose the effects of component interaction.”

As for the Rolling Load test, the truck was moving at a speed less than 10 km/hr crossing the bridge; strain readings were collected starting before the truck entered the bridge and stopped after the truck completely left the bridge. Even though the truck was not stationary, the testing was not considered as a dynamic field testing, because the truck was still moving at a relatively slow speed, and not much dynamic effects were induced. The Rolling Load testing is considered as a quasi-static load testing. Nonetheless, for the rolling load testing, a higher sampling rate was used to obtain the strain response to time more accurately. The following section will give the loading positions used for both the static and rolling load tests during the 2003 field testing and the reasons behind them.

4.3.1 Static Load Positions

As mentioned earlier, Safe Bridge is single-span and simply supported, and the loading truck can be seen as three point loads with the rear two closely spaced. Therefore, across the span, the maximum moment will occur when one of the rear axle loads is placed at mid-span. Accordingly, it was decided to have two loading positions on the longitudinal direction: have the rear two axles placed successively at the mid-span (see Figure 4-4).

In the transverse direction, three positions are possible to create worst loading conditions over the girders: the center, and the two extreme eccentric sides. Therefore, it was decided to take three transverse positions: the center, and two mirror images of eccentric positions on the two sides of the road. For the two eccentric positions, the truck driver was told to drive the truck as close to the concrete curb as possible. With two longitudinal positions and three transverse positions, there were total six loading positions for the static load test (Figure 4-4). The six-static-load-positions were used for all three field testing conducted on Safe Bridge in 2001, 2002, and 2003.
The truck was moving in extremely low speed (< 1 km/hr) during the static load testing to minimize the dynamic effects on the strain readings. Center line of the span was drawn by red chalk to make sure the truck would stop at the “right” positions. The truck braked for at least 40 seconds when it was on the desired loading positions, to make sure the time was long enough to obtain true static readings. The sampling rate used was 10 Hz (10 readings per second) for both DAQ systems.

Figure 4-5 Photo of Safe Bridge with Red Mark at Center-line: 2003 Field Test
When corresponding the truck load position to the girders, the truck is right above girder 8 to 10 for Position 1 & 2 (the “extreme right”), above girder 3 to 5 for Position 3 & 4 (the “extreme left”), and above girder 6 and 7 for Position 5 & 6, as shown in Figure 4-6. Therefore, if all girders and their connecting conditions are “equally healthy”, Strain Gauge#5 is most likely to give the largest strain reading under Position 1 & 2; Strain Gauge#2 to give the largest strains for Position 3 & 4; and Strain Gauge#3 to experienced the highest strain for Position 5 & 6. Since Girder 1 & 2 are used as side walk, strain readings from Strain Gauge#1 is expected to be relatively small most of the time.

Figure 4-6 Transverse Truck Positions for Static Loading Test

4.3.2 Rolling Load Positions

The purpose of the Rolling Load test was to observe the bridge girder response to moving loads. Nonetheless, the traditional strain gauge and DAQ system do have limitations in high frequency readings; also, since the purpose of this time’s testing was not to obtain dynamic characteristics of the bridge, it was decided to perform quasi-static load testing instead of true dynamic load testing.
Because the truck was not stationary, the sampling rate needed to be increased to catch the bridge response more accurately. Therefore, the sampling rate was increased from 10 Hz to 60 Hz (60 readings/sec) for the Rolling Load tests. Regarding the loading positions, again, all possible worst case conditions should be considered. Similar to the static load testing, the rolling load testing adopted the three transverse loading positions: extreme right ("Roll 1"), extreme left ("Roll 2"), and center ("Roll 3") (see Figure 4-7).

![Figure 4-7 The Three Loading Positions for the Rolling Load Tests](image)

### 4.4 Data Processing and Testing Results

The testing results provided in this section are based on the data gathered from the “traditional DAQ system”, called I/O Tech DaqBook, which is similar to the system used during the previous two load testing, Before_Repair 2001 and After_Repair 2002. These results will be compared with the 2001 and 2002 testing results in Section 4.5. As for the new DAQ system WebDAQ/100, it was the first time for the team to use it for bridge field testing, and the purpose for using WebDAQ/100 was to test out its on-line and remote control functions, at the same time gaining experiences with the new equipment. Therefore, the results from WebDAQ/100 will be compared with the results from I/O Tech DaqBook during this time’s testing for verification, but will not be used to compare with the previous two field tests. WebDAQ/100 results and comparisons will be given in section 4.6.
4.4.1 For Static Load Testing

This section presents the procedures taken to obtain the maximum strain values for the six strain gauges under the six static load positions. The data from load position 2 will be used as example to demonstrate the data processing steps. Since the DAQ system actually records voltage from the strain gauges, the first step was to convert the raw data from μV (10-6 Volt) to με (microstrain). The conversion is done by multiplying the raw data to the Gauge Factor (in με/ν), which is a specific value depends on the strain gauge used. After the conversion, the data for load position 2 was plotted directly and shown in Figure 4-8.

![Figure 4-8 Strain-Time History of 2003 Static Load Testing Under Load Position 2 – Original](image)

As can be seen from Figure 4-8, the reference point for each strain gauge was different, and they were not “zeroed”; therefore, the next step is to perform base line correction. This is done by subtracting all data to an “initial value”, which represents the condition when there is no load on the bridge. Since the readings flocculated, the initial value can not be simply taken as the very first reading. Therefore an average value is used. The initial value was obtained by averaging 5 seconds of data (50 readings) from the period around 10 seconds before the truck entering the bridge. In the case of Static Load Position 2, the initial value was taken by averaging the data from time :19 to :24 sec.
The next step is to determine the strain value that represents the mid-span strain induced by the static truck load. Again, use Static Load Position 2 as an example. From observing the plot (see Figure 4-9), one can tell that the truck entered the bridge at time around 36 sec on plot, and Peak 1 was induced when the front axle crossing the mid-span line; Peak 2 was induced when the second rear axle just arrived at the mid-span mark and the truck braked. The truck braked for almost a minute; and at time 1:55, one can observe the third peak, which should be the time when the truck started to move again. After time 2:05, the truck left the bridge completely and the strain readings were back to initial values.

Field Testing 2003
I/O Tech DaqBook Result: Static Load Position 2

![Figure 4-9 Time-Strain History of 2003 Static Load Testing Under Position 2 – After Zeroing](image)

Figure 4-9 Time-Strain History of 2003 Static Load Testing Under Position 2 – After Zeroing

Theoretically, the strain reading should be a constant value during the period when the truck was stopped at Load Position 2 (between Peak 2 & Peak 3); however, clearly from the plot, the readings fluctuated quite a bit. The two peaks (Peak 2 and Peak 3) must have been due to the extra forces from braking and restarting of the truck; therefore data close to the two peaks should be excluded. In this case, the strain due to the static truck load was calculated by averaging all the readings between
the time period 1:10–1:45, when the effects from braking had gradually ceased. Nonetheless, although in much smaller magnitude, the data still fluctuated during this time; this is not surprising because the truck was not turned off completely, so there was effect from the engine vibration. The readings are also sensitive to other noise and environment effects. The results calculated for all six strain gauges under Static Load Position 2 are plotted together and shown in Figure 4-10.

![Oct. 2003 Static Load Testing - Position 2](image)

**Figure 4-10 Plot of Six Strain Values Due to Static Truck Load at Position 2**

Similar processing procedures were applied to all six sets of data from the six loading positions, and the results are summarized in Table 4-1. Since each strain value is the average of many readings, the standard deviation is also calculated. Standard deviation measures how widely values are dispersed from the mean, and therefore the smaller the smaller the standard deviation, the better the mean is representing the group of data. All six zeroed Time-Strain History plots are attached in Appendix IV. From the plots, except Position 1 & 2, one can see Position 3 & 4, and Position 5 & 6 have very similar Time-Strain history curves, which was as expected.
Table 4-1 Summary of Static Strains under Six Loading Positions - Field Test 2003

<table>
<thead>
<tr>
<th>Truck Weight = 25,450 kg</th>
<th>Strain Gauge (SG) Locations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Girder 2</td>
<td>Girder 4</td>
</tr>
<tr>
<td>Load Position</td>
<td>SG #1</td>
</tr>
<tr>
<td>-----------------</td>
<td>--------</td>
</tr>
<tr>
<td>Position 1</td>
<td>-0.5</td>
</tr>
<tr>
<td>std. dev.</td>
<td>1.4</td>
</tr>
<tr>
<td>Position 2</td>
<td>-0.1</td>
</tr>
<tr>
<td>std. dev.</td>
<td>0.9</td>
</tr>
<tr>
<td>Position 3</td>
<td>-16.8</td>
</tr>
<tr>
<td>std. dev.</td>
<td>1.5</td>
</tr>
<tr>
<td>Position 4</td>
<td>-16.5</td>
</tr>
<tr>
<td>std. dev.</td>
<td>1.6</td>
</tr>
<tr>
<td>Position 5</td>
<td>-2.6</td>
</tr>
<tr>
<td>std. dev.</td>
<td>1.5</td>
</tr>
<tr>
<td>Position 6</td>
<td>-2.9</td>
</tr>
<tr>
<td>std. dev.</td>
<td>1.4</td>
</tr>
</tbody>
</table>

4.4.2 Rolling Load Testing

Data processing for the Rolling Load test results were supposed to be quite straightforward – after performing the base line correction, the Time-Strain curves can be plotted directly. However, after the field test, it was found that the sampling rate used for the 2003 Rolling Load test was different from that of the previous two field tests. During the 2001 and 2002 Rolling Load testing, the sampling time used was 60 msec (0.06 sec), or 16.67 data/sec = 16.67 Hz; the 2003 testing used 60 Hz. In order to compare the time-strain plots from all three field testing directly, similar sampling rate, if not identical, should be used. Therefore, one extra step is required – converting the 60 Hz data into 16.67 Hz. It is only possible to convert data from higher-frequency into lower-frequency, but not vice versa.

Similar to the Static testing results, the first thing to do with the raw data was to calculate the initial values and to perform base-line corrections. Rolling Load Position 1 (hereby referred to as “Roll 1”) will be used as example here. Figure 4-11 shows the zeroed time-strain plot based on the original 60Hz data. The sampling rate was high enough to catch reading lags (examples indicated by red circles on the figure), as can be observed from Figure 4-11; these were not seen on the Static testing plots. As for converting the sampling rate, every four readings in the original 60 Hz data were averaged to give one “representing reading”. Therefore, after the averaging process, there are 15 “representing readings” in a second, so the sampling rate of the new set of data becomes 15 Hz,
which is much closer to the desired 16.67 Hz. The Time-Strain history for Roll I after averaging is shown in Figure 4-12. Clearly from the plot, fluctuations on the 15Hz-plot is much less, and the effect of the reading lag is much reduced.

Field Testing 2003
Time-Strain Curve for Rolling Load I : Original 60 Hz Data

Figure 4-11 Plot of 2003 Field Test Results - Rolling Load Position I (60Hz Data)

Field Test 2003
Time-Strain Curve for Rolling Load I : 15 Hz

Figure 4-12 Plot of 2003 Field Test Results - Rolling Load Position I (15 Hz Data)
This “averaging” step was applied to all data from the three loading positions for rolling load, and the plots for Roll II and Roll III are shown below as Figure 4-13 and Figure 4-14.

2003 Field Testing
Time-Strain Curve for Rolling Load II : 15Hz Data

![Figure 4-13 of 2003 Field Test Results - Rolling Load Position II (15 Hz Data)](image1)

2003 Field Testing
Time-Strain Curve for Rolling Load III : 15Hz Data

![Figure 4-14 of 2003 Field Test Results - Rolling Load Position III (15 Hz Data)](image2)
From observing the three rolling load plots (Figure 4-12-14), one can obtain the approximate vehicle speed. It took around 8 seconds for Roll I, and 7 seconds for Roll II and III, for the truck to pass through the bridge, which is equivalent to about 6 km/hr for Roll I, and 7 km/hr for Roll II and III. Speed of the truck does have effects on the strain readings. Under “smooth road condition”, one can expect that the higher the vehicle speed, the lower the strain readings. Nonetheless, if the road condition is bumpy, the higher the speed will induce higher dynamic effect, therefore result in higher strains.

Table 4-2 is the summary of the “worst strains” obtained from the six strain gauges. The numbers are based on the 15 Hz data, and obvious reading lags were ignored. Since the data contain noises, the largest number within the data may not be the maximum strain caused purely by the truck load; this is especially true when the strain readings are small. Therefore, when comparing Table 4-2 to the static results (Table 4-1), only the strain readings from the worst two girders are used here (the bolded numbers in Table 4-2). The worst strain readings for each rolling position are marked in red. Most of the worst readings from the rolling load results are smaller or close to the static load results. Since the asphalt road surface is relatively smooth, moving load indeed give less strain effects than the equivalent static load. Nonetheless, one thing does match between the two tables: the “order of strain gauges giving larger strains”. In terms of loading positions, Roll I is “equivalent to” Static Position 1&2, Roll II to Static Position 3&4, and Roll III to Static Position 5&6. Using Roll III as example: for both Roll III and Static 5&6, the worst (largest) strain value was given by Strain Gauge #3 (SG#3) in Girder 6, followed by SG#4, SG#2, SG#5, SG#6, and SG#1 had the smallest worst strain reading. Therefore the test results should be quite reliable.

<table>
<thead>
<tr>
<th>Load Positions</th>
<th>Girder 2</th>
<th>Girder 4</th>
<th>Girder 6</th>
<th>Girder 8</th>
<th>Girder 10L</th>
<th>Girder 10R</th>
</tr>
</thead>
<tbody>
<tr>
<td>Roll Test I</td>
<td>-1.2</td>
<td>-4.6</td>
<td>-20.4</td>
<td>-45.4</td>
<td>-55.1</td>
<td>-50.1</td>
</tr>
<tr>
<td>Roll Test II</td>
<td>-12.6</td>
<td>-65.3</td>
<td>-52.9</td>
<td>-14.4</td>
<td>-5.3</td>
<td>-5.7</td>
</tr>
<tr>
<td>Roll Test III</td>
<td>-6.0</td>
<td>-24.9</td>
<td>-57.6</td>
<td>-41.2</td>
<td>-16.6</td>
<td>-11.3</td>
</tr>
</tbody>
</table>

4.5 Testing Result Comparisons

In this section, the 2003 field testing results will be compared with the testing results from the 2001 (before repair) and the 2002 (after repair) field tests, to see how well the sprayed FRP performs over the years in field condition. As mentioned in Ch 1, data analysis and comparison of the 2001 and
2002 testing had been performed by Nandakumar [79] and Mortazavi [78]. However, one issue concerns the author is, should the results from Nandakumar and Mortazavi be used directly to compare with the 2003 results. A comparison between two things is meaningful only when there is only one variable between the two things. In another word, apples have to be compared with apples; apples can not be compared with oranges. The "variable" between the three field testing is the "time" they took place, so all other elements that could effect the testing results should be kept as similar as possible, or modifications should be made to account for the effects. Based on this argument, the author would like to make sure similar data processing procedures had been performed on the 2001 and 2002 data. Since the author could not confirm the process with the original two authors in person, she decided to obtain the original raw data from 2001 and 2002 field tests and re-analyze them in the same way. Unfortunately, the original data for the 2001 Static Load testing could not be obtained. Therefore, the 2001 Static Load testing results presented in [79] (by Nandakumar) will be used.

Besides the analysis procedures, truck weight is another important factor that affects testing results: the heavier the testing vehicle, the larger the strains. The weight of the 2003 testing truck was 25,450 kg; the 2002 testing truck was 24,940 kg; weight for the 2001 testing truck could not be found. Nonetheless, for the 2001 testing results shown in [78], a load factor had been applied. Therefore, all the data will be adjusted to correspond to the 2002 truck, 24,490 kg. Since the weight used was way below the elastic load limit of the bridge, the relationship between the weight and the strain is still within the elastic range, and they are linear proportional to each other. Therefore, a load factor of 0.98 ( = 24,940 / 25,450) will be applied to the 2003 testing results.

Regarding the temperature effect, nothing had been done to the data for temperature adjustment. This is because for the static and rolling load testing, the time duration is relatively short, and therefore it was assumed that the change in temperature during this short period of time would not give significant influence to the strain readings. Nonetheless, the 2001 testing was conducted on September, the 2002 testing was on February, and the 2003 testing was on October. The author was not involved in the previous two testing, so the weather conditions during those two testing were unknown. As for the 2003 testing, it was conducted on a raining day and the "internal temperature" (the strain gauges' temperature) was around 13 °C. The temperature and humanity more or less affect the strain readings. Even though temperature adjustment was considered unnecessary, this factor should still be kept in mind when comparing the data from all three years.
In the following, for both the static and rolling load tests, first the 2003 data will be compared to the 2002 data, so see if there were significant change in the repaired girders' “health condition” after twenty months in operating environment. Then the 2003 data will be compared with the 2001 data, when the bridge had not been repaired with sprayed FRP, to see how effective the repair method is.

4.5.1 Static Load Test Results

Before performing the comparisons, the analyzed results from each testing should be “checked” individually first; this helps the engineers to pick up “surprising” analyzing results. The unexpected results could be correct, or it could be due to careless mistakes made during the data processing stage, or it could be due to malfunctions of the sensing system. If the analyzed result contains error itself in the first place, the comparisons made based on it become meaningless. This checking step helps to avoid time/resource wasting and to increase confidence with the testing results.

After applying the 0.98 load factor to all values, the 2003 static load testing results from all six loading positions are plotted together and shown in Figure 4-15.

Figure 4-15 Summary of 2003 Static Load Testing Results (with load factor applied)
The strain readings are expected to be similar between Position 1 & 2, Position 3 & 4, and Position 5 & 6, because the two rear axles are very close to each other, so their loading positions are similar. From Figure 4-15, Position 3&4 and Position 5&6 indeed have almost identical strain curves. The only two corresponding readings that have relatively larger difference are from Strain Gauge #5 (SG5) under Position 1 (strain = 61.7) and 2 (strain = 52.3). Nonetheless, SG5 of Position 1 also has an unusual large standard deviation value equal to 4.1 (please refer to Table 4-1), which means the measured data were in the range of 61.7 ± 4.1 $\mu$e. “4.1” is actually the highest standard deviation value in Table 4-1; most of the standard deviations are less than 2 $\mu$e (see Table 4-1). Since the two highest standard deviations were both from Position 1 (from SG 4 and SG5), it seems like the sensors were experiencing higher noises during the time when the truck was on Position 1. Therefore, the larger difference between SG5 of Position 1 and 2 could be due to noise effect. The strain at Girder 10L(SG#5) due to load position 1 could be a value lower than 61.7 $\mu$e.

Regarding the locations of largest strain, all three “load position pairs” had their largest strain occurred at the same place (both occurred at SG#5 in Girder 10 L for Position 1 & 2; both at SG#2 in Girder 4 for Position 3 & 4; and both at SG#3 in Girder 6 for Position 5 & 6); this result matches what was expected. The largest strain under each loading position is marked in red in Table 4-1.

The 2003 Static Load Testing results are now ready to be compared with the previous two field tests.

4.5.1.1 After_Repair 2002 vs. Strain_Reading 2003

As mentioned earlier, 2002 data was re-analyzed for consistency, and the result is summarized in Table 4-3 below. For the ease of comparison, the 2003 summary table, with the 0.98 load factored applied, is shown on the same page as Table 4-4. According to [78], during the 2002 field testing, SG#2 in Girder 4 was malfunctioned, and therefore data for SG#2 was unavailable. The maximum strain values obtained from each loading position are marked in red; since SG#2 data, which are expected to give the largest strain when under Position 3 & 4, are not available, one cannot guarantee the worst strain locations. Also note that Position 1 and 2 for the 2002 testing did not have their largest strain occurring at the same location, and neither of them is from the expected SG#5.

When comparing Table 4-3 to the results analyzed by Nandakumar [79], the values are actually quite close; the differences are all less than 2 $\mu$e, except the five numbers filled with shading in Table 4-3.
During the re-analyzing, problems were found with the data of Position 4 and Position 6. For Position 4, the measuring period for the time before and after the truck crossing the bridge seem got cut-off (see Figure 4-16). For Position 6, the plot is having similar problem as Position 4, but also seem to contain extra data (see Figure 4-17). Therefore, when calculating the initial values for these
two sets, and to decide the period representing the static load on position, assumptions needed to be made. This could be one reason why the five numbers shaded in Table 4-3 are having greater differences, because different people may make different assumptions to process the data, which affects the analyzing results significantly.

Figure 4-16 Time-Strain History for Static Load Position 4 - 2002 Field Testing

Figure 4-17 Time-Strain History for Static Load Position 6 - 2002 Field Testing
In the following, the comparisons between Strain_Reading 2003 and After_Repair 2002 will be done by plotting their static strain values on the same graph. For clarity, each plot will contain only the two loading positions that create similar effects on the bridge, so there will be three plots in total for the static strain comparisons (Figure 4-18 to Figure 4-20).

Even though all values from the six strain gauges are plotted on graph, the focus (comparison) will only be on the two girders affected by the truck load the most, because the worst loading condition is what we really care about. In addition, for the smaller strain values, they may be dominated by the noise effect rather than the truck load, so the comparisons between them (strains from the less critical girders) are less representative. Also noted that the six strain values (five for 2002 data) are connected together mainly for the ease of comparison and to give a more clear sense on the effect of the truck positions to the bridge transversely; the curve is not necessarily representing the actual strain values across each girder.

The ideal condition is to see the 2003 static strains stay at the same values as their 2002 counterparts; this means the conditions of the girders stays the same after 20 months. Also, theoretically speaking, the 2003 values can not be smaller than the corresponding 2002 values (assume the 2002 measurements were “correct”) because the natural of the materials (creep, fatigue) and the damage from the environment; girder conditions can not be “improving” over time by itself. Nonetheless, there are too many variables and factors that can affect the testing result, and microstrain is a very small unit and therefore is sensitive to many effects; therefore, with rational judgment, certain range of minor difference can be ignored, and the girder will still be considered “no change”.

For Position 1 and 2, the critical girders are girder 8 and 10, and SG#5 is expected to give the highest strain readings, assuming all girders are in similar “health condition”. However, as can be seen from Figure 4-18, the 2002 results were not quite as expected: SG#4 gave the highest strain under Position 1, but when under Position 2, SG#6 became the highest. Nonetheless, the standard deviations for these three critical strains (SG#4, 5, 6) were also the higher ones within the table (see Table 4-3); especially for Load Position 2, all three standard deviations are above 3 με. The higher the standard deviations means the greater the data fluctuated, and the less representative the mean values. This unexpected result also contributes to the situation that, for SG#4 under Position 1, the 2002 strain is actually greater than the 2003 value (by 4 με). Nonetheless, the standard deviations for the Position 1 values are relatively large (±2.0 and 3.6; see Table 4-3 and Table 4-4), so a 4 με difference is considered “unchanged”. As for Position 2, the strains from SG#4 for both testing are about the same.
After_Repair 2002 vs. Strain_Reading 2003:
Static Load Testing - Position 1 & 2

Figure 4-18 Comparison between 2002 and 2003 Field Test Results - Load Position 1 & 2

Higher difference is found on SG#5. Again, for Position 2, the values from the two testing are about the same, but the 2003 strain is 8.6 μe higher than the 2002 value (Figure 4-18). As discussed earlier, 2003_SG#5-Position 1 gave an unusual high value in its static strain (61.7 μe), when compared to its counterpart Position 2 (52.3 μe); since the standard deviation for the 61.7 value is up to 4 μe, it is reasonable to judge the “actual effect from truck loading” may be lower. At the same time, even though standard deviation for 2002_SG#5-Position 1 (53.1 μe) is not too high (±1.8), it was surprising to see the value of SG#5 be lower than SG#4 under Position 1. Therefore it is highly likely that the “actual difference” between the 2002 and 2003 SG#5 under Position 1 be less than 8.6 μe. For now we conclude that there could be slight increase in SG#5.

As for SG#6 (also in critical girder) and SG#3, the 2002 and 2003 values are very close to each other (see Figure 4-18); the difference between the largest and smallest of the four values (two from 2002 and two from 2003) are within 5 μe. Overall, for the total 12 sets of comparisons (6 strain gauges and 2 loading positions), only one set showed noticeable difference; but the two numbers in this set could be problematic itself, as discussed earlier. Therefore, it is conclude that the five girders, especially Girder 8 and 10 are in similar condition during the two field testing.
For Position 3 and 4 (Figure 4-19), GS#2 (in Girder 4) is the one on the most critical location and should give the highest strain readings. Unfortunately, data from 2002 is missing, so the comparison for GS#2 cannot be made. When comparing the SG#3 values (give second large strains) from the two testing, the 2003 value is about 5 με higher than 2002 for Position 3, and almost 7 με higher for Position 4; but the 2003 GS#3 value under Position 4 also gives a high standard deviation (±2.3). Similarly, both 2003 GS#1 values are a little higher than their 2002 counterparts, by about 3 με. As for the less critical girders (GS#4-6), the readings were about the same for both years.

Based on this set of data, the performance of the sprayed FRP on Girder 4 could not be evaluated, and on Girder 6 seemed not working as well as on Girder 8 and 10. Nonetheless, keep in mind that the data for Position 4 is questionable. The initial value for 2002 Position 4 was calculated by assuming the strains in Girder 10 would be close to zero. If the actual strains should be higher, all the static strains for 2002 Position 4 would be higher, and the value could be the same as 2003. Therefore, the author believes that the “actual” strain increase in Girder 6 should be less than 7 με. Before drawing conclusions for the performance of Girder 6 here, the next plot (Figure 4-20) should be evaluated first, because Girder 6 is the most critical girder under Load Position 5&6.
Figure 4-20 presents the comparison between 2002 and 2003 static strains under Position 5 & 6. Under this set of loading positions, Girder 6 should experience the greatest loading, and then Girder 8. Indeed, for both years, SG#3 gave the highest strain values, followed by SG#4. For SG#3, the largest strain obtained was 70.6 με (under Position 5), and the smallest was 65.1 με (under Position 6); but both values were from the 2002 data. As mentioned earlier, the data for 2002 Position 6 is questionable, and therefore it is less reliable. If the value from Position 5 is taken to represent the strain reading for SG#3, then the 2003 results are the same as 2002’s. Similarly for SG#4, both the largest and smallest values were from 2002 data; again Position 6 gave a much lower strain value (almost 6 με lower than its Position 5 counterpart). Again, if the more reliable Position 5 result is taken, then the 2003 results are about the same as the 2002 values, as can be seen on Figure 4-20. Based on this set of data, the five instrumented girders (more confidence with Girder 6 and 8) should be in similar conditions in both the 2002 and 2003 field testing.

Overall, based on all the three plots (Figure 4-18 ~ 4-20), it is concluded that the static strains obtained from 2003 field testing are about the same as the 2002 field testing, and therefore the GFRP layer is working well under operating environment over the 20 months period.
4.5.1.2 Before_Repair 2001 vs. Strain_Reading 2003

Similar comparing procedures will be applied to the Before_Repair 2001 and Strain_Reading 2003 data as well. As mentioned before, the 2001 testing results given by Nandakumar [79] will be used directly; they are shown in the table below (Table 4-5); standard deviations could not be calculated because the original data were not available. Since the author's 2002 analyzing results were quite similar with Nandakumar's 2002 results, it is assumed that similar analyzing procedures had been taken by both, and therefore using Nandakumar’s 2001 results to perform the comparison should still provide valid conclusions regarding the performance of the GFRP repair.

Table 4-5 Static Strains under Six Loading Positions – Before_Repair 2001 (Load Factor Applied)

<table>
<thead>
<tr>
<th>Strain Gauge Locations</th>
<th>2001 Static Load Testing Results (load factor applied)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Girder 2</td>
</tr>
<tr>
<td>Truck Position</td>
<td>Load Position</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>Position 1</td>
<td></td>
</tr>
<tr>
<td>(std. dev.)</td>
<td></td>
</tr>
<tr>
<td>Position 2</td>
<td></td>
</tr>
<tr>
<td>(std. dev.)</td>
<td></td>
</tr>
<tr>
<td>Position 3</td>
<td></td>
</tr>
<tr>
<td>(std. dev.)</td>
<td></td>
</tr>
<tr>
<td>Position 4</td>
<td></td>
</tr>
<tr>
<td>(std. dev.)</td>
<td></td>
</tr>
<tr>
<td>Position 5</td>
<td></td>
</tr>
<tr>
<td>(std. dev.)</td>
<td></td>
</tr>
<tr>
<td>Position 6</td>
<td></td>
</tr>
<tr>
<td>(std. dev.)</td>
<td></td>
</tr>
</tbody>
</table>

The 2001 results seem quite “reasonable” in terms of: (1) the maximum strain values were given by the same strain gauge from the “load position pairs” (1&2, 3&4, 5&6); (2) the numbers for each strain gauge from the “pairs” matched pretty well with each other (most of them within 10%), except the readings from Girder 6 under Position 5 and 6 (see Table 4-5). SG#3 gave the largest static strain values under Position 5 and 6, which was not surprising since Girder 6 is at the most critical location for that set of loading position. However, the difference between the strain readings from these two positions was 18 με, equivalent to almost 20% difference. If using the readings from SG#4 as reference, the 101.8 με from Position 6 seems high. Regardless the “correctness” of the numbers, it was likely that Girder 6 was in more severe deteriorating condition than the other girders.
Figure 4-21 Comparison between 2001 and 2003 Field Test (Static Load) - Load Position 1 & 2

Figure 4-21 is the plot of comparisons between the 2001 and 2003 test results for Static Load Position 1 & 2; the critical girders are Girder 10 and 8 (SG#5,6 and SG#4). For SG#4, even the 2003 reading under Position 1 is much bigger than its Position 2 value, both numbers from 2003 are still smaller than the Before_Repair 2001 values. As for SG#4, clear from the graph that both 2003 readings are much smaller 2001s’. For SG#6, the strain values from both field testing are about the same, with the 2003 values slightly lower.

In fact, all strain values obtained from the 2003 testing were either smaller or equal to the 2001 results under Position 1 & 2; and the larger the strain values, the larger the differences. This shows that the new repair method does improve the bridge performance from its original state, at least we can be sure that Girder 8 and 10 are in better health condition than before.

Figure 4-22 (next page) shows the comparison results for Load Position 3 & 4. For this set of loading positions, truck axles are sitting on girder 3 and 5, and therefore SG#2 should give the largest strain reading, and then GS#3 in girder 6. For SG#2 under Position 3, the static strain from the two field tests years are about the same; but under Position 4, the difference is about 6 με.
For SG#3 in Girder 6, the differences for both Position 3 and 4 are about 7 με. Taking the fact that the value -49.4 με has a higher standard deviation, the differences can still be considered as not significant. However, the graph (Figure 4-22) seems saying the “after repair” condition is not better than “before repair”. When back checking the 2002 data, it is found that the 2002 values were about the same as 2001 values, which shows that even right after the repair, there was no recognizable improvement on girder 4 and 6 (under Position 3 & 4). Therefore, the GFRP material itself is not degrading over this period of time. Two possibilities: (1) when the GFRP mates were applied on Girder 6 and 4, the work was not done properly; de-bounding may have happened right at the beginning, so that the “reinforcing effect” was not shown and there were no changes in strain readings before and after the repair; (2) the data from 2001 testing under Position 3 & 4 contain errors (could be due to various reasons).

As for all other less critical girder locations, the static strains from both field tests were about the same, as shown in Figure 4-22. One other interesting finding from the graph is that, the “relative position to the truck axles” for SG#1 and SG#6 are actually similar, with SG#1 a little bit further. However, when looking at their strain values, SG#1 gave much lower strains, and all four values (two positions for two testing) are about the same. This could be due to the thickening effect of the

Figure 4-22  Comparison between 2001 and 2003 Field Test (Static Load) - Load Position 3 & 4
concrete curb on Girder 3, which “reinforced” the cross section; or the load transfer between girder 2 and 3 is different from others. Or, the sprayed GFRP works better than the GFRP mats. Actually the GFRP were applied to Safe Bridge with two different techniques; Girder 1 and 2 were repaired with the sprayed technique, whereas the rest was using GFRP sheets.

Figure 4-23 is the comparison results for Load Position 5 & 6; the truck position is on the middle of the roadway, so SG#3 is expected to give the largest reading. The maximum static strains indeed came from SG#3; but for the 2001 testing, the strain value under Position 5 and 6 were differed by almost 20 με (83.5 με for Position 5 vs. 101.8 με for Position 6). Regardless the abnormal difference between the two 2001 static strains, the SG#3 values from 2003 are still less than the smaller of the two by 13 με. This shows that the performance of Girder 6 has significantly improved by the GFRP reinforcement. As for the second large SG#4, the 2001 results still showed some difference between the two positions, although not as significant (~ 5 με); but this time the value for Position 5 became the larger one. Again, both values from 2003 testing were smaller even if the lower Position 6 value was used (see Figure 4-23). In fact, similar to Position 1 & 2, all the static strains from the 2003 testing results were either smaller or equal to the 2001 results. Significant differences were shown on the strain gauges with larger strain readings. The result from this set of loading positions again
concludes that the new retrofit system works very well; girder 6 and 8 showed much better load carrying capacity than the time before they were repaired.

The results from Position 5&6 seems to be in conflict with the conclusions drawn from Position 3&4; the speculation about the early de-bonding could not stand if based on Position 5&6’s comparing results. Due to the concerns on the accuracy of the 2001 Position 3&4 data, and the fact that SG#2 was malfunctioning during the 2002 field testing, comparisons made based on Position 3 & 4 data are less reliable. After considering all the factors, it is concluded that besides girder 4, the performance of all other four instrumented girders have improved significantly with the GFRP reinforcement. In terms of the durability of GFRP, all test results showed there were not much changes after 20 months of field service, so it is so far satisfying.

The next section is to present the comparisons made with Rolling Load testing results to see if the results match with the Static Load testing results. If the results match, the evaluation of the sprayed FRP repair method and the long term performance of the material GFRP can be further confirmed.

4.5.2 Rolling Load Test Results

For Rolling Load results, the comparisons will be made by observing the Time-Strain Curves from each field test directly, according to the three loading positions. General observations on the time-strain curves will first be discussed; then the comparisons 2002 vs. 2003 and 2001 vs. 2003 will be presented in the following sub-sections.

As can be observed from all the Rolling Load plots, the time-strain curves from the “critical girders” (i.e. the girders located right beneath the truck axles) all follow a general pattern in shape; using 2003 Roll I as example: there are always two distinct “peaks”, with the smaller one (“Peak 1” in Figure 4-24) always appears first, and the magnitude is about 1/2 ~ 2/3 of the bigger peak (“Peak 2”); the bigger “peak” almost always has two “horns” at its tip section (see Figure 4-24). The observed pattern actually make sense: the first small peak happened when the front axle passing through the mid-span; the following big peak is caused by the heavier rear axles, and two rear-axles give two “horns”. The rear axles are very close to each other so that the elastic strain value did not have enough time to decrease much, and created the horn-like shape at the tip of “Peak 2”. Also, the weights of the two rear axles are equal, so if there were no influence from noise or lag, the two “horn
"tips" should give similar strain value. As for the curves from the "less critical girders", because of further distances from the concentrated loads (axle loads) and the load-sharing mechanisms between the girders, their shapes are much more "smoothed out"; nonetheless, the "tips" (if recognizable) still occur at the same time as the critical girders. Therefore, the comparisons will be made only based on the "critical girders" results (also for clarity).

![Field Test 2003](Image)

**Figure 4-24 Example of Rolling Load Time-Strain Curve Pattern – 2003 Roll I**

Another finding from the plots is that, for the time after the truck left the bridge, "residual strains" are often seen in many of the plots, even though theoretically, the strain of the girders before and after the loading of truck should be the same. Either not enough time was given for the bridge to return to its original state, or the bridge girders were not truly elastic. Therefore, the "initial strain" is calculated based on the strains before the truck enters the bridge, unless not enough data during that period of time, then the "after truck" values are used.

As mentioned earlier, original data from 2001 and 2002 testing were gathered and re-analyzed for consistency; but the 2002 Rolling Load data were not original; they had all been modified to have a time-range of 15 seconds. Since the comparisons will be made by visually observing two plots, the time-scale of the 2001 and 2003 plots were also modified to be around 15 seconds for the ease of comparison. "Roll I", "Roll II", and "Roll III" will be used to refer to the three loading positions.
4.5.2.1 After_Repair 2002 vs. Strain_Reading 2003

Similar to the static load comparison, ideally we would like to see that the time-strain curves for the 2002 and 2003 data and their maximum strains are similar, which means the GFRP reinforcement is working well under field condition.

For Roll I, the truck ran through the bridge along the upstream curb, so girder 8 to 10 are the “critical girders”, and SG# 4, 5, 6 are plotted for comparisons for Position 1 (see Figure 4-25 next page). The two plots appear to be quite different. First, regarding the “order of maximum strains”, 2003 plot shows SG#5 > SG#6 > SG#4; but 2002 plot shows SG#4 > SG#5 > SG#6. If the truck axles were located like what are shown on Figure 4-25, and assuming all girders in similar “health condition”, then SG#5 is expected to give the largest strain readings; SG#4 and SG#6 are in similar “relative positions” to the truck axles, so the two are expected to give similar strain readings. By the way, curve shape for SG#6 is different from all other strain gauges; it does not shown the two “horns” at the tip; this could due to the hardening effect of the concrete curb.

The 2003 results followed what was expected, but the 2002 results did not. 2002 testing had SG#4 showing the largest strain; two possible causes: (1) during the 2002 field test, the truck was not running as close to the concrete curb as possible, so the truck axles were closer to SG#4, and therefore Girder 8 got loaded higher; (2) Girder 8 were in more sever deteriorating condition than Girder 10. Reason 2 is less likely because the 2002 field test was performed right after the completion of the repair, and “theoretically” all girders should be back to their “healthy state”, unless the GFRP layers were not applied properly and de-bonding happened right away. Nonetheless, from the 2003 result, SG#4 gave the smallest maximum strain within the three (SG# 4 to 6), which showed that health condition of Girder 8 should not be worse than Girder 10.

If the three maximum strain values plotted in Figure 4-25 are compared directly, besides SG#4, the 2003 values are much larger than the 2002 values for SG#5 and 6. However, we actually can not conclude anything based on this comparison result, because the two field tests performed the rolling load tests under different speed. As mentioned earlier, the faster the truck running across the bridge, the smaller the strains will be experienced by the girder. Clearly from Figure 4-25, it took less than 5 seconds for the truck to run through the bridge during the 2001 Roll I testing, but the time spent during the 2003 Roll I testing was around 8 seconds. In terms of speed, the truck was moving at
around 11 km/hr during 2001 Roll I, and around 6 km/hr during 2003 Roll I. Therefore it is not surprising to see the 2002 testing results gave lower strain values.

Field Test 2002
Time-Strain Curve for Rolling Load I: 60 msec (16.7 Hz)

Field Test 2003
Time-Strain Curve for Rolling Load I: 15 Hz

Figure 4-25 Comparisons between 2002 and 2003 Rolling Load Test - Position I
For Roll II, the truck traveled along the curb on the down-stream side, so the readings from strain gauges on girder 4 and 6 (SG#2 and 3) are plotted for comparison, and their maximum strain values are marked on plot (see Figure 4-26). SG#2 was not working properly during 2002 testing, so the time-strain curve was only plotted for SG#3 for 2002 testing.

![Diagram of Roll II testing setup](image)

**Field Test 2002**

Time-Strain Curve for Rolling Load II: 60msec (16.7 Hz)

**Field Test 2003**

Time-Strain Curve for Rolling Load II: 15Hz

Figure 4-26 Comparisons between 2002 and 2003 Rolling Load Test - Position II
As can be observed from Figure 4-26, the traveling time for 2002 Roll II was about 6.5 seconds, and the traveling time for 2003 Roll II was about 7 seconds. Compared to Roll I, the traveling times for this set of data are much closer, and therefore the comparisons for Roll II is more meaningful. As can be seen from the figure, the shape of the curves for SG#3 from both field tests are similar, and the maximum strain value for 2002 is 51.9 με, and for 2003 is 52.9 με; the strain values are about the same. Consider the traveling speed in 2002 was higher, we can conclude that there is no increase in strains for Safe Bridge (especially Girder 6) under Load Position II.

Other observations from the figure further reinforced this conclusion: (1) regarding the “tip value” of the smaller “peak” (which caused by the front axle), the 2002 value is actually a litter greater than the 2003 value; (2) the two “horns” of 2003 peak are not equal; the 52.9 με value is obtained from the “higher horn”, which could be magnified by lagging, as can be observed from the plot. Roll II results show that the performance of the GFRP reinforcement is the same over 20 months period in field condition.

For Roll III, the truck was running directly above girder 6 and 7, so SG#3 in Girder 6 and SG#4 in Girder 8 are plotted for comparison (see Figure 4-27). Clearly from the 2002 Roll III plot, the data had been reversed (for unknown reason), as the smaller peak induced by the front axle occurs after the maximum peak. It is unlikely that the truck was running backwards. Nonetheless, this should not affect the comparison. In addition, the two curves for SG#3 and SG#4 for 2002 Roll III are very close to each other. It is possible that during the 2002 Roll III testing, the truck was running a bit towards the up-stream side of the bridge, so the two axles were right in between the locations of SG#3 and SG#4; whereas during 2003 Roll III, the axles were closer to SG#3, so that the 2003 SG#3 maximum strain is much larger than its SG#4 value.

Regarding the traveling time, different from the above two sets (Roll I and Roll II), the truck ran slower during the 2002 Roll III test; the traveling time for 2002 was about 9 seconds and about 7 seconds for 2003. If converting the time to speed, the difference between the two-time testing is about 1.5 km/hr (5.5 km/hr to 7 km/hr).

When the two plots are compared, the values for SG#3 (Girder 6) are about the same for the two testing; but for SG#4, the 2003 maximum strain is actually less than the 2002 value by almost 10 με. Taking the effects from truck position and speed, as mentioned above, the strain values should be about the same for the two field tests.
Overall, regarding the GFRP field performance, no conclusion can be drawn from Roll I; but both Roll II and Roll III showed that no significant changes in strain between the two field testing. Therefore, we can at least conclude that Girder 4, 6, and 8 are in same health condition after 20 months of field usage, so field performance of GFRP repair is satisfying.

Figure 4-27 Comparisons between 2002 and 2003 Rolling Load Test - Position III
4.5.2.2 Before_Repair 2001 vs. Strain_Reading 2003

When re-analyzing the 2001 data, it was found that the 2001 Rolling Load tests used much longer recording time; the time for the truck to cross the bridge was longer as well. Therefore, the 15-seconds time scale is not suitable (too short) for the 2001 data. As a result, the time-scale is adjusted for both 2001 and 2003 data again for better comparison results. Again, it was aimed to use similar time-scale for the two plots from the two field testing.

For Roll I (see Figure 4-28 next page), as explained in Section 4.5.2.1, SG#5 supposed to give the largest strain, and SG#4 and #6 show similar maximum strain values, if the truck was running though the bridge as close to the concrete curb as possible. However, just like the 2002 Roll I plot, the 2001 Roll I plot show the order of SG#4>SG#5>SG#6. Therefore, the position of the truck must have been more towards the center of the road, so that Girder 8 became most heavily loaded; or, before the repair, Girder 8 was in worse deteriorating condition.

Besides the possible difference in actual truck position, the bigger problem is again, the running speed. Clearly from the two plots in Figure 4-28, the traveling time spent during the 2001 field testing for Roll I was way longer than the time spent in 2003 testing. It took about 23 seconds (equivalent to 2 km/hr) for the truck to pass Safe Bridge in 2001 testing, compared to the 8 seconds (6 km/hr) in 2003. Since the relationship between truck speed and strain reading is not linearly proportional, there is no way to adjust the strain values for the speed difference. With such significant difference in speed, this set of data (2001 Roll I vs. 2003 Roll I) can not be compared. If we ignore the effects from vehicle speed and position, on surface, the strain values obtained from 2003 testing are way smaller for SG#4, about the same for SG#5, and a little bigger for SG#6. Nonetheless, the comparison itself is problematic that no valid conclusions on the performance of the new repair technique can be drawn here.
Field Test 2001
Time-Strain Curve for Rolling Load 1: 60msec (16.7 Hz)

Field Test 2003
Time-Strain Curve for Rolling Load 1: 15 Hz

Figure 4-28 Comparisons between 2001 and 2003 Rolling Load Test - Position I
For Roll II (see Figure 4-29), similar problems; the traveling time in 2001 testing was 23 seconds, and the speed was less than half of the 2003 testing speed. Also, for the 2001 plot, it was surprising to see that SG#3 in Girder 6 actually gave a little bit larger strain value than SG#2. Therefore, regarding the exact truck position, it is believed that the truck was not running as close to the downstream curb as possible during the 2001 testing; because if it did, SG#2 should have given larger maximum strain reading than SG#3, according to their relative positions to the truck axles. If the truck was driven more towards the center of the roadway, each of the axle could be located right above SG#2 and 3, and the results would be like what is observed on the 2001 Roll II plot. Nonetheless, since 2001 testing was done before the repair, Girder 6 could be in worse deteriorating condition than Girder 4, and resulted in what is seen here. Again, the Roll II comparison also can not give much information regarding the performance of the new repair method.

For Roll III (see Figure 4-30), the result seems “good”; both testing have the largest strain reading occur at SG#3, and then SG#4, as expected. Also, both readings from 2001 testing are much greater than (over 10 µε) those from 2003 testing. However, it took only 7 seconds for the truck to run through the bridge during the 2003 testing, but the time spent during the 2001 testing was 13 seconds, almost double the time. Since the truck was moving much slower during the 2001 testing, it is not surprised to see greater strain readings. We can not tell how much the slower traveling speed contributes to the larger strain readings.

To conclude, strictly speaking, the comparison between Before_Repair 2001 vs. Strain_Reading 2003 Rolling Load results can not prove that the performance of the girders in 2003 is better than before they were reinforced because there were too many variables. Significant difference in truck traveling speed is a sure one; it is also likely that the exact truck positions of Roll I and Roll II were not the same.
Figure 4-29 Comparisons between 2001 and 2003 Rolling Load Test - Position II
Field Test 2001
Time-Strain Curves for Rolling Load III: 60msec (16.7 Hz)

2003 Field Testing
Time-Strain Curve for Rolling Load III: 15Hz

Figure 4-30 Comparisons between 2001 and 2003 Rolling Load Test - Position III
4.6 Data Comparisons between Different DAQ Systems

This section is for the second objective of the 2003 field testing: to test out and gain field experience with WebDAQ/100, a data acquisition unit with IP built-in function. WebDAQ/100 has many functions that are suitable for the use of remote control and monitoring. It will be ideal that eventually Safe Bridge can be monitored remotely from Vancouver. Therefore the study of WebDAQ/100 is part of the learning process for SHM. This is the first time for the UBC Material team to use WebDAQ/100 for bridge field testing; the focus this time is on the "correctness" of the measurements, the internet access control, and to test out the automatic e-mailing function. The triggering function was not used so the start/stop of measurement was controlled manually by the technician. WebDAQ/100 was located purposely in a distance from the bridge and the signal conditioner, and connected with the signal conditioner by wires. The team would like to know if this set-up would affect the strain readings. Therefore, the results gathered from WebDAQ/100 will be compared with the results from I/O Tech DaqBook and presented in this section.

The sampling rate used for the Static load tests was 10 Hz and for Rolling load tests was 30 Hz; same as the I/O TechDaqBook. The raw data from WebDAQ/100 has a similar format as the data from I/O TechDaqBook; the first column records the time, and the rest of the columns record the voltages detected from each strain gauge. Therefore, it was planned to apply same processing procedures to the WebDAQ/100 data and then compared the results from both DAQ systems. However, during the processing of data, it was discovered that base-line-correction could not be applied to some sets of data (Position 2, 4, and 6) because both the beginning and end sections were missing. Even for the other three sets of data, the beginning data got cut-off as well; the zeroing was done based on the readings after the truck left the bridge. All six "half-processed" plots for WebDAQ/100 data are attached in Appendix V, one can clearly see what just described.

The cause for the incompleteness in data was not clear. Possible reasons were two. Since WebDAQ/100 and the technician controlling it were located indoor, the technician could not see the testing truck and Safe Bridge; three people were standing in distance to pass the message to tell the technician when to start and stop the collecting of data. Even though the distance was not that far and it should have taken less than a minute to pass the message through, mistakes could have made during the process; this could have contributed to the data error.
Another reason could be related to the system itself. Due to unfamiliarity with the system, maybe there were automatic cut-off set-up as default in WebDAQ that we were not aware of. As mentioned earlier, originally the team was also interested in trying the auto-emailing function, which had been tested in lab in UBC and succeeded. Therefore, before the truck load testing started, the technician spent a little time in the set-up for auto-emailing. Unfortunately, due to time-limit, the auto-emailing set-up was not successful. This could have relate to the data error because for auto-emailing, only certain size of data can be sent each time, which means the time period is limited to a certain range, based on the sampling rate used.

Nonetheless, the purpose of the comparison is to see if strain readings collected by WebDAQ/100 is the same as the other DAQ system. For this field testing, both DAQ systems were connected to the same signal conditioner. Theoretically speaking, if the signals were sent from the same conditioner, the readings recorded by the two systems should be similar. In light of this, the author decided to compare the raw data from both DAQ systems directly (after apply the gauge factor). The comparisons for both the static load tests and rolling load tests are presented in the following two sub-sections.

One thing to be notice is that WebDAQ/100 only collected data from five strain gauges instead of all the six during the 2003 field testing. This was because, base on the data collected during the 2002 field testing, it seemed that one strain gauge (SG#2) was malfunctioning. It was the first time for the technician in charge with WebDAQ/100 to join the Safe Bridge field testing, and he was told that one strain gauge was probably broken and only five would work. As a result, only five sets of wire cables were prepared for WebDAQ/100 for the 2003 testing. Nonetheless, the strain gauge left out from measuring was SG#6, the one in Girder 10 under the concrete curb. Girder 10 has strain gauges installed in both “legs”, so it was believed that missing the readings from SG#6 would affect the testing results the least.

4.6.1 Static Load Testing Results

The raw data from I/O TechDaqBook was already in microns, which means the technician in charge of I/O TechDaqBook had applied the gauge factor to the data already. The raw data of WebDAQ/100 was in voltage, so the author applied the gauge factors to the data. The comparisons were done on all six sets of data. In the following, Position 1 and Position 4 results are randomly picked to represent
the comparison between the two DAQ systems. Note that the curve for SG#6 is removed from the
*I/O TechDaqBook* plot for clarity. Please see Figure 4-31 for Position 1 data comparisons.

![Graph 1](image1.png)

![Graph 2](image2.png)

Figure 4-31 *I/O TechDaqBook* Data vs. *WebDAQ/100* Data: 2003 Field Test Static Position 1
Clearly from the plot, the WebDAQ/100 plot missed a significant portion of data. Nonetheless, the rest of the data can still be compared. Using the tip of the blue curve (SG#5) as a reference, one can estimate that the WebDAQ/100 started recording at around "1:14" of I/O Tech DaqBook's time scale. When comparing this portion of the data, one can find that the strain readings are very similar for both DAQ systems, except for the SG#2 readings (purple line), the I/O TechDaqBook's readings were all about 5 με higher. Following is the results for Position 4.

Figure 4-32 I/O TechDaqBook Data vs. WebDAQ/100 Data: 2003 Field Test Static Position 4
As for the Position 4 comparisons (see Figure 4-32), the measuring time period that WebDAQ/100 recorded was probably from 1:07 ~ 2:05 based on the time scale of I/O TechDaqBook. Again, when observing the two plots, the magnitude and the fluctuation of the curves are almost identical for the two DAQ systems, except for SG#2; readings from I/O TechDaqBook of SG#2 (purple line) are almost 10 microns higher than that of WebDAQ/100. In fact, similar observations were found in all six sets of the static load comparisons: all the time-strain curves from the strain gauges are almost identical for the two DAQ systems, except for SG#2; and it is always that the readings from I/O TechDaqBook is about 5 to 10 µε higher than the WebDAQ/100 SG#2 readings, depending on the magnitude of strain it experienced under the particular load positions; the larger the readings themselves, the larger the difference, but the maximum is about 10 microns. SG#2 also happens to be the malfunctioning strain gauge during the 2002 field testing.

Based on the observation, it is possible that, either a wrong gauge factor was used for SG#2 - that is why the difference between the two DAQ systems is proportional to its own magnitude and it is always the I/O Tech DaqBook shows the larger values; or there are indeed some kind of problem with SG#2. Nonetheless, it is clear that WebDAQ/100 is providing the “correct measurements”. Considering all the possible environmental noise effects and the fact that WebDAQ/100 is using a longer lead wire for data transfer, the comparison results are very satisfying; one can conclude that WebDAQ/100 is suitable for low-frequency monitoring.

The next section will show the comparisons of the rolling load results, to see if WebDAQ/100 still performs well when a higher sampling rate is used.

4.6.2 Rolling Load Testing Results

With the experience with the static load results, the first thing performed with the rolling load results was to check the “completeness” of the WebDAQ data for all three sets of rolling load tests. Compared to the static load sets, the rolling load data are much more complete even though Roll I still got the beginning portion cut-off, and Roll III had the ending portion missed. Nonetheless, baseline-correction can still be applied to all three sets of data; the three processed plots for WebDAQ/100 Rolling test results are attached in Appendix VI. Since Roll II is the only set of data completely show the moving load from entering the bridge until leave, Roll II will be used here as the example for the comparison between the two DAQ systems (see Figure 4-33). As mentioned in earlier section, the
original sampling rate for *I/O Tech DaqBook* was 60Hz; the sampling rate for WebDAQ/100 was 30 Hz.; therefore the 60 Hz data needed to convert to 30 Hz first. The two graphs were modified to have similar time-scale for easier comparison.

![2003 Field Testing](image)

**I/O Tech DaqBook: Roll II (converted to 30Hz)**

![2003 Field Testing](image)

**WebDAQ/100: Rolling Load Position II**

Figure 4-33  *I/O TechDaqBook* vs. *WebDAQ/100*: 2003 Field Test – Rolling Load Position II
As can be observed from Figure 4-33, the two graphs give very similar time-strain curves, even the locations of the “little spikes” (due to lagging) are the same, which show that the strain readings obtained from both DAQ systems are similar. The only time-strain curve that differed more between the two systems is again from SG#2; the I/O Tech DaqBook data are about 10 με higher than that of WebDAQ/100. The WebDAQ/100 data do seem to fluctuate more and the I/O Tech DaqBook curves are more “smooth”; this could be due to the fact that the I/O Tech DaqBook data were averaged to decrease its frequency from 60Hz to 30 Hz, and the averaging step more or less average out the fluctuation.

The comparisons were applied to all three rolling load test positions and the observations were similar. Possible causes of the greater difference in SG#2 have been discussed in the Static load section.

Overall, for both the static load and rolling load tests, the results obtained from WebDAQ/100 are close enough with the data from I/O Tech DaqBook. The strain measurement function with WebDAQ/100 for field testing is satisfying; the online interface worked as well (will be covered more in Chapter 6). WebDAQ/100 can be the potential data acquisition system for Safe Bridge to perform continuous, remote- online monitoring in the future.
Chapter 5
Second Field Testing (2005)

The second field testing covered in this thesis was performed on May 30, 2005. The main purpose for this field testing was to gain hands-on field experiences with the long-gauge fibre optic sensor (LG FOS), and to continue the checking and study of the long-term performance of the sprayed FRP. This field testing is hereby referred to as “FOS_2005”. Specialist was sent from ISIS Canada to instruct the instrumentation and data gathering with the FOSs; testing results were sent to FOX-TEK Inc. for analysis.

Similar to Chapter 4, in this chapter, discussion of sensor choice and locations will first be given, then the information about the loading truck and loading positions used during FOS_2005, and finally the analysis of data and the comparison of testing results. Note that during the 2005 testing, data were collected only from the fibre optic sensors; the strain gauges were not used. Again, details about the instrumentations, including the sensors and the data acquisition system used for FOS_2005, will be given in Chapter 6, when Safe Bridge project is discussed from a SHM point of view.

5.1 Sensor Locations

There are total six long-gauge fibre optic sensors (LG FOSs) installed in Safe Bridge, and each of them is 5 meters long (i.e. gauge length = 5m). As mentioned in Ch 2, the major difference between the LG FOS and conventional strain gauges is that LG FOS measures the average strain over the gauge length, whereas foil strain gauges measure “point strains”.

The reasons for choosing LG FOS to be installed on Safe Bridge are as follows. One major concern for the GFRP reinforcement is the occurrence of debonding (delaminations). When debonding of the composite occurs, the stiffness and strength of the girder will decrease; the stiffness is directly related to strain, and therefore strain was chosen to be the monitoring parameter. Also, debonding can happen at any place along the tension side of the girders; therefore, it was believed that the long gauge FOS will provide better monitoring on delamination of the reinforced girders, and with minimal influence from local stress concentrations. “Point-” type strain sensors are sensitive to local
stress concentration, which easily lead to false interpretation on the occurrence of delamination [166]. In addition, LG FOSs can be easily attached on the surface of the reinforcing FRP composite, which make the installation work fast and convenient.

The monitoring strategy is to have the strains measured on both the tension rebar and the GFRP layer; if the bonding between the GFRP laminate and concrete is perfect, the two materials should show same strain changes at their interface. Therefore, if the strain change measured from each source varies significantly, it may indicate the occurrence of de-bonding. The FOS strain readings will also be compared to its initial readings gathered when the LG FOSs were just installed to see if there will be significant increase on strain. It was decided to place the LG FOSs at two locations on a girder: one is parallel to the tension rebar on the GFRP surface, and the other is along the “mid-depth” of the girder “leg” (see Figure 5-1).

Figure 5-1 Photos of the 5 m-Long Gauge FOS Locations: (a) Girder 2 & 6; (b) Girder 10

Assuming the cross section of the beam remains plane and normal to the longitudinal axis, the LG FOSs located parallel to the steel rebar should experience similar longitudinal strain changes to the rebar. The “center” LG FOSs (the ones attached along the mid-depth of girder leg) are acting more like a reference point for their bottom counterparts; because they are closer to the neutral axis of the
cross section of the girder, the “center” LG FOSs should give smaller strain readings than the “bottom” ones parallel to the tension rebar.

Note that for girder 10, both the “center” and “bottom” LG FOSs were installed on the same leg of the girder. Girder 10 is the exterior girder of Safe Bridge and the right leg is beneath the concrete curb, the strain values from that right leg will be affected by the “hardening effect” from the much deeper cross section, and therefore it was decided to put both the LG FOSs on the inner leg. The LG FOSs were installed on each leg of Girder 2 and 6, and both legs of Girder 10. The sensor numbers and their corresponding locations are shown in Figure 5-2.

![Figure 5-2 Locations of the Long Gauge FOS on Safe Bridge](image)

The LG FOS on Safe Bridge is a commercially available product from FOX-TEK Inc., called the FT sensors, and they come in six standard gauge lengths (ranging from 1 to 30m) or custom lengths. Standard length is preferred because of economic consideration. The gauge length should be selected with the sensing length and required sensitivity in mind. The 5 m standard length was chosen for Safe Bridge for the following reasoning.

For simply supported girder, the moment is approaching zero towards the two ends; if Safe Bridge is simply supported and since the clear span for Safe Bridge is 7.6 m, 5 m-gauge length is sufficiently long to catch most of the strain changes. For a totally fix-ended beam, negative moments are induced at the two ends and the inflection points occur at about 0.2 times the span from the two ends. If the LG FOS were attached end-to-end on the tension side of the beam, tension from the mid-span section and compression from the end-span section would cancel out and show minimum strain. The real support condition for Safe Bridge should be somewhere between the “simply-supported” and “fully-fixed”, and leans toward the simply-supported condition. Assuming the inflection points occur at 0.1 times the span length from the two ends, the section between the inflection points would be around 6
meters; therefore, the 5 m-standard-length of LG FOS is the best choice. For 5m gauge length, the sensitivity is ± 4 microstrain, which is a reasonable value for Safe Bridge as well.

5.2 Testing Vehicle

The loading truck used for Field Test 2005 was also the standard 28-tons-dump-truck that was used in all previous field testing, except that the exact weight differed a little bit. The total weight of the 2005 testing truck was 26,610 kg (29.33 ton), with 8,990 kg went into the front axle (34% of total weight) and 17,620 kg on the two rear axles (66% of total weight). The weight scale ticket of this loading truck is attached in Appendix VII. The photo taken from the testing site and the detailed dimension of this particular loading truck is shown in Figure 5-3.

![Figure 5-3 The Standard Three-Axle 28 ton Truck used for Field Test 2005](image-url)
5.3 Loading Positions

The static-load positions adopted in FOS_2005 were different from the three previous field tests. Since the LG FOSs measure average strain over the span, the original 6-positions-scheme (as shown in Fig. 4-5) which focuses the loading condition only at mid-span is not suitable; more loading positions and to be distributed more evenly over the bridge deck should be used. Therefore, it was decided to have the truck stop at nine loading positions for FOS_2005. The three positions in the transverse direction were not changed (as shown in Fig. 4-6); but longitudinally, instead of stopping the truck twice around mid-span, the truck will pause at every quarter-span-length when it is crossing the bridge. Therefore, there are three longitudinal positions for each transverse direction; three transverse positions times three longitudinal stops equal nine loading positions (see Figure 5-4). The truck stops when its tandem axle arrives at the quarter- and center- of the span. Position 1 to 3 are used as examples to show the exact loading positions corresponding to the truck’s tandem axle (see Figure 5-5).

Figure 5-4 Planned Truck Loading Positions for FOS_2005

Figure 5-5 Truck Loading Position 1, 2, and 3 for FOS_2005
The bridge roadway surface was measured and marked before the truck load test. Marking of the loading positions is actually an important step for static field testing to make sure the loading positions are as desired. During FOS_2005, first, five yellow marks were made by paint along the concrete curb: one mark at the center of span, and two more on each side of the center mark for every 1.83 meters (clear span divided by 4); please refer to Figure 5-6 [a]. Then, the middle three marks on both side of the curb were connected by chalk to construct the three reference lines for the load testing, showing quarter-span and middle-span positions (see Figure 5-6 [b]). Figure 5-6 [c] shows the truck position in reference to the center of tandem axle and the reference line (in blue). Figure 5-6 [a] was taken during the loading test when the truck was in position 1.

The truck was moving at crawling speed (< 1 km/hr) to minimize dynamic effect on the strain readings. When the truck are on the desired position, it was paused for about 5 minutes. The interrogator used to read the sensor data was FOX-TEK’s FTI-3300. The actual loading positions for FOS_2005 are shown in Figure 5-7 with measured distances to the edge of the bridge. Note that the center positions (especially Position 7 and 8) were off from the desired locations. This difference
affects the transverse distribution of the truck load to each girder; that is, one can assume that the
distribution ratio for each girder will be the same for all 1 to 3 loading positions because they have
the "same transverse position". However, for Position 7 to 9, both of their transverse and
longitudinal positions are not the same. This is a "potential source of error" that one should be aware
of when using the testing results for comparisons.

Figure 5-7  Actual Truck Loading Positions for Field Test 2005
5.4 Data Processing

The interrogator (the data acquisition system for fiber optic sensors) used for the FT sensors during FOS_2005 was FOX-TEK’s FTI-3300. The raw data contain four parameters (see a segment of the raw data in Figure 5-8 as example). Column 1 shows the time; Column 2 shows the channel; Column 3 gives the displacement readings in milli-meters; Column 4 gives the temperature readings in °C. For data processing of the FOS_2005 testing results, three major steps needed to be performed: (1) convert the raw data to strain readings for each FT sensor; (2) adjust temperature and load effects; (3) convert the average strains to the equivalent maximum strains.

The reason for converting the average strain values to the equivalent maximum strain values is that, the data from the previous field tests were all gathered from the foil strain gauges, which give the maximum strain values. In order to compared this testing results to those performed before, the average strain measured by LG FOSs need to be converted first. These three analysis steps will be discussed in details in the following sections.
5.4.1 Conversion: Displacement to Average Strains

Since the FT sensors measure the total displacement along the gauge length, to obtain the average strain, simply divide the displacement by the gauge length. The gauge length in this case is 5 meters. For the "actual" strain change on the sensor since it is installed, it is important to have the "initial baseline reading". The standard FT sensors typically give an unstrained reading around 14 to 16 mm, to provide measurement capability for both tension and compression [216]. Therefore, during the installation stage, it is important to take the initial reading on the sensor when it is just installed on the structure. This reading is the baseline for the future readings to be compared with to find the total change in the sensor's length. Note that if the Total Sensor Displacement (see formula below) is a negative value, that means the sensor is under compression; a positive value indicates tension.

\[
\text{Total Strain} = \frac{\text{Total Sensor Displacement}}{\text{Sensor Gauge Length}}
\]

\[
\text{Total Sensor Displacement} = \text{Current Reading} - \text{Initial Baseline Reading}
\]

Referring back to the raw data in Figure 5-8, the channel number 1 to 6 represents the signal inputs from the six FT sensors. The FTI-3300 interrogator reads the signals from the six sensors serially, that is, it scans through all six channels first then goes back to channel 1 and repeats the process; that is why the raw data is like what is shown in Figure 5-8. Therefore, the very first step in processing the raw data is to re-organize the table and categorize the data according to the channel numbers, to obtain the Time-Displacement plots for each FT sensor. After the rearrangement, one can see that the sampling rate is about one to two readings per second for each sensor.

The interrogator ran continuously during the period when the truck was moving around the nine loading positions. The collecting of data started at around 6:25pm and lasted for about an hour. The exact times corresponds to the loading positions are given as follows:

- **Position 1** @ 6:37 pm - 6:42 pm (truck facing west)
- **Position 2** @ 6:43 pm - 6:49 pm (truck facing west)
- **Position 3** @ 6:50 pm - 6:55 pm (truck facing west)
- **Position 4** @ 6:58 pm - 7:04 pm (truck facing east)
- **Position 5** @ 7:05 pm - 7:10 pm (truck facing east)
- **Position 6** @ 7:11 pm - 7:16 pm (truck facing east)
- **Position 7** @ 7:18 pm - 7:22 pm (truck facing east)
- **Position 8** @ 7:23 pm - 7:26 pm (truck facing east)
- **Position 9** @ 7:27 pm - 7:30 pm (truck facing east)
It is important to keep a correct track on the exact loading time for each loading positions, especially when the data is in format like what FTI-3300 gave, in order to get the correct displacement values corresponding to the different loading positions.

For the change in displacement due to the truck load, one can estimate it roughly from the Time-Displacement plot of each sensor. Using Sensor#560 as example, which locates on Girder 6_bottom, the “original displacement” of the sensor before the truck enters the bridge can be estimated to be around 8.6 mm (please refer to Figure 5-9). According to the loading time for each loading position, one can estimate the new displacement of the sensor due to the truck on the particular position. From the graph one can observe that, the displacement changes are about the same when the truck was on quarter-span (Position 1&3, 4&6, 7&9), and the strains were higher when the tandem axle was on mid-span (Position 2, 5, and 8). This shows that, because the distance of the bridge span and the distance between the front and tandem axles are quite close, the front axle is either off or on the edge of the bridge for the nine loading positions, and therefore it does not give much loading effect.

Figure 5-9 Time-Displacement Graph for FT Sensor #560
5.4.2 Temperature and Load Effect Adjustment

The displacement measured by FT sensor is actually due to both the thermal strain and mechanical strain, according to the formula shown below [217]. The temperature of the structure must be known at installation to allow thermal corrections to the sensor data [166]. Therefore, in order to find the true strain value due to load effect, the thermal strain must be calculated and deducted from the strain value calculated from the sensor readings.

\[ \varepsilon_s = (\alpha + \beta) \Delta T + \left\{ \int_0 \varepsilon(z) \, dz \right\} / L_s \]

Where \( \varepsilon_s \) = sensor strain
\( \alpha = \) thermal coefficient of expansion for the structure/substrate
\( \beta = \) thermal optic coefficient for fiber sensor
\( \Delta T = T - T_0, \) where \( T = \) temperature at time of measurement,
\( T_0 = \) temperature at the time of installation
\( L_s = \) sensor gauge length
\( z = \) axial co-ordinate along sensor, defined by \( 0 \leq z \leq L_s \)

The thermal strain is equal to \( \varepsilon_{\text{thermal}} = (\alpha + \beta) \Delta T. \) The GFRP layer has a longitudinal coefficient of thermal expansion similar to concrete, which is in the range of \( 6-10 \times 10^{-6}/^\circ\text{C} \) [48]. The thermal optic coefficient for the fiber sensor is about \( 8 \times 10^{-6}/^\circ\text{C} \) [218]. To be conservative with the thermal coefficient of the GFRP layer, \( 10 \times 10^{-6}/^\circ\text{C} \) will be used. Therefore, to sum them up, the thermal strain is \( 18 \mu\varepsilon \) for every \( ^\circ\text{C} \) change in temperature. Based on the experiences with previous loading tests and the readings obtained from strain gauge, \( 18 \mu\varepsilon \) is actually quite significant because the strains induced by the truck load is also in the tenth-magnitude of microstrain. Therefore, thermal correction is very important for the correct testing result.

Saying so, for the strains due to the nine loading positions, the testing was held within an hour, which means the change in temperature was not significant. The temperature changes were all around \( 0.1^\circ\text{C} \), which is equivalent to about \( \pm 2 \mu\varepsilon \) strain effect. Therefore, the temperature adjustment can be disregard but one should keep the \( \pm 2 \mu\varepsilon \) in mind when comparing the data.
If the data from FOS_2005 is to be compared with the earlier field testing results from Safe Bridge, one more correction needs to be made: the difference in truck weight. The weight of the truck for After_Repair_2002 was 24,940 kg; for Strain_Gauge_2003 was 25,450 kg; and for FOS_2005 was 26,610 kg. Therefore, when comparing the test results of FOS_2005 and After_Repair_2002, a load factor of 0.937 should be applied to the FOS_2005 data. Similarly when compared between Strain_Gauge_2003 and FOS_2005 test results, a load factor 0.956 should be applied to FOS_2005 strain values.

In fact, the operation variation was not only on the weight of the loading truck, the loading positions were different as well. Since quarter-span-positions were not used in previous field testing, strain values for Position 1, 3, 4, 6, 7, 9 can not be used to do the comparison. As for Position 2, 5, and 8, even though they are not identical to the loading positions before, but they were considered close enough. Using Position 5 as example, please refer to Figure 5-10. The lines on the figure indicates the different "reference line" used for different position during different field tests. For example, load position 5 for the 2003 testing was to have the first tandem axle lined up with the mid-span. Load position 5 for the 2005 testing was to have the center of the two tandem axles to be lined up with the mid-span. The FOS_2005 Load Position 2, 5, and 8, were located in between the Position 1&2, Position 3&4 and Position 5&6 respectively of the previous testing. Therefore it is still reasonable to compare the strain values.

![Figure 5-10 The Reference Lines Used to Match the Mid-span Line](image)
5.4.3 Data Conversion: Maximum Strain vs. Average Strain

There is one more step required for data processing if the FOS_2005 readings are to be compared with the previous three field testing results. Since the readings from all previous field testing were collected from strain gauges at mid-span, the readings represent the maximum strains of the girder. Nonetheless, the testing results for FOS_2005 are the average strains of the girder. Therefore, in order to compare them, one value needs to be converted to the other. Under certain assumptions, it is possible to determine the maximum bending strain of the girder based on the known average strain value over the same section of the girder [166]. This section is devoted to the formulation for the conversion.

Assume a simply supported beam with length L, and z is the axial coordinate along the beam, so z = 0 at one support and z = L at the other. First, relate the beam's strain at z to the moment at z with the axial bending stresses (Hooke’s Law):

\[ \sigma(z) = M(z) y / I = E \varepsilon(z) \quad \text{Eq. (1)} \]

where
- \( M(z) \) = axial bending moment function
- \( y \) = distance from neutral plane to sensor location
- \( I \) = second moment of area for cross section of the beam

Assume the maximum bending moment occurs at “\( z_m \)”, therefore:

\[ \varepsilon_m = \frac{M(z_m) y}{EI} \quad \text{Eq. (2)} \]

The value of \( z_m \) can be calculated by the following equation because at \( z_m \), the slope of the maximum moment is zero (assuming there are no discontinuities on the moment curve). Therefore, if the bending moment function \( M(z) \) is known, the value of \( z_m \) can be obtained.

\[ \frac{dM(z_m)}{dz} = 0 \quad \text{and} \quad \frac{d^2M(z)}{dz^2} < 0 \]

Next is to relate the maximum bending strain to the sensor average bending strain \( \varepsilon_s \), assuming a long gauge sensor is located at “\( y \)” from the neutral plane; this is the formula to determine the maximum bending strain of the beam from a known average strain value [166].

\[ \frac{\varepsilon_s(z_m)}{\varepsilon_s(y)} = \frac{L_s M(z_m)}{\int_0^L M(z)dz} \quad \text{Eq. (3)} \]
For example, if a simply supported beam is subjected to a UDL (uniformly distributed load) equal to “w”, the moment function is known as: \( M(z) = (w/2) \left( z^2 - L z \right) \); and since the maximum moment occurs at mid-span, \( z_m = L/2 \). Assuming the sensor length is the same as the beam, \( L_s = L \), when substitute these values into Eq. (3), \( \varepsilon_s(z_m) / \varepsilon_s(y) = 1.5 \) \( \rightarrow \) at location “y”, the maximum bending strain is 1.5 times the sensor strain. To find the absolute maximum bending strain over the section, one more step is required: factor-up the value by “\( y_{max}/y \)”. In our case, what we care is the tension strain, so Eq. (3) can be used directly. If it is for compression strains, the bending stress must be compared to the buckling stress and use the smaller [92].

For Safe Bridge case, the loading condition can be represented as shown in Figure 5-11. Assuming the bridge is simply supported, and the truck load can be modeled as two concentrated loads: one represents the heavier tandem axle (\( W_1 \)) and the other represents the lighter front axle (\( W_2 \)).

![Figure 5-11 Beam Model for Safe Bridge Loading Cases](source: [166])

Using Eq. (3) and the parameters from Figure 5-11, the following equation is derived for the relationship between the average sensor strain and the maximum bending strain [166]. This long equation can be simplified for special loading cases and sensor length.

\[
\frac{\varepsilon_{max}}{\varepsilon_s} = \frac{a \left\{ W_1 (1-a/L) + W_2 (1-b/L) \right\} / \left\{ W_1 (1-a/L)/2 + W_2 (1-b/L)/2 \right\} \left[ L_s^2 + 2 L_s z_0 \right] - (W_1 / 2) \left[ a^2 + (L_s + z_0)^2 - 2 a (L_s + z_0) \right] - (W_2 / 2) \left[ b^2 + (L_s + z_0)^2 - 2 b (L_s + z_0) \right] \right\}}{\left\{ L_s^2 + 2 L_s z_0 \right\} \left[ L_s^2 + 2 L_s z_0 \right] - (W_1 / 2) \left[ a^2 + (L_s + z_0)^2 - 2 a (L_s + z_0) \right] - (W_2 / 2) \left[ b^2 + (L_s + z_0)^2 - 2 b (L_s + z_0) \right]} \quad \text{Eq. (4)}
\]
As mentioned earlier, the front axle barely has any load effects on the bridge, therefore it is reasonable to assume \( W_2 = 0 \) for our case. To further simplify Eq. (4), assume the sensor length is the same as the beam, which is not exactly true but close to Safe Bridge's condition (5m sensor on 7m span). Therefore, \( Z_0 = Z_0 = 0 \) and \( L_s = L \). Only load position 2, 5, and 8 will be compared to the previous loading test results, and for these three cases, the tandem axle (\( W_t \)) is located on mid-span, therefore \( a = L/2 \). Substitute all these values (the bold equations) back to Eq. (4) and the result is:

\[
\frac{\varepsilon_{\text{max}}}{\varepsilon_s} = 2 \quad \text{Eq. (5)}
\]

Therefore, this relationship can be used to approximate the maximum strain values based on the FOS_2005 testing results, to be compared with the previous testing results. Note that the actual ratio of \( \varepsilon_{\text{max}} / \varepsilon_s \) should be a little less than 2.

### 5.5 Testing Results and Comparisons

This section will present some of the testing results for FOS_2005. Because the data and the site condition during the initial measurements from the time of installation (FT sensors) are not available to the UBC team, the actual conducting of the average strain values for FOS_2005 can not be performed. Nonetheless, if the initial data were available, the raw data would be processed in exactly the same way as described in last section, Chapter 5.4 - Data Processing. The testing results shown here are from FOX-TEK [166]. Strain values for three FT sensors according to the nine loading positions will be presented below.

![Sensor #554 at Girder 2_bottom (May 2005)](image)

Figure 5-12 Microstrains for Sensor#554 under 9 Loading Positions: FOS_2005
From these plots, it is clear that under certain loading positions, the sensors were under compression; this indicates that the support conditions of the girders are not purely simply-supported; some fixity do exist. Sensor #560 and #562 are the counterparts both installed on Girder 6; it can be observed from the plot that, indeed, the one located closer to the bottom of the beam (#560) is experiencing higher strains than the one closer to the neutral plan (#562).
In the following, the testing results from Sensor #562 will be compared to its initial measurement made on Feb. 2002, and to be compared with the values obtained from strain gauges in the previous field tests.

5.5.1 FOS_2005 Reading vs. Initial FOS Reading

According to FOX-TEK’s record, during the initial installation of the FT sensors, data were collected from Sensor #560, the one located at Girder 6 Bottom (parallel to the tension rebar), with respect to the six static loading positions (as shown in Figure 4-4) used for all 2001, 2002, and 2003 field testing; the testing result is shown in Figure 5-15.

![Sensor #560 at Girder 6_bottom (Feb 2002)](image)

Figure 5-15 Plot of FT Sensor#560 under Six Loading Positions in After_Repair 2002

The loading positions that are comparable from these two testing are Position 2 (2005) to Position 1&2 (2003); Position 5 (2005) to Position 5&6(2002); and Position 8 (2005) to Position 3&4(2002). One can obtain the corresponding strain values from Figure 5-13 and Figure 5-15; it is found that the strain values between the two field testing are very similar (2με vs. 6με; 14με vs. 20με; 20 με vs. 25με), and the FOS_2005 values actually turned out to be smaller. Microstrain is a very small value and any variations and environmental effect can easily induced a couple of microstrains. It is unknown that is the load factor has been applied to account for the difference in truck weight; nonetheless, with such close results, one can conclude that delaminations on Girder 6 is highly unlikely. Next we compare the FOS results to the strain gauge results.
5.5.2 FT Sensor Readings vs. Strain Gauge Readings

The strain gauges are located on the tension rebar, therefore the only FT sensors that can be compared with the previous field testing results are sensor #554, #560 and #556 (see Figure 5-16). Since only Sensor #560 has the initial measurements available, FT Sensor #560 will be used to compare with the strain gauge readings. The conversion factor of 2 for maximum strain to average strain value (from Chapter 5.4.3 Eq.5) will be applied to the FOS readings. From the May 2005 plot (Figure 5-15), one can observed that the largest average strain value from FT#560 was about 30 με (occurred under load position 4 and 9), which means the maximum strain experienced by Girder 6 during the 2005 testing was about 60 με. It was surprising to see the maximum strain occurred under load position 4 and 9 though. As for the 2002 plot (Figure 5-15), the maximum strain value was also around 30 με, which occurred under load position 6 (equivalent to load position 8 in 2005); the location was as expected.

As for the strain readings, since it has already been concluded from Chapter 4 that the strain readings from Strain_Reading2003 is about the same as After_Repair2002, the results from the 2002 field testing will be used directly to be compared with the FOS readings. The corresponding strain gauge to FT#560 is Strain Gauge#3 (SG#3). The highest strain reading for SG#3 during the 2002 testing was 70 με, occurred under Position 5. For Position 6, the strain value was 65 με. The load factor and temperature adjustment for the strain gauge readings have not been applied, so the comparable results between 2005_FOS_readings and 2002_SG_readings are less convincing. Nonetheless, both results from 2002 testing also matches well; since the loading truck and loading position were the same during the 2002 testing, and the temperature was very close as well, one can conclude that the bonding condition of the GFRP layer on Girder 6 was perfect when it was just applied. Actually, the truck is heavier for the 2005 testing, and the temperature should have been higher as well (Feb. vs. May), therefore the 2005 FOS strain value is probably less than the 2002 strain gauge value, which shows that the bonding condition of GFRP is still in very good condition after three years in field.
Regarding the results of Sensor #554 (Figure 5-12) which is indicated in FOX-TEK's record that it is located in Girder 2_bottom, the highest tension strain was found under Position 3 (above Girder 10) with a magnitude of ~4µε. Its largest strain was actually a compressive strain, under Position 7 (above Girder 6), with a magnitude around 12 µε. This result seems very weird. If there were no mistake made during the processing of data, and the sensor were not malfunctioning, it is highly likely that the strain number was recorded wrong. In the author's opinion, the FT sensor located at the bottom of Girder 2 should be #558 and the one on "center-leg" should be #554 (please refer to Figure 5-2), based on the observations on the Time-Displacement plots for these two sensors.
Chapter 6
Structural Health Monitoring on Safe Bridge

This chapter will present Safe Bridge project from the aspects of the five components of SHM process: operational evaluation, data acquisition, data communication, data management, and diagnostics, as discussed in Chapter 2, to cover whatever has not yet discussed in earlier chapters (Ch 3 to 5). In addition, this chapter also serves as a “record” for Safe Bridge project, focusing on the last two field tests. Since the ultimate goal of Safe Bridge project is to investigate the long-term performance of the GFRP reinforcement, more field testing will be performed in the future. It is important to learn from past experiences and to correct mistakes. The value and lessons from the last two field tests should be passed on to people that will work on Safe Bridge project in the future; therefore keeping a detailed record is important. Also, for students without field test experiences, reading this chapter will be helpful for them to understand the project faster. With these purposes in mind, many site photos are presented in this chapter to make the content easier to be understood.

6.1 Operational Evaluation and Set-Up Design

Safe Bridge was found to be shear-deficient according to current standard, and also had severe concrete spalling problem on the bottom side of the girders. Shear reinforcement was done by an innovative repair method, the sprayed FRP. Therefore, according to chapter 2.1.1, within the four types of bridges that particular need SHM, Safe Bridge is qualified for two. The life-safety and economic justifications for performing SHM on Safe Bridge have been discussed in chapter 3; to summarize in short: it is essential that delaminations of the strengthening layer (in this case is the GFRP) does not occur, otherwise the benefit of the reinforcement is lost; however, environmental effects, especially moisture ingress and temperature changes, may lead to de-bonding of the reinforcement, and it is important to investigate the field performance of this new repair method. It is worth to mention again that, the potential of the sprayed FRP repair method is huge; the structural safety and performance monitoring of Safe Bridge may actually be the “smaller benefit” of this SHM study, the knowledge of the field performance of sprayed FRP and the experiences with more advanced set-up for bridge monitoring may ultimately be the real significant benefits of this project.
Most of the considerations for operational evaluation have been covered in earlier chapters (Ch 3-5), such as what to be monitored and how the damage should be defined; what have not been discussed much yet are the operational and environmental conditions for the overall set-up of instruments and equipments on site. An important step for operational evaluation is to investigate the site in advance and to gain a “good understanding” about the site, such as the geographical profile, existence and effect of “physical obstacles” (e.g. river, power tower, etc.), availability of source of power, and potential source of noise. The set-up scheme for a SHM system depends largely on the “characteristics” of the particular site. One should try to make use of the advantages of the site to come up a most safe, economical, and convenient set-up scheme. This section will be devoted to the discussion on major “site characteristics” of Safe Bridge, and the actual set-up schemes for the two field tests covered in this thesis.

Almost all sensors and DAQ systems need power to run, and the availability of power is one of the most common problems for bridge testing/monitoring applications. Fortunately, source of power is not a problem for Safe Bridge. Safe Bridge is located right beside resident (only about 15-20 meters away); this is rare for most bridges and it could be a major advantage for long-term monitoring set-up. For long-term remote monitoring, in most cases the DAQ system will need to be left on the site permanently; many cases set up special storage box(es) and locate them beneath the bridge; if necessary, a small control room may need to be constructed for the equipments. Environmental attack and vandalism are always concerns for permanent set-ups. For Safe Bridge, keeping the DAQ system under the bridge is doable but less preferred, because the clearance between the girder and the water surface is less than 2 meters. Therefore, if the near-by resident can be utilized, many problems can be solved.

Remote, continuous monitoring on Safe Bridge has not been actually done yet, therefore the set-up scheme for the two time field testing were relatively “conventional”. Nonetheless, the idea of utilizing the resident had been tried. In the following, the actual set-up schemes used for the two field testing will be briefly presented. More details for the potential long-term remote control set-up will be given in Chapter 7 as future recommendations.
6.1.1 Set-Up for Strain_Reading 2003

As mentioned in Chapter 4, the two objectives for the 2003 testing were, first to gather strain gauge readings under both static and ambient-static ("rolling") load tests like the two initial tests to compare the results; second, to test out a new DAQ system with IP-built-in for remote monitoring. Instrument set-up for the first objective basically followed what had been done previously. As for the second objective, the idea was to operate WebDAQ/100 in a place indoor. The final set-up scheme for field test 2003 is shown in Figure 6-1.

![Figure 6-1 Schematic Drawing of System Set-Ups for Field Test 2003](image)

The signal conditioner (SC) (pink box in Figure 6-1) was placed as close to the bridge (sensors) as possible because the longer the wires from the sensors to the SC, the higher the noise effects. The SC was shared by both DAQ systems, to save resource and space, also for the comparison of data between the two DAQ systems. The testing day was a raining day, so all the equipments needed to be set up inside the trunk of the van (see Figure 6-2 [a]); this demonstrated one of the many disadvantages of the conventional bridge testing method. Luckily not many sensors were used on Safe Bridge so that all the equipments required could be fitted inside the trunk. Also, the total time
spent on all the equipment set-up was about the same as the time spent on the truck load testing. The truck was parked to be as close to the bridge as possible (see Figure 6-2 [b]).

![Figure 6-2 Field Test 2003 Site Photos: [a] Data Acquisition Equipments on the Trunk of a Van; [b] Position of the Van to Safe Bridge (red circle)](image)

As for the IP-built-in WebDAQ/100, it was chosen for its various functions suitable for remote monitoring and its reasonable price. The house beside Safe Bridge is a restaurant; a visit to the site and a negotiation with the restaurant owner was made before the testing date. The owner was willing to help with the school project so the set-up of WebDAQ/100 was in the basement on the back of the house, where would be the potential location for WebDAQ/100 for long-term remote monitoring.

The blue- and red- line on Figure 6-1 are the wires from the SG to the two DAQ systems; clearly the wires for WebDAQ/100 were much longer. Therefore, another purpose of comparing the data from the two DAQ systems was to see if the longer wiring would affect data much (noise). Nonetheless, comparing to many other bridge projects, the wiring distance for WebDAQ/100 was still relatively short (~50 m).

### 6.1.2 Set-Up for FOS_2005

The set-up scheme for the 2005 field testing is shown in Figure 6-3. Again, sensors were taken out from the storage boxes (three in total; each stores two FOSs) located beneath the bridge and connected by the optical fibers from the interrogator. As mentioned before, the interrogator to fiber optic sensors is equivalent to the data acquisition system to conventional sensors; the interrogator used for the FT sensors is FTI-3300. FTI-3300 works as both the signal conditioner and the data
acquisition system, so it is connected to the FOSs and the computer directly. Interrogator is relatively pricy when compared to the DAQ systems for conventional sensors; therefore, even theoretically FOSs are more suitable for long-term monitoring because they are almost free from many kinds of interference and noise effects, it is currently not a practical idea to do remote monitoring on Safe Bridge through the FOSs.

Figure 6-3 Schematic Drawing of System Set-Ups for Field Test 2005

The equipments for the 2005 field testing were also placed on the back of a truck (see Figure 6-4 [a]). Note that the FTI-3300 were not connected to the power directly, but through the grey box shown on Figure 6-4 [b]. The grey box was used to provide surge protection for the expensive interrogator; it can also work as a battery back-up.
6.2 Data Acquisition

Data acquisition for Safe Bridge project involves with two types of sensors and three different DAQ systems. Again, most of the main issues to be considered for this subset, such as the monitoring strategy, the sensor types, numbers and locations, and choices of DAQ system, have been discussed in earlier chapters. In this section, each of the five elements (2 types of sensors and 3 DAQ systems) will be introduced in more details about their unique features and specifications.

6.2.1 Sensors

This section will focus the discussion on the strain gauge and the long-gauge fiber optic sensor only; even though LVDTs were also used during the first two initial field testing on Safe Bridge, they were not used during the two field testing covered in this thesis, therefore information about the LVDTs will not be covered.

Also note that a temperature sensor of the type RTD (Resistive Temperature Device) actually was also installed on Safe Bridge [219]. No data have ever been collected from the RTD yet, and it is not documented well. According to the technician who were involved in the earlier field work, the RTD was an extra add-in, and it has never been used because all testing performed on Safe Bridge so far are short term field tests and the temperature does not change much during such short period of time; therefore the measurement for temperature had never been necessary [219]. Also according to the
technician, the only information known about the RTD is that, it should also be attached on the steel rebar, like the strain gauges, and with the cyanoacrylate type of glue (also referred to as general purpose adhesives), and covered in a similar way as the strain gauges [219]. If long-term monitoring will be carried out on Safe Bridge in the future, the temperature sensor will play an important role to correct the readings from strain gauge.

6.2.1.1 Strain Gauge

The type of strain gauge installed in Safe Bridge is the Micro-Measurements Foil Strain Gauges model CEA-06-W235A-350 [219]. The sensing alloy used in the foil grid is constantan, the material with best overall combination of properties. This model is specifically designed for temperature compensation when mounted on steel [219]; this feature is important because the steel rebar can get heat up easily and affect the measurement of the strain gauge attached on it.

The grid dimensions for this strain gauge are approximately 0.25 inch (~6 mm) in gauge length and 0.125 inch (~3 mm) in grid width [219]; the gauge length falls under the common 3~6 mm gauge length. Since the SG is to be attached on steel but not concrete, longer gauge length is not required. Therefore, a normal gauge length was selected for its lower cost, availability, and ease in installation.

The three most important parameters on the specification for strain gauge are its gauge resistance, thermal expansion coefficient, and its gauge factor. The strain gauge used on Safe Bridge is the 350 ohms type (most common ones are 120 ohms or 350 ohms), which generates less heat than the 120 ohms (most common ones are 120 ohms or 350 ohms) [219,220]. Higher gauge resistance also has the advantages of decreasing lead wire effect and unwanted signal variation caused by temperature fluctuations, and higher signal-to-noise ratio [49]. The 120 ohms strain gauge is better only when the application is for long term, because it has longer fatigue life [49]. Since the type of testing on Safe Bridge mostly will be of short duration, fatigue is of less importance than better measurement accuracy. The gauge factor for the strain gauge is 2.08 ± 0.5% at 24 °C, and the temperature coefficient of the gauge factor is 1.2 ± 0.2 % per 100 °C [219]. It is always good practice to select a strain gauge with a thermal expansion coefficient that matches or is close to the material of the instrumented component.
In terms of the attachment technique, the strain gauge is of weldable type, which the surface preparation requirement is minimal and the gauge is useable immediately after spot welding and lead wire attachment [49]. For efficient welding, the surface for the strain gauge to be attached to must be free of grease, rust, scale, oxides and irregularities. As shown in Figure 6-5 [a], the surface of the rebar was smoothed and cleaned for the strain gauge to be attached. A three-wire connection was used which is the preferred method for a bridge circuit when a quarter configuration is used [49]. Spot welding is accomplished with a portable, rechargeable hand-probe spot welder [49] (see Figure 6-5 [b]).

![Figure 6-5 Safe Bridge Site Photos (2002): [a] Installation of Strain Gauge on Steel Rebar; [b] Spot Welding of Strain Gauge](image)

The strain gauges have encapsulation over their grids mainly to protect them from finger smudges and other contamination during the installation stage. The lead wires were connected with “bondable terminals”, which means the lead wires are not attached directly to the solder tabs but to a base material adjacent to the gauge [49] (see Figure 6-6 [a]). This configuration prevents degrading and damaging of the strain gauge by the forces transmitted along the main lead wires. In addition, all the cables have outer jackets and shielded in rubber conduits (see Figure 6-6 [b]).
For strain gauge installed for bridge applications, it is critical to provide proper protection for the sensors, especially when the location can be easily attacked by moisture; as mentioned in Chapter 2, moisture is the most common cause of field installation failure for foil strain gauges [49]. For Safe Bridge, the good thing about the strain gauge location is that the gauge is not susceptible to rain and snow, but it is close to water surface of the river. ASTM E 1237-93 requires that the lead wires be coated with a minimum distance of 25 mm from the installation [49]. After the strain gauges were welded on steel rebar, they were coated with three coats of Mcoat-A Polyurethane and then the whole gauge/wire area was covered with a 1/8" thick mastic foil coating (HBM 75) to protect them from the environmental effects [79] (Figure 6-7 [a]). Finally the whole thing is covered by a special CFRP mortar as patching (Figure 6-7 [b]).
Special attention must be paid to the place where the lead wires exit the protective coating, to ensure that an adequate bond exists between the lead wire insulation and the protective coating, because moisture can be drawn into the gauge area along the lead wires by the capillary action.

### 6.2.1.2 Long-Gauge Fibre Optic Sensor

As mentioned in Chapter 5, the long-gauge FOS installed on Safe Bridge is the FT sensor fabricated by FOX-TEK. The FT sensor is the “bare fiber” type which can be attached easily to any kind of structure surface, such as around a column or along a girder. The bare fiber is the conventional single-mode optical fiber with a 0.25 mm diameter [221]. The FT sensor is so thin that it is also suitable to be embedded inside a structural component with minimal intrusive effect. As mentioned in Chapter 2, the FT sensor works based on the principle of interference of light. This type of sensor is quite robust itself toward environmental effects, and additional protection can be easily applied with hermetic coatings. Data from FT sensors can be collected continuously or with periodic site visits (more likely to be used for Safe Bridge case), either is a convenient way to check the bonding condition of the GFRP layer by comparing the data to its initial installation state. Reasons for sensor length and locations of the FT-sensor have been given in Chapter 5.

The specification of FT sensor from FOX-TEK is attached in Appendix VIII. The total displacement range of the sensor is 40mm, regardless the gauge length; this is the maximum elongation/contraction for the fiber, which is limited by the physical properties of the fiber itself and therefore is not bonded by the length of the gauge [221,222]. The accuracy of the sensor is ±20 μm; the sensor measures displacement with a fixed measurement error. Therefore, the sensitivity of the sensor to strain actually increases with the increase in strain length (sensitivity = change in length / gauge length). For example, for a 1 m FT sensor, the sensitivity is ±20 με; for a 20 m gauge length, the accuracy becomes ±1 με. In this case, the gauge length is 5m, which gives a sensitivity of ±4 με. Nonetheless, the actual measurement range of the sensor is controlled by the measurement range of the scanning equipment, in this case is the FTI-3300, which gives up to maximum strain at 3% at 22 °C [72,223].

Unfortunately the site photos of the FT sensors during the installation stage are not available. Figure 6-8 shows some site photos taken during the 2005 field testing; the FT sensors are covered with some kind of grey-color epoxy resin for protection. As can be seen from the photo, after more than three
years of installation, the FOSs are still in very good condition. The Civionic Specifications [72] by ISIS Canada provides specifications for the installation of FOSs.

Figure 6-8 Field Test 2005 Site Photos:  
[a] FT-Sensor on Girder 6 with Storage Box Open;  
[b] FT-Sensor Covered with Protection Epoxy

6.2.2 Data Acquisition Systems

During the two field testing, there were total three types of data acquisition systems used. One system is a conventional type for traditional sensors: adequate for short period testing, one-time, on-site data collection. One system is with IP-built-in and is chosen to test out the idea of remote monitoring, as part of the study and exploration on SHM process. One is the interrogator particularly used for long-gauge fiber optic sensors. The first two DAQ systems were used to collect data from the strain gauges, and they shared the same signal conditioner. This section will introduce each of the DAQ system briefly, focusing more on the latter two systems.

6.2.2.1 Traditional DAQ Systems

The conventional DAQ system used during 2003 field testing was the portable I/O-Tech DaqBook system. This system has a 16-bit resolution, which provides extremely accurate digital representation of the analog signals. The range was setup to be $\pm 10$ volts. Figure 6-9 shows all the instruments used during the 2003 field test as the conventional PC-based DAQ system. The grey box beneath the laptop in Figure 6-9 [a] is the signal conditioner, which provides standard functions as discussed in Chapter 2, such as generating the DC excitation voltage and providing circuitry for bridge completion for the strain gauges. The black box behind the signal conditioner is the I/O-Tech DaqBook. Note
that the yellow equipment besides the signal conditioner is *Fluke 87 Multimeter*, which was used for testing the voltage levels of input and output signals; it was used for checking the signal conditioner and DAQ board during the setup stage, and was not involved in the actual data acquisition of strain readings.

![Figure 6-9 Field Test 2003 Site Photos: [a] Data Acquisition Systems for Strain Gauge Readings [b] The I/O Tech DaqBook](image)

Regarding the data acquisition software program, *I/O-Tech DaqBook* used commercial-based software called *DaqView* supplied by the manufacturer (see Figure 6-10). The interface is user-friendly and is "sufficient" for typical static field testing usage. Therefore, the software can be configured by users, but no modification or extra programming was required for Safe Bridge testing.

![Figure 6-10 Field Test 2003: Example of A Screen Shot of DaqView](image)
The most important step was actually that, the technician shunt calibrated all the strain gauges before each test; this ensured that the signals measured were in fact calibrated correctly with the particular data acquisition system used. Taking zero measurements before and after the loading ensured that there were no major drifting of the signals during the load tests.

6.2.2.2 Web-Based DAQ System

As mentioned earlier, a DAQ-system was required to study the setup for remote monitoring, and possibly performing continuous monitoring in the future. Also, since the system would probably be left on site for a long period of time, the size/weight of the system, the power supply requirement, and its environmental limits (to temperature, humidity, etc.) were important factors for the choice. Finally, as for all projects, economic consideration plays one major role in decision-making: the cost has to be within budget. As a result of all considerations, the DAQ system chosen finally is an IP-built-in system called WebDAQ/100, a commercial product from Capital Equipment Corporation. The main reasons for choosing WebDAQ/100 were its fair price, compact design, and a fully integrated web server with built-in web interface that provides internet communication, convenient transportation, and easy installation at the site. Users have complete control over channels, rates and other acquisition parameters, a dynamic view of data, and direct download in a desired formats, from any place with access to internet browser.

WebDAQ/100 itself is a multi-purpose system; it can be used locally, as directly connect to a computer for bench-top use; or forming a network, as multiple WebDAQ/100s placed in different places in structure and connected by standard LAN wiring; or configured to be a standalone data logger, which runs independently without any computer connection, and can store (up to 32 MB of memory) and transfer data according to user needs [224]. The last mode was the one applied in Safe Bridge project during the 2003 load testing. The specifications of WebDAQ/100 from the manufacture are attached in Appendix IX for readers' reference. The main data acquisition features of WebDAQ/100 include:

- Take data and download it via a web browser
- 12-bit resolution, 500 KHz max. sampling rate
- 32 channels (16 differential)
- Triggering options
- 8 analog waveform outputs
- Automatic scheduled reports
- Reports via download, e-mail, or FTP
- Local, remote, or stand-alone operation
- Sensor Conversions
- Command-line Interface and Programming

A quick walkthrough of WebDAQ/100's web pages will be presented below. The main purpose for the presentation is not to learn how to use the WebDAQ/100 software, but using it as an example for DAQ software; to see what are some common features for a remote-control setup. The control of the program is usually (and should be) in the hand of an experienced technician with the system; nonetheless, civil engineers should be involved in the design and control of the set-up, especially for decisions like what sampling rate to be used, what is a reasonable triggering value (the magnitude, if used), etc.. Again, good communication between different disciplines is the key for a successful SHM system.

After assigning a network IP address to WebDAQ/100, the home page of WebDAQ/100 can be easily accessed by entering the IP directly on the web browser (see Figure 6-11). In our case, the Analog Inputs section is where the strain readings are shown. The wire connections were made differential-ended, so the maximum number of channel input was 16, as shown on the figure; five channels (IN1~5) were used during the 2003 field testing. Note that there is also section for Analog Outputs; this is because WebDAQ/100 can also act as a signal conditioner to provide circuit stimulus to sensors. The signal readings can always be viewed directly from the website, but only when the Status is in Run mode that the data will actually be saved into WebDAQ/100's memory; the "download data" and "view graph" links are only available when the system is in Run mode.

The web interface of webDAQ/100 has four main pages: Home, Acquisition Setup, Reports, and System (on the tool bar on top; see Figure 6-11). Each of the pages will be briefly introduced:

- The **Home page** displays updating values of each of the input and output channels and allows control and data download (Figure 6-11).

- The **Acquisition Setup** page allows configuration of the desired channels, rates, gains, and other sampling parameters. It also has "triggering" function which will be beneficial in saving the amount of useful data for long-term monitoring (see Figure 6-12)
Figure 6-11 Field Test 2003: Web Site for WebDAQ/100 - Home Page

Figure 6-12 Field Test 2003: Web Site for WebDAQ/100 – Acquisition Setup Page
• The **Reports** page lets users customize data formats, as well as set up automatic scheduled data transmissions; this is also an important function for continuous remotely monitoring (Figure 6-13).

![Figure 6-13 Field Test 2003: Web Site for WebDAQ/100 – Report Page](image)

• The **System** page has a variety of maintenance functions such as setting the time/date clock, viewing error information, etc.

In order to set up the automatic e-mailing function, the following networking information should be obtained from the service provider (e.g. Shaw Cable) in advance: two IP addresses, gateway address, DNS address, and Subnet [225]. The testing on the auto-e-mailing function was not achieved during the 2003 field testing due to lack of time for setup; nonetheless, lessons were learnt and the technician is confident with the setup for future testing. In addition, the technician had built a compact system integrating *WebDAQ/100* and the *LINKSYS* system (including wireless access point routers for
wireless communication) all into a storage box (see Figure 6-14). The compact box can be easily stored somewhere in the restaurant or even under outdoor condition for long-term monitoring purpose.

Following are some photos taken during the 2003 Field Testing. Photos in Figure 6-15 were taking during the setup stage, showing the wiring and connection for WebDAQ/100. Figure 6-16 shows screen shots of the software interface taken during the load test. Figure 6-17 shows the screen shots for the sampling rate set-up. Note that for the setup of sampling rate, if the desired sampling rate is 30 Hz for the strain readings (in this case), on the setup, 300 Hz should be used as the input sampling rate, because 10 channels (differential-ended connection) were used for the five strain gauges (see Figure 6-17 [b]), so the rate needs to be ten times.
6.2.2.3 FOS Interrogator

The interrogator used to read the FT-sensors on Safe Bridge is the FTI-3300, also fabricated by FOX-TEK Inc., which is effectively a fiber optic extensometer. FTI-3300 is the light-grey box shown in Figure 6-18, and its specification is attached in Appendix X. FTI-3300 has 8 input channels, and its dimension is 17"×17"×5.5". This interrogator can read any three of the seven standard FT lengths provided by FOX-TEK, with the default to read 0.1m, 1m and 5 m length (5 m in our case). This system operates by scanning the attached sensors for changes in the reflected intensity of light, and recording the locations where that signal was detected [226]. Any change in the sensor’s length can be detected by the shift in the signal to a different displacement location, which is detected and
recorded by the instrument. The measurement range is ±15mm or ±4000 με, whichever is less. The accuracy is ±0.067% of full scale (30mm).

As mentioned earlier, interrogators for fiber optic sensors are usually expensive; therefore it is important to use the instrument properly and carefully. Users must read the operating manual thoroughly before actually operating the unit. Care must be exercised to avoid damaging the equipment and the fragile ends of the optical connector. The setup and actual operation of the FTI-3300 were done by a specialist from ISIS Canada during the 2005 field testing.

If the FTI-3300 fails to detect a signal, in most cases is due to a weak signal level from the sensor [226]. This problem usually can be solved after proper cleaning with the connectors (details given later). If repeated scans still fail, one need to determine if the sensor or the channel is broken itself. If the sensor is found to be damaged, but it was previously functional, then both the sensor lead cable and the structure around the sensor need to be inspected carefully. Under normal condition, the strength of the sensor should be much higher than any expected mechanical loading. If the cause of the sensor failure is due to rare loading event (but not physical damage from human/animal, etc.), the structure may have been undergone significant impact/damage. In this case, the failed sensor also acts as an early warning for potential structural problems.

Another common cause for weak signal readings is related to the “bending” of the lead cable. Optical fiber usually needs to maintain a minimum bend radius (≥ 6”/15cm) to transmit light properly [226].
If the lead cable is kinked (e.g. forced over corners or sharp bends) or coiled too tightly, the FTI-3300 will not be able to obtain readings properly. This kind of knowledge should be taught to all people involved on site to minimize human error.

Figure 6-19 are screen shots from the FTI-3300 software during the 2005 field testing. Six channels were used for the six FT-sensors. The scanning interval is set to be 0.05 min (3 sec). The instrument temperature is also given so that thermal effect can be adjusted.

Figure 6-19 Field Test 2005: Screen Shots of FOX-Ware for FTI-3300 (Channel 1–6)
6.3 Data Communication

This section discusses the means for transferring the data from the sensors to the DAQ systems, and from the DAQ systems to laptops. The selection of a suitable communication system is essential for a cost-effective SHM system. As mentioned earlier, selecting the optimum communication links require knowledge of the sensors deployed, the surrounding environment, and the specific application objectives. For this project, with the near-by restaurant available, source of power and length of wire are of fewer problems. Also, since the total number of sensors used is not significant, wiring arrangement and storage can still be relatively simple and wireless sensing is not a must. Therefore, during the two field testing, the communication medium for strain gauge data was still the conventional wire cables. As for the FT-sensor, optical fiber is the communication medium. In the following, the setup of the connections between different systems during the two field testing will be presented in detail with site photos.

6.3.1 For Strain Gauge Readings

The strain gauges are connected with lead wires; it is important to protect the wires and have proper design in wiring route and their storage. For Safe Bridge, since the six strain gauges are located at mid-span of five different girders, it was decided to have the storage boxes located on one side of the bridge abutment, and have rigid PVC conduits running down the girders to guide and protect the wires from the strain gauges to the two storage boxes (see Figure 6-21 and Figure 6-21; the storage boxes are the square PVC boxes with black cover on the photos).

Figure 6-20 Safe Bridge Site Photos: Conduits for Strain Gauge Wires
During the 2003 field testing, the wires were first took out from the two storage boxes (Figure 6-22), and then connected to the extension cables prepared by the technician to be connected to the signal conditioner (see Figure 6-23 [a]); the testing day was a raining day so that the connectors of the wires needed to be wrapped and protected from moisture (Figure 6-23 [b]).
The extension cables connected to the signal conditioner were also in three-wire connections (see Figure 6-24); and all the connections between equipments (signal conditioner to DAQ board and DAQ board to laptop) were all by wires. It is not hard to imagine that if the number of sensors were more, the wiring of all equipment could be a mess.

![Figure 6-24 Field Test 2003 Site Photos: Wire Connections to Signal Conditioner and DAQ Board](image)

As for the WebDAQ/100 connection, it was purposely operated inside the house, so the wiring from the signal conditioner to WebDAQ/100 needed to go all the way to indoor. The wire cable ran across Safe Bridge (beneath) first, through the grass field, and then down the stairs beside the house to enter the basement of the restaurant, where WebDAQ/100 was located (see Figure 6-25). The photos shown in Figure 6-25 have been modified (cable line has been traced in red) in order to show the location of the wire cable clearly.

Theoretically speaking, longer wire will lead to higher noise in the data. Nonetheless, from Ch 4, one can see that the difference is not significant; the reason could be that length of the wire cable was still relatively short (~50 meters longer) when compared to many other bridge applications; therefore the data collection can be considered as not affected. Also note that the route shown in Figure 6-25 is not “final”. If long-term monitoring will be performed in the future, the exact route of the wire cable will be designed to minimize damage from the environment; e.g. place the cable high along the wall with conduit. “Safety” is the major concern (for both people and the cable itself).

![Figure 6-25 Field Test 2003 Site Photos: Wiring between Signal Conditioner and WebDAQ/100](image)
6.3.2 For Fiber Optic FT Sensor Readings

The communication medium for the FT-sensors is the optical fiber, as expected. Since one of the objectives for the 2005 field testing was to learn the setup and handling of FOSs, the following will present what have been done in detail during the 2005 field testing to connect the FT sensors with FTI-3300 to collect data successfully.

First the FT-sensors were taken out from the storage boxes (two FT sensors in a box, total three boxes located between the two “legs” of Girder 2, 6, and 10; see Figure 6-3). The condition of the connectors determines if the data signals can be collected successfully. The connector is fragile and sensitive, so it is covered with a protective cap, as shown in Figure 6-26 [a]. It is important to record the sensor numbers to indicate which sensor is connected to which channel of FTI-3300 (Figure 6-26).

Fibre optic extension cables are required to elongate the FT-sensors to the FTI-3300 interrogator (Figure 6-27). As mentioned earlier, one need to be careful not to kink or coil the optical fiber over the radius limit, which will effect the signal readings.

Figure 6-26 Field Test 2005 Site Photos: [a] FT-Sensors Taken Out from Junction Box [b] Connector of FT Sensor and Sensor Number

Figure 6-27 Field Test 2005 Site Photos: Fiber Optic Extension Cables to FT-Sensor and FTI-3300
One important step for the FOS setup is to clean the connectors of the FT-sensors and the optical inputs of the FTI-3300 machine. All connector heads and the optical inputs must be cleaned with link-free foam swabs dabbed in "optical grade" (>99% pure) iso-propyl alcohol (propanol), or "laboratory grade" (>95%) ethyl alcohol (ethanol). During the Safe Bridge field testing, the laboratory graded ethanol was used as the solution to clean the optical connections (see Figure 6-28 and Figure 6-29).

![Figure 6-28 Field Test 2005 Site Photos: FT-Sensor Head; Cleaning the Optical; FO Connection](image)

The connector to be inserted into the FTI-3300 Input Port is with the standard FC-APC connector. To connect the sensor, line up the notch on the input connector on the FTI-3300 front panel with the key on the sensor connector, and gently insert the white ceramic ferrule inside the inner ring of the input port. Then screw in the connector until it is finger tight; be very careful not to over-tight the connection [226]. The white ceramic ferrule is very fragile and once it is damaged will result in loss of signals or false signals. All connectors and the input ports of FTI-3300 have protective caps supplied; when not in use, they should always be covered with the protective caps.

![Figure 6-29 Field Test 2005 Site Photos: [a] Connecting Optical Fiber to FTI-3300 [b] Cleaning Optical Head with Laboratory-grade Ethanol](image)
6.4 Data Management

As defined in Chapter 2, Data Management includes the processing of data and the storage & retrieval of data. What have been done in cleaning and normalizing the raw data from the two field testing have been covered in earlier chapters. As for the storage of data, the amount of data is the major factor for deciding what to be and not to be saved. The steps applied to the two field testing results for data management will be briefly summarized in the following.

6.4.1 Data Processing

The data processing procedures for field test 2003 and 2005 have been presented in details in Chapter 4 and 5; therefore they will not be repeated here. In summary, for the raw data from strain gauges, based-line correction ("zeroing") has been applied to all sets of data. The static load testing data have been averaged as well to obtain the static load strain. Note that temperature adjustment was not applied to strain gauge readings, because when base-line corrections were applied to all data, the "initial values" (i.e. the strain values before the truck entered the bridge) were subtracted from each of the static strains under different loading positions; therefore, most of the thermal effects on strain have been canceled out. The thermal effect "left" to be adjusted was from the slight difference in temperature before this base-line period and the loading periods. Since the load testing were done in a relatively short period of time, the temperature difference was so small (less than 0.5 °C) that the thermal effect can be ignored.

For the data from the FT-sensors, the actual data processing was done by FOX-TEK because the initial measurements of FT-sensors taken when they were just installed in 2002 are not available to the author. How FT-sensor data should be processed was presented in a general way. Base-line correction and the conversion from displacements to average strains should always performed first. Thermal and load effects corrections should always be applied between the initial measurements and the field testing results. For comparisons with strain gauge readings, the FT-sensor results should be converted from average strain values to the equivalent maximum strain values.
6.4.2 Data Storage and Retrieval

Since the amount of data from Safe Bridge field testing is relatively small (because all of them were performed in a short-term base), the storage for both raw data and analyzed data is possible, and actually is preferable. Currently, both the raw data and the analyzed results are saved in computer hard drive, as well as copied to CDs as backups. Therefore, the retrieval of data is straight-forward as well. It is strongly recommended to keep all the raw data for Safe Bridge testing, especially for the static-load testing readings. In fact, for any projects that the diagnostic approach is to compare new data to initial/previous testing results (most periodic monitoring are of this kind), the raw data should be kept, unless variations from different times of testing can be avoided completely, which is highly unlikely. Just like what happened in this thesis, the old data from the initial two field tests were required for data comparison, and because one could not be sure about the analysis method taken before, and if the load factors had been applied, the raw data were needed to be re-analyzed for more accurate comparison results. Even for a small project like Safe Bridge project demonstrates how important proper data storage and data retrieval ability to the success of a SHM system.

6.5 Diagnostics

The interpretations of the cleansed data have also been covered in Chapter 4 for strain gauge readings, and Chapter 5 for long-gauge fiber optic sensor readings; therefore they will not be repeated again here. What have been done to the cleansed data in order to “diagnose” the health condition of Safe Bridge girders will only be briefly summarized in the following.

The diagnostic for Safe Bridge’s health conditioning is done by directly comparing the strain measurements taken from different times of field testing. Load factors have been applied to all data to adjust for the weight difference of testing vehicles. The static load testing results (from strain gauge readings) are summarized in Table 6-1 and Figure 6-30. From Table 6-1, one can see that besides Position 1&2 for After_Repair 2002, the locations (the girder experienced the largest strain) were all very consistent. The static strain values between After_Repair2002 and Strain_Reading2003 are very close, which shows that the GFRP condition in these two times were about the same. When compared with Before_Repair2001, the 2001 strain values are either greater or about the same, with a significant improvement in Girder 6; this can be seen clearly in Figure 6-30. It can be concluded that the GFRP reinforcement works well and de-bonding was unlikely.
Table 6-1  The Magnitude and Location of the Largest Strain for the Six Static Loading Positions

<table>
<thead>
<tr>
<th>Testing Date</th>
<th>Value Location</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nov. 2001</td>
<td>Value Location</td>
<td>Girder 10L</td>
<td>62.8</td>
<td>62.4</td>
<td>62.4</td>
<td>59.6</td>
<td>83.5</td>
</tr>
<tr>
<td></td>
<td>2002</td>
<td>Girder 10L</td>
<td>53.2</td>
<td>54.1</td>
<td>n/a</td>
<td>n/a</td>
<td>70.6</td>
</tr>
<tr>
<td></td>
<td>2003</td>
<td>Girder 10L</td>
<td>61.7</td>
<td>52.3</td>
<td>64.1</td>
<td>65.7</td>
<td>70.5</td>
</tr>
</tbody>
</table>

Maximum Strain Obtained under 6 Loading Position - 2001 vs 2002 vs 2003

Figure 6-30  Maximum Static Strain Comparisons between Three Field Tests

For the rolling load testing, since the sampling rate used varied during different times of field test, adjustments on the sampling rate have been applied on some of the data, for better comparison. For the FOS readings, conversions from average strain to maximum strain needed to be done in order to compare the FOS strains to the strain gauge readings.

The conclusions drawn from all the comparisons will be given in the next chapter, the last chapter of this thesis, *Chapter 7 Conclusions and Recommendations for Future Projects*. 191
Chapter 7

Conclusions and Recommendations for Future Works

Besides the field testing of Safe Bridge and the data analysis and comparison, learning about the SHM process in general and to bridge the “gap” between civil engineers and the multidisciplinary SHM field are also objectives for this thesis; therefore, a significant amount of work was devoted to the literature research on SHM process, focusing on its applications on concrete bridges. However, for conclusion and future recommendations, the focus will be on Safe Bridge project only.

It is too early to draw “conclusions” for SHM yet, as this new field is still developing and progressing everyday, and at the same time there are still many practical problems to be solved. The author also do not feel “qualified” to give any recommendations for the new field, as all her understanding about SHM are based on many people’s work and knowledge. Nonetheless, the author strongly agrees that, for true growth and acceptance of SHM, besides the continual research works on all the sub-fields under SHM, “education” plays a critical role. As mentioned in Chapter 1 of the thesis, the construction industry has the longest lag time within all industries, and many people in the field are conservative with innovations and changes; “believe it or not, that is a very difficult, foreign concept for the bridge engineer to grasp and implement,”; “... one reason is that the bridge engineer feels he has to put his budget into steel and concrete rather than accepting and implementing newer technologies that would actually improve their return on investment” [103]. This phenomenon will not change until the people in the field have a different mentality, and “education” is probably the key. If today’s civil engineers are taught since their schooling that aging of infrastructure is a serious problem, that needs in reinforcement/rehabilitation maybe greater than needs for new construction, that SHM is important and beneficial to push civil engineering into next level, then to accept and utilize innovations will become the general attitude. People have to think/believe in a way in order to act in that way. That is how new technologies become wild-spread and affordable. Hopefully “smart bridges” and “smart buildings” will become part of everyone’s daily life in a near future.

In the following, the chapter will first conclude the findings from the two field testing on Safe Bridge, and then recommendations will be given for future work on Safe Bridge.
7.1 Conclusions

Compare to most current-running SHM projects, Safe Bridge project is a relatively simple and small-scale bridge application. Nonetheless, this project still demonstrates the following:

- how SHM system is utilized in the study for new repair method and material;
- how conventional strain gauges can be integrated with FOSs to be a monitoring system;
- how static field testing is incorporated into the long-term process of periodic monitoring.

The GFRP reinforcement condition of Safe Bridge was evaluated by the comparisons of different sets of field testing results. Each of the comparisons and the “problems/concerns” discovered from them will be concluded in the following.

1. Comparisons between Static Strain (based on SG readings under 6 loading positions):

Generally speaking, the static strains for After_Repair 2002 and Strain_Reading 2003 are about the same. Especially when the average of the loading-pairs (Position 1&2, 3&4, 5&6) are used, all the differences between the two testing are within 5 με. The thermal coefficient of steel rebar is similar to concrete and the GFRP, around 6~10 με/°C. In addition, with the effect of noise (standard deviation of the static strains were around ±2 με), a variation of 5 με can be considered as “no changes”. Therefore, these sets of comparison concluded that the condition of the GFRP reinforcement stayed the same after 20 months of field usage.

When compared to Before_Repair 2001 results, most of the static strains are smaller; for Position 3&4, the static strains are about the same. In one particular case (Position 6), the static strain drops from 102 με before repair to 70 με during the 2003 testing, which is more than 30% of improvement. Even when the average values of the “position-pairs” are used (to minimize “error effect”), the static strain still decreased by almost 25%. The comparisons showed that the spray GFRP is a very effective reinforcement method.

“Problems”:

Strain Gauge#2 (the SG installed in Girder 4) was malfunctioning during After_Repair 2002; therefore, comparison for the data under Position 3 and 4 were affected significantly because SG#2 supposed to give the largest static strains. In addition, the raw data for Position 4 and Position 6 for After_Repair2002 seemed incomplete/damaged (please refer to Figure 4-16 and 4-17).
Another “possible problem” identified, based on the observation of the strain plots, was that the exact truck positions during the three times of field testing might have varied slightly, in terms of the relative positions to the concrete curb. Also, a few static values seemed to be affected by higher noise because they have larger standard deviation values.

II. Comparisons between Time-Strain Histories (SG readings under 3 rolling load positions):

Generally speaking, the rolling load results also show relatively small strain changes between the 2002 and 2003 field test results, and decrease in strain readings when compared to the Before_Repair 2001 data. However, the comparison results from this set are less convincing because more “variables” were identified; see below.

“Problems”:

The biggest problem was that different vehicle speed was used during the three times of field testing. Generally speaking, the higher the testing vehicle’s speed, the lower strain the bridge girder will experience. The time spent for the testing vehicle to cross the bridge varied from as little as 4 or 5 seconds to as much as 24 seconds. With such significant difference in “rolling speed”, the comparisons between the strain readings can not be made. Nonetheless, there was one set of data used similar traveling speed (2002 vs. 2003 Position Roll II), and their strain results were about the same, which matched the results from the static-load comparisons.

Other “smaller” variations include the difference in sampling rate (which had been adjusted, but still not exactly the same) and the possibility of different truck positions in relation to the concrete curb (i.e. in one field testing, the truck was “rolling” against the curb, but in another, the truck was moving in a distance to the curb).

III. Comparisons between FOS_2005 and Its Initial Measurement at 2002 (based on FT readings):

The raw data of the long-gauge fiber optic sensors (FT-sensors) on Safe Bridge provide both displacement and temperature measurement. Instead of getting the “point strain” like what strain gauges provide, the FT-sensors measure the average strain over the gauge length. The FT sensors are typically made to give an unstrained initial reading, for example, 15mm, to provide both tension and compression measurement capability. Therefore, it is important to take the initial reading when the FT-sensor is just installed, to obtain the true strain changes. It is also important to make thermal adjustment for temperature changes.
One of the long-gauge fiber optic sensor (FT#560, located on Girder 6 parallel to the tension rebar) was tested during its initial installation for the six-static-load positions during the 2002 field test. That testing results were compared to the strain values from three “comparable positions” of FOS_2005, and the comparison showed that the strain values were about the same (differences around or less than 5 με). The comparison result proofs that the condition of the GFRP reinforcing layer has not changed much since its installation.

“Problems”:
The major problem for this set of comparison is the difference in loading positions; FOS_2005 used the 9-static-load positions (please refer to Figure 5-5) whereas the 2002 field testing used the 6-static-load positions. None of the loading positions were identical; only three of the FOS_2005 positions were “in between” the 2002 6-positions. Therefore the comparisons were made based on those three loading positions. In addition, the weight of the loading truck for these two field tests were slightly different, which should have been adjusted as well, even though the effect is small. All the initial readings for the FS-sensors should be obtained from FOX-TEK.

IV. Comparisons between SG Readings and FT-Sensor Readings:
In order to be compared with the strain gauge readings, the average strains measured by FT-sensors were need to be converted to maximum strain values first. The formulation of the conversion is given in Chapter 5.4.3. Under certain assumptions (assume the girder is simply supported, the gauge length is equal to the span length, the front axle load can be ignored and the tandem axle load is on mid-span), the relationship between the average strain and the maximum strain caused by the point load can be simplified into $e_{\text{max}} / e_s = 2$. Even though the assumptions did not represent the real conditions fully, they are reasonably close to the actual condition; and therefore the factor “2” was applied to the average strains to approximate the equivalent maximum strain values.

The readings from the sensors installed on Girder 6 (SG#3 and FT#560) were used for this set of comparison. For FOS_2005, the largest average strain obtained under the 9 loading positions was about 30 με, so it is estimated that the maximum strain experienced by Girder 6 should be around $30 \mu\varepsilon \times 2 = 60 \mu\varepsilon$. For strain gauge readings, the After_Repair 2002 data was used and the maximum strain given by SG#3 was 70 με. Since the value 60 με itself was an approximate itself, the two numbers were considered close enough to conclude that, after three years of field service, the
condition of the GFRP reinforcing layer stays about the same as when it was just installed, and the occurrence of debonding on Girder 6 was highly unlikely.

"Problems":
This set of comparison should be seen as “reference” only because the result was based on many too many assumptions. The gauge length is actually a little shorter than the span length (5 m gauge on 7.3m span); the support condition is not purely simply supported; the front axle indeed does not cause much effect but it is still not outside the span completely. In addition, thermal effect was not adjusted for the strain gauge readings and load factor (for different truck weight) was not applied.

Overall, based on all four sets of comparison results mentioned above, one can conclude that the GFRP reinforcement works well under the operating environment so far, and debonding has not yet occurred. The GFRP reinforcement conditions were checked visually as well during the 2003 and 2005 field testing, and the reinforcing layer appeared intact.

WebDAQ/100 Testing:
As for the testing of the web-based DAQ system (WebDAQ/100), comparisons were made between the WebDAQ/100 data and the I/O Tech DaqBook data. The I/O Tech DaqBook is a conventional DAQ system that the technician is familiar with, and during the load testing, the system was placed right beside the sensors (bridge) to minimize noises (such as the lead wire effect). By comparing the data from the two different DAQ systems, one can double-check the strain measurements and to see if WebDAQ/100 is suitable for bridge field testing.

The comparisons showed that, except for Strain Gauge #2 (located on Girder 4), the readings for all other five SGs were almost identical. This shows that the longer wiring (details see Ch 6) did not increase the noises much, and WebDAQ/100 can provide accurate strain measurements under both static and rolling loads. The reading differences in SG#2 were consistently in a certain ratio to the magnitude of the measurements; the readings from WebDAQ/100 were all about 90% of that from the I/O Tech DaqBook. The reason for the difference was unknown, but SG#2 also happened to be the malfunctioning sensor during the 2002 field testing. The functionality of SG#2 needs further examination. This could also be the reason why for the comparisons of strain readings between 2001 (before repair) and 2003 testing, the 2003 readings were actually a bit greater (~ 5 μs) than the strain readings before the reinforcement.
The problem found with the *WebDAQ/100* measurements was that the data was not complete; that is, for the six static load positions, three sets of data got both the beginning and the end cut-off; three sets of the data have the beginning sections missing. This could have been due to some set-up error of the software, so that only a portion of the data were actually saved (all the data were available on site during the field testing when directly reading them from screen).

In addition, it was intended to test the auto-e-mailing function, but due to time constraint, the testing was not realized. According to the technician, if more time were given, the system could have been set up to work perfectly as intended. Actually, *WebDAQ/100* was integrated with another system for wireless networking, and the whole unit was used in another site monitoring project in UBC. The system was used to continuously monitor the repaired overpass of the UBC aquatic center for two weeks with auto-e-mailing, and the monitoring process was very successful.

### 7.2 Recommendations for Future Work

The recommendations for future work will focus on two aspects of Safe Bridge project: (1) what should and should not be done for the truck load testing in the future; (2) what is a potential set-up for a remote, long-term monitoring system for Safe Bridge in the future?

With all the problems identified above, the major lesson learnt was that, better control in “variables” should be applied for field testing. Difference in truck weight can be easily fixed by applying a load factor, but loading positions and sampling rate, and in particular, truck traveling speed, should be kept consistent. For future testing, when time is allowed, data should be collected from both the strain gauges and the FT-sensors, under both the six- and nine- static loading positions, with consistent sampling rate. For the rolling load test, the traveling speed used during 2001 field testing should be applied again; and then another set of rolling load testing can be based on either the 2002 or 2003 field testing speed (2002 is preferred). Data comparison with that of *Before_Repair 2001* shows the effectiveness of the reinforcement, and the comparison with that of *After_Repair 2002* data shows the field performance of the reinforcement. The comparison between the strain gauge and FT-sensor readings shows the bonding condition of the reinforcement.

For remote monitoring on Safe Bridge, the suitability of *WebDAQ/100* has been tested, and further steps can be taken for future work. For long-term monitoring, the first issue to consider is to find a
“safe place” or think of a way, to leave the equipment on site. The remote monitoring will require about 50 watts of AC 120 V power, a cable internet connection, and consume a space about 3 square feet (signal conditioner is also required) [219]. The best scenario is to make arrangements with the restaurant owner to allow the placement of the storage box with WebDAQ/100 some place indoor (like the basement location where we operated WebDAQ/100 during the 2005 field testing). This is the most ideal because weather and humidity will be out of concern. Also, internet hookup and AC power will be easy to arrange. A low voltage (15 volts) polyurethane cable can take the strain gauge signals from the bridge to the WebDAQ/100 system inside the restaurant [219]. The length required for the cable should be less than 60 meters unless extra routing is required for safety and damage concerns. The cable should be protected and conduit should run underneath the grass field, and then along the wall of the restaurant. Detailed routing can be designed later, the idea is to minimize people/animal interactions. If storing the unit in the restaurant is not an option, what can be done is to place the equipment in a steel weather resistant enclosure and mounted it either somewhere under the bridge or to the power pole right beside Safe Bridge. The choice of location is mainly for security concern (vandalism). The main disadvantage of this scenario is that extra power (probably 30 watts) and a temperature control system are required to protect the equipment from getting to cold/damp, especially during winter.

As for the fiber optic FT-sensors, more issues need to be considered, and the main reason is the high cost associate with the interrogator, and the high sensitivity and fragility of the sensor connectors. Temperature limit need to be maintained. Again, renting an indoor space from the restaurant besides Safe Bridge to store the interrogator is the most ideal scenario. Power will not be a problem, but a laptop will be required. Both equipments can be stored in a NEMA box to protect them. An air card will be required to monitor Safe Bridge remotely via internet and a cellular network for data transfer. For example, a Sierra aircard that fits into computer slot can be used for communicating the measured data through a cellular network, as long as there is cell coverage in the area [218]. Another possibility is to use WebDAQ/100 to transmit the data through internet; this part has not been tested yet (to connect WebDAQ/100 to FTI-3300) and further testing is required before the actual set-up for remote monitoring. FOX-TEK has the people and knowledge to assist in the set-up for remote monitoring. The FTI-3300 used during the 2005 field testing was borrowed from ISIS Canada. If the system needs to be left on site of Safe Bridge for a period of time, it is not economical to purchase one; renting the equipment from FOX-TEK is a better option.
Future work on Safe Bridge includes the continue truck load testing and a possibility for a period of continuous monitoring. The benefit of the continuous monitoring is to be able to collect “stress cycle counting” information. Stress counting produces a snapshot of the size and associated number of stress cycles that a bridge has been exposed to [227]. The stress range frequency data (stress spectrum) can then be used for fatigue analysis and study [227], which is also an area for spray GFRP that requires further investigation. For a good representative stress ranges and their respective frequencies, the data acquisition should be left running continuously to capture the true traffic condition during different period of time in a day, in a week, or even a month; the most ideal is to obtain seasonal changes in the traffic pattern, which will require continuous monitoring for a year. For continuous monitoring, making the data acquisition to be fully automatic web-based system (remote monitoring) will be required, and for Safe Bridge, the process can be done as discussed earlier.

Clearly, the technology is available. Experiences with Safe Bridge so far have been very beneficial in the study of SHM process. The performance of the GFRP reinforcement so far has been very satisfying. To obtain the long-term performance of the new repair method under field condition still has a long way to go. Nonetheless, SHM technology will make this “long way” smoother and shorter. The spray GFRP technique should and will be applied to more field projects in the future, and with more knowledge about SHM techniques, more advanced set-up can be installed on these future projects, for even better and effective monitoring results.
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Appendix I

Standard Drawings of PCCB Girder (1950s-60s)

- B.C Ministry of Transportation
- Alberta Ministry of Transportation
The information and details shown on this document are intended for use and interpretation by the reader. It is the responsibility of others using the information to verify its integrity and suitability for their use. The Department assumes no responsibility for errors of omission, and will not accept liability of any nature whatever that may be suffered by others using this information.
Alconce shall attain a minimum compressive strength of 4000 psi at 28 days. Entrapped air shall be limited to 5%. Concrete test cylinders shall be tested by an independent testing laboratory. A copy of the test results shall be forwarded to the Bridge Branch. Tests shall be conducted at the time of pouring for each 2 stringers. For each day's pouring. The area underlaid by the lifting hooks are to be placed Y'-2' from the end point of the part.
Appendix II

Summary Table:
Existing PCCB Bridges in Vancouver Island, B.C. Canada

[Ref.]: BC MoT, Canada
<table>
<thead>
<tr>
<th>Bridge Number</th>
<th>Name</th>
<th>District</th>
<th>Hwy</th>
<th>Beam Length</th>
<th>Conc. Type</th>
<th>Comments</th>
<th># Spans</th>
<th>Total Length</th>
</tr>
</thead>
<tbody>
<tr>
<td>232</td>
<td>Deroche</td>
<td>7</td>
<td>7</td>
<td>28</td>
<td>Lt. Wt.</td>
<td></td>
<td>7</td>
<td>59.3</td>
</tr>
<tr>
<td>596</td>
<td>Dewdney</td>
<td>7</td>
<td>7</td>
<td>28</td>
<td>Lt. Wt.</td>
<td></td>
<td></td>
<td>136</td>
</tr>
<tr>
<td>1472</td>
<td>Pump House</td>
<td>7</td>
<td>7</td>
<td>28</td>
<td>Lt. Wt.</td>
<td></td>
<td>6</td>
<td>51</td>
</tr>
<tr>
<td>1537</td>
<td>Waterloo</td>
<td>3</td>
<td>19</td>
<td>28</td>
<td>Lt. Wt.</td>
<td></td>
<td>2</td>
<td>17.1</td>
</tr>
<tr>
<td>1523</td>
<td>Sullivan</td>
<td>13</td>
<td>97A</td>
<td>28</td>
<td>Lt. Wt.</td>
<td>35 degree skew</td>
<td>9</td>
<td></td>
</tr>
<tr>
<td>1565</td>
<td>Bertrand</td>
<td>6</td>
<td>13</td>
<td>28</td>
<td>Lt. Wt.</td>
<td></td>
<td>1</td>
<td>9</td>
</tr>
<tr>
<td>7329</td>
<td>Stowe</td>
<td>4</td>
<td>228</td>
<td>28</td>
<td>Ord.</td>
<td></td>
<td>1</td>
<td>9</td>
</tr>
<tr>
<td>1426</td>
<td>Safe</td>
<td>1</td>
<td>N. Shore Road</td>
<td>26</td>
<td>Ord.</td>
<td></td>
<td>1</td>
<td>8</td>
</tr>
<tr>
<td>1304</td>
<td>Guichan</td>
<td>14</td>
<td>22</td>
<td>Ord.</td>
<td></td>
<td></td>
<td>3</td>
<td>20.1</td>
</tr>
<tr>
<td>1352</td>
<td>Quilchene Reservoir</td>
<td>14</td>
<td>22</td>
<td>Ord.</td>
<td></td>
<td></td>
<td>5</td>
<td>33.5</td>
</tr>
<tr>
<td>1400</td>
<td>Reserve No. 1</td>
<td>7</td>
<td>7</td>
<td>22</td>
<td>Ord.</td>
<td></td>
<td>3</td>
<td>20.1</td>
</tr>
<tr>
<td>6043</td>
<td>Reserve No. 3</td>
<td>7</td>
<td>7</td>
<td>22</td>
<td>Ord.</td>
<td></td>
<td>3</td>
<td>20.1</td>
</tr>
<tr>
<td>997</td>
<td>Silver Creek</td>
<td>7</td>
<td>7</td>
<td>22</td>
<td>Lt. Wt.</td>
<td></td>
<td>5</td>
<td>33.5</td>
</tr>
<tr>
<td>7144</td>
<td>Tupper</td>
<td>21</td>
<td>2</td>
<td>22</td>
<td>Lt. Wt.</td>
<td></td>
<td>3</td>
<td>20.1</td>
</tr>
<tr>
<td>6082</td>
<td>Windrem</td>
<td>21</td>
<td>97</td>
<td>22</td>
<td>Lt. Wt.</td>
<td></td>
<td>1</td>
<td>6.7</td>
</tr>
<tr>
<td>830</td>
<td>Hallhead</td>
<td>1</td>
<td>Renfrew Rd. (68</td>
<td>22</td>
<td>Replaced</td>
<td>3</td>
<td>20.1</td>
<td></td>
</tr>
<tr>
<td>1094</td>
<td>Serpentine River</td>
<td>6</td>
<td>1A</td>
<td>17</td>
<td></td>
<td>widened portion only</td>
<td>6</td>
<td>31.2</td>
</tr>
</tbody>
</table>
Appendix III

Condition Inspection Reports for Safe Bridge

• Date: July 30th, 2001
• Date: May 26th, 2005

[Ref.]: BC MoT, Canada
**BRIDGE MANAGEMENT INFORMATION SYSTEM**

**Condition Inspection Report**

Criteria: Structure No = 1426

---

**Region:** 1 - South Coast  
**District:** 2 - Vancouver Island  
**Contract Area:** 1 - South Island

**Structure No:** 1426 - SAFE  
**Status:** Open/In Use  
**RFI:** 01-D-L-00098 - YOUBOU ROAD

**Features Crossed:** YOUBOU ROAD  
**COON CREEK**

---

### Component Group/Component

<table>
<thead>
<tr>
<th>Component Group/Component</th>
<th>E</th>
<th>G</th>
<th>F</th>
<th>P</th>
<th>V</th>
<th>X</th>
<th>N/A</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>CHANNEL:</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1. Debris Risk</td>
<td>100</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>N</td>
</tr>
<tr>
<td>2. Bank/Bed Scour/Buildup</td>
<td>100</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>N</td>
</tr>
<tr>
<td>3. Dolphins/Fenders</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Y</td>
</tr>
<tr>
<td><strong>SUBSTRUCTURE:</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4. Foundation Movement</td>
<td>100</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>N</td>
</tr>
<tr>
<td>5. Abutments</td>
<td>100</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>N</td>
</tr>
<tr>
<td>6. Wing/Retaining Walls</td>
<td>100</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>N</td>
</tr>
<tr>
<td>7. Foulings/Piling</td>
<td>100</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>N</td>
</tr>
<tr>
<td>8. Pier Columns/Walls/Cribs</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>N</td>
</tr>
<tr>
<td>9. bearings</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Y</td>
</tr>
<tr>
<td>10. Caps</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Y</td>
</tr>
<tr>
<td>11. Corbels</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Y</td>
</tr>
<tr>
<td><strong>SUPERSTRUCTURE:</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12. Floor Beams/Transoms</td>
<td>100</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>N</td>
</tr>
<tr>
<td>13. Stringers</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Y</td>
</tr>
<tr>
<td>14. Girders</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Y</td>
</tr>
<tr>
<td>15. Portals</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Y</td>
</tr>
<tr>
<td>16. Bracing Diaphragms</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Y</td>
</tr>
<tr>
<td>17. Truss Chords/Arch Ribs</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Y</td>
</tr>
<tr>
<td>18. Arch Ties</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Y</td>
</tr>
<tr>
<td>19. Truss Diagonals</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Y</td>
</tr>
<tr>
<td>20. Truss Rods/Verticals</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Y</td>
</tr>
<tr>
<td>21. Cables</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Y</td>
</tr>
<tr>
<td>22. Panels</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Y</td>
</tr>
<tr>
<td>23. Pin/Bolts/Rivets</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Y</td>
</tr>
<tr>
<td>24. Camber/Sag</td>
<td>100</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>N</td>
</tr>
<tr>
<td>25. Live Load Vibration</td>
<td>100</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>N</td>
</tr>
<tr>
<td>26. Coating (Structure)</td>
<td>100</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>N</td>
</tr>
<tr>
<td><strong>DECK:</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>27. Sub Deck/Cross Ties</td>
<td>100</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>N</td>
</tr>
<tr>
<td>28. Wearing Surface</td>
<td>100</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>N</td>
</tr>
<tr>
<td>29. Deck Joints</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Y</td>
</tr>
<tr>
<td>30. Curbs/Wheelguards</td>
<td>100</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>N</td>
</tr>
<tr>
<td>31. Sidewalk(S)</td>
<td>100</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>N</td>
</tr>
<tr>
<td>32. Railings/Parapets</td>
<td>100</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>N</td>
</tr>
<tr>
<td>33. Median Barrier</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Y</td>
</tr>
<tr>
<td>34. Drainage/Pipes</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Y</td>
</tr>
<tr>
<td>35. Coating (Railings)</td>
<td>100</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>N</td>
</tr>
<tr>
<td><strong>APPROACHES:</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>36. Signing/Lighting</td>
<td>100</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>N</td>
</tr>
<tr>
<td>37. Roadway Approaches</td>
<td>100</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>N</td>
</tr>
<tr>
<td>38. Roadway Flares</td>
<td>100</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>N</td>
</tr>
</tbody>
</table>

---

**Built:** 1955  
**Length (m):** 7.900  
**Main Span Length:** 7.200  
**Main Span Type:** STRINGER  
**Urgency:** 2  
**Inspectors/Inspected By:** Brent Scott  
**On:** 2005/05/26  
**Amended By:**  

---

**Item Notes:**

7. Footings/Piling  
   prior 2003: Buried

13. Stringers  
   prior 2001: One concrete girder has rusting rebar and cracking  
   2001: Rusting of reinforcing causing cracks, spalls  
   2002: Stringers repaired in 2001 with fibreglass and performance is monitored by Ian Sturrock & UBC.  
   2004: Repaired with fibreglass - repair still good.
Region: 1 - South Coast
Structure No: 1426 - SAFE

District: 2 - Vancouver Island
Status: Open/In Use

Contract Area: 1 - South Island
Inspection Type: Detailed Con

2005: stringer repair still looks good

Inspection Notes:
Drainage Area Description
2004: (and prior) Small creek; no problems.
2005 same

Maintenance Work Notes
prior 2000: -Monitor stringers
2000: -Investigate repair procedure for concrete stringer
2001: -Patch girders
2004: Monitor fiberglass stringer repair.
2005: reposition one object marker at corner

Rehab Work Notes
2001: New fiberglass reinforcing repair to be conducted next month system developed by U.B.C. and managed by Ian Sturrock.
2003: Stringer repair is being monitored by U.B.C. Contact is Ian Sturrock at H.Q.
<table>
<thead>
<tr>
<th>Component Group/Component</th>
<th>E</th>
<th>G</th>
<th>F</th>
<th>P</th>
<th>V</th>
<th>X</th>
<th>N/A</th>
</tr>
</thead>
<tbody>
<tr>
<td>CHANNEL:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1. Debris Risk</td>
<td>100</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>N</td>
</tr>
<tr>
<td>2. Bank/Rip Scour/Buil</td>
<td>100</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>N</td>
</tr>
<tr>
<td>3. Dolphins/Fenders</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Y</td>
</tr>
<tr>
<td>SUBSTRUCTURE:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4. Foundation Movement</td>
<td>100</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>N</td>
</tr>
<tr>
<td>5. Abutments</td>
<td>100</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>N</td>
</tr>
<tr>
<td>6. Wing/Retaining Walls</td>
<td>100</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>N</td>
</tr>
<tr>
<td>7. Foulings/Piling</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>N</td>
</tr>
<tr>
<td>8. Pier Columns/Walls/Cribs</td>
<td>100</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Y</td>
</tr>
<tr>
<td>9. Bearings</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Y</td>
</tr>
<tr>
<td>10. Caps</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Y</td>
</tr>
<tr>
<td>11. Corbels</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Y</td>
</tr>
<tr>
<td>SUPERSTRUCTURE:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12. Floor Beams/Transoms</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Y</td>
</tr>
<tr>
<td>13. Stringers</td>
<td>60</td>
<td>30</td>
<td>10</td>
<td></td>
<td></td>
<td></td>
<td>N</td>
</tr>
<tr>
<td>14. Girders</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Y</td>
</tr>
<tr>
<td>15. Portals</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Y</td>
</tr>
<tr>
<td>16. Bracing Diaphragms</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Y</td>
</tr>
<tr>
<td>17. Truss Chordal/Arch Rib</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Y</td>
</tr>
<tr>
<td>18. Arch Ties</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Y</td>
</tr>
<tr>
<td>19. Truss Diagonals</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Y</td>
</tr>
<tr>
<td>20. Truss Rods/Verticals</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Y</td>
</tr>
<tr>
<td>21. Cables</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Y</td>
</tr>
<tr>
<td>22. Panels</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Y</td>
</tr>
<tr>
<td>23. Pins/Bolts/Rivets</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Y</td>
</tr>
<tr>
<td>24. Camber/Sag</td>
<td>100</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>N</td>
</tr>
<tr>
<td>25. Live Load Vibration</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>N</td>
</tr>
<tr>
<td>26. Coating (Structure)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Y</td>
</tr>
<tr>
<td>DECK:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>27. Sub Deck/Cross Ties</td>
<td>100</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>N</td>
</tr>
<tr>
<td>28. Wearing Surface</td>
<td>100</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>N</td>
</tr>
<tr>
<td>29. Deck Joints</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Y</td>
</tr>
<tr>
<td>30. Curbs/Wheelguards</td>
<td>100</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>N</td>
</tr>
<tr>
<td>31. Sidewalk(S)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Y</td>
</tr>
<tr>
<td>32. Railings/Parapets</td>
<td>100</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>N</td>
</tr>
<tr>
<td>33. Median Barrier</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Y</td>
</tr>
<tr>
<td>34. Drains/Pipes</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Y</td>
</tr>
<tr>
<td>35. Coating (Railings)</td>
<td>100</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>N</td>
</tr>
<tr>
<td>APPROACHES:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>36. Signing/Lighting</td>
<td>100</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>N</td>
</tr>
<tr>
<td>37. Roadway Approaches</td>
<td>100</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>N</td>
</tr>
<tr>
<td>38. Roadway Flares</td>
<td>100</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>N</td>
</tr>
</tbody>
</table>

Built: 1955
Main Span Length: 7.200
Main Span Type: STRINGER
Spans: 1
Urgency: 3
BCI Rating: 1.96
Adjusted BCI Rating: 2.14

Inspector/Inspected By: BRENT SCOTT
On 2001/07/30
Amended By:
On

Item Notes:
7. Footings/Piling  Buried
13. Stringers  2001 - RUSTING OF REINFORCING CAUSING CRACKS, SPALLS
One concrete girder has rusting rebar and cracking
Region: 1 - South Coast

District: 2 - Vancouver Island

Contract Area: 1 - South Island

Structure No: 1426 - SAFE

Status: Open/In Use

Inspection Type: Detailed Con

Inspection Notes:

Drainage Area Description
2001 - SMALL CREEK, NO PROBLEMS

Small creek; no problems.

Maintenance Work Notes
2001 - PATCH GIRDER

2000 - investigate repair procedure for concrete stringer

MONITER STRINGERS

Pre-Conversion Component Notes
SOME SPALLING OF CONCRETE STRINGERS ON BOTTOM FLANGES.

Rehab Work Notes
2001 - NEW FIBRE GLASS REINFORCING REPAIR TO BE CONDUCTED NEXT MONTH SYSTEM DEVELOPED BY U.B.C. AND MANAGED BY IAN STURROCK.
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Field Test 2003:

Time-Strain History
of the Six Static Load Positions

- I/O Tech DaqBook Results -
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Field Test 2003:

Time-Strain History
of the Six Static Load Positions

- WebDAQ/100 Results -
WebDAQ - Static Load Position 5

WebDAQ - Static Load Position 6
Appendix VI

Field Test 2003:

Time-Strain History
of the Three Rolling Load Positions

- WebDAQ/100 Results -
WebDAQ Result: Rolling Load Position 1

![Graph of WebDAQ Result: Rolling Load Position 1](image1)
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WebDAQ Result - Rolling Test, Position 2

![Graph of WebDAQ Result - Rolling Test, Position 2](image2)
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WebDAQ - Strain Time History of Rolling Load Position 3
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Field Test 2005:

Weight Scale Ticket of the Standard Load Testing Truck
Appendix VIII

Field Test 2005:

Specifications of the Long-Gauge FT Sensors
FT Bare Fiber Optic Sensor

- Measures total displacement along gage length
- Available in gage lengths up to 30 m
- Sub-micron resolution and 15 µm accuracy
- All fiber optic – no EM emissions, immune to EMI/RF – safe for use in explosive or other hazardous environments
- Able to fit complex contours with flexible optical fiber
- Small fiber diameter (250 µm) for non-intrusive embedding
- Fiber optic lead cable can be run several hundred metres back to instrumentation without signal loss
- Available with rugged fiberglass mesh backing

For more information please contact FOX-TEK @ (416) 665-2288
www.fox-tek.com

Specifications

<table>
<thead>
<tr>
<th>Instrumentation</th>
<th>FOX-TEK FTI-3300 or higher</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sensor Length</td>
<td>1m, 2m, 5m, 10m, 20m, 30m standard, custom lengths available</td>
</tr>
<tr>
<td>Measurement Range</td>
<td>Up to 3% strain (limited by measurement range of scanning instrument)</td>
</tr>
<tr>
<td>Mounting fixtures</td>
<td>Bonds directly to structural surface using appropriate adhesive</td>
</tr>
<tr>
<td>Operating Temperature</td>
<td>-25° to +55°C (limited by operating range demodulation instrument)</td>
</tr>
</tbody>
</table>

Specifications subject to change without notice
©2004 Fiber Optic Systems Technology Inc. All rights reserved.
Appendix IX

Field Test 2003:

Specifications of the IP-built-in

WebDAQ/100 System
Specifications

Power supply

webDAQ/100 is supplied with an AC power adapter module, and has been certified, calibrated, and tested only with this power supply. The power adapter module can operate on:

- 90 - 264 VAC
- 47 to 63 Hz
- Approx. 18 watts power consumption

For direct DC input requirements at the webDAQ/100 power connector, please contact the factory to discuss your needs.

Size and Weight

Dimensions 7.5" x 10.375" x 2.675"  19cm x 26.5cm x 7cm
Weight 34 oz. 965 gm
Shipping box 12.375" x 14.5" x 5"  31.5cm x 37cm x 13cm
4.6 lb.  2.1 kg
Power supply 2.125" x 4.5" x 1.75"  5.5cm x 11.5cm x 4.5cm
20 oz with line cord  570 gm

RAM memory:

- 72-pin SIMM module
- Page-mode memory
- 70 nsec or less access time
- size: 4MB, 8MB, 16MB, 32MB, 64MB or 128MB

Environmental

operating: 0 degrees C to +40 degrees C.
non-operating: -10 degrees C to +70 degrees C.
0% to 90% relative humidity (non-condensing)

A/D

12-bit resolution, 500 KHz, 32 channels (16 differential) total sampling rate (ch * rate)
Maximum input range +/- 10 Volts
Gains: 1, 4, 10, 40, 100, 400

Overvoltage protection:
Protected for transients (electrostatic discharge).
Do not apply more than +/-10 Volts continuously to the inputs
Details/notes:
12-bit resolution specified (14-bit A/D converter, multiplexer settles to 12-bit accuracy at specified rates)

Details/notes:
10-bit resolution, 33 KHz per channel, 8 channels
Output range +/- 10 Volts

Details/notes:
Factory and self-calibration adjust the D/A range and offset to provide accurate output. In the process, the D/A bit resolution may be adjusted slightly, so the minimum D/A step size can vary from approx. 21.5 mV to 23.5 mV.

Digital input
4 bits
Standard TTL logic voltage levels (low is < 0.8 volts, high is > 2.0 volts)

Digital output
4 bits

Ethernet
10/100-baseT with RJ45 connector

Serial
RS-232
9-pin connector, DTE
Default set to 38400 baud, 8 bits, no parity, 1 stop bit

Certifications

United States:
Conforms to the requirements of:
FCC Rules and Regulations, Part 15, Subpart B, Class A
Radiated Emissions: - Para. 15.109(b)
Conducted Emissions: - Para. 15.107(b)

Canada:
This Class A digital apparatus meets all requirements of the Canadian Interference-Causing Equipment Regulations.

European Union: Conforms to the requirements of: EN 61326:1998
Emissions requirements of EN 61326:1998
Class A, Conducted Emissions, 150 kHZ to 30 MHz
Class A, Conducted Emissions, 30 MHZ to 1 GHz
Immunity requirements of EN 61326:1998
IEC 1000-4-2:1995 Electrostatic discharge, 8 KV Direct Air, 4 KV Direct and Indirect Contact.
IEC 1000-4-3:1995 Radiated RF Immunity, 80 MHz - 1000 MHz, 10V/m, 80% AM 1 KHz.
IEC 1000-4-4:1995 EFT, 2KV Direct to Power Leads, 1KV to I/O Leads through Coupling Clamp.
IEC 1000-4-5:1995 Surge Immunity, 2KV Common Mode, 1 KV Differential Mode.
IEC 1000-4-6:1995 Conducted RF Immunity, 150 KHz - 80 MHZ, 3 Vrms, 80% AM 1KHz.
IEC 1000-4-8:1995 Magnetic Immunity, 50 Hz, 30 A/m
IEC 1000-4-11:1994 Voltage Dips and Short Interruptions

Australia:  
Conforms to the requirements of: AS/NZS 3548

Japan:  
Conforms to the requirements of: VCCI V-3/99.05 AMD June 1999, for Class A, ITE, Conducted and Radiated Disturbance.

Disclaimers

The information contained in this documentation is believed to be accurate and reliable. However, Capital Equipment Corporation assumes no responsibility for its use or for any infringements of patents or other rights of third parties that may result from its use. No license is granted by implication or otherwise under any patent rights of Capital Equipment Corporation. This documentation is copyrighted by Capital Equipment Corporation. Copyright 2000 CEC.

Please see printed materials for a statement of warranties. Except as specified in written materials accompanying the product, Capital Equipment Corporation makes no warranties, express or implied of merchantability or fitness for a particular purpose. Customer’s right to recover damages shall be limited to recovery of the purchase price. Capital Equipment Corporation shall not be liable for damages resulting from loss of data, profits, use of products, or incidental or consequential damages, even if advised of the possibility thereof. This product is not designed with components of a level of reliability suitable for use in treatment or diagnosis of humans, life support or clinical applications.

webDAQ and webDAQ/100 are trademarks of Capital Equipment Corporation. All rights reserved.

RAM - installation

webDAQ/100 accepts a single SIMM memory module, of the same type that is commonly installed into PCs.

RAM specs:
To install a new memory module:

1. Take all precautions against static discharge. It is best to work with an anti-static surface and wrist strap - if that is not available, make sure to touch a grounded object such as a water pipe before handling sensitive components. Handle all components by the edges whenever possible.
2. **Unplug the unit!**
3. Remove the four screws from the webDAQ/100 case.
4. Gently pull the top half of the case upwards and set it aside.
5. The memory module stands up vertically near the center of the circuit board. Remove the existing memory module by gently squeezing the retaining clips outward until the module pops loose.
6. Install the new memory module at a slight angle until it is fully seated down into the connector, then tilt it upward until it locks into place.
7. Replace the cover and screws.
8. Apply power - the green LED should light. A yellow light means memory is not correctly installed.
Appendix X

Field Test 200:

Specifications of the FTI-3300 System
for the Long-Gauge FT Sensors
1.0 Introduction

The FOX-TEK FTI-3300 instrument is designed to measure changes in displacement of the FT sensor, which is effectively a fiber optic extensometer. The instrument is equipped with 8 input channels, in a 19" rackmount configuration. The instrument will read any three of FOX-TEK's suite of seven standard FT sensor lengths - 0.1m, 1m, 2m, 5m, 10m, 20m and 30m - as specified by the customer. The default configuration will read the 0.1m, 1m and 5m sensor lengths. A custom option is available to incorporate other sensor lengths (5cm to 100m) into the instrument if required.

The system operates by scanning the attached sensor for a change in the reflected intensity of light, and recording the location at which that signal was detected. Any changes in the sensor's length can be detected by the shift in the signal to a different displacement location, which is detected and recorded by the instrument.

1.1 Specifications

<table>
<thead>
<tr>
<th>Specification</th>
<th>Details</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Channels</td>
<td>8 standard</td>
</tr>
<tr>
<td>Sensor Length</td>
<td>0.1m, 1m, 2m, 5m, 10m, 20m, 30m standard, custom lengths (5cm – 100m) available</td>
</tr>
<tr>
<td>Scan Time</td>
<td>5s in Fast Scan Mode, &lt;12s (typical) or 25s (max) in full scan mode (per channel)</td>
</tr>
<tr>
<td>Dimensions</td>
<td>17&quot; x 17&quot; x 5.5&quot; (excluding mounting brackets) – 19&quot; rackmount, 3U height</td>
</tr>
<tr>
<td>Weight</td>
<td>10kg</td>
</tr>
<tr>
<td>Measurement Range</td>
<td>±15mm or ±4000 microstrain, whichever is less</td>
</tr>
<tr>
<td>Accuracy</td>
<td>± 0.067% of full scale (30mm)</td>
</tr>
<tr>
<td>Operating Temperature</td>
<td>5° – 40°C (41° - 104°F)</td>
</tr>
<tr>
<td>Storage Temperature</td>
<td>-10° - +65°C (14° - 149°F)</td>
</tr>
<tr>
<td>Power</td>
<td>110V/2A or 220V/1A, 50-60Hz</td>
</tr>
<tr>
<td>Fuse</td>
<td>250V, 2.5A (5x20mm – IEC type B0127-2 or UL248-14)</td>
</tr>
<tr>
<td>Computer Interface</td>
<td>RS232 or RS485 (RS232 default)</td>
</tr>
</tbody>
</table>