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ABSTRACT

A numerical method based upon the finite element technique is described to determine the transformed wave field around artificial islands for regular unidirectional waves. The present work takes into account various aspects of wave transformation, including wave refraction, reflection, diffraction, shoaling and wave breaking, in a computer model which finally predicts the transformed wave heights and elevations at different locations. A modified version of the original two-dimensional mild slope equation, to include the energy dissipation from wave breaking has been used for this purpose along with criteria for the onset and cessation of wave breaking.

Results are presented first for the cases where analytical solutions are available in order to check for accuracy and convergence of the present computer model. Since no previous results are available for the proper island geometries, the computer predictions are compared with measurements of the wave field around a model island in a laboratory basin. In particular, the wave heights at specified points and the runup around the island are compared. The study indicates the need for including wave breaking in such an analysis and also suggests possible ways to calibrate certain features of the computer model for a better numerical prediction.
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CHAPTER - I

INTRODUCTION

Artificial islands have been developed and used as a result of the exploration for hydrocarbons in the Arctic sea. From both economic and technical points of view, they have been considered to be most suitable for the search environment and a number of them have been built since 1972. Still to this day a thorough understanding of the interaction between the islands and the surrounding sea is not complete. The present work is an attempt to analyze the effects of such islands on the incident wave field by using a mathematical model which in turn is expected to lead to better design criteria.

1.1 DEVELOPMENT OF ARTIFICIAL ISLANDS

The search for and exploitation of hydrocarbons from the seabed dates back to 1940's when the first offshore structures in the form of steel jackets were introduced in the Gulf of Mexico. Since then, the development of offshore resources has involved deeper waters and implementation of new structural designs to meet the challenges of different, more hostile environments. As the areas of search widened, new areas with potential for finding giant petroleum reservoirs became a distinct economic possibility, which were not taken into consideration before. One such area is the Mackenzie Bay area of the Beaufort sea, at the northern boundary of Canada. The unique nature of the environment there produced the design of 'artificial islands', the Canadian
contribution to the world list of offshore structures.

A number of other drilling platform alternatives such as monopods, cones and several types of floating rigs have also been studied, but the reasons which favoured artificial islands can be summarized (Ref. Jong, 1976) as follows:

i) Shallow depth of water, extending to about the 18.0 meter depth contour.

ii) Short (two to three months) working season results in high standby cost of floating rigs in winter.

iii) Islands are considered to be the safest option to counter environmental risks.

iv) The initial capital investment is very high for other structures compared to artificial islands.

v) The technology for building artificial islands is well known and construction work requires only standard construction equipment.

A study carried out by U.S Minerals Management Service for the U.S.A Alaskan Beaufort sea as reported in Offshore Engineer (April, 1985) also confirms the suitability of artificial islands to a water depth of 20 meters.

1.2 TYPES OF ARTIFICIAL ISLANDS

Artificial islands have two main sections. Firstly, the body of the island provides a base for drilling operations. Secondly, slope protection materials protect the slopes of the island against wave forces in the summer season and resist ice forces in winter. Depending upon their design, artificial islands may be divided into the
following categories.

**Sacrificial Beach Island**: This has an unprotected beach profile with gentle slopes. The beach suffers considerable erosion during heavy storms and a large buffer zone of fill above water is required to prevent erosion of the actual island.

** Protected Island**: The beaches of these islands are protected by various types of materials such as sand bags, gabions or wire netting cages filled with sand bags or rocks etc.

**Caisson Retained Island**: Concrete or steel caisson (such as with Molikpaq described in Ocean Industry June, 1985) and also hybrid caissons are ballasted on subsea berms to make the islands. As mentioned in Offshore (Feb, 1985) they eliminate the need for elaborate shore protection and also reduce costs by reducing fill requirements.

1.3 THE AIM OF PRESENT WORK

From the above description it is clear that an estimation of the erosion of the beach or the berm is important from the design point of view. A knowledge of this requires an estimate of the longshore current obtained from the transformed wave field around the island. This can be a complicated process if every aspect of the transformed wave field is taken into account. Such effects include the randomness of the waves, the effect of wave reflection and diffraction from and around the islands, shoaling on the slope, the presence of a predominant current flow if any, wave energy dissipation and the change in bathymetry. Various simplified models have been proposed taking some of these effects into account and ignoring others. Although most
of the mathematical models proposed so far take account of wave reflection, refraction, diffraction and shoaling for regular periodic waves, they do not generally take account of wave breaking due to the reduction in water depth. This results in a loss of energy which has a significant effect on the transformed wave field. The purpose of the present work is to include the effects of wave refraction, diffraction and energy dissipation due to wave breaking simultaneously in a mathematical model. Such a model is used to obtain a numerical solution using finite element techniques in order to obtain a more realistic transformed wave field around the island.
CHAPTER - II

LITERATURE REVIEW

In the first analytical models to determine changes in the wave field, only the effects of shoaling and refraction were taken into account. Before this analytical procedure, changes in wave heights were determined by a graphical technique using refraction diagrams. However, if the size of the structure is comparable to the wavelength or if a sudden change in bottom slope occurs, then wave diffraction becomes important and pure refraction theory is no longer adequate. Thus the next analytical development also accounted for wave diffraction. Eventually the breaking of waves and the associated energy dissipation have been considered in order to produce a better and closer approximation to actual conditions. In this chapter various approaches to a description of the transformed wave field as developed over the years are described and their implications discussed.

2.1 PURE REFRACTION

When a wave train approaches a sloping seabed at an angle, the section of the wave train in shallower water travels at a slower rate than the portion in the deeper water as indicated by the dispersion relation. Therefore, a wave crest tends to bend and become more aligned with the bottom contours. This is known as wave refraction, with the wave velocity obeying Snell's law

\[
\frac{c}{c_0} = \frac{\sin \psi}{\sin \psi_0}
\]  

(2.1)
where c is the wave velocity, $\psi$ is the angle the wave crest makes with the bottom contour and the subscript 'o' denotes deep water conditions taken as a reference. This is the basis for various numerical or graphical schemes for tracing the path of wave orthogonals (lines orthogonal to wave crests) from deep to shallow water over a region where the depth contours are known.

Arthur (1946) showed that Eq. (2.1) can be used to obtain a relatively simple analytical solution for circular islands having axisymmetric bathymetry. The paths of orthogonals should satisfy the first order differential equation

$$\frac{dr}{dx} = -r \left[ \left\{ \left( \frac{r}{r_0} \right) \left( \frac{1}{c/c_0} \sin \chi_0 \right) \right\}^2 - 1 \right]^{\frac{1}{2}} \quad (2.2)$$

where r is the radial distance of any point on an orthogonal from the centre of the island, $\chi$ is the angle between the direction of wave propagation and the direction of $r$, $r_0$ and $\chi_0$ are respectively the radial distance and the angle subtended by the point on orthogonal at the beginning of the sloping portion of the seabed.

This theory is valid only for very gradual slopes since it cannot take into account the scattering of waves by a vertical wall or the effects of a sudden change in slope.

2.2 REFRACTION AND DIFFRACTION

A pioneering study which accounted for refraction and diffraction simultaneously was carried out by Homma (1950), who investigated the effects of long seismic sea waves (tsunamis) around an island with a parabolic shoal. He showed that when wave lengths are very long compared to the size of the island, the increase in wave height is due more to resonance of the water around the island rather than to changes in wave height due to shoaling. The governing differential equation for long waves is of
elliptic type and if suitable conditions are prescribed on every section of the boundary, a solution to the differential equation exists and is unique in the closed domain.

However, the problem of wave scattering by an island involves an open region and for the correct solution of the differential equation the open region must be terminated at some finite value where the correct waveform is known. The only restriction is that the solution should obey the radiation condition, i.e. scattered wave energy must propagate away from the island in a suitable way. Far off from the island the solution may be expressed by an infinite Fourier–Bessel series with unknown coefficients. Hankel functions describing the outgoing waves satisfy the required radiation condition but the precise form of the wave at any radial distance is not known beforehand. As a first approximation, Vastano and Reid (1967) replaced the Hankel functions in the expansion of the far field by their asymptotic forms and the numerical long wave solutions in the neighbourhood of a paraboloid island was obtained by using a finite difference technique. Lautenbacher (1970) also obtained solutions for long waves in terms of an integral derived with the aid of Green's theorem and appropriate Green's function.

To overcome the restriction of long waves, a general linear theory of combined refraction and diffraction was first presented by Berkhoff (1972) under the assumptions that waves are of small amplitude (linear approximation) and the sea bed slope is gently varying, so that linear wave theory for constant water depth can be applied at any one location. This gives rise to the mild slope equation

$$\nabla \left( c_g \nabla \phi \right) + \frac{c_g}{c} \omega^2 \phi = 0$$

(2.3)

where $c$ is the wave velocity, $c_g$ is the group velocity, $\omega$ is the angular frequency of the waves and $\nabla$ is the horizontal gradient operator. Also $\phi$ is the two dimensional velocity potential function at the still water level.
To obtain a solution to the mild slope equation, Berkhoff (1972) employed a finite element technique for the region around the island and at a boundary some distance from the island matched the finite element solution with the far-field radiation condition satisfied by adopting a source distribution for the outer region. Unfortunately the solution destroys the symmetry of the equations and results in large requirements for computer time and storage. Chen and Mei (1974) adopted a special variational statement which includes the far-field series solution and results in a symmetrical set of equations, but they treat only the special case of the shallow water wave equation. Betts and Zienkiewicz (1977) summarized different possible methods of coupling the exterior solution with the interior solution, viz; boundary dampers, exterior analytical or series solution, exterior boundary integral formulation and introduced the ‘infinite elements’ to take the far-field boundary conditions into account. Houston (1981) adopted a hybrid solution technique, i.e. combining a finite element solution with an analytical solution for the far-field and showed that extremely close results can be achieved by using a refined mesh for waves having very short periods. Tsay and Liu (1983) calculated the wave forces and moments acting on docks based upon a finite element solution.

2.3 REFRACTION AND FORWARD DIFFRACTION

The mild slope equation (2.3) is elliptical in form and needs to be solved over the whole domain simultaneously. One of the common requirements for the finite element solution of the mild slope equation is that the water depth should become constant at a certain distance away from the scattering object. This cannot be satisfied easily in coastal regions with non-zero slopes. The parabolic approximation method developed by Radder (1979) circumvents this difficulty. In this method the wave velocity potential is split into two components, one for the transmitted waves moving
forward and the other one for reflected waves primarily propagating in the opposite direction. For most coastal engineering problems the transmitted wave is the important part of the wave, as the reflected waves move in the offshore direction. So only the forward scattered waves are treated in the analysis and this enables a parabolic approximation to Eq. (2.3) to be adopted. This converts the boundary value problem to an initial value problem such that the analyst can calculate the wave amplitude along a phase line, starting at an upwave boundary and marching along the predominant wave direction. An analytical solution for this kind of combined linear refraction and forward diffraction wave field in the neighbourhood of a thin breakwater was reported by Lozano and Liu (1980). The bottom topography was, however, restricted to a uniform plane beach and the breakwater was considered perpendicular to the shoreline. A more general numerical solution, where the orientation of the breakwater can be arbitrary, was obtained by Tsai and Liu (1982) and the accuracy of the method was demonstrated by comparing the numerical solution with laboratory data.

The splitting of the velocity potential can be accomplished in a number of ways and accordingly alternative forms of the governing equation have been obtained. The linear equation given by Kirby and Dalrymple (1983) is

\[ 2i\kappa c \gamma g \frac{\partial A^*}{\partial x} + 2\kappa (\kappa - \kappa_0) c \gamma g A^* + i \frac{\partial}{\partial x} (\kappa c \gamma g) A^* + \frac{\partial}{\partial y} \left( c \gamma g \frac{\partial A^*}{\partial y} \right) = 0 \quad (2.4) \]

where \( A^* \) is the amplitude of the velocity potential defined by

\[ \phi = -\frac{i g}{2 \omega} A^* e^{i \kappa_0 x} \]

Also \( g \) is the gravitational constant, \( \kappa \) is the wave number and \( \kappa_0 \) is the wave number in deep water.

Using a suitable perturbation procedure the wave non-linearities can be taken into account and Kirby and Dalrymple (1983) showed that the effect of non-linearities
for Stokes waves is governed by an additional term proportional to $|\mathbf{A}|\mathbf{A}$.

The governing equation can be further modified to take account of the effects of currents. Studies by Booij (1981) and Liu (1983) led to two different versions of the governing equation which includes the effect of currents. Kirby (1984) found the reasons for the discrepancy and obtained the correct equation governing the propagation of linearized waves in regions with varying depth and current.

2.4 WAVE ENERGY DISSIPATION

None of the models mentioned so far take the dissipation of energy into account in describing the wave transformation in the surf zone. The energy loss may be due to various possible effects, including seabed friction, porous bottom, bottom boundary layers etc., but the primary loss of energy is generally associated with the breaking of waves. Booij (1981) has shown that the inclusion of the term $i\omega W\phi$ in the mild slope equation, in which $\omega$ is the angular wave frequency and $W$ is an unspecified damping factor, incorporates the effects of wave damping. The modified mild slope equation is thus:

$$\nabla(c_0^2 \nabla \phi) + \left( \frac{c_0^2 \omega^2}{c^2} + i\omega W \right) \phi = 0$$

(2.5)

Dalrymple, Kirby and Hwang (1984) solved this modified version using a parabolic approximation and determining the damping factor for cases of localized areas of energy dissipation, such as due to pockets of mud in a sandy bottom, pile clusters etc. For straight shores with mild slopes Dally, Dean and Dalrymple (1984) developed a model for wave breaking and decay, analogous to a hydraulic jump, when waves enter into the surf zone. Isaacson (1985) linked this model of wave breaking with the damping factor and showed how the energy dissipation due to wave breaking can be taken into account.
CHAPTER - III

THEORETICAL FORMULATION

In this chapter, the mathematical problem of determining the transformed wave field is first outlined. Under the assumptions of linear wave theory and a gentle seabed slope the governing equation for the wave motion around objects rising from seabed or deep water may be approximated as a two-dimensional partial differential equation involving a potential function. This equation named the 'mild slope' equation is similar to the Helmholtz equation. The solution of the mild slope equation provides wave heights at different locations which is the primary aim of the present work.

Since no general analytical technique is available to solve the potential function appearing in the mild slope equation, a finite element discretization procedure is adopted. Thus the next step is to develop the finite element equations from the governing differential equation. The method of weighted residuals is the most general method for obtaining the approximate solutions to partial differential equations. One of the most widely used, Galerkin's method, will be used for this purpose.

3.1 PROBLEM DEFINITION

The geometry describing the problem is as sketched in Figure 3.1. Here $x$ is the horizontal coordinate measured in the direction of wave propagation, $z$ is the vertical coordinate measured upwards from the still water level and the $y$ axis lies on the undisturbed water surface, its direction being fixed by the right-hand rule. The
The incident wave train is assumed to maintain a permanent sinusoidal form and the further assumptions are that there is no underlying current, the free surface is uncontaminated, the fluid (water) is incompressible and inviscid and the flow is irrotational. The incident wave train has a height $H$, a wavelength $\lambda$, a period $T$ and a speed $c$. The angular frequency of waves is defined as $\omega = 2\pi/T$ and the wave number as $\kappa = 2\pi/\lambda$.

The fluid motion may be described by a velocity potential $\Phi$ which must satisfy the Laplace equation. In the three-dimensional Cartesian coordinate system, this is

$$\frac{\partial^2 \Phi}{\partial x^2} + \frac{\partial^2 \Phi}{\partial y^2} + \frac{\partial^2 \Phi}{\partial z^2} = 0$$

For an obstacle arising from deep water or seabed the total wave potential can be written in complex form as (Ref. Sarpkaya and Isaacson, 1981.a)
\[ \Phi(z, y, z, t) = \text{Re} \left[ A \frac{\cosh(\kappa(z + d))}{\cosh \kappa d} \phi(z, y) e^{-i\omega t} \right] \]  

(3.2)

where

\[ A = -i g H_0 / 2 \omega \]

\[ i = \sqrt{-1} \]

\[ d = \text{Still water depth} \]

\[ t = \text{Time} \]

\[ \phi(x, y) = \text{Total potential function} \]

Eq. (3.2) satisfies the boundary condition on the seabed which imposes a zero vertical component on the fluid particle velocity there

\[ \frac{\partial \Phi}{\partial z} = 0 \quad \text{at} \quad z = -d \]  

(3.3)

The linearized kinematic free surface boundary condition, which requires that fluid velocity normal to the free surface \( \eta \) is equal to the velocity of the free surface itself in that direction is:

\[ \frac{\partial \Phi}{\partial z} - \frac{\partial \eta}{\partial t} = 0 \quad \text{at} \quad z = 0 \]  

(3.4)

The linearized dynamic free surface boundary condition, which requires that the pressure at the free surface, expressed in terms of Bernoulli’s equation is constant, is:

\[ \frac{\partial \Phi}{\partial t} + g \eta = 0 \quad \text{at} \quad z = 0 \]  

(3.5)

Eqs. (3.4) and (3.5) may be combined to involve \( \Phi \) and exclude \( \eta \):

\[ \frac{\partial^2 \Phi}{\partial t^2} + g \frac{\partial \Phi}{\partial z} = 0 \quad \text{at} \quad z = 0 \]  

(3.6)

Eq. (3.2) also satisfies this combined boundary condition.

Since the Laplace equation is a linear homogeneous partial differential equation, the solution for the total wave potential \( \Phi \) can be obtained as a sum of two potentials,
\[ \Phi = \Phi_I + \Phi_S \] (3.7)

where the incident wave potential \( \Phi_I \) is given by

\[ \Phi_I = A \frac{\cosh(\kappa(z + d))}{\cosh(\kappa d)} e^{i(\kappa x - \omega t)} \] (3.8)

and the scattered potential \( \Phi_S \) as

\[ \Phi_S = A \frac{\cosh(\kappa(z + d))}{\cosh(\kappa d)} \phi_s(x, y) e^{(-i\omega t)} \] (3.9)

There are two remaining boundary conditions to be satisfied for a unique solution of the problem. The first one requires that there is no flow across the solid body boundary, and the second one is that the scattered potential should decay far away from the body in an appropriate way. Represented mathematically, the first one is

\[ \frac{\partial \Phi}{\partial n} = 0 \quad \text{on body surface} \] (3.10a)

where \( n \) is the normal vector to the body surface and the second one, also known as Sommerfeld radiation condition, is

\[ \lim_{r \to \infty} r^\frac{1}{2} \left( \frac{\partial \Phi_S}{\partial r} - i \kappa \Phi_S \right) = 0 \] (3.10b)

where \( r \) is the outward radial direction. Substituting for the total and scattered potentials from Eqs. (3.8) and (3.9) the boundary conditions become

\[ \frac{\partial \phi}{\partial n} = 0 \quad \text{on body surface} \] (3.11a)

\[ \lim_{r \to \infty} r^\frac{1}{2} \left( \frac{\partial \phi_S}{\partial r} - i \kappa \phi_S \right) = 0 \] (3.11b)
For $\Phi$ to satisfy Laplace's equation, $\phi$ should satisfy the original mild slope equation as suggested by Berkhoff (1972)

$$\nabla (c c_g \nabla \phi) + \frac{c_g}{c} \omega^2 \phi = 0 \quad (3.12)$$

If energy dissipation is to be taken into account then $\phi$ should satisfy a modified version of the mild slope equation; which will be the basis of the present work. For a propagating wave train, the average rates of energy transfer across vertical planes a short distance $dx$ apart and parallel to the wave crests can be equated to the energy dissipation occurring between those planes. Thus:

$$\frac{dP}{dx} = -D = -\omega W E \quad (3.13)$$

where $P$ is the energy flux, which is the average rate of energy transfer across a plane of constant $x$, $D$ is the average rate of energy dissipation per unit area, $E$ is the energy density, which is the average energy per unit horizontal area of the wave train and $W$ is the energy dissipation factor. Booij (1981) showed that the additional term $i \omega W \phi$ in the mild slope equation accounts for the wave energy dissipation and the mild slope equation becomes

$$\nabla (c c_g \nabla \phi) + \left( \frac{c_g}{c} \omega^2 + i \omega W \right) \phi = 0 \quad (3.14)$$

To summarize, the problem to be solved is the governing equation

$$\nabla (c c_g \nabla \phi) + \left( \frac{c_g}{c} \omega^2 + i \omega W \right) \phi = 0 \quad (3.15)$$

subject to the boundary conditions

$$\frac{\partial \phi}{\partial n} = 0 \quad \text{on body surface} \quad (3.16a)$$

$$\lim_{r \to \infty} r^\frac{1}{2} \left( \frac{\partial \phi_s}{\partial r} - i \kappa \phi_s \right) = 0 \quad (3.16b)$$
3.2 SIMPLIFICATION OF THE PROBLEM

The problem as stated applies over an infinite domain, but in order to obtain numerical solution the outer boundary is considered to be located at a finite distance sufficiently far away from the body where the radiation condition is approximately satisfied. Since any finite element problem calls for the solution of a large system of equations, it will be helpful if some symmetry can be used to reduce the size of the problem.

![Diagram of simplification](image)

*Fig. 3.2 Sketch of simplification.*

Bearing these two factors in mind, the problem is simplified in the following manner. Since the outer boundary can be of any shape a circular boundary at a finite distance has been chosen. Also, only geometries which are symmetrical about the x-z plane will be considered so that only the upper half of the problem has to be solved as shown in Figure 3.2.

Only the upper half of the problem can be considered because in a potential irrotational flow the velocity across the line of flow symmetry must be zero. This makes the x axis part of the boundary along which the flow velocity in the y
direction is zero. Also for a semicircular outer boundary the normal vector will coincide with the outward radial direction. With reference to Figure 3.2, the simplified problem can be stated as follows. The governing equation is

$$\nabla (ce_0 \nabla \phi) + \left( \frac{5}{c} \omega^2 + i \omega W \right) \phi = 0 \quad \text{in domain } \Omega$$

(3.17)

subject to the boundary conditions

$$\frac{\partial \phi}{\partial n} = 0 \quad \text{on } S_1$$

(3.18a)

where $S_1$ is the body boundary.

$$\frac{\partial \phi}{\partial y} = \frac{\partial \phi}{\partial n} = 0 \quad \text{on } S_2$$

(3.18b)

where $S_2$ is the boundary formed by the $x$ axis and $\partial \phi/\partial y$ is the velocity across it, and

$$\frac{\partial \phi_{S}}{\partial r} - i \kappa \phi_{S} = \frac{\partial \phi_{S}}{\partial n} - i \kappa \phi_{S} = 0 \quad \text{on } S_3$$

(3.18c)

where $S_3$ is the semicircular outer boundary.

If attention is further restricted to geometries which are axisymmetric about the $z$ axis, i.e. if depth is only a function of the radial distance from the centre of the island, a drastic reduction in the computational effort may be achieved. This may be brought about by applying a discretization in the form of ring elements followed by Fourier series expansions of variables with respect to the angular direction in a cylindrical coordinate system. The incident wave field is not axisymmetric and therefore has to be represented in terms of an expansion series of orthogonal functions. However, use of this technique will restrict the solution only to bodies of revolution and will not be able to handle real life situations where the depth may not be a function of the radial distance alone. So in order to retain the generality of the problem this approach is not pursued in the present work.
3.3 FINITE ELEMENT FORMULATION

The method of weighted residuals involves two steps. In the first step the general functional behaviour is in some way approximated so that the governing differential equations and the boundary conditions are roughly satisfied. This approximation will therefore result in some error called a residual. This residual should vanish in some average sense over the solution domain in order to obtain a correct solution. The second step is to solve the equation or system of equations which arise from minimizing the residual, and thereby obtaining the solution for the unknown function (Huebner, 1975).

Consider a differential equation expressed in a general form as

\[ L(\phi) - f = 0 \quad (3.19) \]

in a domain \( \Omega \) and with a boundary \( S \), where \( L \) is the differential operator and \( f \) is a known function of the independent variables. First the exact solution \( \phi \) is approximated by \( \tilde{\phi} \) so that

\[ \phi \approx \tilde{\phi} = \sum_{i=1}^{m} N_i \tilde{\phi}_i \quad (3.20) \]

where

\( N_i = \) Assumed functions

\( \tilde{\phi}_i = \) The unknown variables

\( m = \) Some positive integer.

Substitution of \( \tilde{\phi} \) into Eq. (3.19) results in a residual, \( R \):

\[ L(\tilde{\phi}) - f = R \quad (3.21) \]

In the method of weighted residuals, the \( m \) unknowns \( \tilde{\phi}_i \) are determined such that the residual or error \( R \) over the whole solution domain is small. This is achieved by producing a weighted average of the error and making this weighted average vanish.
over the entire domain. If \( m \) linearly independent weighting functions \( \sigma \) are chosen, then

\[
\int_{\Omega} \left[ L(\phi) - f \right] \sigma_l \, d\Omega = \int_{\Omega} R \sigma_l \, d\Omega = 0 \quad l = 1, \ldots, m \quad (3.22)
\]

There are many ways to select suitable weighting functions, which give rise to the variety of weighted residual techniques. In the Galerkin method the weighting functions are taken to be the same as the approximating functions used to represent \( \phi \), i.e.

\[
\sigma_l = N_l \quad \text{for} \quad l = 1, \ldots, m \quad (3.23)
\]

Substituting Eq. (3.23) into Eq. (3.22) gives rise to the Galerkin formulation

\[
\int_{\Omega} \left[ L(\phi) - f \right] N_l \, d\Omega = 0 \quad l = 1, \ldots, m \quad (3.24)
\]

The above equation is true for the whole domain; but Eq. (3.19) holds for any point or collection of points in the solution domain defining any arbitrary subdomain or element of the whole domain. For this reason a local approximation for Eq. (3.24) can be defined and it will be valid for one element at a time. Hence for the Galerkin method the equations governing the behaviour of an element can be written as

\[
\int_{\Omega} \left[ L(\phi^e) - f^e \right] N_l^e \, d\Omega = 0 \quad (3.25)
\]

where the superscript 'e' restricts the range to one element.

For the problem under consideration we have from Eq. (3.17)

\[
L = \nabla (c \rho \nabla) + \left( \frac{c_2}{c} \omega^2 + i \omega W \right)
\]

\[
f = 0
\]

Substitution in Eq. (3.25) and dropping of the superscript 'e' for convenience results in
\[
\int_{\Omega} N_1 \left[ \nabla (cc_y \nabla \phi) + \left( \frac{c^2 \omega^2}{c} + i \omega W \right) \phi \right] d\Omega = 0
\]

Now
\[
\nabla = \left( \frac{\partial}{\partial x} \hat{i} + \frac{\partial}{\partial y} \hat{j} \right)
\]

where \( \hat{i}, \hat{j} \) are unit vectors in the \( x, y \) directions respectively. Therefore
\[
\nabla \phi = \left( \frac{\partial \phi}{\partial x} \hat{i} + \frac{\partial \phi}{\partial y} \hat{j} \right)
\]

so that
\[
cc_y \nabla \phi = cc_y \frac{\partial \phi}{\partial x} \hat{i} + cc_y \frac{\partial \phi}{\partial y} \hat{j}
\]

and
\[
\nabla (cc_y \nabla \phi) = \left( \frac{\partial}{\partial x} \left( cc_y \frac{\partial \phi}{\partial x} \right) \hat{i} + \frac{\partial}{\partial y} \left( cc_y \frac{\partial \phi}{\partial y} \right) \hat{j} \right)
\]

\[
= \frac{\partial}{\partial x} \left( cc_y \frac{\partial \phi}{\partial x} \right) + \frac{\partial}{\partial y} \left( cc_y \frac{\partial \phi}{\partial y} \right)
\]

Hence the Galerkin formulation can be written as
\[
\int_{\Omega} N_1 \left[ \frac{\partial}{\partial x} \left( cc_y \frac{\partial \phi}{\partial x} \right) + \frac{\partial}{\partial y} \left( cc_y \frac{\partial \phi}{\partial y} \right) + \left( \frac{c^2 \omega^2}{c} + i \omega W \right) \phi \right] dx dy = 0 \tag{3.26}
\]

Integration of the first term in the equation by parts gives
\[
\int_{\Omega} N_1 \frac{\partial}{\partial x} \left( cc_y \frac{\partial \phi}{\partial x} \right) dx dy = \int_S cc_y \frac{\partial \phi}{\partial x} N_1 ds - \int_{\Omega} cc_y \frac{\partial \phi}{\partial x} \frac{\partial N_1}{\partial x} dx dy
\]

\[
= \int_S cc_y \frac{\partial \phi}{\partial x} n_x N_1 ds - \int_{\Omega} cc_y \frac{\partial \phi}{\partial x} \frac{\partial N_1}{\partial x} dx dy \tag{3.27}
\]

where \( n_x \) is the \( x \) component of the unit vector normal to the boundary and \( ds \) is the differential arc length along the boundary. Similarly
\[
\int_{\Omega} N_1 \frac{\partial}{\partial y} \left( cc_y \frac{\partial \phi}{\partial y} \right) dx dy = \int_S cc_y \frac{\partial \phi}{\partial y} n_y N_1 ds - \int_{\Omega} cc_y \frac{\partial \phi}{\partial y} \frac{\partial N_1}{\partial y} dx dy \tag{3.28}
\]
Substitution of Eqs. (3.27) and (3.28) in Eq. (3.26) and removing the negative sign results in

\[
\int_{\Omega} \left[ cc_g \left( \frac{\partial \bar{\phi}}{\partial x} \frac{\partial N_i}{\partial x} + \frac{\partial \bar{\phi}}{\partial y} \frac{\partial N_i}{\partial y} \right) - N_i \left( \frac{c_g}{c} \omega^2 + i \omega W \right) \bar{\phi} \right] \, dx \, dy
\]

\[ - \oint_{\partial S} cc_g N_i \left( \frac{\partial \bar{\phi}}{\partial x} n_x + \frac{\partial \bar{\phi}}{\partial y} n_y \right) \, ds = 0 \quad (3.29) \]

Now in the line integral of Eq. (3.29)

\[
\frac{\partial \bar{\phi}}{\partial x} n_x + \frac{\partial \bar{\phi}}{\partial y} n_y = \left( \frac{\partial \bar{\phi}}{\partial x} \hat{i} + \frac{\partial \bar{\phi}}{\partial y} \hat{j} \right) \left( n_x \hat{i} + n_y \hat{j} \right)
\]

\[ = \nabla \overline{\phi} \cdot \vec{n} = \frac{\partial \overline{\phi}}{\partial \vec{n}} \]

For elements entirely within the whole domain \( \Omega \) the line integral will be zero. For the elements on the boundary \( S \), where

\[ S = S_1 + S_2 + S_3 \]

the line integral is also equal to zero along \( S_1 \) and \( S_2 \) from Eqs.(3.18a) and (3.18b) respectively. So the line integral in Eq. (3.29) reduces to

\[ \int_{S_3} cc_g N_i \frac{\partial \overline{\phi}}{\partial \vec{n}} \, ds \]

But from Eq. (3.7)

\[ \frac{\partial \overline{\phi}}{\partial \vec{n}} = \frac{\partial \overline{\phi}_I}{\partial \vec{n}} + \frac{\partial \overline{\phi}_S}{\partial \vec{n}} \]

and substitution of \( \frac{\partial \overline{\phi}_S}{\partial \vec{n}} \) from Eq. (3.18c) gives

\[ \frac{\partial \overline{\phi}}{\partial \vec{n}} = \frac{\partial \overline{\phi}_I}{\partial \vec{n}} + i \kappa (\overline{\phi} - \overline{\phi}_I) \]

Substituting in Eq. (3.29) the total integral is obtained as

\[
\int_{\Omega} \left[ cc_g \left( \frac{\partial \bar{\phi}}{\partial x} \frac{\partial N_i}{\partial x} + \frac{\partial \bar{\phi}}{\partial y} \frac{\partial N_i}{\partial y} \right) - N_i \left( \frac{c_g}{c} \omega^2 + i \omega W \right) \bar{\phi} \right] \, dx \, dy
\]

\[- \int_{S_3} cc_g N_i \left( \frac{\partial \bar{\phi}}{\partial \vec{n}} i \kappa \bar{\phi} - i \kappa \overline{\phi}_I \right) \, ds = 0 \quad (3.30) \]

From Eq. (3.20)
\[
\overline{\phi} = \sum_{j=1}^{m} N_j \phi_j = \{N_j\}^T \{\phi_j\}
\]

where the symbol \{ \} denotes a column vector, it is evident that

\[
\frac{\partial \overline{\phi}}{\partial x} = \sum \frac{\partial N_j}{\partial x} \phi_j = \left(\frac{\partial N_j}{\partial x}\right)^T \{\phi_j\}
\]

\[
\frac{\partial \overline{\phi}}{\partial y} = \sum \frac{\partial N_j}{\partial y} \phi_j = \left(\frac{\partial N_j}{\partial y}\right)^T \{\phi_j\}
\]

So substitution in Eq. (3.30) results in

\[
\left[\int_{\Omega} \left[ c_g \left( \left\{ \frac{\partial N_j}{\partial x} \right\}^T \frac{\partial N_i}{\partial x} + \left\{ \frac{\partial N_j}{\partial y} \right\}^T \frac{\partial N_i}{\partial y} \right) - N_i \left( \frac{c_g \omega^2}{c} + i\omega W \right) \{N_j\}^T \right] \, dx \, dy \right] \{\phi_j\}
\]

\[
- \left[ \int_{S} c_g N_i \kappa \{N_j\}^T \, ds \right] \{\phi_j\} = \int_{S} c_g N_i \left( \frac{\partial \overline{\phi}}{\partial n} - i\kappa \overline{\phi}_l \right) \, ds
\]

(3.31)

or in a brief matrix form the finite element equation for an element can be written as

\[
[K]^e \{\phi_i\}^e = \{q_i\}^e
\]

(3.32)

This is similar to the structural mechanics stiffness formulation where \([K]\) is like the stiffness matrix and \{q_i\} is the load vector. In the present case

\[
[K] = [K_1] + [K_2] + [K_3]
\]

where

\[
[K_1]_{ji} = \int_{\Omega} \left[ c_g \left( \frac{\partial N_j}{\partial x} \frac{\partial N_i}{\partial x} + \frac{\partial N_j}{\partial y} \frac{\partial N_i}{\partial y} \right) - \frac{c_g \omega^2}{c} N_j N_i \right] \, dx \, dy
\]

(3.33a)

\[
[K_2]_{ji} = -i \int_{S} c_g \kappa N_j N_i \, ds
\]

(3.33b)

\[
[K_3]_{ji} = -i \int_{\Omega} \omega W N_j N_i \, dx \, dy
\]

(3.33c)

\[
\{q\}_i = \int_{S} c_g N_i \left( \frac{\partial \overline{\phi}_l}{\partial n} - i\kappa \overline{\phi}_l \right) \, ds
\]

(3.33d)
These element matrices and vectors can be assembled into a global system by considering each and every element covering the whole domain and can be solved by using any standard technique.

3.4 DETERMINATION OF THE ENERGY DISSIPATION FACTOR

Using the study of energy dissipation and wave height decay of shoaling waves breaking on a plane beach carried out by Dally, Dean and Dalrymple (1984), Isaacson (1985) showed that the energy dissipation factor for wave breaking can be obtained from the relation

\[ W = \frac{K' e_q}{d} \left(1 - \frac{\Gamma^2 d^2}{H^2}\right) \]  

(3.34)

where \( \Gamma \), stable wave factor and \( K' \), wave decay factor are empirical coefficients. From a study of experimental data Dally et al. found \( K' \) to lie between 0.10 and 0.28 for beach slopes within the range 1/80 to 1/30, whereas the range of \( \Gamma \) is from 0.35 to 0.48. The application of Eq. (3.34) is also dependent upon the conditions for the onset and cessation of wave breaking. As a simple approach the onset of wave breaking is considered to start when the \( H/d \) ratio increases over a specified value of 0.78 and cessation of breaking takes place when \( H/d \) becomes less than \( \Gamma \).

The numerical values of the coefficients are for gentle slopes and plane beaches where reflection and scattering are not present. Thus these values may not be applicable to artificial islands which involve significant wave reflection and scattering. Different geometries, steeper slopes and the presence of reflection and diffraction can all contribute to different extents of energy dissipation and consequently to changes in the empirical coefficients and the wave breaking condition. Since no experimental or theoretical work is available at present to indicate the way these changes may take place, the original numerical coefficients for the plane beach are used unaltered in the
3.5 WAVE HEIGHTS OF THE TRANSFORMED FIELD

Once the numerical values of the potential function $\phi(x,y)$ at different locations are known from the solution of the assembly of equations (3.33a) to (3.33d), the total potential can be found by using Eq. (3.2). The wave elevation $\eta$ can be obtained from the linearized dynamic free surface boundary condition given by Eq. (3.5)

$$\eta = \frac{1}{g} \frac{\partial \phi}{\partial t} \text{ at } z = 0$$  \hspace{1cm} (3.35)

In the present work, all results are obtained at a time when $t$ equals zero for comparison with other available results. At that time the wave elevation becomes

$$\eta = \text{Re} \left[ \frac{H_0}{2} \overline{\phi(x,y)} \right]$$  \hspace{1cm} (3.36)

The nondimensional runup $R$ around the island is defined by

$$R = \frac{|\eta|}{H_0} = \frac{1}{2} \text{Abs}[\overline{\phi(x,y)}]$$  \hspace{1cm} (3.37)

and the relative amplitude $A_r$ is defined as

$$A_r = \frac{2|\eta|}{H_0} = \text{Abs}[\overline{\phi(x,y)}]$$  \hspace{1cm} (3.38)

The phase angle is calculated from the ratio of the real and imaginary parts of the potential function.
CHAPTER - IV

NUMERICAL PROCEDURE

The development of a numerical procedure for the finite element formulation involves several steps. This chapter deals with various aspects of the computation. The type of element used, the numerical integration technique employed within the element domain, the approach used to determine the height of breaking waves, the arrangement and decomposition of the global assembled matrix to fit available solution routines at UBC, the type of solution routine chosen and finally the organization of the program are discussed in the following sections.

4.1 THE ELEMENT

In order to model the curved boundaries effectively with fewer elements, the eight noded quadratic isoparametric element has been adopted. An isoparametric element implies that the curved elements in the \((x,y)\) coordinate system can be mapped into a rectangular element in the \((s,t)\) coordinate system as shown in Figure 4.1 and that parametrically the elements in both systems are equivalent. Details of isoparametric elements can be found in Zienkiewicz (1981).

The coordinate transformation is achieved from the relations

\[
x = \sum N_i x_i, \quad y = \sum N_i y_i \quad \text{and} \quad \sum N_i = 1 \quad (4.1)
\]

where \(i\) takes value from 1 to 8 and the shape functions \(N_i\) are given by
Fig 4.1 The mapping of the element.

\[ N_t = \frac{1}{4} (1 + ss_t)(1 + tt_t)(ss_t + tt_t - 1) \] \hspace{1cm} (4.2)

The variable \( \phi \) is also obtained from its nodal values by the same interpolating functions

\[ \bar{\phi} = \sum N_t \phi_t \] \hspace{1cm} (4.3)

Since the shape function derivatives and the integrations in Eqs. (3.33a) to (3.33d) refer to the coordinate system \((x,y)\) they have to be converted initially to the \((s,t)\) coordinate system in order to carry out the numerical scheme. From the rules of partial differentiation it can be shown that (Segerlind, 1976)

\[ \begin{bmatrix} \frac{\partial N_t}{\partial x} \\
\frac{\partial N_t}{\partial y} \end{bmatrix} = [J]^{-1} \begin{bmatrix} \frac{\partial N_t}{\partial s} \\
\frac{\partial N_t}{\partial t} \end{bmatrix} \] \hspace{1cm} (4.4)

where \([J]\) is the Jacobian matrix defined as

\[ [J] = \begin{bmatrix} \frac{\partial x}{\partial s} & \frac{\partial y}{\partial s} \\
\frac{\partial x}{\partial t} & \frac{\partial y}{\partial t} \end{bmatrix} \] \hspace{1cm} (4.5)

and for a two-dimensional surface element

\[ dxdy = \text{det}[J] \, ds \, dt \] \hspace{1cm} (4.6)
4.2 INTEGRATION TECHNIQUE

Since the Jacobian matrix \([\mathbf{J}]\) is generally a function of \(s\) and \(t\), it cannot be readily evaluated because the coefficients are polynomials. So \([\mathbf{J}]^{-1}\) is never determined explicitly. Instead the element matrices are evaluated using numerical integration techniques. The numerical evaluation of an integral can proceed in one of two basic ways. In the first, the function \((\mathbf{F})\) is evaluated at equally spaced points, which gives rise to the trapezoidal and Simpson's rules. The second approach is to locate the sampling points in such a way as to achieve the best accuracy. This process is known as Gaussian quadrature and is usually employed in finite element analysis because it requires fewer sampling points than the first method for the same degree of accuracy.

In Gaussian quadrature with \(n\) sampling points, a polynomial of degree \((2n-1)\) can be constructed and integrated exactly. If this is satisfied then the rate of convergence which can be attained by exact integration will be preserved (Zienkiewicz, 1981). Since in Eqs. (3.28a) to (3.28d) the order of the function \((\mathbf{F})\) for the quadratic polynomials can be up to \((s^4)\) or \((t^4)\) because of the term \(N_j N_l\)

\[
2n - 1 = 4 \quad \text{or} \quad n = 2.5
\]

is the minimum requirement. Since \(n\) must be an integer, 3 sampling points in each direction are selected in order to avoid loss in convergence. So the integration in the range \((-1,1)\) in each direction in the numerical form will be

\[
\int_{-1}^{1} \int_{-1}^{1} \mathbf{F}(s, t) \, ds \, dt = \sum_{a=1}^{3} \sum_{b=1}^{3} Q_a Q_b F(s_a, t_b) \tag{4.7}
\]

where \(Q\) is the weighting function at the quadrature point. The locations and weighting functions for the three points are obtained from Cook (1981) and are as follows:
4.3 THE RANGE OF WAVE BREAKING

As mentioned earlier, the incipient wave breaking criterion required in the calculation of \( W \) has been taken as \( H/d = 0.78 \). However, the wave height \( H \) is obtained as part of the solution and is not known beforehand in order to establish the onset of wave breaking. As an initial solution procedure, the increase in wave height over the berm, used only to obtain \( W \), is assumed to be only due to shoaling. From this increased height the range over which the waves break is estimated and then the contribution to the system matrix due to energy dissipation is calculated. Actually the solution technique should be iterative, with the initial solution for wave heights at different locations tested for wave breaking, and a refined contribution from the dissipation factor then calculated. This process should be repeated until the solution converges. However, as an initial procedure, such an iterative approach is not pursued in the present work and the calculations are stopped after obtaining the first set of results.

In order to obtain wave heights for use in the wave breaking criterion, the wave height \( H \) over the berm up to the point of breaking is taken as due to shoaling only and is given by: (e.g. Sarpkaya and Isaacson, 1981b).

\[
\frac{H}{H_0} = \left[ \frac{2 \cosh^2(\kappa d)}{2\kappa d + \sinh(2\kappa d)} \right]^{\frac{1}{2}}
\]

(4.8)

Once the waves start breaking, the heights of the decaying waves are calculated by using the expression given by Dally, Dean and Dalrymple (1984) for a plane beach of
uniform slope:

\[
\frac{H}{H_b} = \left[ \left( \frac{d}{d_b} \right)^{K - 0.5} - (1 + \alpha) - \alpha \left( \frac{d}{d_b} \right)^2 \right]^{1/2} \tag{4.9}
\]

where

\[
\alpha = \frac{K'T^2}{\mu \left( \frac{5}{2} - \frac{K'}{\mu} \right)} \left( \frac{d}{d_b} \right)^2 \tag{4.10}
\]

\[
\mu = \text{The berm slope}
\]

\[
H_b, d_b = \text{Incipient breaking height and depth respectively.}
\]

It is to be noted that for \( K' / \mu = 5/2 \) the expression is not valid. For this special case the decay in wave height is given instead

\[
\frac{H}{H_b} = \left( \frac{d}{d_b} \right) \left[ 1 - \beta \ln \left( \frac{d}{d_b} \right) \right]^{1/2} \tag{4.11}
\]

where

\[
\beta = \frac{5}{2} \Gamma^2 \left( \frac{d}{d_b} \right)^2 \tag{4.12}
\]

Thus the height of the breaking waves can be determined from the Eqs. (4.8) to (4.12) and the energy dissipation factor can be obtained from Eq. (3.29) within the range specified in Section 3.4.

### 4.4 ARRANGEMENT OF GLOBAL MATRIX

Each of the element matrices occupies a unique position in the global matrix. The way to locate the element matrices in the global system is to identify the global node numbers to the corresponding internal node numbers. For example Figure 4.2 shows the numbering sequence for a typical element, with the internal node numbers written inside and the corresponding global node numbers written outside the element.
Fig. 4.2 The local and global node numbering sequence.

Then writing the global node numbers against the element node numbers for the local matrix addresses, it can be seen

\[
\begin{bmatrix}
74 & 72 & 55 & 57 & 73 & 61 & 56 & 62 \\
1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 \\
74 & 1 \begin{bmatrix} K_{11} & K_{12} & K_{13} & K_{14} & K_{15} & K_{16} & K_{17} & K_{18} \\
72 & 2 \begin{bmatrix} K_{21} & K_{22} & K_{23} & - & - & - & - & K_{28} \\
: & : & : & \vdots & \vdots & \vdots & \vdots & \\
62 & 8 \begin{bmatrix} K_{81} & K_{82} & K_{83} & - & - & - & - & K_{28}
\end{bmatrix}
\end{bmatrix}
\]
\]

that the element \( K_{18} \) corresponds to a global location of (74,62); element \( K_{22} \) corresponds to the location (72,72) and so on. Repeating this for every element in the domain the final global matrix and the column vector may be set up.

4.5 THE SOLUTION ROUTINE

The complex global matrix \( [K] \) given by Eq. (3.32) contains many zeros and it is therefore inefficient to solve the matrix equation using a general solution routine for the whole system. Since available solution routines at UBC do not include any to
solve a sparse complex matrix system, the global complex matrix of size \((n \times n)\) is decomposed into real and imaginary parts, and the resulting real matrix system has a size \((2n \times 2n)\) where \(n\) is the total number of nodes.

Consider a complex matrix equation

\[
[U + iV] \{\overline{\phi}_r + i\overline{\phi}_i\} = \{C + iD\}
\]

where

\[
[U + iV] = \text{Complex Global Matrix}
\]
\[
[C + iD] = \text{Complex Column Vector}
\]
\[
\overline{\phi}_r = \text{Real Part of Solution}
\]
\[
\overline{\phi}_i = \text{Imaginary Part of Solution}
\]

Eq. (4.13) can be written as:

\[
[U] \{\overline{\phi}_r\} + i[V] \{\overline{\phi}_i\} + i[U] \{\overline{\phi}_i\} - [V] \{\overline{\phi}_r\} = \{C\} + i\{D\}
\]

Equating the real and imaginary parts, one obtains

\[
[U] \{\overline{\phi}_r\} - [V] \{\overline{\phi}_i\} = \{C\}
\]
\[
[V] \{\overline{\phi}_r\} + [U] \{\overline{\phi}_i\} = \{D\}
\]

or written in the matrix form

\[
\begin{bmatrix}
U & -V \\
V & U
\end{bmatrix}
\begin{bmatrix}
\overline{\phi}_r \\
\overline{\phi}_i
\end{bmatrix} =
\begin{bmatrix}
C \\
D
\end{bmatrix}
\]

(4.14)

This increases the matrix size and makes it unsymmetric, but on the other hand a very convenient and efficient routine UBC:SPARSPAK is available for solving large linear sparse system of equations. This routine exploits all the zeros in the global matrix system, with only the non-zero elements of the matrix specified for ordering before the actual solution starts. This routine has the option of using a nested dissection method for an unsymmetric matrix, specifically designed for finite element problems. For large problems the reduced factorization time more than compensates for the time required for the solution of a full \((n \times n)\) complex matrix (UBC SPARSPAK, 1982). Once the real and imaginary parts have been obtained they can be
put back in the complex form to get the complete nodal solution.

4.6 ORGANIZATION OF THE PROGRAM

The finite element program developed to solve the present problem uses a number of subroutines and the manner in which they are arranged is shown in the flowchart in Figure 4.3. The functions of the various subroutines are described below.

LAYOUT : This routine reads in all the data required for the problem; viz the wave height and period, island geometry, the nodal coordinates and element information.

SPSSLV : This is an initialization routine for the sparse matrix solver; UBC:SPARSPAK.

ORDRA6 : This is another routine for UBC:SPARSPAK which orders and allocates the storage for the unsymmetric global matrix.

STIFF : This subroutine calculates the real part of the element matrix as given in Eq. (3.33a).

BREAK : This subroutine finds the range of wave breaking and calculates the imaginary part of the element matrix due to wave breaking as in Eq. (3.33c).

BOUND2 : This subroutine calculates the imaginary part of the element matrix as given in Eq. (3.33b) and the second part of the column vector of Eq. (3.33d).

BOUND1 : This subroutine calculates the first part of the column vector as in Eq. (3.28d).

SOLV6 : It is a routine of UBC:SPARSPAK that solves an unsymmetric sparse system of linear equations by nested dissection method.

EXPAND : This routine puts together the real and imaginary part of the solution of
Fig. 4.3 Flow chart of the finite element program.
the potential function and obtains the wave height, elevation and phase at
every node.

GRAPH : This subroutine arranges the nodal data in a form so that a three
dimensional plot of wave elevation and height can be obtained when used
in conjunction with the plot routines of UBC Civil Engg. Graphics Lab.

WAVE : This subroutine is called at various stages to find out the phase and
group velocities, the wave number and the incident velocity potential at
different locations.
CHAPTER - V

RESULTS AND DISCUSSION

Before attempting to obtain results for a specific problem, any finite element program should first be verified by running it for problems for which previous results are known. In addition the program should also be tested for convergence. For the present program, two cases of independent analytical solutions are known where the effect of wave breaking is not taken into account. One of these corresponds to a circular island with parabolic shoal and the other one corresponds to a vertical cylinder on a horizontal seabed. The sections in this chapter present results for these known cases and also the results of convergence. Results are then presented for a typical artificial island with realistic geometry and taking account of the effects of wave breaking. Since no results are available in the existing literature for comparison with results when wave breaking is taken into account, a few preliminary experiments have been performed with a scale model of an island. The experimental results are compared with the numerical predictions, both with wave breaking taken into account as well as neglected. One section of this chapter describes the experimental set up. Various aspects of the experimental results and the limitations of the theory and the program are discussed in the last section.
5.1 VERIFICATION AGAINST KNOWN SOLUTIONS

For a circular island with parabolic shoal as shown in Figure 5.1, relative wave amplitudes have been calculated by Houston (1981) on the basis of an analytical solution developed by Homma (1950). For verification, the program developed here has been tested for a long wave of period 720 seconds. The corresponding wavelength is 142600 meters. The radiation boundary is taken to be located at a distance 95000 meters away from the centre of the island. A total of 135 elements with 454 nodes have been used for the solution. The element mesh is shown in Figure 5.2 where the angular interval is 12°. The results of Houston are compared with those obtained from the present program in Figure 5.3. Vastano and Reid (1967) obtained the phase lag for the same problem using a finite difference scheme. Their results are also compared with the phase lag obtained from the present program in Figure 5.3. The comparisons indicate that the present program predicts the relative amplitude and phase for this case remarkably well.

The other analytical solution, known as the MacCamy Fuchs solution, is for a vertical circular cylinder rising from a horizontal seabed as shown in Figure 5.4. The nondimensional analytical solutions for runup and relative wave amplitude are obtained from Sarpkaya and Isaacson (1981) for two cases $\kappa a = 0.6$ and $\kappa a = 1.0$, where $a$ is the radius of the cylinder. For the dimensions shown in Figure 5.4 these conditions correspond to wave periods of 26.44 seconds and 16.38 seconds respectively. In Figure 5.5 the analytical solution for relative amplitude and phase lag is compared with the finite element solution at a radial distance 75 meters away from the centre of the cylinder for the case $\kappa a = 0.6$. The number of elements used in the finite element solution is 72 and the radiation boundary is taken at a distance 295 meters away from the centre of the cylinder. Results for the shorter wave period of 16.38 seconds
Fig. 5.1 Geometry of the island with parabolic shoal.

Fig. 5.2 Finite element mesh for the parabolic island.
Fig. 5.3 Relative amplitude and phase lag around parabolic island.

Fig. 5.4 Sketch of a circular cylinder on horizontal seabed.
Fig. 5.5 Relative amplitude and phase lag for a vertical cylinder, $\kappa \alpha = 0.6$.

Fig. 5.6 Runup and phase lag for a vertical cylinder, $\kappa \alpha = 1.0$. 
are plotted in Figure 5.6. The runup is shown at a radial distance 25 meters from the centre of the cylinder, i.e. on the cylinder wall. In this case the number of elements is 100 and the radiation boundary is located 225 meters away from the centre. Since no wave breaking is taken into account, the solutions will not change for different wave heights. As in the case of a cylinder with a parabolic shoal, the present results agree quite well with the established results.

5.2 CONVERGENCE TESTS

Since the continuity of the variable \( \phi \) is maintained at the element boundaries and also inside the eight noded isoparametric elements and since completeness is assured when the derivatives can achieve arbitrary constant values, convergence to the accurate solution follows. The accuracy will depend upon parameters such as the incident wave height and period, the location of the outer boundary and the degree of refinement in the mesh size. However, an elaborate mathematical analysis to determine the order of convergence and error bound is omitted because the general opinion among finite element users is that they are given in terms unknown \textit{a priori} (Zienkiewicz, 1981) and can also be quite complicated.

Therefore a qualitative study of the solution accuracy as a function of the mesh size and the location of the outer boundary has been carried out for a particular geometry and wave period. The vertical circular cylinder of Figure 5.4 is chosen as the object and the wave period is taken to be 26.44 seconds for which the analytical solution for runup is known. Figure 5.7 shows the effect of varying mesh size for a constant outer boundary and Figure 5.8 displays the effect produced by shifting the outer boundary for a constant number of elements. It shows definite improvement by placing the outer boundary further away and by refining the mesh, but no definite mathematical relationship can be developed because the effect of
Fig. 5.7 Accuracy of runup with mesh size for a vertical cylinder, $\kappa a = 0.6$, outer boundary = 295m.

Fig. 5.8 Accuracy of runup with boundary distance for a vertical cylinder, $\kappa a = 0.6$, elements = 45.
moving the boundary further out improves the solution in itself, but has the effect of making the elements larger, which has a detrimental effect. Thus as a general rule it is desirable to place the outer boundary as far away as possible and to incorporate as many elements as possible within the practical limits of the computer capacity and scope of the problem.

5.3 RESULTS FOR A TYPICAL ISLAND

A sketch of a typical artificial island with vertical sides and sloping berm is shown in Figure 5.9. Results of the present method for this case are shown in Figure 5.10 and 5.11 for wave periods of 10 seconds and 20 seconds respectively. Different wave heights have been considered and the results show the effect of wave heights when wave breaking is taking place along with the case when wave breaking is not considered. It is evident that the breaking of waves has a damping effect on the runup around the island and the effect increases with increasing wave heights as expected. However, this does not indicate how realistic the breaking model is because, as mentioned before, no data are available in the existing literature to compare with the results. Thus, a few sets of preliminary experiments have been conducted to check the predictions of the computer model.

5.4 EXPERIMENTAL SET UP

In order to provide a comparison of the numerical predictions, a few sets of experiments have been carried out on a geometrically scaled-down model of the island shown in Figure 5.12. The model is made of aluminium sheet and has a length scale factor of 1:100. By dimensional analysis it can be shown that the wave periods will be reduced by a factor 1:10. Apart from the runup, wave heights were measured at
Fig. 5.9 The geometry of a typical island.

Fig. 5.10 The runup profile around island, wave period = 10 seconds.
Fig. 5.11 The runup profile around island, wave period = 20 seconds.

Fig. 5.12 Sketch of the experimental model.
seven different locations along radials 30° apart and both 0.15 meters inside and outside the berm as shown in Figure 5.12. The incident wave heights were measured at a point sufficiently far away from the island such that the measurement could be completed before diffracted waves arrived at the measurement location.

The experiments were performed in a wave basin which is 13.72 meters long and 4.45 meters wide inside. Waves were generated at one end by a paddle hinged at the channel bottom and driven by a variable speed control through a crank of variable stroke. In order to obtain the required scaled down water depths, the basin was fitted with a raised floor except in the region near the paddle where the floor was inclined to meet the true bottom. A wave filter was located near the paddle and ensured reasonably smooth incident waves. In order to minimize wave reflections, the side walls were covered and the far end of the basin was fitted with a sloping beach made of artificial hair matting.

For each test the wave heights at the marked locations were measured using a hook and pointer gage. For runup measurement, half the vertical side of the model was wrapped with a paper sleeve so that the wetted region could be easily distinguished and the line defining this could be marked in. However, no multichannel electronic wave recorder to measure the wave elevations at different points simultaneously was available and therefore information about wave elevations and phase angles could not be obtained.

Despite the limitations, the experiments were considered justified in order to provide the basis for comparing the theoretical runup and relative wave amplitude predictions. Profiles of runup and wave heights at marked points were obtained for various conditions and selected results are reproduced together with the corresponding predictions for cases of breaking both taken into account and neglected. Figures 5.13 and 5.14 show the results for runup of waves of period 0.7 seconds and 1.4 seconds.
Fig. 5.13 Comparison of runups around model for wave period = 0.7 seconds.

Fig. 5.14 Comparison of runups around model for wave period = 1.4 seconds.
Fig. 5.15 Comparison of relative wave amplitudes at 0.15m inside the model berm, wave period = 0.7 seconds.

Fig. 5.16 Comparison of relative wave amplitudes at 0.15m outside the model berm, wave period = 1.4 seconds.
Incident wave $h_t = 0.05m$, Period = 0.7sec, Elements = 396

Fig. 5.17 Wave height distribution around model (with breaking).
Incident wave height = 0.05m, Period = 0.7 sec, Elements = 396

Fig. 5.16 Wave height distribution around model (without breaking).
Incident wave $h_t = 0.05\text{m}$, Period $= 0.7\text{sec}$, Elements $= 396$

**Fig. 5.19** Wave elevations around model island (with breaking).
Incident wave $ht = 0.05\text{m}$, Period $= 0.7\text{sec}$, Elements $= 396$

Fig. 5.20 Wave elevations around model island (without breaking).
respectively. The incident wave height in the first case is 0.050 meters and the second case 0.045 meters. The uniform water depths for both cases were maintained at 0.10 meters. Figure 5.15 shows the relative wave amplitudes at 0.15 meters inside the berm for the lower period and Figure 5.16 shows the same at 0.15 meters outside the berm for the higher period. In both the cases a total of 396 elements were used with 1269 nodes for the computer prediction and the radiation boundary was taken to be 2.5 meters away from the centre of the model. Figures 5.17 and 5.18 show the overall view of the wave height distributions around the model with and without wave breaking being taken into account. The wave period is 0.7 seconds. Figures 5.19 and 5.20 show the overall wave elevations for both the cases at time t equal to zero. The waves tend to bend around the island and similar patterns were observed during the model testing. Though the agreement between the theoretical and experimental results are not excellent, it certainly shows that the results when wave breaking is considered are more realistic. There are quite a few reasons which may lead to the difference between the observed and predicted values and some of these are discussed in the next section.

5.5 DISCUSSION

i) The wave lengths are dependent upon wave periods and for lesser periods the wave lengths get shorter. It can also be seen from the results that the variation in the runup profile is greater for waves of shorter periods than that of longer ones. Hence, to maintain the accuracy the element grid should be finer for shorter wave periods so that the rapid variation in the wave field with position can be correctly produced.

ii) Since the wave properties change with location, it is desirable to have sufficient number of elements within one wave length to take into account the changes
correctly. For the same island geometry, more elements are required when the analysis is being carried out for shorter wave lengths. The wave lengths also decrease with a reduction in water depth and therefore elements should be concentrated above the berm in order to model the wave field over it accurately. There is no unique mathematical relationship to determine the element size from the wave length but from experience investigators such as Chen and Mei (1974) have found that the ratio of the maximum element dimension to wavelength should generally be less than about 0.1 in order to obtain a reasonably accurate solution.

iii) If the slope of the berm is not very mild, then partial reflection from the berm, which is not taken into account in the present formulation, may become significant. Booij (1983) investigated the accuracy of the mild slope equation for a region of constant seabed slope separating regions of constant and different depths. He found that for waves propagating in a direction parallel to the depth contours, the mild slope equation produces accurate results for bottom slopes up to about 1:1. For waves propagating normal to the depth contours the mild slope equation is less accurate but can still be used for bottom slopes of up to about 1:3, where the reflection coefficient is about 4%.

However, this investigation was restricted to a channel where the slope is varying only in one direction and the water depth is constant before and after the slope. The effect of slope changes in two directions and the absence of a constant depth region on one side of the sloping region, as encountered in artificial islands, is little known and the range of slopes for which results are accurate may not be as high as in the case he investigated.

iv) The validation of the numerical values of wave decay factor $K'$ and the stable wave factor $\Gamma$ for prototype conditions is still far from being complete. Dally, Dean and Dalrymple (1984) suggest that their recommended values, obtained from
laboratory tests on beach slopes varying from 1/30 to 1/80, should only be taken as a guide in unknown situations rather than as authentic values. They also suggest caution when applying these data to steeper slopes. Moreover, the validity of the values which were obtained for plane beaches should be verified by experimental data measured for circular shoals.

v) Although the selected incipient wave breaking criterion, based upon $H/d = 0.78$, is common in coastal engineering practice, Walker and Headland (1982) have shown that it often leads to an underestimation of the breaking wave height when compared to the breaking height and depth as determined by empirical curves presented in the Shore Protection Manual (1977). The graphs presented by Weggel (1972) show the breaking height as a function of the bottom slope, wave period and depending upon them the incipient breaking criterion in terms of $H/d$ can vary over the range of 0.63 to 1.67. The breaking criterion is also dependent upon the type of breaker, plunging or spilling type, generated. Apart from this, for the artificial islands wave reflection from vertical walls and refraction significantly change the breaking behaviour, which will generally be much more complicated.

In the light of the above, the criterion $H/d = 0.78$ has the merit of being simple but should only be used as a first trial and in an average sense. Moreover, for the circular island refraction can be another important factor in determining changes in wave height. The effect of refraction can be obtained by a method of ray tracing over the circular shoal.

vi) The problem of wave transformation around artificial islands is a nonlinear problem if treated in a proper perspective. Small amplitude linear wave theory is usually not valid in shallow water near the range of incipient breaking. In addition, the energy dissipation factor has been considered to be a function of position only, which is not strictly true and thus can be a source of another nonlinearity. However,
no analytical solution exists to treat the nonlinearities to the full extent although the effect of nonlinear terms can be quite significant.

vii) The difference between the measured and theoretical runup emphasises the need for an improved wave breaking model. In order to develop this, a series of elaborate experiments are needed in order to modify the wave decay and stable wave factors as well as the incipient breaking criterion. A reasonable cause of the difference can also be attributed to the increasing nonlinear behaviour of the waves in shallow water. On the experimental side, the ratio of the wave tank width and the base diameter of the island is only 1.973 and may not be sufficient for neglecting the side wall effects on the measured results. Considering all these aspects the difference between the experimental and theoretical results seems to be quite natural.

viii) Although the finite element method developed here has been applied to a simple island configuration, it can also be applied directly to cases where the slope of the berm may not be mathematically defined or for islands of other practical shapes such as hexagons, octagons etc. Thus the finite element method has the capability to handle a general class of problems where analytical methods fail and this makes the finite element technique a very powerful tool of analysis.
CHAPTER VI

CONCLUSION AND RECOMMENDATIONS

Although the calibration of the present numerical model is still not perfect and the results show discrepancies with laboratory observations, it can be safely concluded that wave breaking has a significant effect on the transformed wave field around the artificial islands and should be investigated in more detail in order to make accurate predictions of runup. The physical observations obtained so far can at best be described as indicative, and more thorough observations at a greater number of points, with systematic changes in parameters such as wave height, water depth, berm slope and wave period, are needed. Information about phase lag and instantaneous wave elevations should also be obtained and compared carefully before drawing any definite conclusions.

One direct application of the present study in the design of the artificial islands is in determining the freeboard so that overtopping onto the work area can be avoided or kept to a minimum. Both experimental and theoretical studies are recommended for other practical island shapes such as octagons, hexagons, etc. There are also other design aspects as discussed below in which the present work can be helpful.

i) Once the total velocity potentials are obtained at different nodes the water particle velocities at any depth and location can be found by calculating the corresponding space derivatives. Knowing the velocities, Bernoulli's equation can also be applied to yield the pressure at any location. If the pressures at different portions of
a vertical wall of the island are integrated over the whole area, the total force and moment acting upon the island for a particular wave condition may be determined. Calculation of forces and moments are important from the point of view of structural design and a realistic transformed wave field helps to predict better design loads.

ii) Pressures calculated over the berm are also required in the slope stability analysis of the berm, carried out by geotechnical engineers. Repeated wave motion and corresponding induced pressures increase the pore water pressure in the soil and reduce the effective shear stress. When this falls below a certain value the soil is no longer able to retain the slope and failure takes place. Thus a realistic pressure distribution is also important from the foundation engineering aspect.

iii) A third important design consideration pertains to the wave induced erosion around the berm. From the velocity potential the wave induced flow velocities may be obtained. Taking account of longshore currents, the sediment transport rate across any section around the island in the surf zone may then be determined by using a suitable sediment transport model such as that described in the Shore Protection Manual (1977) or such as that developed by Ackers and White (1973). After estimating the sediment transport rate, the erosion or accretion at any one section or at any location can be determined by using a one or two dimensional continuity equation.

Overall it can be inferred that the present model has a wide range of possibilities in design application and can lead to better design criteria. The present work is only the first step in that direction and future work to overcome the present deficiencies will finally make it successful.
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APPENDIX - I

USER'S MANUAL

The finite element program ISLAND should be used in conjunction with the data generating program DATGEN. DATGEN generates the data for the analysis of a circular island with a linearly sloping bottom. The output file of DATGEN serves as the input file for ISLAND. The input data file for DATGEN should be prepared as follows.

A-I.1 DESCRIPTION OF INPUT DATA FILE

The input data file for DATGEN, read on unit 5, must be specified as described below. The format statements are indicated in parenthesis but a free format can also be used. The corresponding output file (which serves as the input file for ISLAND) should be assigned unit 6.

HD, HS, AM, DIA (4F10.4, 1 line)
HD = Deep water depth
HS = Shore water depth
AM = Slope of the berm. For slope = l:m, the input is m only.
DIA = Top diameter of the island.

NTT, SC (I4, F8.4, 1 line)
NTT = Plotting code for mesh. 0 = No plot, 1 = Plot.
SC = Scale of plot. For max dimension to the output width = s:1, the input is s only.

ANINC (F10.4, 1 line)

ANINC = Angular increment in degrees, i.e. angle subtended by each element at the centre of the island.

NR, NA (2I4, 1 line)

NR = Number of radial increment from the vertical side of the island.
NA = Number of angular increments in 180°, i.e. 180°/ANINC

DR (F10.4, NR lines)

DR = Values of the radial increments starting from the shore of the island

J1, J2, J3 (3I4, 1 line)

J1 = Print option for the input data while executing ISLAND. 0 = No print, 1 = Print

J2 = Breaking option in analysis. 0 = No wave breaking considered, 1 = wave breaking considered.

J3 = Option for preparing input files for Graphics. 0 = No preparation, 1 = Prepare input files.

T, H, G (3F12.4, 1 line)

T = Wave period
H = Incident wave height
G = Acceleration due to gravity.
A-1.2 EXECUTION OF DATA GENERATING PROGRAM

For execution of the data generating program, the following command has to be given after compilation.

R -LOAD 5='input file', 6='output file'

If the plotting code NTT = 1, the plot of the mesh will be automatically generated. For a copy of the plot in the printronix terminal, the command is

R *PXPLOT 0=-PLOT

For a copy from the QMS plotter, the command is

R *QMSPLHT 0=-PLOT

A-1.3 EXECUTION OF FINITE ELEMENT PROGRAM

After compilation of the finite element program ISLAND, the following command should be given for execution.

R -LOAD+NICL:NEWSPARSPAK 5='DATGEN output file' 6='FE output file'

If the input option for graphics data J3 = 1, three more output files are to be specified in the execution command. These are the files which will contain island geometry data, node numbers and corresponding wave heights and the nodes and elevations to be used in the execution of the graphics program. The files should have units 7, 8 and 9 assigned to them respectively and the complete execution command will then be

R -LOAD+NICL:NEWSPARSPAK 5='DATGEN output file' 6='FE output file'
7='Geometry file' 8='Wave height file' 9='Wave elevation file'
A-L4 TRANSFER OF GRAPHICS FILES TO VAX/VMS

Since the coloured graphics program is in Civil Engineering VAX system, the graphics input files from MTS are to be transferred to VAX before executing the graphics program. After signing on a VAX terminal the following commands should be given for this purpose.

ALLOC TXA0 (i.e. zero)
KERMIT
SET LINE TXA0
CONN

After these commands, dial up UBC (228-1401) on modem. Then give the following commands.

G
SIG "ccid"
"password"
R *KERMIT
SEND "filename"
ctrl Jc
RECEIVE "filename"
CONN (Repeat from SEND for transferring other files)
EXIT
SIG
EXIT
LO
A-1.5 EXECUTION OF THE GRAPHICS PROGRAM

To execute the graphics program WAVEPLOT, the following commands are to be given from a VAX terminal after signing on.

UNIX

WAVEPLOT.SEIKO

The coloured graphics program is interactive and most of the prompts are self explanatory. When a prompt asks for a displacement file either a wave height or a wave elevation file name should be specified depending upon the plot required. It should be noted that in answer to prompts, the values assigned to the directions of a normal vector (coordinate of the point to where a person is looking at) and to a up vector (coordinate of a point that specifies the orientation of a plot) should not be such that they become colinear because in such a case the program will be aborted. For example, the graphs presented in this thesis correspond to a normal vector of (0, -3, -2) and a up vector of (0, 0, 3). However, the interactive nature of the program allows for any number of possible views and the selection of a suitable one is entirely the user's discretion.

A-1.6 LIMITATION OF THE FINITE ELEMENT PROGRAM

The maximum number of nodes used in this program so far is 1467. It has the capability to go up to 4000 nodes but problems may arise due to the unavailability of sufficient storage space required to solve a matrix of the corresponding size. The program also issues a warning if the incident wave is too high and exceeds the wave breaking criteria in the deep water.