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ABSTRACT

Binary (e,2e) spectroscopy is én intermediate energy
electron scattering coincidence technique measuring the
binding energy and spherically-averaged momentum
distributions of 1individual .valence electrons in small
'gaseous molecules. Momentum spacé chemistry 1s a term used
to refer to the study of the attributes of'molecular
orbitals in the momentum space representation, rather than
the usual position space representation. The relation

between the two spaces is the Fourier Transform.

This thesis discusses experimental measurements and
theoreticél calculation of the binding energy spectra and/or_
momen t um distributions of. H,S, C€0S, CO,, NO and O, in
detaii. It also attempts to bring into the ken of ordinary
chemistry concepts and principles for dealing with
momentum-sbacé molecular orbital' density functions, which
are essential to the understanding of the naturé of momentum
distributions. In order tb _illuétrate this, specific
examples of theoretical momentum and Ehérge density maps for
several molecules are discussed. Significant new
ﬁngerstanding of thé electronic structure of these molecules

is attained.
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The design, construction, and preliminary testing of a
new binary (e,2e) spectrometer incorporating a multi-channel

plate detector for improved data collection efficiency is

presented.

Finally, some propositions for future directions of

study are put forward.

C.E. Brion

Thesis supervisor
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FOREWORD

I desired to do this for my own satisfaction,
and I had little hope that other people
would be interested in this work...

Due to the limitations of the computer hardware used to
print the text, no subscript or superscript or bold face
letters are available, and only ‘a limited set»of Greek
characters can be used. Therefore, all subscript and some
superscript letters are represented within curly brackets:
for instance Y{lm}(e,¢) denotes the complex spherical
harmonic function of the polar angles 6 and ¢, with angular
and magnetic quantum numbers 1 and m, and 2¢{u} is used .to
denote the ¢*(2s) antibonding orbital of N, with its
ungerade symmetry; scélar quantities are indicated by a
symbol 'x', vectors by an underscored symbol 'r', and
matrices by a doubly-underscored symbol 'é'. A full glossary
of mathematical terms and nomenclature used in this work - is
included among the appendices to eliminate any possible

confusion.

~Many different molecules are discussed in this work,
“and as their electronic molecular orbital term symbols are
difficult to remember, a table of valence electronic

structure has been included in Appendix C as a reference.
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Throughout this thesis an attempt 1is made to
standardize on atomic units wherever appropriate. This means
that all dimensions which describe molecular properties
assume this system of units, with the notable exception of

orbital energies, where electron volts are usually used.

References to articles in the scientific literature are
enclosed in curly brackets. The complete citation and thesis

pagebcréss-references may be found in Appendix D.

Finally it should be noted that the substance of
Chapters 4 and 5 have already appeared in the literature .
{Brion (1978b), Cook (1980), Cook (1981)}. Chapter 6 will
shortly be submitted for publication in form similar to thét
appearing here. Much of the <content of Chapter 7 1is
discussed in a paper accepted for publication in the near
future, also. Each of these chapters may be read more or
less independently once Chapters 1 and 2 are digested.

Chapters 3 and 8 may be understood after reading Chapter 1.
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CHAPTER 1 INTRODUCTION AND THEORY

'Ah!' said Gandalf.
'That is a very long story...
I will risk a brief tale...’

This dissertation 1is an exploration of the electronic
structure and momentum space chemistry of some small gaéeous
molecules, as revealed by their binding energy spectra and
momentum distributions obtained from theoretical models and

binary (e,2e) spectroscopic measurements.

The term 'electronic structure' refers to the energies
and wavefunctions of the electrons in the molecule, and is

generally understood by all chemists.

'Momentum space chemistry' is on the other hand a very
rarely encountered term and needs amplification. While a
particle may be completely described (independent of time)
by its wavefunction in terms of the three orthogonal spatial
coordinates, it 1is also true that this wavefunction méy be
recast in theAthree orthogonal momentum coordinates: both
representations are equally valid, and neither could be said-

to. take precedence over the other, but for practical
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purposes we have_come to use the former almost exclusively.
The use of the term 'momentum space-chemistry' therefore
denotes the electronic structure and bonding behaviour ‘of
‘atoms and molecules as viewed 1in the momentum-space
representation. The investigation of this field is not only
a novel and interesting exercise 1in itself, but is also
vital to the.understanding of momentum distributions, and

constitutes a large part (Chapter 2) of this thesis.

Whenever one can establish the energies of all the free
electrons in an ionizing collision with some target, one has
the ability to measure the 'binding energy' of the ionized
particle, namely: that minimum energy necessary to remove
the particle from the target. This is not quite the same
thing as the energy that the ionized particle had when it
was bound in the molecule, but is closely related to it, and
is an important piece of information. Binding energy
spectra, both for their intrinsic value and 1in comparison
with theory, Aiso form a large part of this thesis (Chapters
4-6). The theoretical calculation of binding energy spectra
has made great progfess in the last decade, especially 1in
the 'many—body Green's ~“function method. Much of the
~ experimental work presented here compléments these
theoretical predictions, sometimes revéaling their

inadequacy and sometimes showing impressive agreement.

The term 'momentum distribution', like 'momentum space

chemistry', is seen wuncommonly in the mainstream of
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chemistry, usually ehjoying use only in Compton scattering
and solid state chemistry circles. It means almost exactly
what it says: the distribution of momentum irrespective of
direction, -or in other words, a probability distribution of
the magnitude of a particle's momentum. The ability to
measure orbital-selective momentum distributions 'is the
feature which distinguishes and elevates binary. (e,2e)
spectroscopy in relation to other techniques, which allow
only such indirect probes of the electronic structﬁre- as
binding eeergies, Compton profiles, branching 'fatios,
Franck-Condon envelopes, shape resonances, and so on: the
momentum distribution is the closest that chemistry has yet
come to measuring the wavefunctions of the electrons in
their molecular orbitals. (One should of course always bear
in mind that the molecular orbital 1is not a physical
phenomehon, but is only a convenient concept arising out of
the one-electron self-consistent field approximation of the
N-electron wavefunction, yet is adequate for much of the
discussion in this work. Also, it is in fact the probability
density, or the sguared modulus of the wavefunction which is
a measurable quantity, not theA wavefunction itself.) The
experimental measurement, theoretical calculation, and
discussion of momentum distributions form the most important

part of this thesis (Chapters 2,4-7). -

Though I have been speaking of both ‘theoretical and

experimental investigations into binary (e,2e) spectroscopy,
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this thesis must finally be considered to be an experimental
work. I' shall spend considerable time discussing the
instrument used to record the data (Chapter 3) and the.
design; construction, and preliminary testing of a new
spectrometer incorporating significant technologicél

advances (Chépter 8).

1.1 The (e,2e) Reaction

In the following discussions it should be noted that no
attempt has been made to be rigorous and complete in the
derivations and equations. This 1is the realm of the
scattering theorist, and as an experimental chemist I accept
their findings and shall attempt to demonstrate the
principles and approximations of the theory without delving
into the complex mathematical framework. The theory has been
extensively discussed in the literature {Neudachin (1969),
Hood (1973}, McCarthy (1976a), ‘ McCarthy (1976b),
Weigold (1978)}.

(e,2e) electron 1impact spectroscopy 1is a scéttering
experiment in which an incident electron, with energy E, and
momentum vector k,, collides with a target system M which
initially has N-electrons and total energy E(M) and is

assumed to be at rest in the laboratory frame. The incident
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electron is made sufficiently énergetic to ionize a bound
electron from M giving rise to two outgoing electfons of
energies E,; and E, and momenta k; and BZJrespectively,
leaving behind an - (N-1)-electron system M** with total
energy E(M**). The target 1is usually initially 1in its
electrqnic ground state,  but after the collision the
(N-1)-electron éystem need not necessarily be in its ion
ground state, hence the asterisk in the notation4 M**_, The

reaction can be written:
(1.1) EQ(Eo,_}io) + M(N,E(M)) —
M*+(N_1,E(M*+)) + e1(E1,£1) + eZ(EZIEZ)

The (e,2e) spectrometer is arranged so that the kinematics
of all the free electrons entering and leaving the
scattering region (i.e. the energies and trajectories Eo,
E,, E;, ko, ky and k,) are completely determined (to within
some experimental uncertainty). At this poiﬁt it can be seen-
that the (e,2e) technique can measure the binding energies
of the electrons of the target. Conservation of energy

requires that:
(1.2) Eo + E(M) = E(M*+) + E1 + Ez
so one can define e as:

(1.3) ¢ = E(M**) - E(M)

1]
<]
o
I
1
I
=1
M)

where ¢ is understood as the binding energy of the electron
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€o0,Ko

Figure 1.1 Kinematics of the (e,2e) reaction



1/Introduction and Theory 7

that is ionized from the target, or more precisely, the
difference 1in the energies of the N-electron target before
collision and the (N-1)-eiectron.target after the collision.
Therefore the measurement of the (e,2e) signal as a function
of E, shows the spectrum of final (N-1)-electron state
ene;gies of the target rélative to the N-electron ground
state. This historically has been called a binding energy
spectrum since in earlier days it was found that, in simple
systems and over a limited emergy range, ionization of an
electron from an orbital produced one final ion state, and
so, one peak in the energy spectrum. However, since we now
know that in many instances more than one final ion state
can result from the ionization of one electron, perhaps the
term 'binding energy spectrum' should be retired, and be
replaced with the more accurate term 'final state energy
spectrum', The term 'separation energy' has also been used

in this context {McCarthy (1976a)}.

One of the assets of the (e,2e) technique 1is that
binding energy spectra are not limited 1in their range,
unlike He-1 PES spectra, and are able to explore the region

beyond 21.2eV, opening up much new structure.
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1.2 The Binary (e,2e) Process

One now goes on to place some restrictions on the
kinematics of the general (e,2é) process. The expériment is
required to detect only those collisions where:
(1) The 1interaction between the incident electron and
the electron to be ionized is the stfongest
interaction in the collision event;
(2) The incoming and outgoing electrons do not
interact significantly with the other particles in the
target system.

This is known as the 'binary encounter condition', and gives

rise to the name 'binary (e,2e)' for this experiment.

The first condition 1is met in the 'symmetric’

scattering geometry where:
(1 -4) E1=E2=1/2(E0_§): 91=92=450

This geometry means that the incident eiectron and the bound
electron will pass (thinking in classical mechanics for the
moment) close to each other, and therefore that the
interaction between them is strong. The second criterion can
be obtained by ensuring that the incident and exit electrons
are of sufficiently high énergy as to be undisturbed to any
significant extent by the other particles in the system from
their energies Vand trajectories specified »in the first

criterion.,
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1.2.1 The binary (e,2e) form factor

Putting this into a mathematical formulation requires
some definitions: take the initial state wavefunction of the
entire scattering system ¥ to. be the product of the
N-electron .target ground state ¥,{N} and the free incident

electron state wavefunction X,(ko,ro):
(1.5) ¥ = QO{N} XO(EOIEO)

Similarly the total final state wavefunction ¢ 1is taken as

the product:
(1.6) & = #{N-1} X,(k,,r,) XZ(EZ;EZ)

where ¢{N-1} 1is the (N-1)-electron final ion state, and X,
and X, are the outgoing free electron wavefunctions. The
amplitude M for a system to go from its initial state ¥ to
its final state & in the influence of some interaction

potential V is (using Dirac bra-ket notation):
(1.7) M = <¢|V]|¥>

Since the only interaction allowed 1is that between the
incident and bound electrons, the interaction potential
réduces to . the Coulomb potential between these two
électrons. This is written as T(r,,r,;r,r,): the amplitude
for two electrons starting at r and ry, to scatter via the
r-' potential to points ry; and r,. Now the amplitude for the

binary (e,2e) process is given by: o
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(1.8) M = <X,(ky,r;) X(k,,r,) &{i,N-1}

X |T(r,,r250,00) | ¥, {N} Xo(ko:£0)>

Next, the following‘approximations will be made on the

above equation:

(1) The N-electron target  wavefunction will  be

expressed as an antisymmetrized producﬁ of N

6ne—electron molecular orbital wavefunctions, and the

(N-1)-electron ion state wavefunction by a similar

product, leaving out the ith MO from which an electron

was ionized:

(1.9) ¥o(N) = A 1 w{j}(r)
J

#{i,N~1) = A 10 ¥{j}(r)
j#1

where A is the antisymmetrization operator and %{j}(r)
is a one-electron molecular-orbital wavefunction. If
necessary, configuration interaction may be
incorporated in both the initial and final states.

(2) The impulse approximation is made in the treatment
of the collision between the incident electron and the
bound electron. In other words, it is assumed that the
collision event takes very nearly zero time and
therefore 1is separable from the motion of ’other
particles in the target.

(3) The free electron wavefunctions in and out of the
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scattering region are treated as plane waves. This
assuhes that the free electrons do not interact
significantly with the electrons of the target other
than with the electron being ionized, and that they
are negligibly distortéed by the potential  of the
nuclei.. The wavefunction of a free -electron with
momentum k is written as: |
ik.r
X(k,r) = e
Approximations 2 and 3 above comprise what is known as the

plane wave impulse approximation (PWIA) .

Under these approx%mations the amplitude is separable:
(1.10) |M]2%2 = |T|? |c|5- |F|2
where |C|[%? = |<&{i, N-1)]%{i,N-1)>]|2

The information of interest to chemists is contained in the
last factor, which is written in full as:

' -ig.r .
(1.11) |F|2%2 = |\dr e v{id(r)|?

where g = k; + k2 - ko

The significance of g is understood by the following
argument: 1f the N-electron target system is assumed to be

at rest and the ith electron has a momentum p at the instant
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of collision, then the total momentum of the ‘'core' (the
remaining particles of the target) must be —Q. If the core
is assumed to be so massive that its motion is unaffected by
the (e,2e) collision, then conservation of momentum requires

‘that:

(1.12) )io:k‘l +'£‘2—E

or P=kiy +ky - ko =g

In other words g in equation 1.11 1is identical to the
momentum of the bound electron at the instant of ionization.
This means that equation 1.11 is the Fourier Transform of
the ith position-space molecular orbital into 1its momentum
space representation.

- =% -ip.r

(1.13) w{il(p) = (2n) dr e T ow{il (o)
and
(1.14) [M]2 = |T|2 [C|? |+{i}(p)|?

Generally p and g will be used interchangeably, although g
carries the connotation of being experimentally determined,
and p of being the independent variable of a theoretical
wavefunction. The general name for T is the 'half-off-shell
Mott scattering factor' and is sometimes written o{Mott}.
Mott scattering is named after its originator N.,F. Mott, and
denotes the scattering behaviour of any two identical free

particles in the Coulomb potential including exchange
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effects. 'Half-off-shell', or more fully, 'half-off the
energy shell’', refers to the fact that one electron is not
actually free, but has a binding energy ¢, although it is
treated as if it were a free particle. T is an exactly_known

function and is given by this equation:

(1.158) T = 1 2mn "=k %+ |k x|
4a*  2unq
e -1

= ek et *e |72 cos(aln{|k"+x|? |x'-k]|"7})

where n = (2x')""; x = Yolkotq); k' = Vo(Kk,-k,)

Plots of |T|? as a function of 6 and ¢ at 400eV and 1200eV

are given in figures 3.10 and 3.11.

|C|? is the relaxation factor describing the overlap of
the remaining non-interacting electron wavefunctions in the
target, and 1in the frozen orbital approximation is assumed

to be unity.

Since the target is usually a gaseous species and at
thermal energies 1its orientation is completely random one

must replace |¢{i}(p)|? by its spherical average:
(1.16) |e{id(p) |2 = (4m)"? Sdn l{il(p)|? = F{i}(q)

wvhere p = |p|, and 42 = sinededs.

By simple trigonometry it is possible to define q as a

function of scattering angles and energies, which are the
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guantities determined by the electron source and detectors

in the spectrometef. For the symmetric scattering geometry:

1
. /:
(1.17) g = {(2kcose - ky)?2 + (2ksine sin}§¢)2}2

where k=k;=k,; é=9,=92.

The full equation for the binary (e,2e) differential
cross-section for scattering of two  electrons of 'energy

E,="%(Eo-¢) into solid angles d4n,d0, is:

(1.18) ASe = (2m)* Nfocc} S{il kyk, |T|? F{i}l(q)
’ dE1dQ1dQZ kO

The factor k;k,/ky, 1is a kinematic normalization factof;
N{occ} giQes the occupancy of the orbital being ionized;
S{i} includes all effects which alter the relativé intensity
of the measured structure, but do not change its shape:
these include relaxation effects, pole strengths (discussed
in section 1.4.1), absorption effects, and so on, but not

experimental factors like gas density, resolution, etc.

1.2.2 The momentum distribution

If the spectrometer is arranged so that both analysers
are fixed at 6=45° and one analyser is allowed to revolve in
the ¢ dimension (see figure 1.2), then the functional form
of ¢{Mott} is much simplified and is nearly constant aé a

function of ¢ angle, and a large range of p may be accessed:
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(1.19) |T]? = 1 |ko-k|"* _2wn
o 2mn

2en = w{/2ksine /coseg+1} !
|ko-k| % = {kZ+ko2-2kkocose} -2

In this arrangement the binary (e,2e) cross-section, in the
PWIA, is ©proportional to the spherical average of the
squared momentum-space wavefunction of the molecular orbital
selected by the ' energy conservation rules. This is called
the symmetric non-coplanar scattering geometry, and 1is the
technigque wused to obtain the experimental results presented
in this dissertation. Another usual scattering geometry is
the symmetric coplanar arrangement where the azimuthal angle
is fixed at ¢=0°, and 6, the polar angle of the two
analysers, is the scanned parameter (figure 1.2). However
here the cross-section is a strong function of both |T|? and
the form factor F{i}(q). This geometry has more application
in investigating the physics of the collision process, but
is 1less wuseful for probing the momentum distribution (and
thus exploring momentum space chemistry) as, in order to get
the form factor out, the behaviour of the 1incident . and
scattered waves must be accurately approximated.- The
measurement of the binary (e,2e) cross-section 1in the
symmetric non-coplanar geometry (or the calculation of this
function) plotted against q defines the term 'momentum

distribution' (MD), used in this dissertation. This function
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Figure 1.2 Binary (e,2e) scattering geometries:

(a) Symmetric coplanar
(b) Symmetric non-coplanar

16



1/Introduction and Theory , 17

is >so cloéely rélated to the position-space molecular
orbital wavefunction that it is very useful in studying the
electronic structure of atoms and molecules, and also in
judging the guality of theoretical electronic wavefunctions.
The momentum distribution, since in principle it 1is unique
Eo the ipnizing molecular orbital, is also a definitive tool
in the assignment of peaks 1in binding energy spectra

{Hood (1976b)}.

Where ionization from a given. ground state molecular
orbitél produces more than one final ion state, the binary
(e,2e) technique is in principle capable of identifying the
origin of each final state peak (as each peak will show a
momentum distribution characteristic of a particular ground
state orbital) {Hamnett (1977), Cook (1980),
McCarthy (1976a)}. Since the momentum distribution is a
unique fingerprint of the orbital, the binary (e,2e) method
provides more detailed information on the identity of peaks
than does photoelectron spectroscopy. In this regard the
momentum distribution information 1is in most cases more
specific than that provided by the argﬁments'used in PES
based on variations in the relative intensity of "¢ and =
orbitals with photon energy {Siegbahn (1969),
Rabalais (1977)}. It must first be made clear, however,
under what conditions the PWIA approximations are valid and

where they break down.



1/Introduction and Theory 18

1.2.3 The validity of the PWIA

It has been established by several - studies
{McCarthy (1976a), McCarthy (1976b), Camilloni (1977),
Camilloni (1978)} that generally for valence electrons an
incident energy of 400eV  (plus the binding energy ¢) is
necessary to ensure that the méasured form factor is
eqﬁivalent to the shape of the momenium diétribution, though
not necessarily of the correct intensity relative go the
momentum distributions of other molecular orbitals 1in the
target. This means that the free electron velocities are
high enough that their motions are very nearly undisturbed
by the potential of the nuclei and the other electrons of
the system, and therefore, that plane waves are a
sufficiently accurate mathematical representation of the
free electron wavefunction. In order to get reasonably
correct relative intensities it has been found necessary to
go to incident energies of 1000eV or more. This has
advanfages and disadvantages over 400eV operation which are

discussed in Chapter 3.

In determining the shape of a momentum distribution,
breakdown of the PWIA is most likely to occur for the inner
valence and core orbitals, as these are spatially deeper
inside the molecule where the incident and outgoing particle
waves are more likely to be distorted by the field of the
nuclei. If such a breakdown occurs, it wusually takes the

form of a distortion of the momentum distribution in the
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region g>1.5a,"' as this region is somewhat more sensitive
tb fhe form of the R-space wavefunction near the nuclei.
(This is a consequence of the Reciprocity property of the
Fourier Transform felationship of R-space and P-space,

further described in Chapter 2.)

1.3 Binary (e,2e) in Comparison with Other Methods

As the binary (e,2e) results will be compared with
other types of spectroscopic data, a short description of

some of them is included here.

1.3.1 Binding energy spectra

There are many other techniques capable of measuring
the binding energies of electrons: photoelectron and
photoabsorption spectroscopy in their many- forms, dipole
(e,2e) spectroscopy and electron energy-loss spectroscopy,
and others. The one most closely related to binary (e,2e)
is, not surprisingly, dipole' (e,2e)j spectroscopy
{Inokuti (1971), Brion (1975), Brion (1977), Brion (1978a),
Brion (1981)}. As the experimental work in this thesis is
often discussed in relation to dipole (e,?e) results I shall

briefly describe this technique.

The dipole and binary (e,2e) reactions are similar in
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that there is one electroﬁ incident on a target, the target
is 1ionized by the ©passage of this electron, and two
electrons exit: they differ in that the one requires fast
forward scattering kinematics, and the other symmetric
scattering. 'Fast forward scattering' means that the
incident electron has very high energy (E,>3keV), and, in
collision with the tafget, suffers only a relatively small
loss of energy (E) to the target and its direction Tremains
(in the idéal case) unaltered. Whereas symmetric scattering
implies a binary encounter collision - the closest possible
between the interacting electrons - fast forward scattering
implies a large impact parameter, wherein the interaction
between incident and target electrons takes place over a
large distance. The electric field felt by the target in
such a collision is, to a very good approximation, the same
as that induced by the absorption of a photon of energy E.
When the energy 1loss is sufficient, an elegtron may be
ionized from the target with selection rules which are
identical to their optical counterparts, and the
cross-section is related to- the photoionization
créss-section by a simple kinematic relation. As with binary
(e,2e), the kinematics of all free electrons are determined
by the spectrometer, and binding energy spectra are obtained
by scanning the ejected electron energy spectrum. However,
the peak intensities in such a spectrum are determined
partly by the dipole matrix element and are only indirectly

related to binary (e,2e) peak intensities; such factors as
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occupation number, final state CI coefficients, relaxation
factors - anything not directly involved in the e-e
interaction - will of course be the same for both methods.
The full dipole (e,2e) cross-section is given by

{Inokuti (1971), Brion (1981), Hamnett (1976)1}:

where E and K are the energy 1loss and momentum transfer
respectively of the 1incident electron to the target, k{n}
and ko, are the momenta of the ejected and . incident
electrons, and 'df(K)/dE is the generalized oscillator
strength for the ionization event. In the  1limit of very
small momentum transfer, K?->0, the generalized oscillator

strength reduces to the optical oscillator strength df,/dE.

1.3.2 Momentum distributions

There 1is no technique .other than  binary (e,2e)
spectroscopy which 1is capable of determining momentum
distributions of individual electrons in molecules. There
are several tecﬁniques for measuring total molecular
momentum distributions - Compton scattering and positron
annihilation are examples - but- these are crude tools,
sensitive to individual molecular orbital momentum
distributions only insofar as they affect the . total

N-electron distribution.
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1.4 Theoretical Treatments

Many types of theoretical calculations are compared
with the experimental results. The following two sections

give brief descriptions of them.

1.4.1 Binding energies

Given an LCAb—MO-SCF wavefunction the simplest
approximation for the electron binding energies 1in a
molecule 1is Koopmans' theorem {Roopmans (1933)1}: the
ionization potentials are assumed to be equal to the orbital
energies which are the eigenvalues of the one-electron Fock

operator:
(1.21) IP = —-¢{i}

The theorem ignores relaxation and correlation effects, but
Ain the outer valence orbitals of all but the most
electronegative elements the two effects are found

empirically to nearly cancel.

The accuracy _of these orbital energies depends'on the
size of the Fock space, and the theorem gives ‘energies to
éeCona order if the Fock space is large (i.e. if the quality
of the wavefunction approaches the Hartree-Fock limit).
There is still, nevertheless, only one ionization potential
predicted per ground state molecular orbital, which is

grossly inaccurate for some systems. The revelation of
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complex many?electron structure in the ionization of certain
electrons of certain molecules, and the breakdown of

Koopmans' theorem which predicts only the centroid of such

structure, 1is discussed in some detail in the following
chapters.
The many-body Green's function method (MBGF)

{Cederbaum (1975a), Cederbaum (1975b), Cederbaum (1977)} is
one which goés beyond Koopmans' theorem and will be shown to
be successful in accoﬁnting semi-quantitatively for much of
the complex structure 1in .the ionization of inner wvalence
electrons. The one-electron picture assumes that 1ionization
of a valence electron from a molecule will result in only
one final 1ion state (ignoring effects 1like spin-orbit
splitting), and consequently give rise to only one peak in

the binding energy spectrum. For many molecules
{Cederbaum (1977)} the one-electron picture is obviously
breaking down to a very significant extent, and 1ionization
of especially the more strongly bound inner valence
electrons gives rise to a host of £final ion states
distributed in energy from 20 to 50ev. This is called
'Multiple Final State (MFS) structufe'. No single one. of
these states has the relatively large transition amplitude
attributable to a clearly 1identifiable, single particle
'parent' ion state. This is different from the situation in
core ionization where there ié a high intensity peak clearly

identifiable as a parent, with a number of much less intense
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satellites around 1it.

The MBGF method is based on diagrammatic propagator
theory {Mattuck (1967),' Thouless (1961)}: the one-electron
propagator G(r,t;r',t') is the amplitude “for a particle
created .in a system at point r at time t to propagate via
all possible paths to point r' at time t'. One such path 1is
that where the particle is free, with energy e,, and Qoes
straight from r to .£" without 1interaction with any
potential: this is déscribed by the free particlé propagator:
Go(r,t;r't') and is represented diagrémmatically in
figure 1.3a., If the free -electron 1is perturbed by some
potential V, then ahothef path 1is for the electron to
pfopagate to point r,, in time t,, .interact with the
potential (e.g. another -electron in the system), and then
- propagate to r' at time t'. Diagrammatically this 1is
represented in figure 1.3b. Yet another pathway would be
scattering twice off the potential before propagating to

r',t' (figure 1.3c), and so on:

(1.22) 6(r,t;r',t') = Go(r,t;r',t")
+ S dt, Go(£rt7£1rt1)VGo(£1:t1;£' t)
+j§dt1dtz Golr,t;r,,t4)VGo(r,,t1;L2,t2)VGe(r,,t,,r",t")

+

The influence of this potential 1is said to convert the
simple free particle of energy eo,, into a quasi-particle of

energy e. When the Fourier transform from the time to the
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Figure 1.3 Green's function propagators:
(a) Free particle: G=G,
(b) Single interaction: G=G,+Go,VG,
(c) Double interaction: G=G,+GoVG,VG,
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energy representation is taken, the folded products become

simple proddcts:

(].23) G(O) = GQ(U) + Go(O)VGo(O) + GQ(O)VGo(U)VGQ(U) + ...

Gol(w) + Gol(w)VG(a)

Gol(w) {1+VGy(0)+(VGo(w))2+(VGo(w))3+...}

and the form of G(uw) is (w-e+is) "' where ¢ is the particle's
energy. It 1is seen that the propagator G(e) has a pole at
the energy of the particle. The imaginary part of the energy
i6 gives the quasi—particlé a finite lifetime, if & 1is not
zero. Correspondingly the form of Go(w) is (w-eo) ' where ¢,
is the energy of the particle when it is unperturbed by the
potential. The second factor in equation 1.23 is a geometric
series which 1is equal in the limit to © (1-VG,)~'.

Substituting this back gives:
G(w) = Gol(w){1-VGo(w)}-!
or

(1.24) G "(w) =Go '(w) = V=0 - €y -V

This is a simple version of the Dyson equation: if G(w)
has a pole at the energy of the guasi-particle € then G '(a)
must have a node or zero point here, and so the energy of

the quasi-particle is found by looking for the place where:

(1.25) w-eo = V
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‘'This situation applies equallyv to the propagation of a
quasi-hole state - 1i.e. .how the hole created by the
instantaneous removal of a particle from a system
propagates. Instantaneous removal of an electron.is a fairly
good . description of the (e,2e) ionizing event, and so the
technique finds application here. There are differences of
course: the totally free quasi—hole is replaced by the
Hartree-Fock limit approximation (i.e. Koopmans' theorem)
and the simple potential V 1is replaced by £(e), the
'self-energy' matrix which describes the effect, beyond the
HF limit; of all the other electrons on the propagation of
the quasi-hole; but the basic method of searching for zeroes
of G""(e) by solving wl-e=£(w) is still the same, except
that 3 is now a matfix of the eigenvalues of the

one-electron Fock operator:

(1.26) g"(u) =0l - ¢~ g(o)

It is in the calculation of é(o) where the greatest
difficulties arise, and where most of the efforts of
Cederbaum and coworkers have Been expended. They include all
diagrams of second and third order in their computation of
I(w), and some diagrams of fourth order. Where the final ion
state energy structure is very complex the
two-particle-one-hole Tamm-Dancoff approximation (2ph-TDA)
{Schirmer (1978)} is made: only diagrams with two hole lines

and one particle line are allowed in I(w).
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The Green's function may élso be written in the form'of
propagation of particle states in time:
~i(E{N-1}-E{N}) (t-t")
(1.27) G(t,t') = e
X I <¥o{N}|a*{k}|¥{i N-1}><¥{i,N-1}|a{]}|¥,{N}>
i _
where a*{k} and a{j} are the creation and annihilation
operators for particles in states k and j respectively. This
describes the propagation of a hole created in orbitai j as
it interacts with the remaining electrons, and in the energy
representation is:

(1.28) G(ow) = ¢ <¥y{N}|a*{k}|¥{i, N-1}><¥{i N-1}]a{j}|eo{N}>
i o + E{N-1} - E{N} - 16

This again shows ﬁhat G(w) will have poles at the ionization
potentials of the system, but also that the strength of such
poles (determined numerically from solutions of
equ;tion 1.26) is given by: |

(1.29) pi{n} = ¢ [x{i,n}|?
: .

where x{i,n} = <¥{n,N-1}|a{i}|¥,(N)>

This pole strength 1is a factor in the binary (e,2e)
intensity. x{i,n} is called the 'hole state amplitude'. The
diagonal approximation has been made 1in equation 1.29:

interference terms of the type x*{i,n}x{j,n} are ignored,
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although: experimental verification bf this interference
effect has- recently been found ({Bradshaw (1980)} for
acetylene. When the one-particle ionization picture is valid
and relaxation effects are small, then all terms 1in the
summation vanish except for i=n, and thefe is one main pole
whose strength approaches unity. ‘When relakation énd
correlation effects become  important then the single main
pole splits into many poles over which the total intensity
is distributed.. It should be noted that the calculated
energies and intensities of tﬁe numerous inner valence lines
canno£ be expected to be quantitatively accurate owing to
fhe limitations inherent in the 2ph-TDA approach as well as
to the usually significant basis set dependence of the

results in this energy region {Cederbaum (1980)}.

This technigque has recently had much success in
modelling binding energy spectrum structure which arises
when 1ionization fron one ground state orbital leads to many
final ion states. For a compfehensive treatment of this
technique the .reader is directed to their excellent review
article @ {Cederbaum (1977)} and to other articles
{Domcke (1979), Schirmer (1977), Cederbaum (1978),
Cederbaum (1980)1}.

Other methods of computing IPs beyond Koopmans' theorem
will also be cited, but as these are more familiar to us, I

shall not describe them bere.
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1.4.2 Momentum distributions

Almost  all the wavefunctions used to léompute
theoretical momentum distributions for comparison with
experiment are the result of - LCAO-MO-SCF
Roothaan-Hartree-Fock calculations. The gualifying factor in
such wavefunctions is the size and flexibility of the _basis
set used in the calcﬁlatioﬁ. .Owing the the energy
optimization criterion (variational principle) used 1in the
usual type of . LCAO-MO-SCF calculation; the resulting
molecular orbital.wavefunctions sometimes poorly represent
the true spatial distribution of electron density
{Hood (1976a), Hood (1977), Goddard (1978)} except in the
nuclear regions where the major contribution to molecular
energies 1is made. It 1is, however, the more spatially
extended regions of the charge distribution which are of
prime importance in the understanding of chemical bonding,
momentum distributions, and reactivity. It is part of the
aim of this dissertation to offer to the researchers who
carry out such calculations some direction in their choice
of basis set which will produce not only good eneréies, but
also good wavefunctions; the one does not always imply the
other. Good wavefunctions in turn allow the accurate
calculation of dipole moments, pblarizabilities

{Zeiss (1979)} and sc on.



31

CHAPTER 2 MOMENTUM SPACE CHEMISTRY

.esin éecret chambers withered men
compounded strong elixirs or in
high towers asked questions of the stars.

Almost all of modern chemistry 1is conceptuélized in
position space (R-space): we think about the 'location' of a
particle, or the spatial 'shape' or 'size' of an orbital, or
the 'structure' of a molecule. However, in dealing with the
results of binary (e,2e) spectroscopy one requires some
facility in thinking 1in momentum space (P-space) - which
does not come easily when one is firmly rooted, bodily and
conceptually, in position space. This chapter 1is an
exploration of the properties of momentum-space
wavefunctions, and attempts to present some simple rules for
estimating the shape of orbitals in P-spacé from a'kdowledge
of their R-space counterparts and of the Fourier Transform

relationship.

Most of the principles of momentum space chemistry have
already been briefly '~ outlined in the literature
{Coulson (1944), Epstein (1973), Epstein (1977)} , but it is

appropriate to restate and amplify them here, for they are
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not generally known or understood, and also such discussions
have wusually been applied to Compton scattering or

positron-annihilation results, not binary (e,2e).

The figures used to illustrate this chapter are contour
maps of the electron and momentum density, p, evaluated in a

plane:

p{1i}(p)
p{i}(r)

*{i}(p)el{i}(p)
v {1} () e{i}(r)

(2.1)

For most diagrams 9 <contour 1lines are shown, spaced at
fractions 0.1, 0.2, 0.3 ... 0.9 of the maximum deﬁsity, and
in some cases three more contours are added at fractions
0.01, 0.02, and 0.05. A small numeral 9 or 12 in the figure
indicates the number of contours. This is not the best way
to depict density functions: it would be preferable to plot
-coﬁtours which enclose various fractions of the total
density, but such computer 'algorithms were not available

when these programs were written.

The sign of the wavefunction 1is 1indicated where
necessary or appropriate. All ﬂR-space". wavefunctions
presented  here are real functions. 'HoweQer, due to the
nature of the Fourier Transform, the‘ corresponding P-space
function may be complex. Signs are only included in the
P-space diagrams when both the real and imaginary " parts of

the function change sign.
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Schematic diagrams showing the orientation of the
" contour map plane are given 1in Appendix C. All planes
include the origin. Almost all the diagrams are on the same
scale (spanning 5 atomic units in both  directions), except
the R-space maps for CO, (figure 6.3), and the P-space maps
for the N, 1¢{g} and 1§{u} orbitals (figure 2.12) and the 0,

3a, orbital (figure 2.13).

2.1 The Fourier Transform Definition

The relationship between the - position-space
representation of a wavefunction, v(r), and its
momentum-space counterpart, ¢(E),.is the well-known unitary
Fourier Transform (FT) {Dirac (1958)}:

: -¥, -iE‘E |
(2.2) w(p) = (2nm) ng e v(r)

and its inverse:

=¥, ip.r
(2.3) w(r) = (2n) jdg e  ¥(p)
- Position space (R-space) refers to the space of the three
orthogonal dynamical variébles, r=(x,y,z): momentum space
(P-space) refers to the corresponding space  of
p=(pi{x},piy},pizl}), the three orthogonal momentum

directions.
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2.2 The FT Symmetry Property

The Fourier Transform preserves all aspects of the
symmetry of the R-space wavefunction in P-space. In addition
the FT introduces (if it 'is not already present) the
symmetry element i, (symmetry on inversion through the
P-space origih). Inversion symmetry 1is necessary 1if the
pérticle described by the wavefunction is to have no net

translational motion.

Preservation of symmetry means that all R-space nodal
planes (see definition, ‘Appendix A) will also appear in
P-space. Note, however, that nodal surfaces (see also
definition, Appendix A) will not necessarily be preserved
unless they are also symmetry elements. An example of a
nodal surface which is preserved in the FT is the spherical
nodal surface of a hydrogen-like 2s orbital, since atoms
obviously have spherical symmetry. An example of a nodal
surface that is not preserved is that of a ¢* orbital of’ a

heteronuclear diatomic molecule (figure 7.2).

A straightforward conseguence of the rotational
invariance of the FT is that atomic orbitals will have the
same angular dependence 1in both representations and that

only the radial dependence will differ:

(2.4) ¢{nlm}(r) = N R{nl}(zr) Y{im}(e,s)

(2.5) w{nlm}(p) = N P{nl}(p) Y{lm}(e,s)
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where N is a normalization féctor, R{nl}(r) and P{nl}(p)
give» the fadial dependence of the wavefunction, Y{lm}k9,¢)
is the spherical harmonic function of angle, and n, 1, and m
are respectively the principal, azimuthal and magnetic
quantum numbers. This means that s-orbitals are spherical,
that p-orbitals have the characteristic 'dumbbell' shape and
so on, in both spaces (see figure 2.1). (Note that 'radial'
is used thoughout this thesis in fhe sense of 'the magnitude
of the coordinate vector' (r or p); it is not intended to
refer” to 'the radial' component .of the momentum of a
particle' in the sense of the component of the pa:ticle'§
motion towards or away from a point in R-space.) The radial
functions are related by the spherical Bessel transform:

1
(2.6) P{nl}(p) = Jz (-1) grzdr j{1}(pr) R{nl}(r)
w

An observation that can be made immediately from this is
that onlj an s-orbital (1=0) will have non—zero‘amplitude at-
p=0. This arises because only the 1=0 Bessel funétion has
non-zero intensity at pr=0. All other 1#0 Bessel functions
have zero amplitude at the origin. Hence the origin of the
‘nomenclature 's-type' and 'p-type' in referring to the type
of momentum distribution measured on atoms. This 's—type'
and 'p-type' nomenclature 1s also applied loosely to
molecules to refer to distributions which are mainly s-type
or mainly p-type but with a small admixture of the other

type. Such small contributions which arise out of the
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lowered symmetry in molecules compared to atoms mean that
mainly s-type distributions may have increased intensity at
medium to high g, and that mainly p-type distributions may
have some intensity at g=0, relativé to atomic

distributions.

The analytical form of Slater-type and Gaussian atomic
orbital radial functions are presented in detail in Appendix
B. These radial forms'are guite similar in both spaces, as
is seen in figure 2.1. An s-orbital has the familiar
monotonically decreasing form in R—spaée and P-space, and a
p-orbital has zero amplitude at the origin énd a maximum at

some point removed from the origin.

2.3 The Reciprocity principle

A basic property of the Fourier Transform 1is that a
dilatation of a dimension in one space causes a contraction
of the corresponding dimension in the other space and vice

versa. This defines the Reciprocity principle.

A consequence of this principle is first seen in
comparing sizes (assuming roughly similar radial forms) of
orbitals in R-space and P-space:

(1) Core orbitals, which are tightly confined

spatially around the atomic centres (r<.la,) will
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extend in P-space to large values of momentum
(g>5a,"').

(2) Valence orbitals, which are relatively diffuse in
R-space  (r»>2a,) have fairly compact (q<2ao“)

distributions in P-space.

‘The Reciprocity principle manifests itself in several
different mathematical forms. One is the above
dilation/cbntraction property. Another is to consider that
the Fourier Transform projects out the spectrum .of
constituent sinusoidal frequehcies in a function. A sharply
peaked R-space wavefunction (as in core orbitals) is said to
contain large high-frequency " components, and by the de

Broglie relation:
(2.7) p = hv/c

this means also large high-momentum components. The converse
argument may be made for broad R-space wavefunctions (as in

valence orbitals).

A third way of looking at the Reciprocity property is
to consider the form of the gquantum mechanical momentum

operator P:
(2.8) P = -iv

This implies that the momentum of a particle is related to
the gradient of its wavefunction. Thus a spatially broad-

wavefunction with a generally shallow gradient emphasizes
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low values of momentum, and vice versa. (Note that <p> is
zero due to the inversion symmetry of P-space wavefunctions,

but <p> will reflect the radial extent of ¥(p).)

The above concepts‘are,.of course, in accord with our
basic chemical intuition about the nature of orbitals: we
.say that electrons in tightly bound, highly -enérgetic
orbitals are fast-moving particles, and that more iooself
bound electrons are relatively slow-moving. To illustrate
this, figure 2.1 shows contour maps of approximate atomic
orbitals {Clementi (1974)} in position‘space and momentum
space for hydrogen and some atoms of the first row of the

periodic table.

An important, but sometimes misunderstood, aspect of
tﬂe FT relationship is that there is no one-to-one mapping
of points in R-space into P-space. One cannot say that
changing the amplitude at a given point in R-space will
necessarily produce a change at a related point in P-space.
One can only refer in the most general way to regions of the
two spaces as being related, and this is due to the nature
of wavefunctions: the large r regions are generally shallow
functions, and so tend to contribute to 1low momentum, and
near the nuclei the R-space wavefunction is usually rapidly
changing, thus contributing to high momentum regions. The
only way to think of correspondences between points in R-
and P-space is that amplitude at a point in P-space 1is a

result of R-space amplitude in areas which are separated by
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density maps for atomic orbitals
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nw/r, where n=0,1,2,3... This 1is the basis for bond
oscillation discussed further in section 2.6 and for bonding

in polyatomics, in section 2.5.3.

2.4 The One-dimensional Wavefunction Projection Q

Because it is a time-consuming and expensive‘process to
compute momentum ‘dehsity- maps exactly from the molecular
orbital coefficients, it is desirable to be able to form
some idea of the shape of the momentum density from a
knowledge of the R-space function and from some familiarity
with the effects of the Fourier Transform. To this end I
shall classify several types of wavefunctions according to
their symmetry and nodal structure, and illustrate their

appearance in the R- and P-space representations.

Define the function Q(r') as the projection of the
total three-dimensional R-space wavefunction «(r) onto a

line parallel with the vector r':
(2.9) o(r') = P (v(r);r")

The Fourier Transform of the resulting one-dimensional
function Q(r') gives the amplitude Q(p') of the
momentum-space wavefunction along a line passing through the

P-space origin with the same direction as vector r':
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. ip'r ,
(2.10) Q(p') = (2m)- "2 \dr' e o(r")

This function is ﬁseful, because there "are only a small
vnqmber of different classes of the function Q, which can
"easily be worked out. It is then usually possible to sketéh,
or visualise mentally the entire momentum density if one
knows the form of [Qkp')jz along two or three lines. It is
assumed that Q(r') is everywhere real; however, if this 1is
so, OQ(p') 1is not necessarily also everywhere real, but may
have an imaginary part,-énd for this reason i shall look at
the magnitude |Q(p')|Z?. As ﬁhe binary (e,2e) form factor and
momentum densitjA maps are also squared functions, this is
not 1inappropriate. Figure 2.2 shows schematically the
various classes of projections. Gaussian functions have bgen
used to simulate the projections. The scale for Q(r's is
arbitrary; the scale for |Q(p')|? 1is symmetric about the
midpoint where p=0. Table 2.1 is a summary of examples of

each class of projection.

When working out the form of Q(r') of a valence orbital
it is permissible to ignore the very low r region Qhen the
wavefunction here 1is rapidly changing due to contributions
from inner shell atomic orbitals. By the Reciprocity
principle these will affect only the very large p regions
which are usually not displayed in the momentum density maps

in this work.
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2.4.1 Class O: Centrosymmetric systems

All atomic orbitals and single-centre, completely
non-bonding molecular orbitals have the same shape in
R-space and P-space (Symmetry property). Their radial forms

are slightly different.

2.4.2 Class I: One lobe

This 1is the simplest case: Q(r') is pure s-type (i.e.
symmetric about its point of maximum amplitude), falls off
monotonically. on either side, and is everywhere the same
sign. |Q(p')|? is a similarly shaped function. It 1is found
in atomic 1s STOs and also in the os-orbitals of asymmetric
linear systems.perpendiéular to the bond axis. Class I is
different from class O in that it can be used to represent
orbitals which are mainly s-type, but also elongated or
contractéd in some dimension, as, for instance, the

¢—-bonding MO in a homonuclear diatomic.

2.4.3 Class II: Two lobes

The next simplest case, class II, comprises " those
projections Q(r') where there are two lobes of positive and
negative amplitude, separated by a nodal point. This class
breaks into two subélasses, IT1i and IIa. Class IIi comprise;
the symmetric case (hence the notation 1IIi) where the

wavefunction has a nodal plane perpendicular to the
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projection axis. Here |Q(p')|? .is zero at p=0 and rises on
either side to give two equal areas of momentum density.
This subclass is exemplified in 2p STOs and in the o¢* MOs of

homonuclear diatomic molecules.

Class Ila refers to the asymmetric case (notation IIa),
where the positive and negative lobes are different. The
distinguishing feature in |Q(p')|? is that there is now some
density at p=0. This is how the momentum density - maps of
heteronuclear and homonuclear diatomic molecules may be told
apart. Homonuclear MOs will all be class I or IIi.
Heteronuclear MOs will be somewhere between class Ovand Ila.
Exaﬁples of class I1a are found in the mostly-antibonding e*
MOs of heteronuclear diatomics, and also in the outer a,; MOs

of bent AH, molecules.

2.4.4 Class I111: Three lobes

Following the trend from <classes I to II the next
logical extension is to three lobes: i.e. Q(r') has two
nodal points separating three areas of ‘ amplitude of

oscillating sign.

In class III there are four subclasses. Class IIIi,
refers to the case where the positive and negative parts of
the projection exactly cancel in the overlap with the Zero
frequency (p=0) FT wave; this case will have no amplitude at

p=0. This subclass occurs in the 1t, orbital of CH,, taken



2/Momentum Space Chemistry 47

IVa

Class IV
h)

AN |
- | At e

O

Vi
o

lla,

Class Il

WM M

o

Class i

_d

Ila,

=

Class |

1Q(p)I*
1Q )l
Q

Figure 2.2 Schematic diagrams of one-dimensional
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Table 2.1 Examples of Q projections
Class O All atomic orbitals
Non-bonding orbitals that are essentially -
atomic
Class 1I All s atomic orbitals
' ¢—bonding orbitals
Hz 16{9}, Nz 26{9}, C02 36{9}
Class IIi All p atomic orbitals
Diatomic e¢{u} orbitals
.Nz ZG{U}, COZ ZJ{U}
Diatomic n{u} orbitals
N, 1n{u}, NO 2r, O, 1n{u}, CO, 1nw{ul},
Class Ila Certain hydride outer valence orbitals:
NH; 1le, 3a1, H,O 331, 1b2, 2a1
HF 3¢, 2¢
Asymmetric diatomic = orbitals parallel to
bond axis:
NO 2n
Class IIli, CH, 1t, orbital on a line parallel to
H-atoms of like sign, all orbitals of
d-type symmetry
Class Illa, Outer a, MOs in H,0 and H,S
in H-H direction
v* orbitals
0, 1n{g}, CO, trn{g}
Class IIIi, Symmetric triatomic (AX,) ¢{g} orbitals:
CO, 4¢{g}
Class Il1la, Higher>heteronuclear diatomic ¢ orbitals:
NO 5¢
Class IVi Higher AX, ¢ orbitals
CO, 3e¢{u}
Class 1IVa Higher ¢ orbitals of asymmetric

triatomics (ABC)
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in the direction joining H atoms of like sign, and in MOs of
d-type symmetry (two perpendicular planes of symmetry) in
any direction except those of the nodal planes. In all the
other subclasses the amounts of the positive and negative
lobes are nbt equal and so }Q(p')|2 always has non-zero

density at p=0.

Class Illa, refers to the case where the total
amplitude in the middle lobe ova(r') outweighs the. sum of
the outer ones, and the projection may be symmetric or
asymmetric about the midpoint. The resulting |Q(p')]|? |is
similar to IIii1 except that there 1is density at p=0.
Examples are the 3a; and 5a; MOs of H,O and H,S

respectively, taken in the direction joining the H atoms.

Class 1II11i, concerns the situations where amplitude in
the two outer lobes of Q(r') is greater than in the middle,
and the function is symmetric about its midpoint. One finds
that |Q(p')|? has three peaks separated by nodal points.
Examples of this class include the 46{g} orbital and the

(unoccupied) 2n{u} orbital of CO,.

Class IIla, is the asymmetric case of 1IIIi,. Here
|0(p')|? shows that the nodes of the class IIIi, P-space
function are filled in. Class IIla, is seen in the 5¢ MO of

nitric oxide (see Chapter 7).
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2.4.5 Four lobes

The number of possible subclasses increases with the
number of nodes in Q(r'); however, for the purposes of this

thesis, only two are important.

. Subclass IVi describes the symmetric case where four
peaks are seen in |Q(p')|? and where the density at p=0 is
zero. The amounts of intensity in the two inner |Q(p')|?
peaks relative to thé outer two is inversely proportional to
the amount of intensity in the inner lobes of Q{(r') relative
to the outer ones. Class IVi is exemplified in the 3¢{u}

orbital of CO,.

When the symmetry in subclass IVi is reduced, -the nodes
in |Q(p')|? £ill in, giving the subclass IVa. When Q(r') is
made very asymmetric, eventually |Q(p')|? will start to look

like one of the other a-type classes.

2.5 The Bonding'Principle

We have seen that atomic 6rbifals, whether plotted in
R-space or P-space, look almost the same except for the
‘reciprocal size relationship. Next, I shall consider the
effeét of bonding between atoms as viewed in momentum space.

As most of the calculations done in this work are of
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LCAO-MO-SCF wavefunctions I shall use the concepts and

nomenclature of MO theory in this chapter.

A disconcerting feature of momentum space is that,
unlike position space, there 1is nowhere to plot the
positions of the nuclei. This makes 1life conceptually
difficul£ because, as chemists, we are used to hanging‘ the
electron density on the nuclear geometry skeleton. It would
seem, at first then, to mean a serious loss of information
- in going to P-space,.but it will be shown later that in fact
the nuclear geometry information 1is still present in the

P-space representation, but in a somewhat obscured form.

2.5.1 Hydrides (AHn)

The m&lecular orbitals of hydrides (AHn) {Basch (1972)}
(figures 2.3, 2.5-7) are similar in character to the. atomic
orbitals of the constituent heavy atom, and so the momen t um
density maps will also be similar to those of the ns and np

atomic orbitals (figure 2.1).

Iﬁ particﬁlar,_ the addition of the hydrogen 1s
functions will cause the spherical distribution of the heavy
atom A(ns) orbital to contract in the directiqns of the A-H
bonds. The combination with the A(np) orbitals will
generally shrink the momentum density (as the P-space MOs
are now larger), and, whenever the symmetry of the new

molecular orbital is 1lower than the original atomic np
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Figure 2.3 CH, momentum and charge density maps.
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Figure 2.4 Schematic diagram of the constituent atomic
orbitals of the CH, 1t, MO.
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Figure 2.5 NH; momentum and charge density maps.
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orbital, the P-space nodal plane will be filled in to some
extent. Illustrative density maps for first row hydrides are
given in figure 2.3, and 2;542.7, and for H,S in figure 4.5.
The inner s-type a, MOs (A(2s)+H,(1s)+H,(1s)) are éll Class
I. The "higher p-type orbitals are Class IIi if the nodal
plane is still present, or Class iIa if it_ hés degenerated

to a nodal surface.

The methane 1t, orbital shows an interesting difference
from the  momentals ‘of the other first row hydrides. The
latter either preserve or destroy the nodal plane in forming
the molecular orbital. The methane 1t, momentum density
falls in between: it has two nodal lines (lines on ﬁhich the
density is zero) which bisect the H-C-H angle between H atom
1s functions of opposite sign. Momentum contour surfaces for
this orbital will look like a round balloon which has been
poked in on four sides (figure 2.3). It was a gratifying
exercise to work out what the 1t, density map must look like
according to the above principies and the Q projections in
section 2.4, and then to confirm it by computing the density
maps. Thié orbital is Class IIIi, in the direction joining
two H-atoms with 1s AOs of like sign (see the schematic
representation of the 1t, MO, figure 2.4) and Class IIi in

the direction of the central carbon 2p atomic orbital.
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2.5.2 Diatomic molecules (A,,AX)

This section 1s illustrated with the wavefunctions of

H, and CO {Basch (1972)} and N, {Kunz}.

Going back t§ basic chemistry, one describes the
simplest case of a ¢ bonding orbitai between two identical
atoms, A, sepafated by distance R; as having occurred when
electron density moves from its atomic distribution around
the nuclei into the bonding region between the nuqlei,
depicted in figure 2.8. Generally this produces a molecular
orbital centered midway between the atoms and is elongated
along, and constricted perpendicular to, the bond axis: in
fact, the familiar 'lozenge-shaped' ¢ bonding orbital.
Therefore, by the Reciprocity principle,'the P-space density
will also be more or less s-type but dilated perpendicular
to the  bond axis and contracted parallel to the bond
direction. This .is illustrated by the 1¢{g} orbital of the
H, electron density map (figure 2.9) where the ¢ MO is
formed from the gerade combination of two 1s atomic
orbitals, and, to a lesser extent,; in the 2¢{g} orbital of
N, (figure 2.10). Such orbitals project as Class I

(section 2.4.2).

Higher o¢-bonding orbitals such as the N, 36{g}
(figure 2.10) do not display such contractions. They have a
significant contribution of 2p atomic orbitals which puts

density 1into the antibonding regions and increases the
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Figure 2.8 Bonding and antibonding regions in diatomic
(A,, AX) and triatomic (AX,, AXY) molecules.
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'pseudo-angular' momentum (see definition below). The
wavefunction 1is now a three-lobed structure with nodal
surfaces near the nitrogen atoms, which overlaps
destructively wiﬁh FT waves of a period approximately £Wice
the internuclear spacing,. and constructively with FT Waves
of somewhat shorter period. This gives rise to the two nodal
surfaces in the N, 3¢{g} momentum density map at about
p||=*0.7a,-' and the areas of momentum density at
pl|=t1.4a,"'. This high pli density is a result of the
increased antibonding character and decreased bonding
character of the 3¢{g} orbital relative to the 2¢{g}. The N,

36{g} orbital falls into Class IIIi,.

The next case 1is the n-bonding MO, as exemplified in
the N, 1r{u} orbital. Everyone 1is familiar (figure 2.10)
with the two banana-shaped 1lobes of this orbital, formed
from the ungerade combination of N 2p{x} and 2p{y} atomic
orbitals. This orbital looks like an atomic p orbital that
has been stretched in the bond direction. Again therefore,
by the Reciprocity principle, the P-space representation of
this orbital should, in comparison with the atomic N2p
orbital, show almost -the ~ same density distribution
perpendicular to the bond, but with a ‘contraction in the
distribution parallel to the bond, which in fact it does.

The 1n{u} wavefunction is projection class IIi.

Antibonding orbitals arise with the combination of like

atomic orbitals of opposite sign, such that a nodal plane is
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introduced between the two centres, pushing élect:on density
out of the bonding region. The molecular orbital has a
'pseudo-angular momentum' greatefvthan'the.individual atomic
orbitals: 1i.e. if the AOs are two s-orbitals, the ungefade
.combination produces an MO which looks like a p-orbital. On
going to momentum. space the nodal plane is preserved, and we
get a p-type P—sbace orbital whose radial' extent is
inversely related to the bond length of fhe molecule. Thus
the characteristic. of ¢*(2s) antibonding orbitals is the
complete.rémoval of density from the perpendicular momentum
direction, and a b||{max} which reflects a convolution of
the internuclear distance and the radial extent of the
constituent atomic momentum density. This is an instance
where the nuclear geometry information is apparent in the
P-space density fun;tion, though in an obscure form. The N,

2¢{u} orbital is in Class IIi.

I have introduced a concept }pseudo—angular momentum'
here, which is a hand-waving idea at best: what I am trying
to refer to is the increasing complexity of the nodal plane
or nodal surfacé structure of molecular orbitals, going from
the inner MOs to the outer ones. This tendency has parallels
in the nodal structure of atomic orbitals which becomes more
intricate with increasing principal quantum number, however
the analogy is not exact because, by definition, molecules
have more than one centre, and the term 'pseudo-angular

momentum' to represent this concept is the best that can be
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devised. For example, the difference between the 2¢{g},
2¢{u} and 3¢{g} MOs of N, (figure 2.10) 1is mainly one of
'pseudo-angular momentum'; the number of nodal surfaces is

‘increasing from none, to one, to two.

A non-bonding orbital (that 1is not non-bonding by
virtue of equal amounts of bonding and antibonding
character) is a trivial case in P-space as in R-space: the
density will be very close to that of the constituent atomic
orbital, modified only by bond oscillation effects in the
case of degenerate non-bonding orbitals on two or more

centres (see section 2.6).

In between these two extremes of bonding and
antibonding lie the molecular orbitals of heteronuclear
diatomic molecules where the molecular orbitals are
constituted from dissimilar atomic orbitals. - and
n—bonding MOs are now constituted from unequal amounts of
dissimilar atomic orbitals with the result that they have
some non-bonding charactef, and resemble more closely their
constituent atomic orbitals. This means there is a reduction
in the bonding effects described for the homonuclear MOs
above:

(1) Boﬁding orbitals that are mainly ¢(2s) or n(2p)
show less contraction in the bond axis direction.
Examples are the 3¢ (class 1) and 1n (class IIi)
" orbitals of CO (figure 2.11) and NO (figures 7.2 and

7.3);
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(2) a—éntibonding .orbitals that are essentially of
¢*(2s) character now have the p||=0 nodal plane filied\h
in a little. This is seéh in the 4¢ orbitals of CO and
NO which are Class IIa in the bond direction and Class
I in the perpendicular direction. The reason for the
p=0 intensity 1is that there are no longer equal
positive and negative parts of the R-space
wavefunction, and SO the overlap with the
‘zero—-frequency FT wave is not exactly zero;

(3) o-bonding orbitals that are predominantly o (2p) no
longer show nodal surfaces in P-space for the same
reason as the o¢*(2s) case..Examples are again found in

the 5¢ MOs of CO and NO.

The . final generalization for bonding effects in homo-
and heteronuclear diatomics may be stated as follows: |
(1) The bonding region in R-space is the interatomic
region; bonding ‘character' is indicated by increased
density in this region. The antibonding region 1is at
the ends of the molecule: antibonding character 1is
likewise indicated by density in these regions;
(2) The bonding direction in P-space is the plane
perpéndiculaf to the bona axis; bonding effects are
indicated by a contraction of density toward this
plane, relative to _the atomic density. Antibonding
effects are indicated by a displacement of density

from this plane to higher p|| regions.
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The discussion of r*(2p) MOs is deferred to Chapter 7.

2.5.3 Linear symmetric triatomics (AX,)

The situation for these heavy atom triatomics is more
complicated than for the previous systems, because of the

increased number of valence electrons.

The bonding regions (figure 2.8) are now the two areas
between the atoms, and the antibonding regions are outside
the -end atoms of the molecule; an orbital which places
. density on the end atoms and none on the middle atom may be
considered mostly non-bonding, since the end atoms are far
enough apart as to have 1little interaction. The R-space
wavefunctions of such systems have symmetry 'gerade',6 or
'ungerade', depending on whether they change sign on
inversion through the central atom coordinates, and are ¢ or
n depending on whether they change sign on reflection in a

s{v} plane.

The understanding of bonding in AX, systems hinges on
the fact that the momentum density function for an LCAO
wavefunction can be broken up into one-center and two-center

parts:
(2.11) p{i}(p) = »,(p) + ».(p)

The explicit form for these is given 1in Appendix B. The

one-center part is just the sum of the individual basis set
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P-space density functions and is everywhere positive, For an
vAXZ_system aligned in the z—airection the one-centre part
will be a combination of 2s and 2p{z} density, leading to a
roughly spherical momentum density function, but elongated
in- the p|| direction and centred at the P-space origin. The
two—Centér part is the sum of all the interferencé terms
between two atomic centers, and 1is not restricted to
positive sign. As with any interference effect, there are
constructive and. déstructive components which vary as a
function of frequency and interatomic separation. Therefo}e,
electron amplitude at two (or moge) areas separated by r.
reinférces the atomic one-center momentum density near point
p=2nn/r (n=0,1,2...) in P-space if the areas are of the same
sign, or near point p=(2n+1)s/r (n=0,1,2...) if these areas
are of oscillating sign (i.e. +|-|+|- and so on). The atomic
density is likewise reduced near p=(2n+1)s/r where there is
electron density of the same wavefunction sign separated by
r, and near p=2nn/r for oscillating signs. This -is
. illustrated schematicaily in figure 2.6 and summarised in

Table 2.2.

Referring again to the Reciprocity principle, 1if the
R-space bonding regions are on the bond axis to either side
of the central atom, and the antibonding regions are outside
either end of the molecule, then 1in P-space antibonding
density will reinforce low momentum regions, and bonding

density reinforces high momentum regions.  --Non-bonding
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SAME SIGN ALTERNATING SIGN

CONSTRUCTIVE

DESTRUCTIVE

Figure 2.12 Schematic diagrams of the overlap of different
-frequency components of the Fourier Transform with
wavefunctions of different character.

69
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Table 2.2 Constructive and destructive interference

Same sign ' Oscillating sign
Constructive p=2nn/r p=(2n+1)n/r
Destructive p=(2n+1)n/r p=2nn/r
n=0,1,2...

Table 2.2 Constructive and destructive interference
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density will fall somewhere in between.

In the case of symmetric AX, systems the destructive
parts of the interference term can be strong ~enough to
exactly cancel the one-centre part at certain values of p||,
resulting in nodal planes. However, in asymmetric AXY
systems this will no longer occur (a situation similar to
homonuclear and heteronucléar diétomics), and the only nodal

planes will be those in the n orbitals.

The exact values of momentum can be worked out knowing
the symmetry of the orbital and the geometry of the
molecule. The detailed case for CO, 1is presented 1in

section 6.5.

It might be noted that these arguments can also be
applied to the bonding in diatomic molecules, to rationalize
the shape of the'P—space density in the 3¢{g} orbitals of N,

2.6 Bond Oscillation

Further development of the idea of charge separation
reinforcing certain components of the FT wave leads to the
concept of bond oscillation {Levin (1975), Coulson (1944)}.

The momentum distribution will, as a result of the four
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situations in Table 2.2, have weak fringes goiné out to
large p, separated by 2n/R where R is the vector between two
nuclei. This produces a sinusoidal modulation of the FT
amplitude in the R direction. This effect is analogous to
optical interfereﬁce fringes in the well—known. double slit
experiment. The sinusoidal modulation arisesvfrom.the factor

exp(ip.R{AJ}) between pairs of atoms A,J (see equation B.8).

Bond oscillation effects are most noticeable when the
two areas of charge density are well—;ocalised and distinct
from each other. Excellent examples are the core MOs of
homonuclear diatomics (see example N, 1s{g}, 1e{u} {Kunz},
figure 2.13). Here the magnitude of the oscillation is as
large as the p=0 density. In valence MOs where a large part
of the density 1is located 1in the bonding region, the.
modulations due to bond oscillation are much weaker, and may
only be seen by plotting MD maps with very 1low contour
values out to large momenta (e.g. figure 2.14). Valence bond
oscillations may become stronger if there are several atoms
at similar interatomic spacings, whereupon several
oscillations of the FT wave are reinforced, with

consequential increase in modulating amplitude.

The nuclear geometry is preserved in the P-space
representation in the presence of bond oscillations since
the spacing between successive peaks of the bond oscillation
density 1is inversely proportional to the interatomic

distance of the two centres. In a polyatomic system each
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Figure 2.13 N, inner shell 1e¢{g} and 1¢{u} momentum and
charge density maps, showing bond oscillation.
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O; MOMENTUM DENSITY CHARGE DENSITY

.Figure 2.14 O, 3a, orbital momentum and charge density maps

showing extensive bond oscillation. There are 13 contours in

the P-space map at fractions .5, .2, .1, .05, .02, and so on
down to .00005 of the maximum density.
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pair of atoms will give rise to its own bond oscillation
series, and so the nuclear geometry is apparent in much the
same way as the crystal structure is apparent from an ZX-ray
crystallography study. An example of this is the 3a,; MO of

O; (ozone) {Basch (1972)} shown in figure 2.14,

It will be noted that a side effect of the bond
oscillation phenomenon 1is an apparent elongation of the
P-density perpendicular to the bond axié. This éffect does
not 1indicate that the MO 1in question necessarily has
significant bonding character. An extreme example 1is N,
s{1s} orbital: we know this core MO to be non-bonding, but
there appears to be a very strong elongation indicating
bonding. However, the overall density is still more or less
spherically distributed about the P-space origin, indicating

a non-bonding MO.

2.7 The Spherical Average

As gaseous targets are used in the binary (e,2e)
experiment a spherical average of the three-dimensional
momentum density is observed on account of the rotational
motion of the target molecules. This naturaliy obscures

information in the momentum density, but this is not such a

handicap as might be thought since the obscured angular form
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is often dictated by the symmetry of the orbital and we can

oftentimes work out what that angular form must be.

The spherical average does tend to distort the relative
amounts of various angular momentum components of the total
density function in favour of the lower 1 contributions. An
" example of this is the 4¢ orbital of NO (see figures 7.2 and
7.3) where the momentum density map shows a mainly p-type
¢*(2s) orbital with a small amount of .density (<10 per cent
.of the maximum) at p=0: fhe spherically-averaged momentum
distribution (figure 7.1) shows much more intensity at g=0,

relative to the maximum.

The spherical average also tends to distort the depth
of minima in nodal areas: a nodal or near-nodal surface in a
linear molecule at for example p||=0.5 will be filled in to
some extent by density at p|>0.5 when the spherical average
is taken. A good example of this is the 3¢{g} MO of O,

(figure 7.2c).
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CHAPTER 3 EXPERIMENTAL

...they did not understand or like
machines more complicated than a
forge bellows, a water mill, or a hand loom...

This chapter describes the physical construction of the
spectrometer, the vacuum support systems, the electronics of
the spectrometer control and signal processing and data
acquisition systems, operating and calibration procedures,
and data analysis. The basic system has been reported in the
literature {Hood (1977)}. Further modifications incorporated

during the present work are indicated in the following text.

3.1 The Vacuum System

As with all electron spectrometers the instrument can
only function 1in high wvacuum (<10 %torr; 1torr=1mmHg).
Accordingly, the spectrometer is housed in a vacuum chamber
of about 0.1m® volume. This chamber is pumped by a 6-inch

Varian VHS-4 oil diffusion pump to attain a base pressure of
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| Figure 3.1 Schematic diagram of the binary (e, 2e)
spectrometer used to obtain most of the experimental results
in this thesis.

Legend:
CMA Cylindrical mirror SP2 Spray plate 2
analyser segment GC Gas cell
o Channeltron Q Quad electron deflectors

ZLL Electrostatic zoom lens EL Einzel lens
FC Faraday cup beam dump A Anode

T Turntable G Griad

EC End correctors - F Filament
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about 5x10-"torr; Convalex diffusion pump oil is wused. The
diffusion pump exhaust is pumped away by a Welch Duo-seal
1402 rotary mechanical pump. The system can be pumped down
to operating pressure in about 3 hdgrs, but it is cuétomary
to wait overnight before commencing operation, to allow the
chamber walls and spectrometer surfaces to outgas. The
ambient pressure is measured by a Veeco 1ionization gauge
mounted on the top of the spectrometer chamber. The port
leading to the gauge is shielded with a metal plate to
eliminate interference from the large numbers of electrons
produced by the ion gauge filament. All mechanical joints in
the vacuum housing are sealed with Viton O-ring gaskets, or
else soldered 6r welded permanently. Twobplexiglas—covered
viewing ports on the side and top of the wvacuum chamber

allow observation of the spectrometer in operation.

3.2 The Spectrometer

The spectrometer itself (figure 3.1) consists of an
electron beam source, a bgam steering unit, a gas cell, and
two electron analysers each made up of a three-element
electron lens and a «cylindrical mirror segment electron
energy ‘analyser with channeltroh.electron detectors, and a

mechanical angle-scanning system.
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3.2.1 The electron gun

The electron gun used for most of this work 1is a
Cliftronics CE5AH wunit designed to'suppiy-an electfon beam
of intermediate energy (100—2000eV). The gun consists of
several elements: o

(1) A thermionic emitter, wusually a tungsten wire
hairpin or ribbon loop;

(2) A grid, immediately next to the filament, with a
émall apertﬁre (0.5mm) through thch the extracted
electrons pass;

(3) An anode 1mm from the grid, of similar
construction: '

(4) A three-element einzel lens after the anode.

The filament 1is electrically heated with a DC current
to its operating temperature (1000-1500°C) at which point
electrons can be extracted easily by an electric field. This
extraction field is‘ defined by the small apertures in the
grid and anode, and by the relative electric potential on
the three elements. Normally the filament is maintained at
-E, volts (i.e. if a 400eV beam is desired then the filament
is set to -400 volts with respect to the gas cell which 1is
at ground potential). The grid is usually set to a potential
close to that of the filament. The filament/grid
configuration now defines a relatively field-free region at
the tip of the filament where a space charge or 'cloud' of

free electrons builds up. The anode is set several hundred
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volts positive with respect to the grid and; because of the
small size of the apertures in the érid and anode, this
defines a very sharp needle-shaped extraction field into
which the space charge flows. The sharper this extraction
fiéld can be made, the more collimated will be the resulting
electron beam. The .physical line-up - and voltages of the
filament/grid/anode assembly is crucial to the production of
a good beam. By 'good' here I mean a well-collimated beam,
with high flux and of small energy spread. The'filamént—grid
spacing is especially <critical: by trial and error a
separaﬁion of 0.2-0.3mm was found to give'good, reproducible
results. The einzel lens in the gun allows the operator to
correct any small divergences in the beam emanating from the
anode. In three-element einzel 1lenses the first and last
elements are at the same potential (in this case, at ground
potential) and the middle element potential is adjusted so

as to obtain the desired focussing effect.

With tungsten ribbon loop filaments aépending on the
gas pressure and type of gas used, 400eV beams of 20—100uA
could be obtained, collimated so well that 98 per cent of
the beam flux would pass through a 2mm aperture in a spray
piate 20cm removed from the gun. witﬁ thoriated tungsten
Qire hairpin filaments the beam was less good (10-504A,
90-95 per cent focussed through the spray plate) but tended
to last 50-100 per cent longer before burning out. Factors

tending to prolong the life of the filament are: T
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(1) Running at lower temperatures (i.e. lower filament

currents);

(2) Using tungsten wire filament material

(3) Using relatively inert gases at low pressures.
Factors which tend to shorten the filament life are:

(1) Poor physical line-up of the filament or high flux

‘requirements which necessitate - high filament

temperatures;

(2) Using tungsten ribbon filament material;

(3) Running reactive or corrosive gases at High

pressures.

The beam produced by the gun will have a finite energy
spread. This is due to the Boltzmann distribution of
electron energies in the filament material which is heated
to high temperature, and to fhe characteristics of the space
charge generated between the filament and the grid. Factors
tending to reduce the energy spread of the electron beam
are:

(1) Lower filament temperatures;
(2) Having the filament and the grid at similar

potentials,

Factors affecting the beam flux, energy and collimation
are complex and interrelated, so it is not a straightforward

matter to discuss these in any simple way.

Recently it has been found that for -1200eV operation a
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hairpin tungsten filament mounted so that the tip protrudes
into the grid-anode space gives good beams up to 100xA. In
this mode of operation the electrons emerging from the anode
is quite divergent, and one relies on the einzel 1lens to

collimate the beam.

The electron gun is surrounded by a loose wire mesh’
which is biased at the cathode (filament) pofential. The
mesh prevents unwanted electrons pouring out of the back of

the gun from straying near the analysers. -

3.2.2 The beam steering unit

The beam steering wunit 1is intended to correct for
residual magnetic fielés and mechanical misalignment as the
beam travels from the gun to the gas cell. The unit consists
of two spray plates, a Faraday cup beam dump, and two sets
of electrostatic beam deflectors, all mounted coaxially with
the electron gun. Spray plates are simply plates with small
apertures through which the beam passes, connected to a
microammeter. If any part of the beam, through magnetic
field deflection or poor alignment or focussing, should
strike .the spray plafe, then the resulting current can be
observed and the beam characteristics corrected. Since there
is one spray plate before the gas cell and one after, it is
possible to ensure that the beam passes down the axis of the
gas cell in spite of residual magnetic fields which may tend

to deflect 1it. The Faraday cup serves to collect the
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unscattered beam and prevents it from causing interference
in penetrating the analysers. The Faraday cup 1s also
connected to the microammeter so the total 1incident beam

current can be monitored.

3.2.3 The gas cell

- The gés cell itself is simbly a fube blocked off at
both ends, mounted coaxially‘ with the electron gun.
Apertures are made in the ends for the beam to pass through,
and slots are cut around the middle for the ‘scattered
electrons to pass out of the cell. Where the slots are open
to the vacuum chamber these open areas are covered with
sliding metal shim blinds. This again is intended to prevent
noise from stray electrons and to make the cell more nearly
gas-tight. A small hole is made to admit the gas. The gas
cell permits a local increase in the gas density 1in the
scattering region, without having to flood the whole vacuum
chamber to achieve the desired target density. It has been
estimated {Hood (1977)} that the gas pressure inside the
cell is approximately one to two orders of magnitude greater

than the ambient vacuum chamber pressure.
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3.2.4 The electron lenses

The th:ee—element electron lenses which transport the
electroné from the scattering region to the analysers have
two functions:

(1) To focus those scattered particles with the .

correct energy and trajectory on to the analyser

entrance aperture;

(2) To retard the energies of the scattered particles

by some fixed adjustable amount E{retard}..
Three-element zoom lenses have the property that different
retard ratios may be obtained without altering the focal
positions of the lens. Each lens has a beam deflection unit
immediately before the analyser entrance aperture to correct
for residual magnetic field and mechanical misalignment
effects. Each lens has an entrance aperture which serves as
an angular stop preventing the entrance of a large number of
unwanted electrons. The lenses are mounted at a polar angle
of 45°. This particular angle is chosen for two reasons:

(1) Binary encounter theory dictates that the closest

e-e collision produces scattered - electrons at

approximately this polar angle;

(2) More particularly, it is possible to measure down

to lowest g only near a 45° polar angle. To be

precise, the lowest measurable g for an incident

energy of 400eV and a representative binding energy of

15 eV is 0.1ap,"', and occurs at ¢=0° and 6=44.6°. The
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measured‘q rises rapidly if the polar angle is changed
even slightly (éee.figures 3.8 and 3.9). This topic is

treated more fully in section 3.5.

3.2.5 The cylindrical mirror segment analysers

The electron'ahalysers are cylindrical mirror analyser
(CMA) segments. A cylindrical mirror analyser is defined as
two 1infinitely long coaxial metal cylinders (figure 3.2).
They have the property that charged particles emanating from
a point (A) within the inner cylinder can, if they are of
the correct energy and trajectory, be focussed on another
point (B) within the inner cylinder by correctly applying
electric potentials to the two elements. Inasmuch as
infinitely long cylinders are unattainable by mere mortals,
the wusual practice is to truncate the cylinders somewhere
beyond points A and B, and place correcting elements in the
ends of the cylinders to maintain the original electric
field. Since in the present application it is also
impractical to have fully cylindrical analysers, they have
also been truncated in the azimuthal direction to allow room
for the gas cell and lenses: hence the name CMA segments.
Elements are also provided to correct for the azimuthal
truncation. One of the analysers is fixed, and the other is
mounted on a rotating turntable to permit the variation of
the azimuthal scattering angle ¢. As shown by equation 1.16

and figures 3.8 and 3.9 this 1is closely related to
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Figure 3.2 Schematic diagram of a cylindrical mirror segment
analyser and trajectory of an analysed electron.
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-scanning q.

Because particles must have the correct energf to pass
from point A to point B the CMAs serve as energy selectors.
The correct energy of the electrons to péss through the
analyser is termed the pass energy, E{pass}. Correct

operation of the spectrometer requires that:
(3.1) E;, = E, = %(Eys-e¢) = E{retard} + E{pass}

The necessary voltages are supplied by various DC power

supplies, adjustable by the operator.

The analysers are designed to have first and second
order focussing:
(3.2) dz = 4%z = 0

de de?
where 6 is now the analyser entrance angle, and 2z 1is the
axial component of the distance between points A and B
(figure 3.2). Since tﬁese points were chosen to be on the
axis df the analyser, the entrance angle must be 42.3° to
. obtain second order focussing (explaining the 2.7° tilt to
the analysers seen in figure 3.1) according to theoretical
calculations of CMA parameters {Risley (1972)}. = These
calculations also give the dispersion for such a case as:

(3.3) D = E{pass} dz = 5.6
dE{pass}

(in units of the inner cylinder radius). If the entrance and
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exit apertures are both of 1mm diameter, this means a

resolution of:

(3.4) R = AE{pass} = 0.01
E{pass}

Therefore, for a pass.energy of 50eV, and an energy spread
of about 0.8eV for the incident electrons (from elastic
scattering measurements), the overall resolution for the
spectrometer should be:
1
R = (.52 + ,52 + .82)/2 = 1,07

(The result of the convolution of several Gaussian peaks
together is another Gaussian whose width (FWHM) 1is the
square root of the sum of the squares of the individual
widths.) In actual fact the resolution is generally slightly
worse-than this, generally between 1.2-1.6eV depending on
the filament, because the figure R=0.01 does not take into
account the spread in entrance angles, which, although the
analyser has second order focussing, does have an effect on
the energy resolution. It might be noted here that the best
energy resolution attained in a binary (e,2e) experiment is
a 0.06eV FWHM measurement on argon {Williéms (1978)} but

this required long acquisition times.

With the electron lenses as trajectory selectors we now
have & system which will characterize the positions and

momenta of the scattered particles emerging from the gas



3/Experimental 90

cell to within some experimental error. Since the energy and
trajectory of the incident beam 1is also known, this
.experimental arrangement permits the measurement- of the
binary (e,2e) cross-section, as a function of binding energy

(e) and momentum (g).

3.2.6 The channeltrons

Electrons which successfully pass through the analyser
are collected 1in the channeltrons (channeltron = channel
electron multiplier). These are semiconducting glass tubes
with a secondary emission coefficient significantly greater
than unity. A bias of several thousand volts is applied over
the 1length of the tube. When an electron from the analyser
strikes the inner surface of the tube it releases a shower
of several secondary electrons from the glass. Because of
the bias on the tube these secondary electrons are
accelerated toward the positive end of the tﬁbe and
eventﬁally they in turn strike the walls of the tube
releasing many more showers of electrons. Since each
electron produces more than one sécondary electron there is
a net amplification of the single incident electron into a
pulse of 107-108 electrons at the other end of the tube.
This pulse can now be amplified and processed by
conventional electronic circuits. The pulse has the
following characteristics:

(1) -10 to -50mV pulse amplitude when capacitatively



3/Experimental 91

—> <-6T t

threshold 4 E

50% \

50%

Figure 3.3 Schematic diagram of channeltron pulse shapes and
different types of discriminator responses:
(a) Poor termination of cables resulting in ringing on the
signal, and threshold-crossing discrimination with attendant

timing uncertainty.
(b) Clean channeltron signal and accurate timing from

constant fraction discrimination.
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coupled (0.054F) into a 500 load. Noise on this signal

is less than 5mv.

(2) Near—Gaussian‘pulse shépe - 10ns FWHM.
The channeltron is housed inside a metal shield to prevent
interference from stray electrons. Care is taken to prevent
arcing of the high voltage (3.5-4kV) channeltron bias to

nearby low-voltage points.

Channeltrons are wusually curved to prevent secondary
ion feedback. A gas molecule which happens to be ionized by
a collision with a secondary elecfron would be accelerated
towards the entrance of the channeltron, where it could
trigger another burst of secondary electrons. Curving the
channeltron means that the ion strikes the wall well - before

it reaches the entrance..

The channeltron electron multiplier detectors
(originally Mullard B419AL) have been replaced by a similar
but smaller set (Mullard B318AL). This replacement, combined
with closer impedance matching at the pulse pickoff point 6n
the channeltron output, has improved the timing resolution
from about 12ns to 7-8ns (FWHM). With somewhat longer data
acquisition times (3-4 days per orbital) than had previously
been used, and improved‘Eiming, a significant improvement in
the overall signal-to-noise ratio was obtained, compared

with work previous to the H,S results.
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3.2.7 The angle-scanning system

An electromechanical servo loop sysfem is used to set
the angle of the moving analyser.b The servo amplifier
compares a reference voltage from the data acquisition
control system with a scan voltage from a potentiometer
mechanically linked to the analyser turntable, and generates
an AC motor-driving output with the correct phase to turn
the motor in the direction which makes the difference
between the reference and scan voltages less. Once the two
voltages are the same the servo amplifier output drops to

zero and the motor stops.

Considerable effort was expended to make this system
reliable and accurate. Presently the angle is resettable to
+0.2° A special silencer unit was devised to turn off the
motor once the angle was set. Previously, chatter in the
motor was very noisy, and caused loosening and wear in the

mechanical parts of the system.

3.3 Construction and Materials

The spectrometer is constructed almost entirely out of
brass and aluminum because magnetic fields must be reduced
to a minimum, and because these materials are cheap, and

easy to machine. The vacuum housing 1is surrounded by a
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s-metal shield (a material of'high permeability) to reduce
the effects of the earth's magnetic ’iield; Where high
temperatures or mechanicél strength require it, stainless
steel. is sometimes used: if brass 1is heated to high
temperatures the zinc in it will _evaporate; Electrical
insulatioﬁ is achieved with sapphire balls, Teflon, ceramic,
and Macor (a machinable ceramic). vEléctrical connections
through the vacuum housing are provided by octal (Varian
Eimac) and HV-BNC (Ceramaseal)-sealed feedthroughs soldered
into brass flanges which in turn are bolted onto the
baseplate and sealed with O-rings. All surfaces (e#cept for
the electron gun) which define an electric potential
directing the motion of electrons within the spectrometer
are coated with benzene soot. This 1is simply a form of
amorphous carbon and helps to:

(1) Maintain an -equal potential over the entire

surface of a given spectrometer element;

(2) Reduce the secondary emission coefficient of the

surface material so that electrons which strike the

surfaces do not bounce off or produce further

secondary electrons which contribute to noise in the

spectrometer.

Apertures -in the electron lens and in the spray plates
are made of molybdenum, which also has a 1low secondary
emission coefficient, further reducing noise within the

system.
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3.4 Signal Processing

The following sections describe the processing of the
raw channeltron pulses, in order to extract the (e,2e) event
rate. Fairly sophisticated electronic circuitry is required
to process the channeltron signals,v‘and to detect true
coincidences (i.e. two channeltron pulses triggered by

scattered electrons from the same (e, 2e) event).

3.4.1 Channeltron coupling

The channeltron pulses are capacitatively decoupled
from the high wvoltage bias and transmitted to the first
stage of amplification by 500 coaxial cable (RG58/U,
RG174/U) (see figure 3.4). This amplification stage is done
by ORTEC 9301 Fast Pulse Preamplifieré (FPP). It 1is very
important that the signal cable be properly terminated in
order to ensure that the signal quality is not degraded due
to impedance mismatches which cause 'ringing' (figure 3.3).
Several circuits have been tried out, and the most used ones
are shown in figure 3.4, Circuit A has the advantage that
only two feedthroughs and two lengths of cable are required,
but has the disadvantage that the lines are not properly
terminated, and hence generates a large amount of ringing on

the pulses.

Best results are obtained with circuit B. All four ends

of the two signal cables are terminated in 500 resistive
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Figure 3.4 Channeltron pulse decoupling circuits:
(a) Circuit A: improper termination of cables
(b) Circuit B: correct termination of cables
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loads, and all four ehds of the outer shield elements are
carefully grounded to reduce pickup from external sourcés of
electrical hoise, and from the other channeltrons. (It
should be noted that a pulse is transmitted equa}ly well
when applied to either the inner element or the outer shield
of a coaxial cable. Thus if the outer shield is not grounded
at both ends it will éct as an excellen£ antenna.) The
time constanf of the terminator resistor and decoupling
capacitor is chosen to be much longer than the channeltron
pulse: this means that the sighal will not be distorted by

capacitative differentiation to any significant extent.

3.4.2 Pulse amplification and discrimination

A schematic diagram of the signal processing

electronics is given in figure 3.5.

The first stage of amplification is dbne by the FPPs:
these in a sense are simply glorified fuses because they
isolate the expensive and sensitive main electronics from
the destructive effects ©of very high voltage transients
which result from breakdown of the channeltron bias voltage
inside the spectrometer. It 1s cheaper and quicker to
replace components in the preamps than in main amplifiers,
in the event of arc-overs. They also serve as line drivers
for the coaxial cables leading to the main amplifiers: the
weak signal from the channeltrons requires amplification

before it can be transmitted without interference from
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Figure 3.5 Schematic diagram of signal-processing

electronics
Legend:
FPP Fast pulse preamps SCA single-channel analyser
TFA Timing filter amps SS Spectrum scanner’
CFD Constant fraction PC Program Control
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TAC Time to amplitude

converter
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‘ground loops or pickup over cables that may be up to 3m
long. This way the cable leﬁgth from the channeitrons to the

first amplification stage is only about 30cm.

The main stage of amplification is done by ORTEC 454
Timing Filter Amplifiers (TFA). These are fast rise time 500
amplifiers with adjustable gain up to 20:1. The gain of each
amplifier is set so that the pulse height distributions of
eaéh channel at the amplifier output are roughly equal,
compensating for unequal channeltron gains. They are also
equipped with active filter networks to adjust the rise and
fall time constants of the output pulse, but these are -
usually not wused as it is desirable to keep the pulse as
sharp as possible. A lot of ringing or oscillation on the
pulse may be reduced by adjusting the fall time constant,
but this 1is a 'bandaid' solution at best, and it 1is

advisable to locate and eliminate the source of the problem.

The main amplifiers are followed by ORTEC 463 Constant
Fraction Discriminators (CFD). The function of these wunits
is to provide a very sharp, uniformly timed and shaped
output pulse whenever there ié a valid input pulse. 'Valid'
in this case means that the input pulse amplitude must
exceed a certain adjustable threshold before the wunit will
respond and produce an output pulse. This threshold feature
is used to reject noise below a certain level. The timing of
the output pulse - is critical to this experiment in providing

a precise indication of the relative times of the pulses on
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each 1line. Simple threshold—crossing discrimination is not
'adequate for this application, as inspection of figure 5.2
will show: production of the output pulse is initiated when
amplitude of the input pulse crosses a diven threshold
voltage. It 1is seen thét the relative timing of the output
pulée is seﬁéitive to the amplitude of the'inpuf pulse., If
the ' rise time of the pulsé is 4-5ns this means an
uncertainty in the timing of the output pulse of a similar
amount. The only way to reduce this uncertainty is to set
the threshold close to zero, but then low-level noise starts

to trigger the discriminator.

Constant fraction discrimination is the method chosen
~ to solve this problem. In this technique the output pulse is
produced when the input waveform reaches a fixed fraction of
the total pulse height. This gives the timing result shown
in fiqgure 3.3, and 1is nearly independent of the pulse

height.

3.4.3 Coincidence detection

The main task of. the signal processing electronics is
to detect coincidences in the two streams of electrons
entering the channeltrons. A valid (e,2e) event produces two
electrons which reach the channeltrons at the same time
(t,=t,, or At=0) and therefore initiates two simultaneous
pulses in the CFD output lines. However there is another

scattering event which produces an identical response in the
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channeltrons. This can happén if two unrelated electrons 1in
the incident beam simultaneously collide with two gas
molecules within the collision wvolume producing (by some
process of ineiastic scattering or ionization, etc.) two
unrelated scattered electrons: one has the necessary
momentumA ky to pass through - one analyser, and the other
electron E; through the other analyser. Obviously this
accidental cdincidence signal at the channeltrons will be
indistinguishable from a true coincidence which signifies a
real (e,2e) event. The préblem then is how to remove the
backg?ound of accidental coincidences and measure 'only the

true coincidence rate.

The answer lies in the fact that the accidental
coincidence rate is only the special case where the timing
of the two incident electrons is simultaneous (at=t,-t,=0).
The rate for the observation of two random channeltron
pulses having a non-zero time separation (At=t) must be the
same as the At=0 rate. Aléo, the rate of non-(e,2e)
coincidences is not a functibn of binding energy or
azimuthal scattering angle. Therefore, if the rate of
‘'observation of pulse pairs of time separation At=0 and At=7
can both be measured, it follows that the true (e,2e) rate

is given by:
(3.5) Ratef{e,2e} = Rate{at=0} - Ratef{at=r}

Rate{e,2e} 1is termed -the 'true coincidence rate',Rate{at=0}
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is called the 'total coincidence rate', and Rate{at=r} 1is
the rate of random pulse pairs. '"Accidental coincidence
rate' refers to those coincidences where At=0, but the two

electrons do not come from a valid (e,2e) event.

The rejection of accidental coincidences ' is done
electronically with a time-to-amplitude converter (ORTEC TAC
467), two single channel analysers (ORTEC SCA 406), a
coaxial <cable delay 1line, and a logic circuit or computer
software (figure 3.5). A TAC has two inputs; START and STOP:
one CFD is connected to the START input and the other CFD
through the delay line to the STOP input. A valid pulse at
the START input starts an internal clock in the TAC at time
t,. A subsequent pulse at the STOP input stops this clock at
time t, and triggers the conversion of this internal
measured time into an output pulse whose amplitude 1is
proportional to the time separation At. The true
coincidences do not.all occur exactly at At=0, but rather
there 1is a finite time width, &7, associated with this
signal due to slight changes in propagation times of the
signals through the spectrometer and electronics; a-delay'is
used in the STOP line to shift the true coincidence 'signal
completely 1into the range of the TAC, otherwise true
coincidences where the STOP pulse comes slightly before the
START pulse will not be detected by the TAC. With Mullard

B318AL channeltrons &1 is about 6-8ns.

A histogram of the TAC output is shown in figure 3.6. A
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flat background is observed, due to the random pulse pairs,
and superimposed oﬁ this 1is a peak due to the true.
coincidence signal. The position of this peak is related to
the cumulative differences in propagation times of the. two
signals. The width of.the peak is a function of the timing
spread due to the dispersion of particles in the analysers,

. noise in the system, and jitter in the CFDs.

The = TAC output pulse 1is fed to the two SCAs. An SCA
generates an output pulse only if the input pulse has an
amplitude. within a voltage window with adjustable upper and
lower bounds. One SCA is set to span the coincidence peak,
and the other has the same width, but is positioned on the
flat background (see figure 3.6). The data acquisition
system 1s arranged so that a pulse from SCA1 will increment
a counter register, and a pulse from SCA2 will decrement the
-counter. This is how equation 3.5 is implemented in the data
acquisition electronics: it can be seen that the
time-averaged pulse rate from SCA2 cancels off the
accidental coincidence rate in SCA1 so that only the true

coincidences accumulate in the counter.

In fact, as fiqure 3.6 shows, the ratio of the SCA
window widths need not be unity, but.can be some integer n
greater than unity, as long as an equal count n is added to
the spectrum wupon receipt of an SCA1 pulse. - This
modification improves the. statistical accuracy of the

spectrum since more measurements of Rate{At=r} are made. The
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statistical accuracy of the final spectrum is:

1
(3.6) ¢ = [N{At=0} * N{At=f}] &
n .
where N{At=0} is the number of counts from SCA1, N{at=r} is
‘the number of counts from SCA2, and n is the ratio of the
window widths. Clearly, increasing n reduces o¢. For most of
the measurements in this thesis, n was set to 15. |

3.4.4 Signal-averaging data acquisition system

Two' data acquisition systems were used: the first is a
combination of a specially built 16-bit up/down counter
register, a commercial Nicolet 1072 signal averager, and
ORTEC scan control units (this system was already in place
at the beginning of the work for this thesis); the second
was designed during the thesis work around a PDP LSI11/03

microcomputer.

The data acquisition system must perform several
functions:

(1) Storage space for a multi-channel histogram must

be provided;

(2) There must be an active channel where the total
count can be incremented by n on receipt of a pulse
from SCA1, or decremented in the case of a pulse from
SCA2;

(3) There must be provision whereby the active channel
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can be stepped through the histogram and reset,
concurrently with stepping and resetting a reference
voltage which 1is wused to control the scanned
parametér;

(4) The ﬁontents of the histogram must be displayed
graphically for observation, aﬁd there should be a
method for making permanent graphical and numerical

records of the data.

The term 'signal averaging' denotes the process of
repetitive accumulated scanning of a spectruh, where the
results of a scan are added to the previous scans. This is
done for two reasons:

.(1) If the signal intensity 1is comparable with, or
less than the noise in a measurement, the noise will
cancel out over many scans because it is a random
phenomenon, but thé signal, though weak, is present
all the time, and should reinforce itself with every
scan. With a long enough collection time it willl
eventually be visible over the noise;

(2) Although there might be a large change in the
signal rate with time over the course of a run, this
will not affect the final spectrum since during any
single scan the change in intensitf will be

insignificant.

The Nicolet 1072 signal averager is a data acquisition

and storage device with the features described above. It has
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a hardware memory of 1024x16-bit - words, divided  into
4x256-word éegments. There is a_puise counting circuitrf'and
external channel advance and reset lines. Outputs are
provided for a continuous X-Y oscilloscope display, point

plotter, and teletype.

The up/down counter interfaces between the two SCAs and
the Nicolet. The internal 16-bit register is incremented by
a pulse from SCA1 and decremented by a pulse from SCA2.
Receipt of a channel advance pulse indicates the end of the
data collection period’ for a given active channel and
triggers the readout of the final contents of.the internal
register into the Nicolet and «clears the register. This
readout takes the form of a serial pulse train to the
Nicolet pulse input line, and a simultaneous hi/lo logic
level into the Nicolet add/subtract 1line. The number of
pulses is equal to the absolute magnitude of.the accumulated
count, and the state of the add/subtract 1line gives the
sign. This result is added to the accumulated count. Then a.
delayed version of the channel advance pulse steps the

Nicolet to the next channel.

The Nicolet 1072 is capable of functioning (via plug-in
units) as a pulse height analyser as well as a signal
averager. In this mode the TAC output 1is converted to a
histogram of frequency vs pulse height. The Nicolet.also
provides some primitive data reduction facilities to add and

smooth spectra, subtract backgrounds, and so on.
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The microcomputer-based data acquisition system is.
described in detail in Chapter 8. All that need be said here
is that all the basic functions of tﬁe Nicolet system aré
emulated, and, due to the versatility and powerful software
of a computer system, many tedious daﬁa ~reduction and
analysis procedures are automated. Data is semi-permanently
stored on floppy diskette medium, along with all parameters
pertinent to the run. Permanent graphical and textual
records are made on a graphics printer. The computer-based
system allows more flexibility in data acquisition. For
instance it is possible, since the computer can control both
incident energy and scattering angle simultaneously, to
record several binding energy spectra and momentum
distributions concurrently and so maintain. the correct
relative absolute 1intensity of a given structure with

respect to its fellows.

3.5 The Instrumental Response Function

The spectrometer 1is sensitive only to those eiectrons
emerging from the gas cell which have particular properties.
We do not observe an ideal (e,2e) cross-section of a single
molecule, but Trather some result which also has convoluted

in a resolution function with several dimensionalities:
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Figure 3.7 The collision volume resulting from the overlap
of hypothetical cylinders and cones representing the
incident beam volume and the acceptance cones of the lenses.
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(1) The spatial collision volume as defined by the
overlap of the incidenf electron beam, and the
acceptance cdnes of the lenses (figure 3.7). This
overlap determines the mean 6 and ¢ angles, and the
effective 6 and ¢ resolution., It is very important to
understand that this volume 1is not necessarily a
constant function of the azimuthal scattering .angle.
The question will bé elaborated below;

(2) The finite energy resolution which is a function
éf theienergy spread of the incident beam, and the
dispersion of the two analysers;

(3) The overall timing uncertainty which arises from
differences in analyser transit times, channeltron
response, and electronic processing delays; This does
not normally enter into the response function since
one effectively integrates over At by setting SCA1 to
span the entire coincidence peak;

(4) Incident beam flux: this 1is almost never an
absolutely constant function of incident energy;

(5) Gas density: it is assumed that the sample gas is
homogeneously distributed throughout the gas cell;

(6) Lens/analyser transmission function: this is not
necessarily perfectly constant as a function of

azimuthal angle.

The optimization of the spectrometer operation must

take into account the following points (numbered to refer to
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the same topics as above):

(1) In order to ensure that the collision volume does
not alter significantly with azimuthal scatfering
angle the mean diameter of the electron beam (it
probably hés a semi-Gaussian cross—sectibn) must Dbe
made significanly 1less than the diameter of the lens
acceptance cones at their intersection. If fhis is
‘done then the collisionvvolume will be a thin cylinder

whose shape changes only very slightly at the ends, as

the moving analyser revolves. Also, if there is any

drift in the position of the beam, the acceptance cone
of the moving lens, or misalignment in the physical

construction of the spectrometer, such things will

have little effect on the collision volume. The only.

disadvantage to this type of operation is that a
fairly large e angle is subtended over the length of
the collision volume, which must be taken into account
in comparing theoretical momentum distributions with
experiment. If however, in the interests of good e-
and ¢-resolution, the acceptance cones are made very
sharp then several problems will result: it will be
difficult to keep the moving lens acceptance cone
centred on the beam; the alignment of the lenses in
the e-dimension is also now more critical; changing
collision volume with ¢-angle will be wunavoidable,
unless higher incident energy is used to compress the

distribution into a small ¢-range, whereupon the
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relative ¢-resolution is back to where it was before;
and finally, the data rate will be diminished. With
the ‘optimized collision volume the e—resolﬁtion wili
be worse than the g-resolution. This will have the
greatést effect in p-type distributions near g=0,
where the Qharp minimum will be filled 1in to some
extent. Because there is uncertainty in this
resolution factor, and also because of the uncertainty
in the mean ¢ value arising from the wuse of the
deflectors in the lenses, I am unwilling to draw firm
conclusions about the shape of the distribution or its
agreement with theory in the region g<0.4a, ';.

(2) Where the binding energy spectrum is simple enough
(i.e. the peaks are few and well-separated) it is
desirable to degrade the energy resolution té fhe
point where the binding energy peaks begin to mérge
Atogether.' This will afford the highest possible data
rate, yet still allow the momentum distributions to be
determined without overlap from other states. For
complex binding energy spectra one can try to resolve
the outer valence peaks, but in the'present state of
the art, it 1is not practical to try to resolve the
inner valence region as this 1is almost always very
intricate. In any case, it is not practical to try to
impfpvé the overall energy resolution to much beyond a
factor 1.5 times the incident beam energy spread. The

energy response function is optimized by reducing the

112
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incident beam energy from Ept+te to E; and observing the

113

energy distribution of elastically scattered electrons

in each analyser. The lens focus control and the lens
deflectors were used to make this distribution as
sharp and as nearly sjmmetric,as possiblep4but it 1is
‘now realised that the wuse of the defleétors in the
vertical plane distorts the effective 6 angle. It |is
recommended that these two elements be short-circuited
to the analyser inner element;

(3) It 1is desirable to reduce the overail timing
spread so as to be §ble to increase the ratio of the

widths of the SCA1 and SCA2 windows, and improve the

statistics of the measurement. This can be done by the

following: narrowing the acceptance cone of the
electron >lenses and raising the pass energy in the
analysers (where feasible) so that the dispersion is
less and the lens/analyser transit time spread is
thereby reduced; wusing smaller channeltrons with
sharper pulse outputs; and improving the quality of
the signal decoupling and transmission between the
channeltrons and the preamps so that only a bare
minimum of noise and ringing is imposed on the signal.
It is important to check from time to time that the
coincidence peak has not drifted out of the SCA?1
wihdow;

(4,5) Changes in the incident beam flux, as a function

of energy, and gas density, as a function of time, can
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be accounted for by normalizing the scan time to the
singleslscattering rate in the moving analyser, and by
the signal—averaging’data acquisition method. One must
bg careful when using normalization as it can obscure
‘poofly—optimized factors in the instrumental response
function: for instance, drifts in the collision volume
due to poorly-tuned beam and lenses, magnetic field
changes, or charging effects; or changing background
count rates due to anisotropic stray electrons;

(6) The 1ens/énalyser transmissioﬁ function 1is an
unlikely soﬁrce of trouble, but it can change slightly
if magnetic field fluctuations cannot be rigorously
eliminated. The moving analyser is especially
susceptible to this, and also to a varying background
of stray electrons within the vacuum chamber. This is
why w-metal shielding must be uéed, and measures taken
to control or eliminate all sources of stray
electrons. While .such stray electrons do not'affect
thé coincidence count rate since they do not arise
from (e,2e) events, they can give rise to a sloping
background by éltering the random pulse-pair rate as a

function 'of angle.

114
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3.5.1 The g-e-¢ surface

Figures 3.8 and 3.9 shows a representation of equation
1.17 where q is plotted as a function of the e and ¢
scattering angles for E, values of 400 eV and 1200 eV. A

hypothetical binding energy of 15eV is used.

It 1is seen that at 1200eV the momentum distribution is
compressed to lower g¢-angle and also that g 1is a sharper
function of e, than at 400eV. Therefore at the higher energy
it 1is relatively more important to know lprecisely the
effective mean 6 and ¢ angles in converting the ¢-scale to
the g-scale, and the - and g-resolution 1in comparing

experiment with theory.

For all of the work 1in this thesis a.  resolution
cbnvolution -program was used to fold the experimental
angular resolution and Mott scattering factor into the
theoretical momentum distribution. This program (written by
Drs. A. Hammett and S.T. Hood) approximates the finite
angular acceptance cone of the lens with an average over
several rays of slightly differing - and ¢-angle. The
number and direction of these rays were determined
empirically by comparison of a good theoretical wavefunction
with experiment for helium. Unfortunately, the helium 1s
momentum distribution 1is not very sensitive to the angular
.resolution, and the parameterization should also have been

done on the argon 3p momentum distribution. Judging by the
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Figure 3.8 Contour map of q as a function of @ and ¢ at
Eo,=400eV and e=15eV. Contours are at intervals of 0.1a,"'.
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Figure 3.9 Contour map of g as a function of 6 and ¢ at
E¢=1200eV and e=15eV. Contours are at intervals of 0.1a, '.
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H,S results the estimated angular resolution 1is probably
worse than it really is: the experimental p-type momentum
distributions are consistently sharper than calculation;

however, the opposite seems to be the case for COQO,.

3.5.2 Comparison of 400eV vs 1200eV operation

The choice of incident energy E, is an important factor
in running the spectrometer. The several arguments for
preferring 400eV o§.1200eV operation are given here:

(1) Signal/noise ratio: _ the binary (e,2e)
cross-section falls off as E-¥? with increasing energy
(see equations 1.18 and 1.19), whereas the inelastic
scattering cross-section for production of single
particles> of energy E,;=E,="%(Eps-¢) {Inokuti (1971)}
falls off faster as E-2?, For this reason it |is
desirable to operate at higher energy so as to
increase the signal/noise ratio. This does mean a
lower data ‘. rate, but this can be improved by
increasing the collision rate (i.e. higher beam flux
and gas density);

(2) Angular resolution: as demonstrated in the
previous section, the angular resolution must be
improved going to higher energy, in order to maintain
the equivalent g-resolution. As with any type of

resolution improvement this goes hand-in-hand with a

loss in data rate. A loss 1in relative angular



3/Experimental 119

50

-5
1.2x10

40+ 14

15

17

30- 18
19

20

204 22

415¢V
10

| |
40 42 44 g 46 48 50

Figure 3.10 Contour map of s{Mott} as a function of 6 and ¢
at E,=400eV and e=15eV. Contour values are labelled on the
diagram.
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Figure 3.11 Contour map of ¢{Mott} as a function of 6 and ¢
at E,=1200eV and e¢=15eV. Contour values are labelled on the
' diagram.
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resolution affects primarily the determination of
p4type momentum distributions near g=0, and makes it
difficult to tell the S/p character of the
distribution. This s/p character is sometimes very
revealing as to the asymmetry of the molecular
orbital, and the - obscuring of this region is
significant loss of information;

(3) Electron beam and lens -effects: it is much easier
to extract and control a 1200eV beam than a 400eV one,
and for this reason one can prolong the filament 1life
by running it cooler. It is , however, harder for the
lens to decelerate 600ev électrons down to the pass
energy, compared to 200eV electrons, without loss of
signal. The lens magnification may also change with
different deceleration ratios;

(4) The Mott scattering factor becomes more nearly
constant as a function of g¢-angle with higher incident
energy E,. While this is not a problem at either
energy because this factor is exactly known, it means
the measured distribution at higher energy (assuming
perfect fesolution for the moment) 1is a slightly
closer reflection of the spherically-averaged momentum
density;

(5) The PWIA is a better approximation of the actual
scattering process at 1200eV, than at 400eV, and
relative intensities will be more accurate at the

higher energy.

121
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All these considerations suggest that with limited angular
resolution perhaps a good compromise would be operation at

800eV.

3.6 Data Analysis

The raw data prévided by the spectrometer usually needs
very little in the way of manipulation before it is
presentable. Data is collected in one of three modes:

(1) A time spectrum (figure 3.6) is a histogram of the
count of TAC pulses separated 1into bins (Nicolet
memory channels) according to their amplitude; which
is directly proportional to the pulse-pair time
separation At. No further processing is necessary,
except to pﬁt the points on the correct time scale;
(2) A binding energy spectrum can be obtained as a
spectrum of the true (e,2e) event count as a function
of the separation energy ¢ at which the counts were
accumulated, with fixed ¢ angle.

(3) An angular'correlation is the spectrum of tﬁe true
(e,2e) event count over a range of azimuthal

scattering angles with fixed binding energy.

Binding energy spectra may also be presented as they

are recorded, except to calibrate the energy scale (usually
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against accurate PES spectra). The data may be three-point
smoothed, which 1s a process of generating a new spectrum
from the old, where the éount in the ith channel of the new
spectrum is a weighted average of the ith channel ih the old
spectrum and the two channels on either side of it. This
reduces the scatter of the points and makes structure easier
to see, but it should be used carefully as where thé
statistics are very poor, or thé number of points in a given
structure is small, it may distort peak heights or introduce

artifacts into the data.

Angular correlations must be calibrated to the correct
¢ scattering angle, checked that they are symmetric about
¢=0° (as they should be 1in the symmetric non-coplanar
geometry according to eqguation 1.17) and then converted to
the g-scale. This type of data may also be three-point
smoothed if the structure is weak and the statistical error
large. Generally if the SCA windows are set correctly there
should be no background on the signal, but if there 1is, it
is permissible to subtract off a background only when it is

absolutely certain where the true zero of intensity is.

When the final ion state energies are too close to be
resolved experimentally it 1is not possible to measure the
angular correlation directly as there will be some
contribution from other peaks close by. In such a case the
angular correlations must be found by deconvoluting (using

some sort of peak-fitting algorithm) the areas of peaks from
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several binding energy spectra made at different ¢ angles.
Knowing the relative peak areas of all the peaks and the
angular correlation of at least one well-separated peak one
can generate the other angular correlations. This method is

used in the study on CO, (Chapter 6).
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CHAPTER 4 HYDROGEN SULPHIDE

Sam sniffed the air.
'Ugh! That smell!' he said.
'It's getting stronger and stronger.'

Binary (e,2e) studies are now available on many Group
IV-VII hydrides, and on the 'isoelectronicv rare gases.
Studies include CH, {Weigold (1976)}, NH, {Hood (1976a)},
PH, {Hamnett (1977)}, H,0 {Hood (1977), Dixon (1977)}, the
present work on H,S {Brion (1978b), Cook (1979),
Cook (1980)}, HF and HC1 {Brion (1979), Suzuki (1980a),
Brion (1980)}, HBr and HI {Brion}, and the rare gases He,
Ne, Ar, Kf, and Xe {Weigold (1973), McCarthy (1976a),

McCarthy (1976b), Weigold (1975)}.

The present experimental and computational work on H,S
was carried out with the following objectives: |
(1) To obtain the binary (e,2e) binding energy
spectrum and the momentum distributions of the valence
shell molecular orbitals of H,S;
(2) To obtain a representative set of calculations
ranging in quality from the  simplest approximate

methods to those giving results near the Hartree-Fock
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limit, 1in order to 1investigate the requirements
necessary for a basis set which can not only give
acceptable energies but also adequstely reproduce the
valence molecular orbital momentum distributions. In
this aspect of the study the importance of d-orbita}s,
a.subject of considerable controversy in recent years,
will be assessed;

(3) To study any MFS structure 1in an sttempt to
understand its origin., In view of theoretical
many-body effect predictions {Domcke (1978)} ﬁhis
involves investigatisn of the binding energy spectrum
up to at least 32eV. Previous studies have not looked
above about 25eV;

(4) To compare and contrast the results for H,S with

those for other hydrides and related systems.

4.1 Experimental Results

The incident energy used was 400eV and the overall FWHM
energy resolution 1is about 1.6eV. The max imum true
coincidence count rate on peak 1 (2b,) is approximately
0.1s"'. The H,S sample'gas was purchased from the Matheson
Co. and was used without further purification. No evidence

of impurities is seen in the binding energy spectra.
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The H,S binding energy spectra are presented in
figure 4.1. The iower energy portion from 8-18eV was
recorded at ¢=12°. The remaining segments spanning 18-34eV
were recorded at three different  azimuthal angles
(#=0,5,11°) and have each been three-point smoothed once. A
brief‘exploration above 34eV showed no.observable structure.
The energy scale was calibrated on the 10.48eV 2b, peak of
the high-resolution photoelectron spectrum {Turner (1970),
Karlsson (1976)}.' The 18-34eV region is compared with the
result of many-body calculations in figuge 4.2 (see
following discussion).‘ The data shows three well-defined
peaks below 18eV (1,2,3 1in figure 4.1, Table 4;1). Thesei
were determined to have p-type momentum distributions. Above
this point the quality of the data drops due to the low
intensity of the structure and the 1limited statistical
accuracy. Nonetheless it is possible to idehtify a very weak
peak (4) at 19.4eV which was determined to have an s-type
momentum distribution by measuring the relative (e,2e) cross
section at tﬁree azimuthal angles (¢=0,12,24°). Two
partially resolved peaks (5,6) of moderéte intensity were
observed at 22.0 and 23.4eV, having s—type momentum
distributions (again checked at three azimuthal angles
¢=0,12,24°). Finally a broad, low intensity structure was
observed spanning 25-34eV and is considered to contain four
or more major peaks (7,8,9,10). Measurements of the binding
energy spectrum at three angles (figu;e 4.1) and of the

angular correlations at three energies _(figure 4.3) show
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Figure 4.1 Binding‘energy spectra of H,S.

’Figufe 4.2 (a) Binding energy spectrum of the MFS region of
H,S at ¢=0°. A least-squares fit of seven Gaussian peaks is
shown:

(b) Green's function calculation-of the MFS structure, with
0.7eV added to the theoretical energies. The theoretical
lines are convoluted with Gaussian peaks of 1.7, 2.0, and

2.5eV FWHM,
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Figure 4.3 Momentum distributions of the valence orbitals of
H,0 and H,S. The molecule name, orbital label and
experimental energy for each measurement are given in the
box. Theoretical momentum distributions for H,0 are: (1) SZ;
(2) 1%2; (3) HF; (4) DG; and for H,S are: (1) CNDO; (2) .SZ:
(3) sz+3d; (4) Dz; (5) Dz+3d; (6) HF; (7) DG.



131

4/Hydrogen Sulphide

IAILVI3H

ALlISN3LNI

Figure 4.3 continued



panutiuocd ¢y aanbty

RELATIVE INTENSITY

°D) b

(u

zel sptydins uaboiplH/¥



4/Hydrogen Sulphide » 133

(within the limits of the statistics) that this structure is
predominantly s-type. The -angular correlations were measured
over a range of azimuthal angles +45 to -20° in steps of

1.5°,

The displayed momentum distributions (figﬁre 4.3) are
shown least-squares hormalized to the calculated momentum
distributions which have had the experimental  angular
resolution folded in. It should be noted that the low
momentum regions of the calculated momentum distributions
are particularly sensitive to the values of the angular
resolution chosen for the folding-in procedure. Therefore,
in comparing calculation and experiment, attention |is
particularly focussed on the region above qg=0.4a,""'. This
includes the position of the maximum of the distribution (in
the case of p-type distributions) and the behaviour of the

curve above about g=0.4a,"'.

‘In figure 4.3 the results of previous work on H,0
{Hood (1977)} are presented in the same format as that used
for H,S in order to facilitate comparisons between results

for the two molecules later in the discussion.

Figure 4.3 also shows the experimental results for the
multiple final state structure in stiabove 19eV. Since all
calculated distributions afé almost 1identical, only the
results of calculation H,S-HF are shown (for details see

following section). The statistics are poor on distributions
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7 and 9 Dbecause these peaks are very weak in the binding

energy spectrum.

4,2 Calculations

The calculations on H,S (shown 1in - figure 4.3) either
carried out by us or obtained froﬁ the literature and other
soﬁrces are listed here:

(1) CNDO: a simple CNDO/2 calculation using a minimal
basis set of Slater-type orbitals (STOs), augmented by
d-functions. The 3s, 3p, and 3d functions all have the
same exponent;

(2) Sz: a single-zeta ab-initio calculation using STOs
{Clementi (1963)}. This computation was done with the
ATMOL/2 package at Oxford University;

(3) Sz+3d: a single-zeta ab initio calculation but
augmented with diffuse d-functions {Hillier (1970)} ,
also done on the ATMOL/2 package;

(4,5)'DZ, DZ+3d: similar to SZ and SZ +3d except that
the basis set used was of double-zeta quality in all
but the d-functions {Clementi (1964)};

(6) HF: an accurate calculation approaching the
Hartree-Fock 1limit using a triple-zeta equivalent GTO
basis including d-functions {Guest (1976)};

(7) DG: a calculation using a basis set of Gaussian
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functions (GTOs), not including d-functions, but
incorporating some very diffuse low-exponent functions
{Zeiss}. The exponents were obtained by least-squares
fitting of the GTO set to the results of atomic
calculations. These atomic calculations were done with
é double-zeta quality basis set, and four. GTOs were
fitted to each atomic orbital, but without the usual
r-' weighting of the fitting function. The absence of
the r-!' weighting means thé GTO basis is more accurate
in duplicating the double-zeta result iﬁ the outer

spatial regions of the atomic orbitals.

The calculations for H,0 described in a previqusV paper
are summarized here for reference {Hood (1977)}.

(1) sz: a single-zeta basis calculation with STO
functions, of the same quality as H,S-SZ, called
'basis 1' in {Hood (1977)};
(2) 1Y%,2: a mixed basis calculation; with oxygen 2p
levels described by double-zeta functions, and
remaining atomic orbitals by single-zeta functions,
labelled 'basis 2' iﬁl{Hood'(1977)};
(3) HF: a full double-zeta calculation augmented by 34 . -
functions on oxygen, and 2s, and 2p” polarization
functions on hydrogen. The oxygen 2p levels are
described by triple-zeta functions, called 'basis 4'
in {Hood (1977)};

(4) DG: a GTO basis calculation similar to that of
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H,S-DG {Zeiss}.

4.3 Discussion

The molecular orbital theory electronic configuration

for H,S is:
(1a,)%(2a,)%(1b,)?%(3a,)%(1b,)?%(4a,)?(2b,)?%(5a,)2%(2b,)?

with the last four orbitals constituting the valence shell.

4.3.1 Binding energy spectra of H,S

The binding energy spectrum of H,S has already been
partially investigated by PES methods using both uv
{Turner (1970)} and ZX-ray {Siegbahn (1972)} light sources.
These studies all show consistent fesults for the binding
energies of the electrons in the three outermost orbitals.,
The first band in the He-I photoelectron spectrum reported
by Turner witﬁ a vertical IP of 10.48eV has a vibrational
envelope characteristic of the removal of a non-bonding
electron, and may be wunequivocally assigned to thg 2b,
(lone-pair) orbital on sulphur. LCAO-MO-SCF calculations
give this orbital almost exclusively sulphur 3p{x}
(out-of-plane) character (see geometry diagram, Appendix C).

The next band with a vertical 1IP of 13.25eV is clearly
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Table 4.1 Calculated and experimental H,S binding energies.
Peak- Expt' Expt? Expt?

1 2b, 10.5 - 10.48

2 5a, 13.5 - 13.35

3 2b, 15.3 - 15.25

4 19.4 19.4 -

5 22.0 22.0 -

6 23.4 23.4 -

7 4a,'' 27 - -

8 29 - -

9 31 - -

10 33 - -

Peak szt Sz+3d° Dz® Dz+3d7 HF® DG? MBGF '°
1 2b, 10.33 9.95 10.75 10.46 10.49 12.60 9.61
2 ba, 12.87 13.05 13.42 13,70 13.65 15.12 12.39
3 2b, 15.74 15.57 16.22 16.20 16.21 17.57 15.44
4 21.33
5 23.65
6 26.11
7 4a, 26.71 26.05 27.38 26.72 26.87 30.33 29.00
8 29.16
9 29.45
10 31.34

1 Present work: centroid of MFS structure is'at 25eV.

2 High-resolution He-I1 PES

3 He-I PES

4-10 These results are described in section 4.4.
11 Energies for these levels in the present work
are from the fitted results.
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strongly bonding, ‘as évidenced by its vibrational envelope
which exhibits a long  progression in the v, or bénding
normal mode. Calculations for this 5a; orbital put electron
density largely in the central region between the three
atoms, thus accounting for the angle-stabilizing nature of
this MO. This orbital 1is constituted of basicélly . the
sulphur 3p{z} orbital (in-plane, along the Cf{ov} axis)
together with major contributions of the required symmetry
(a;) from the hydrogens. The third orbital, designated 2b,,
with a vertical IP of 15.3eV is perhaps the most strongly
bonding of all. Its vibrational envelope is extensive, and
corresponds to stimulation of the v1; or symmetric
stretching mode. This correlates well with calculations
which give this orbital mainly S-H ¢-bonding character
broughf about by overlap of the lobes of a sulphur 3p{y}
orbital (in-plane, parallel to hydrogen atoms) with beach
hydrogen 1s. Therefore electrpn density is placed along the

bonds.

Few PES measurements have been made of the binding
energy of the deepest valence shell MO (4a,) since it lies
beyond the range of the He-I line. A low-resolution He-II
spectrum has been reported {Rabalais (1977)} which shows a
broad peak in the region of 22eV with 1little discernible
A vibrational structure, but unfortunately the binding energy
scale does not extend above 25eV. The valence shell XPS

spectrum of H,S {Siegbahn (1972)} also shows a peak at 22eV,
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with some possible indication of structure above 22eV, which
the authors did not consider significant. A peak at 19eV
ascribed to a nitrogen impurityvis also shown. However, in
view of the width of the 19eV peak, the impurity assignment
is questionable. The situation has been.partially clarified
by the high-resolution He-II spectrum of H,S {Maier,
Brion (1978b), Domcke (1978)}. This spectrum shows that the
broad peak at 22eV is in fact composed of two major peaks at
22.0 and 23.4eV. A very broad low intensity peak is also
indicated at 19.4eV. This 19.4eV feature is too broad and
.also too far removed from the 18.6eV 2s¢{u} band of nitrogen
to be ascribable to a nitrogen impurity. This peak at 19.4eV
is of relatively low intensity and therefore cannot be seen
at the sensitivity of the low-resolution He-II spectrum. The
4a, orbital 1is not strongly bonding as indicated by
calculation which ascribe to it mainly sulphur 3s character
with only a small a, symmetry contribution from the
hydrogens. 'Thus the 4a, ‘MO has considerable atomic
characfer. A recently-reported dipole (e,2e) binding energy
spectrum of H,S {Brion (1978b)} has indicated broad peaks

centered around 22.5 and 29 eV,

Recently there has been a growing realization of the
important role éf many-body effects in the ionization of
inner valence orbitals. There have been some attempts to
predicf theoretically the multiple final state, or shake-up,

structure . of H,S. A recent calculation using rather limited
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VB-SCF-CI methods {Chipman (1978)} incorporating only four
excited configurations plug the ground state, claims to
reproduce the energies of the éxperimentally observed 19.4
~and 22.0eV peaks. At the time this calculation was carried
out the extent of the shake-up structure in H,S was not
Cfully reélized, and, in view of the results to be presented
later in this paper, the limited total wavefunction chosen
for the work is probably .inadequate to describe all the
structure we have now observed. Nevertheless with this in
mind the relative energies predicted are more reasonable
when one considers that the expe%imental XPS  peak at 22eV
discussed by Chipman is in fact two peaks as shown by this
work and the He-I11 spectrum. The predicted spacing of 4.5eV
is consistent with the assignment of the 23.4 peak as the
'parent', rather than the one at 22.0eV, even though the
latter is more 'intense.‘ The Green's function theoretical
technique is more comprehensive in the sense that there are
not the restrictions on the calculation that are imposed by
the method of Chipman,. and furthermore in that a more
flexible basis set is used. The MBGF calculation predicts
three major well-separated peaks in the region 21-26eV, with
extensive lower intensity structure extending up to around
32eV (figure 4.2b). All of the peaks above 19eV are
predicted to be associated with ionization from the 4a,
molecular orbital and therefore would be expected to show
the same momentum distribution. The three peaks between

21-26eV are nicely reflected in the high-reéolution He-1I
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spectrum {Domcke (1978)} if one allows a shift of about 1eV
to lower energy in the theoretical energy scale. The
calculations also give reasonable estimates of the relative

intensities of these three peaks.

Peaks 1,2 and 3 of the binary (e,2e) H,S binding energy
spectrum (figure 4.1) show reasonable agreement of peak
positions with previous He-I PES work. {Tﬁrner (1970),
Goddard (1978)}. The relative intensities of these three
lowest energy peaks are ~ similar to those in H,0
{Hood (1977)}. In the region of 19-25eV this work shows
close agreement with the low-resolution He-II spectrum with
respect to peak energies, intensities and line shapes. Both
spectra bear out the MBGF predictions of three peaks in this
energy range, as discussed above and shown in figure 4.2,
Finally, the first evidence for extensive MFS structure in
the region 25-34eV is reported. Again, the Green's function
calculations have predicted structure in this region which
seems to show some correlations with the present work
(figure 4.2), but it should be noted that the calculations
are quite sensitive to basis set changes. I have enumerated
several bands (7,8,9,10, figure 4.1) in this region, where
there appear to be at least four major peaks. It is possible
(see figure 4.2a) to obtain a good least-squares fit of four
Gaussian peak shapes (1.7eV FWHM) to this structure, though
this should not be taken as the only possible deconvolution

of the data. The assignment of peaks 1in this region is
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difficult to make out due té the relatively poor energy
resolution and the low intensity of this structure. The
resulfs are conclusive only in that they confirm the MBGF

prediction of some sort of extensive MFS structure of a;
 symmetry. Clearly higher resolution work is requifed here
for comparison with the many-body Green's _function

calculations.

4.3.2 Momentum distributions
The momentum distributions are shown in figure 4.3.

_ For the 2b, and 5a,; MOs of H,S the greatest improvement
in the fit of <calculated curves occurs in going from a
single-zeta to.a double-zeta quality basis set. The addition
of d-functions to either the SZ or the DZ calculation
produced no significant changes in the distribution and for
this reason these results were not displayed in the figures.
Significant improvement over the D2 ;esult is only obtained
with the HF limit calculation, but this does not produce as

‘great a change as going from SZ to DZ,.

The SZ and DZ results on the 2b, MO show very similar
distributions, 1in contrast to the previous two MOs and here
the HF limit calculation gives the greatest ihprovement over
both SZ and DZ in the fit to experiment. Both SZ and DZ
bases predict a distribution somewhat more spatially

extended than is in fact measured. The fact that in H,S and
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H,O0 the HF limit calculation is superior to either SZ or DZ
may be due to the presence of hydfogen 2p polarization
functions. As described in section 4.1 the b, MO is
primarily an S-H (or O-H) bonding orbital with density
distributed along the bond axes. Therefore the ability of
the hydrogen polarization functions to direct density into
theée regions and imprer the overlap with the sulphur 3p{y}
(or oxygen 2p{y}) atomic orbital should be particularly

marked in this MO.

Thefe has. been considerable controversy during the paSt
few yeafs.over the role that S$-3d érbitals play in the
bonding in sulphur compounds. Hartree-Fock calculations of
the binding energies of these d-orbitals in atomic excited
states such as s?p3d(°D) suggested that the d-orbital energy
was far too high for it to play a significant role. However,
an increasiné body- of experimental evidence
{Cruikshank (1968)} has pointed to an active involvemenf of
these d-orbitals in the bonding under certain circumstances.
The most clear-cut cases arise when highly electronegative
elements are bonded to sulphur and an extensive series of
calculations on SO, {Rothenberg (1970)} showed that unless
S-3d orbitals were 1included, gquantitatively reasonable
results could not be obtained. In the case of SO,, further
evidence is provided by the photoelectron spectrum. One
combination of O-2p orbitals transforms as a, and should

therefore be accurately non-bonding if S-3d orbitals are
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unimportant {Ratner (1971)}. In fact, as the spectrum shows,
the ’A, bond exhibits considerable bonding character

{Hillier (1971)}.

The position with regard to H,S 1is less clear. By
comparing the contributions of d-orbitals to the bond
strengths in SO, and H,S, it was ~ concluded
{Rothenberg (1970)} that they were an order of magnitude
less important 1in the latter case. Support for this
conclusion has come from some re;enf calculations {Von

Niessen (1977)} who found that only very diffuse d-orbitals

had any impact on the orbital energy.

It has been suggested that if the s and p bases are
exhaustively described, no d-orbital contribution will be
important in any molecule. Aside from the evidence of the
SO, spectrum quoted above, this statement also can be
questioned on the basis of its corollary. If a very poor .
basis is selected, we should expeét substantial improvement‘
in the orbital description by emploYing d-orbitals. In fact,
the results of our present work suggest that, at least for
H,S, this is not so. The poor description of the 2b, orbital
found in a minimum basis set calculétion is not
significantly improved by the addition of d-orbitals to the
sulphur atom but is bettered by making the s/p basis more
flexible. Where the s/p basis 1is not extensive; but
d-orbitals have been included, one should not necessarily

assign any intrinsic chemical importance to the effect of
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the d-functions {Kwart (1977)}.'Rather, any changes here are
due to ﬁhev slight additional flexibility which these
functions introduce into the basis used in modelling the

molecular orbital wavefunction.

Changes in total electron density in H,0 and H,S as a
result of adjusting the basis set have been studied
{Bicerano (1977)}. 1In their calculations the density
difference plots on H,S show the greatest changes between
the single-zeta and double-zeta basis sets. Smaller changes
occur on gradually improving the basis through addition of
successively extra s- and p- functions, then d—funétions,
then - hydrogen 2p-functions, and finally extra polarization
functions to give a near-HF limit result. Calculation of the
‘density difference plots on H,0 using analogous basis sets
shows that the effect of d-functions, though relatively
small in both cases, is as large or even greater in H,0 than
in H,S. Certainly d-orbitals in H,0 can have virtually no
explicit chemical importance and their effect in H,0 and H,S
seems only to make the s/p basis slightly more flexible.
These results, together with those of the present work,
suggest that reasonable wavefunctions for H,O0 require a very
extensive, carefully chosen s/p basis, and for H,S an s/p
basis somewhat less flexible. If this is done no d-functions

need be included.

Examination of Table 4,1 shows that addition of

d-functions produces no significant systematic changes in
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the orbital energies. The small changes seen here are not
meaningful, but result only from allowing the SCF
calculation more 'space' 'within which to wvariationally
-minimize the total energy. One should not therefore conclude
that the wavefunction in the bonding region - has
automatically been improved on addition of extra functions,
without 1looking. for systematic changes in orbital energies,
lowerihg of the total energy, or significant alterations of

density plots or momentum distributions.

Of particular note 1is the performance of the diffuse
Gaussian basis (DG) calculation in reproducing the
experimental distribution 1in both H,0 and H,S. The fit of
the curves 1is consistently as good as, and sometimes
marginally better than the double-zeta results. The method
of optimizing Gaussian exponents, as described above, has
been used with some success to calculate other guantities,
such as dipole moments and polarizabilities {Zeiss (1979)}
which are .hore critically dependent on the spatial
distribution of charge. The advantage of the diffuse basis
calculation lies in.the fact that although it is essentially
single—zeta in complexity, it is effectively double-zeta in
the quality of 1its description of the aﬁomic orbital
wavefunctions. The computation is therefore simplified. Due
to the linear weighting and incorporation of wvery diffuse
functions it 1is flexible 1in the (e,2e)-sensitive bonding

regions, but on the other hand, it is fairly rigid near the
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nuclear centres, and so will not reproduce orbital energies

very accurately.

4,3,3 MFS structure

All major structures in the H,S binding energy spectrum
beyond the three outer Qalence IPs have  been shown
experimentally (see figure 4.3)}to»exhibit s-type momentum
distributions, confirming the Green's function bredictions
that all MFS structure is associated with ionization of the
4a, MO. The different SCF calculations of the 4a;,; momentum
distribution are all virtually identical (with the exception
of the very poor CNDO result) and for this reason only the
HF 1limit result 1is shown 1in figure 4.3. This ease of
description 1indicates the large atomic character of the 4a;
MO. Some attempt was initially made, on empirical and
semi~quantitative grounds, to assign the MFS structure to a
combination of discrete ionizations and excitations, as has
been done fog inner shell XPS spectra {Allan (1972)}, but no
convincing argument could be made for any such assignment.
This supports the view that this structure involves, in the
valence shell, a complex rearrangement or mixing of states
which are not related to the occupied and unoccupied levels
of the ground state 1in any simple way. Therefore no ion
state can be singled out as 'parent' on the basis that 1its

electronic structure is very similar, except for one missing

valence electron, to the ground state structure. In the
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configuration interaction picture this would mean that the
wavefunction for each final ion state contains a number of
important configurations, none of  which dominaﬁe strongly
over the others. For these reasons I have generally uéed the
term 'multiple final state' (MFS) to describe the structure
~associated with the inner valence orbitals, rather than
terms such as ‘'shake-up' and 'shake-down' or 'satellite
structure'. These terms can still be used in the discussion
of inner shell spectra as measured by ESCA or XPS techniques
from which they originally arose. Because of the large
sebaration in energy between the inner shell hole and the
valence levels, there is very little mixing of states, apd
the picture 1incorporated 1in the 'sudden' approximation

theory {Aberg (1967)} is likely to be more reasonable.

4.3.4 Trends in the AXn hydrides and rare gases

The valence electronic structure of the group V-VII
hydrides (AHn) is grossly similar in that there exists a
p-type mainly non-bonding, low-energy 'lone-pair' orbital,
followed by one or two sometimes 'degenérate higher-energy,
mainly bonding p-type MOs, and one still higher s-type MO of

essentially atomic character.

In order to study the relationships among experimental
MDs of the various hydride molecules and rare gas atoms I
have made correlation diagrams (figure 4.4) of the values of

g{max} and g{',max} against IPY?, g{max} is the momentum at
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Qmax Ch;_,max (86)
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Figure 4.4 Correlation diagrams of g{max} and q{ Y.max}
against IPY2, Solid symbols denote g{max} and open ones give
q{'.max}. Solid lines join the points of the same molecule,
and error estimates are given by the ellipses.
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Table 4.2 Energies and values' of g{max} and q' {max}
for the hydride molecule momentum distributions. H,S
results are from this work., Sources for the other molecules
are given at the beginning of Chapter 4.
(Molecule)
(Orbital g{max}/q{%max} IP)
CHA NH3 Hzo HF Ne
it, .6 14.2 |3a, .50 b, .59 12.6|1a .70 16.1 |2p .75 22
ie .68 3a; .66 14,7 (3¢ .75 19.9
~ |ib, .72 18.4
2a, .5 24 2a, .7 32 2a, .7 32 2¢ .7 39.7 |2s .7 49
PH, H,S HC1 Ar
5a, .45 10.6 |2b, .45 10.5|2n .55 12.8 |3p .65 15.8
2e¢ .55 13.4 (5a, .52 13.5|5¢ .6 16.5
2b, .63 15.3
4a, .45 27 4a, .45 26 46 .5 30 3s .6 36
HBr Kr
4r .5 11.8 [4p .6 14,2
8¢ .6 15.6
76 .45 29 4s .55 32
HI Xe
6n .45 10.8|5p .5 12.3
1t¢ .55 14,2
10¢ .3 25 5s .4 28

1 It is only the innermost, highest energy orbital of a given
molecule in this table which is s-type and for which g{!,max}
values are given. All others are g{max} values for p-type MDs.
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which the MD reaches its maximum in a p-tjpe distribution
(solid symbqls, figure 4.4); q{bﬁméx} is the momentum at
which an s-type distribution has fallen to half its g=0
intensity (open symbols, figure 4.4). Ideally one would like
to plot the expectation value <g>, but the combination of
angular resolution effects, statistical uncertainty and an
insufficiency of points at high g do not permit the
extraction of <g> by 1integration over g of momentum
distributions so far presented in the literature. g{max} and
q{b@max} are proportional to <g> but with different
constahts of proportionality. Also this p;oportionality may
be expected to change slightly with small‘changes in the s/p

character of the momentum distribution.

The plots are made against IPY2 since one has in

Koopmans' theorem:
-IP = ¢ =T + V
T = <p?>/2

where T is the kinetic energy of the -electron. It 1is not
unreasonable to suppose that the potentiai enerqgy felt by
electrons in each of the three outer p-type MOs of a given
system 1is aéproximately the same and so a roughly linear
relation between <g> (as reflected by g{max}) and IP'? would
not be surprising. This relation would not carry over to the
inner s-type orbital as the potential energy of this orbital

is different, and gf omax} reflects <g> differently.
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Dﬁe to statistical uncertainty and angular resolution
effects in the momentum distributions, and to the necessity
of extrapolating s-type distributions back to g=0, there is
significant possibility for error in ascertaining the values
of gi{max} and Q{Damax}. Values of IPY2 are more precise,
except where the centroid of an MFS band must be computed in
order to estimate the one-electron IP. A .conservative
estimate of these errors 1is indicated -by ellipses in
figﬁre'4.4. Values of gi{max}, g{Y,max} and IP are listed in

Table 4.2.

Several trends 'in these correlation diagrams may be
discerned:

(1) As expected from the discussion above the points
for the outer p-type MOs of a given molecule (where
they are not degenerate) generally fall on a line
which has very nearly the same slope 1in all the
hydrides. This indicates that the behaviour of the
potential energy of these orbitals 1is, 1if not a
constant in each molecule, at 1least following a
systematic trend in different MOs of differént
molecules}

(2) The points generally move to higher energy going
fgom left to right along the rows. This 1is in
accordance with the increasing charge of the ‘“heavy

atom nucleus;
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(3) Similarly, ahd for the same reason, the points
move up going right along the rows, Treflecting the
increased P-space radial extent, and hence, by the
Reciprocity principle, the decreasing spatial size of
the MOs. This is also seen in the atomic orbitals of
the heavy atoms in figure 2.1;

(4) Points for the second row hydrides and raré gases
(and subsequeﬁt rows 1in groups VII and VIII) are
always below and to the left of the corresponding
points in the p;eceding row. Again this reflecﬁs the
increased size and lowered energy expected when the
valence shell is made up of atomic orbitals whose

principle quantum number is increasing.

These trends show a nice consistency in all the systems
presently studied. The only exceptions are the HCl 5¢ and Xe
5s points, which appear to be out of 1line with the
corresponding points of the other systems in those groups.
No explanation if offered for these discrepancies apart from
the errors inherent in the determinations as described

above.

In the case of certain hydrides (NH,, H,0, HF, PH,, H,S
and HCl) the momentum distributions have been computed from
wavefunctions of varying quality of basis sets. Again,
several trends may be noted:

(1) The 1inner s-type MD of all these hydrides is
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well-approximated by even the simplest basis set
calculations. This 1indicates the essentiélly atomic
character of these orbitals; |
(2) Of the outer p-type MDs it is alWays ~ the
outermost, lowest-energy MD which is hardest to
calculate. In the second row hydrides a wavefunction
'approachiﬁg . the HF limit is.required-to fit the data
ciosely, and in.the first row hydrides even this 1is
not adequate. In all cases the calculations predict an
MD extended to higher g than is actuélly measﬁred: the
true electron density 1is therefore spatially more
extended than is predicted theoretically;

(3) The remaining higher-energy p-type MDs require a
near-HF 1limit wavefunction to correctly appréximate
tﬁeir shape in the first row hydrides, while their
'second row counterparts can be closely fitted with a

double-zeta wavefunction.

That a given quality basis set perfqrms better for
second row hydrides than for their first row counterparts is
likely due to two factors: first of all, a given quality
basis set is more flexible in the second row simply because
there are more furictions, and second, the shift in electron
density during molecule formation is 1less extreme 1in the
second row and less flexibility is required of the basis
set. By this argument it might be supposed the HF, with the

greatest electronegativity difference between the
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~constituent atoms, would show the greateét discrepancy
between experimenﬁal and theoretical MDs, and so it would if
the number of hydrogen atoms were the same for all the
hydrides. However H,0, though havinévless electronegativity
difference between the étoms, does have two H atoms whiqh
requires that the basis set have more polarization functiops
to direct density into the bonding regions, whereas HF, with
only one H atom, does not have this requirement. This
probably accounts for the observation that the H,0 2b, MD
shows the greatest discrepancy between experiment and

theory.

The >extent of the MFS.structure associated with the
inner a, or s orbital in all the systems discussed 1in this
section increases going down the ’gfoups. The first row
hydrides and neon show no MFS structure beyond a slight
asymmetry of the single binding energy peak. With subsequent
rows the amount of structure increases until in HI and Xe
this structure spans 20-30eV. This trend arises out of the
increasing availability of low-lying virtual states (which
reduces the energy denominator in the formula
{Cederbaum (1977), Chong (1974)} for the intensity of these
lines), and there is also a greater density of such wvirtual
states of différent 1 quantum number to which excitations
may occur. This intuitive rationalization also explains the
existence of MFS structure in the first row diatomic

{Schirmer (1977)}: there is now a low-lying n* virtual level
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which is not present in the hydrides.

4.4 H,S Density Maps

Density maps computed from the H,S$-DG wavefunction are
shown in figure 4.5. Several things are immediately obvious
about these maps. The effect of the sulphur atom
constituency 1is seen 1in the large size of the R-space
density maps compared to the H,0 maps (figure 2.6) and in
the presence of nodal surfaces between the n=2 subshell and
the n=3 valence shell. By the Reciprocity principle the H,S
momentum density maps therefore show é less extended
function than do the H,0 maps. Theln=2 subshell is not seen
in the momentum density maps as it would appear at very
large p, again according to the Reciprocity principle, and

has little effect in the p<2.5a,~' valence region.

The H,S 2b, orbital shows the familiar p-type density
function and is unremarkable except for the characteristics
noted in the previous paragraph. The 2b, wavefunction falls

into Q-class IIi.

The S3p{z}+H,;1s+H,1s constituency of the 5a,; orbital
means the nodal plane in this orbital is reduced to a nodal
surface: The Q-projection taken 1in the y-axiz direction

falls into Class 1IIIa, (figure 2.2) and explains the
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structure of the P-space density on the p{x} axis. 1In the
z-direction the projection 1is Class'IIa and gives rise to

the partial p-type character of the MD.

The 2b, orbital maintains the ¢{v} plane of symmetry,
and so retains the p{y}=0 nodal plane, and falls into class
I1i. The presenée of the hydrogen 1s functions extends the
R-space density, and so by the Reciprocity principle shrinks
the momentum density. A careful examination of the 2b, and
2b, P-space density maps will show the lgtter is slightly

smaller than the former.

Finally, the 4a,; orbital maps show that this MO is
mainly of sulphur 3s character (class I), as it 1is very
nearly spherical. The effect of the Hils functions is only to

slightly distort this sphericity.

4.5 Conclusions

The results indicate that, in order to reproduce
reasonably well the momentum distributions (and therefore
the spatially extended part of the wavefunction) in first
and second row hydrides, the incorporation of - d-functions
into the basis set for Hartree-Fock calculations is much
less important than the provision of a sufficiently flexible

set of s and p functions. For first row hydrides this set
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-should be of at least triple-zeta guality and for the second
row at least double-zeta with perhaps extra s and p

functions in the valence shell of the heavy atom. If
d-functions are to be added the s/p basis should firstbbe
essentially cqmplete; In other words, a single-zéta basis

with d-functions is not likely to give meaningful results.

"The - binary (e,2e) measurements of bqth'binding enérgy
spectra and momentum distributions have provided new aﬁd
definite evidence of 'strong electfon correlations effeéts in-
the 1ionization of the 4a; inner valence orbital of H,S.
These findings strongly support recent theoretical
| predictions wusing the many-body Green's function technique.
Ah intense group of multiple final 1ion state peaks was
predicted to arise from 4a,; 1ionization, as has now been
observed. Furthermore, the measured momentum distributions

confirm the origin of the multiple final state structure.
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CHAPTER 5 CARBONYL SULPHIDE

'Thank you, Sam' he said in a cracked whisper.
'How far is there to go?'

5.1 Introduction

In this chapter four studies on the COS.valence shell

binding energy spectrum are considered:

(1) The theoretical spectrum, as computed by the

2ph-TDA many body Green's function technique;

(2) The valence X-ray photoelectron (ESCA) spectrum

(1254eV), previously reported {Allan (1972)};

(3) The binary (e,2e) spectrum, obtained at  two

azimuthal angles (¢=0° and ¢=15°) {Cook ({981)};

(4) The dipole (e,2e) spectrum at an equivalent

'photon' energy of 40eV {White (1980)}.

The ESCA and dipole (e,2e) experimental spectra both

give intensities proportional to the optical oscillator
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strengths for the transitions at their respective photon
enérgies. The difference between them is that the dipole
.(e,2e) work uses low energy 'virtual photons', whefeas. the
ESCA result was obtained with'high energy X-radiation. The
calculation yields a spectrum of pole strengths which do not
include the dipole matrix element, and should therefore only

be.c@mpared with photoeiectron spectra at the high energy
limit where the dipole matrix element 1is effectiveiy
constant. At the lower 'photon' energies used.in the dipole
(e,2e5 work the dipole hatrix element is expected to show
strong energy dependence over the range of binding energies

studied.

Intensities in the binary (e,2e) spectrum are
proportional to the momentum density <4n the ground state
molecular ofbital from which 1ionization occurred, at the
particular values of energy and momentum set by the
experimental conditions. The intensity distributioﬁ in the
overall binding energy spectrum will therefore be in general
quite different from that obtained in photoelectron
spectroscopy (which generally brobes much higher momentum

components).

The many-body Green's function technique 1is described
in Chapter 1. The 1initial ab-initio wavefunction for COS
used for the C and O atoms a (9s5p/4s2p) double-zeta basis
set {Huzinaga (1965)}, augmented by a set of d-functions

with ¢{d}(C)=0.6, a{d}(0)=0.8, and for the S atom the
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(12s9p/6s4p) basis set of Veillard {Veillard (1968)},
éugmented by a set of d-functions with o{d}($)=0.5. The
total SCF energy resulting from this ab-initio calculation
done at the experimental equilibrium geometry wusing the
program system MUNICH {Diercksen, Diercksen (1974)} was
-510.1140au. In the 2§h—TDA calculation the occupied valence
orbitals and the 11 virtual orbitals lowest in energy were
included. The results of the many-body calculations are

given in Table 5.1.

5.2 Results and Discussion

The electronic configuration of COS is:
{corel' (66)2(7¢)%2(86)2(9¢)2(2nm)"*(3m)"

of which the 6¢ and 7¢ levels are called the inner valence
orbitals, and the 8¢,9¢,2nr and 3w 1evels the outer valence
orbitals, by reason of their distinctly different ionization

behaviour which will be elaborated upon below;

The calculated pole strengths are shown in figure 5.2,
while more detailed information is ~shown in Table 5.1.
Definitions of terms were given in sectiop 1.4.1, Figure 5.1
shows a comparison of the various experimental spectra with

the calculation. To facilitate this . comparison the
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Figure 5.1 Binding energy spectra of COS:

(a) Theoretical spectrum via the Green's function technique
(b) the ESCA spectrum (c) binary (e,2e) spectrum at ¢=0°
(d) binary (e,2e) spectrum at ¢=15°

(e) dipole (e,2e) spectrum at 40eV energy loss
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Figure 5.2 Results of the Green's function calculation of
the COS ionization potentials and pole strengths.
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Table 5.1 Vertical IPs, hole state intensities,
and pole strengths for COS.
Final IP' Hole Pole?
state (spectral state strength
feature) intensity pin}
n |x{2p}[? |x{3p}|?
(X) 10.53 0.004 0.920 0.924
(A) 14.89 0.745 0.004 0.749
17.46 0.015 0.002 0.017
(Q) 22.22 0.070 0.003 0.073
26.55 0.016 0.004 0.020
27.15 0,035 0.001 0.036
2ge |x{6s}{? |x{7s}|? |x{8s}|? |x{9s}|?
(B) 15.31 - - 0.015 0.876 0.891
(c) 17.29 - - 0.795 0.016 0.811
21.35 - 0.030 0.001 0.004 0.035
22.64 - 0.014 0.011 0.003 0.028
24.11 0.001 0.099 - 0.006 0.106
25.24 - 0.313 - - 0.313
25.84 0.002 0.105 0.001 0.001 0.109
(R, 28.36 0.007 0.016 0.048 0.004 0.071
S) 29.17 - 0.060 0.005 0.001 0.065
29.27 - 0.006 0.011 0.004 0.021
29.91 - 0.019 0.004 0.001 0.024
30.12 0.001 0.135 - 0.001 0.140
32.57 0.009 0.003 0.001 0.001 0.014
32.70 0.005 0.004 0.006 0.001 0.016
32.80 - 0.022 0.001 0.001 0.024
34.83 0.074 0.002 - - 0.076
35.17 0.066. 0.002 - 0.001 0.069
35.30 0.248 - 0.001 - 0.249
36.13 0.116 0.002 0.008 0.001 0.127
36.34 0.018 0.001 0.001 - 0.020
36.55 0.049 0.005 0.002 - 0.056
(T) 37.11 0.010 0.002 - - 0.012
37.34 0.016 0.010 0.001 0.005 0.023
37.96 0.001 0.011 - - 0.012
38.63 - 0.002 0.008 0.003 0.013
38.86 0.046 - - - 0.046
39.75 0.056 0.002 0.001 0.001 0.060
39.95 0.011 - - 0.005 0.016

1 Labelling as in figure 5.2

2 The values of p{n} are shown in figure 5.1 and are

defined as the sum of the hole state intensities according
to equations 1.28 and 1.29.
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calculated pole strength speétrum has been convoluted with a
'1.3eV.FWHM Gaussian peak shape, and 0.7eV has been added to
all calculated enefgies to align the spectra. The dipole and
binary (e,2e) spectra haQe each been three-point smoothed

once.

All four experimental spectra show three sfrong peaks
in the range 10-20eV (X,A,B,C), and a weak series of broad
structures thending over the range 20-45eV (P,Q,R,S,T). The
calculated spectrum is in good agreement with this: Table
5.1 shows that the one-electron picture holds quite well for
ionization from the 8¢,9¢,2r and 3r outer valence orbitals,
leading to the strong peaks between 10 and 20ev, the 9e¢°'
and 27~ ' states being unresolved. The intensity associated
with ionization from each of these orbitals 1is largely
concentrated in one line, and onl& 10-20 per cent of the
intensity is spread over satellite lines. For the 6¢ and 7¢
inner valence orbitals, on the other hand, a different
behaviour is found, both experimentally and theoretically:
the theoretical intensity from these orbitals is spread over
numerous lines, and this is reflected in the weak, extended
structure between 20 and 45eV in the experimental spectra.
No single 1line carries more than 30 per cent of the
intensity associated with a single orbital, and one is faced
with a compleée breakdown of the molecular orbital picture
of ~ionization {Domcke (1979), Schirmer (1977),

Cederbaum (1978), Cederbaum (1980)}. From figures 5.1 and
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5.2, the basic difference between the outer valence part

(10-20eV) and the inner valence part (20-45eV) is evident.

The results for  the gt symmetry ion states
(66-1',76"1',8671,9 " ") exhibif a rgmarkably mixed character
in most of the final ion states (Table 5.1) - most of the
states derive their intensity from more than one ground
state orbital. Even the two outermost 2 states
representing the 8¢ and 9¢ orbitals are not pure. The
satellite linés of these outer valence orbitalé are . seemn
(figure 5.1) to be intermingled with the inner valence
lines. One can no longer distinguish bétween outer valence
satellite 1lines and " 'Cl-states' representing the inner
valence orbitals. The mixed character of the ?2?I* states
leads to wvariations 1in the intensity of individual lines
‘with varying photon energy. This effect is clearly seen in
the variable 'photon' energy dipole (e,2e) spectra of COS

{white (1980)1}.

The ¢=0° ahd ¢=15° binary (e,2e) results show a general
diminution of intensity over the whole 20-45eV MFS region,
with 1increasing ¢. This indicates that the whole structure
‘arises from ground state orbitalé that have predominantly
s-character, thus ruling out major contributions from the 2«
and 3r orbitals which would be largely 'p-type'. However, on
closer inspection one sees that the shapes of the two
spectra are not identical in this region, which means that

there 1is some weak 'p-type' character in the .structure: in
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particular there is a feature at 23.5eV (Q) seen in all the
spectra which .is relatively strongér at ¢=15° than at ¢=0°
comparéd to the rest of the MFS structure. This 1s in
excellent agreement with the theoretical prediction of a
fairly strong 'p-type' 2r satellite at 22.22eV (22.92eV in
figure 5.2, since 0.7eV is added to the theoretical energy
scale). A similar efféct is predicted in ész, N,0 and (to a
lesser extenf) in CO, {Domcke (1979)}. The existence of a
low-lying and localized n* orbital is responsible for this
effect. However, the large relative intensity of feature Q
in the ESCA speétrum suggests that it may involve a
superposition of nr- and e¢-type lines, due to the low n/s

intensity ratios predicted by calculation {Allan (1972)}.

On the basis of the theoretical spectrum we can assign
three regiqnsbof the MFS structure: the first is the 23.5eV
peak (Q) due to a 2n satellite, mentioned above; the second
is a bfoad band from 25 to 33eV (R,S) which the calculation
indicates to be primarily 7¢ in origin, though with a small
admixture from the 8¢ orbital which may account for the
slight difference in the shape of this band between ¢ values
of 0° and 15°; the third region (T) is another broad band
(33-40ev) due almost exclqsively to ion states originating
in the 6¢ orbital. The calculation does not predict the very
weak shoulder at 20.5eV (P) which seems to be present in
all the experimental spectra. A consideration of relative

intensities in the binary _(e,2e) spectra suggests some
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p-type character for this structure (see figure 5.1).

 What is intriguing about this MFS structure is that the
relative intensities at ¢=0° and §=15° for the 6¢ and 7¢
bands suggest that they have similar momentum distributions,
as méntioned above - mainly s-type. Ffom the atomic orbital
composition {Basch (1972)} and from the calculated momentum
distribution {Giardini (1977)} of the ~2e¢{u} molecular
orbital in CO, (see {Giardini (1977)} and also section 6.5)
one might expect the analogous 7¢ orbital vin COS to .have
appreciable p-character. Apparently changing one oxygen atom
to a sulphur, thus reducing the Dfwh} symmetry to Ci{wmv}, is
enough to introduce appreciable s-character into the
orbital. This argument is supported by an analysis of the
pole strengths in Table 5.1 which shows the 7¢ mixing with -
the other ¢ orbitals. An alternative explanation of course
is that the 6¢ and 7¢ lines are not separated into two
fairly distinct bands as suggested by the calculation, but
. rather that they intermingle so extensively that only the

sum of the 6¢ and 7¢ momentum distributions can be detected.

Making the rough épproximation that the dipole matrix
element factor in the peak intensities may be considered
constant in the valence region under discussion, the ESCA
spectral intensities may be compared directly with the
theoretical pole strengths (which do not include the dipole -
matrix element). Five regions of inténsity can be identified

in the ESCA spectrum, centered at 20.5 (P), 23.5 (Q),
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"27 (R), 30 (S) and 36eV (T). The latter four are reproduced
in the (0.7eV shifted) theofetical spectrum with only small

differences of energies and intensities.

The correct way to compare the binary (e,2e) spectra in

the MFS region with the theoretical work would be to
‘»integraté the binding energy'spectrum over momentum before
comparison. However, as in the MFS region the shape of the
spectrum is fairly constant with azimuthal angle, there 1is
some justification for comparing thevrelatively more intense
¢=0° spectrum with the calculation and the ESCA spectrum.
Doing so, one sees essentially the same five bands
(p,0,R,S,T) as 1in the ESCA spectrum and this 1is also
compatible with the theoretical predictions. The large
difference 1in the relative intensity of the 23.5eV feature
(Q) 1is due to 1its significant 'p-type' <character, as

explained earlier.

The binary (e,2e) spectra extend to higher energy than
the other experimental data and beyond the highest
calculated final states shown in figure 5.1 and Table 5.1.
Appreciable MFS intensity 1is bresent beyond 40eV. Although
the calculation indicates some intensity in this region, no
guantitative predictions can be made due to limitations 1in

the method {Cederbaum (1980)}, as stated earlier.

The dipole (e,2e) spectrum serves to confirm the

presence of dense structure extending up to at least 40eV;
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however, as explained earlier, .the intensities are not
related in any simple way to the other spectra. The specfrum
also confirms the presence of the peaks at 20.5 (P) and
23.5eV  (Q), but does not, of course, show structure above
40eV since this 1is the 1limit of the equivalent photon

energy.

5.3 Conclusions

Experimental measurements of ﬁhe electron binding
energy spectrum once again confirm the Green's function
technique predictions of complete breakdown of the
one-electron picture of 1ionization 1in the 1inner valence
region. The intensity of ionization from the 6¢ and 7¢ MOs
.is spread over a wide energy range from 22 to 45eV, with no

clearly identifiable main peaks. -



173

CHAPTER 6 CARBON DIOXIDE

He looked back, and then he looked up;
and he was amazed to see how far his
last effort had brought him.

6.1 Introduction

Carbon dioxide 1is .a 22-electron molecule of D{ch}

symmetfy. The electronic structure is:
(core)®(36{g})?(26{u})?(4e{g})2(3e{ul)2(1af{u})*(1n{gl})"®

The correspondence between the various notations wused 1in

this chapter is given in Table 6.1.

The binding energy spectrum of CO, is well known in the
PES He-I region {Turner (1970)} where the four outer valence
states appear at 13.8ev (X), 17.6ev (A), 18.1eV (B) and

19.4eV (C).

The inner states -have previously been observed using
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XPS {Allan (1972)}, dipole (e,2e) spectroscopy
{Domcké (1979)1, and binary (e,2e) spectroscopy
{Giardini (1977)}: a broad band is seen in the range 30-42eV
in all cases. Both the 2¢{u} and the 3¢{g} states contribute
to the intensity in this region, which is distributed over
many lines, with no clearly identifiable main peak for
either state. This broad spectrum of final ion states
arising from the two 1inner wvalence orbitals has been
predicted wusing many-body Green's functions calculations
{Domcke (1979)}, énd is a common feature of the binding

energy spectra of many small molecules beyond 20eV.

The previous binary (e,2e) study {Giardini (1977)} was
done at 1200eV impact energy with an energy resolutidn
(2.5ev FWHM) somewhat lower than in this work, and an
angular resolution considerably better. Due to the limited
energy resolution the A, B, and C peaks were not separated,
and only the momentum distribution of the X-state was

obtained directly.

6.2 Experimental

The 1incident energy in the present study is 400eV and
the experimental energy resolution 1is 1.2ev (FWHM). Wide

range binding energy scans including the 1inner valence
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regions are shown in figure 6.1. With this énergy resolution
we are able to partially resolve the A, B, and C peaks to an
extent that allows us to estimate the angular correlations.
for the separate orbitals by deconvolution of the binding
energy spectra. These were obtained over the fange 10 to
'25eV at a series of azimpthal angles (¢=0-48°) and are shown
in figure46L2.  The deconvolution was done with a
least-squares Gaussian peak fitting program. First the
X-state peak alone in a given binding energy spectrum was
fitted, to obtéin the experimental- energy resolution for
that spectrum. Then the full spectrum was fitted using fixed
peak widths and fixed peak separations. The fixed peak
widths were calculated from the X-state experimental result
and the  Franck-Condon 'envelopes obtained( from high
resolution PES measurements {Turner (1970)}. (Typical
binding energy spectra used in the deconvolution are shown
in figure 6.2.). Once the relative peak areas of thé four .
peaks were found, the A, B, and C angular correlations were
generated by multiplying the X-state angular correlations by
the peak area ratios (A/X, B/X, C/X). The- results of the
deconvolution are given in figure 6.3. The directly-measured
angular correlations for the inner valence region are given

in figure 6.4.



6/Carbon dioxide : 176

Table 6.1 State and orbital nomenclature in CO,.

State Ground state Ion state 1Ion hole

number MO label state
1 1n{g} X (1n{g})-?
2 1n{u} A (1o {ul})-" -
3 3c{u} B (3¢{u})-?
' t6{g} c (40{g})-!
5 2¢{u} MFS (2¢{u})-"’

6 36i{g} MFS (36{g}) !
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Table 6.2 Bondiné, non-bonding and antibonding regions
in CO, (atomic units) (see also Table 2.2).

R-space P-space
region region
niu} rig}
{g} ful
Bonding 2-3 2-3 1-1.5
Non-bonding 4.5 1.4 0.7

Antibonding 6 1.0 0.5
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Figure 6.2 Typical binding energy spectra used in the

deconvolution procedure.
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Figure 6.3 Experimental and theoretical momentum
~ distributions, and theoretical momentum and charge density
maps for CO.. Solid lines are the DZ+3d-G76 results and the
dashed lines are the DZ-SB results.
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6.3 Calculations

Calculations of the binding energy spectrum of CO, have
been done with:
‘(1) MBGF: the "2ph-TDA many-body Green's function
method {Domcke (1979)1};
(2) HAM/3-CI: the semi-empirical HAM/3-CI method

{Chong}.

The Green's function method 1is described briefly in
section 1.4.1. This method includes extensive final state

correlation but not ground state correlation.

The HAM/3 calculation is based on the transition-state
of Y,-occupation method {Asbrink (1977)}. The method relies
on extensive parameterization from many PES measurements on
- small molecules. Configuration' interaction has been
incorporated by Chong and co-workers, and in this case
includes the 84 1lowest energy singly- and doubly-excited
stateg above the ground ionic state. The method accounts for

extensive ground state and final state correlation.

Note that these two theoretical models give (apart from
the binding energies) only the spectroscopic factor of the
. final ion state in guestion and do not include other factors
in the dipole or binary (e,2e) cross-section formulae. This
must be remembered when comparing calculations with

experimental spectra. The results are shown in figure 6.1;
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note that the occupation number has not been included in the

theoretical lines.

Two HF-SCF calculations were chosen to cbmpare with the

experimental work on the momentum distributions:

(1) D2-SB: an LCAO-MO-SCF calculation {Basch (1972)}

of essentially doubie—zéta quality;

(2) DZ+3d;G76: a similar calculation done with the

Gaussian 76 package using the 4-31G* standard basis

set, including d-functions. |
Experimental and theoretical momentum distributions, and
theoretical momentum and position density maps from the
DZ-SB . calculation are shown in figures 6.3 and 6.4. In all
cases shown in these figures, the plane of the diagram
contains the axis of the molecule oriented along the

vertical axis of the diagram.

6.4 MFS Structure of CO,

The present results agree well with the previous binary
(e,2e) study {Giardini (1977)} on the valence binding energy
spectrum of CO, when the 1large difference 1in energy
resolution is taken into account, and also with previous XPS
{Allan (1972)} and dipole (e,2e) work {Domcke (1979)} in

respect of peak energies. It has been noted before
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(section 5.2) that although the intensities in binary (e,2e)
spectroscopy and X-ray spectroscopy are governed by
different relationships, the relative shapes of the MFS
structure (30-42eV) are quite similar. This is reasonable
"since the dipole matrix element in the XPS cross-section 1is
‘almost constant with binding energy and if, coincidentally,
the 2¢{u}l and 3e¢{g} orBitals have similar'magnitudes of the
dipole matrix element and binary (e,2e) form factor at their
respective scattering kinematics then the spectra should be
similar. The binary andr dipole (e,2e) croés-sections are
alsb different but similarities are not necessarily expected
between the MFS structure in these two cases since dipole
(e,2e) spectroscopy is done closer to threshold where the
dipole matrix element goes through large variations with
binding energy. Even SO there is still a rgugh
correspondence between the two spectra except around 27eV,
Here the dipole spectrum shows two moderately intense peaks
(features I,II of figure 1 in {Domcke (1979)}) which appear
only very weakly in the binary and XPS spectra. These are
predicted to be tnr{u} satellites by both calculations but it
is not possible to check this assignment by measuring the
binary (e,2e) angular correlation as the structure is too

weak.

The calculations give fairly good results in the outer
valence region, except that the lines are all too low by

about 1.2eV in the MBGF result and by about 0.6eV in the
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HAM/3~-CI result. In figure 6.1 the theoretical energies have

not been shifted, unlike figures 4.2 and 5.1,

Both calculations on the binding energy spectrum of CO.
predict that the bulk of the MFS structure (30-42eV) arises
mainly from the two inner valeﬁce orbitals (2e¢{u},3e¢{g})
with a small admixture from the outer valence states, and
that thé sevéral final ionv state peaks from each inngr
valence orbital are so éxtensively intermingled that there
is at presenﬁ no possibility of resolving them. This is in
contrast to the case of COS (see Chapter.S) where the four
orbitals mix significantly in the MFS region but there are
broad bands of the structure which are predicted to be from
mainly one orbital or another. Of these two calculations on
CO, the HAM/3 method gives considerably better agreement
(figure 6.1) which 1is not surprising, as this method is
extensively parameterized, whereas the MBGF calculation 1is
completely ab-initio. Indeed such is the excellence of the
agreement in this and other cases that, in view of the very
low cost, one might consider abandoning the far more
expensive Green's function method were it not for the fact
that at this time the parameterization has only been done
for the atoms of the first row (up to 2=10). 'In comparison
the Green's function method 1is general for all atoms. It
must also of course be realized that there is a large hiddep
cost in the HAM/3 parameterization . procedure, which 1is

likely to be difficult for the more complex second row
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atoms.

6.5 Momentum Distributions and Bonding in CO,

This section carries on the ideas introduced in section

2.5.3 on AX, molecules.

The two ca;cplations used to compute  momentum
distributions give very similar shapes for the MDs, with the
possible exception of the 4¢{g} orbital. The inclusion of
d—fdnctions in the Dz+3d-G76 calculation has 1little effect
on the wavefunction (the coefficients are all less than 10
per cent of the s- and p-function coefficients). As was
suggested in Chapter 4, improvements to these wavefunctions
should first be concerned with the flexibility of the s/p

basis, and then with including d-functions.

The momentum‘distributions computed from the moderately
sophisticated double-zeta wavefunctions are all good
approximations to the experimental fact (with the possible
exception of the 4s{g} orbital discussed below). Some of the
success of these wavefunctions is due to the fact that the
geometry of the molecule, which 1is  accurately known,
dictates the form of the wavefunction to a greater extent
than in simpler molecules like the hydrides (Chapter 2,4).

Table 6.2 summarizes the location of the bonding (and
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non-bonding and antibonding) regions of the CO, molecule and
indicates where P-space density might be expected to arise.
As this table and figure 6.3 demonstrate, the bonding
regions are localised in certain known regions governed by
the CO, geometry, and the momentum distribution must reflect
closely'the separation distances of these regions. Therefore
it could have been predicted, before doing any calculations,
that the momentum distributions will have intensity, or the
absence of intensity, at certain values of q, simply because
CO, has three atoms, spaced at‘ 2.25a,, and therefore its
bonding and antibonding regions are separated by certain
distances; the only degree of freedom then left to the SCF
calculation 1is. the estimation of the amount of density to
appear in those fegions, and they are clearly doing a fairly
good job of this also (with the possible exception of the
éa{g} and 2¢{u} orbitals which cannot be observed directly,
and the 4¢{g} orbital which will be discussed below). This
accounts for the fact that the peak positions4(q{max}) of
all the experimental momentum distributions are quite
accurately predicted by the calculations, as is not the case

for the hydrides.
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6.5.1 The 36{g} and 26{u} orbitals

The density maps . in figqure 6.3f shows that ' the
innermost orbitai is ¢{g} symmetry (no hodal plane at p||=0;
class I) and the strong contraction in the‘ p|| direction
‘indicates that it extends over the Qhole molecule, and is
therefore bonding. This cannot be confirmed experimentally
as it 1is not yet possible to observe vibrational structure
in the inner valence region. (There is one exception to this
that I know of: a weak satellite of the C2r*{u} state of N,"
around 25eV has an obvious vibrational series which has been
observed {Asbrink (1974)} with He-II PES and calculated

{Domcke (1975)} by the Green's function technique.)

The ¢{u} nature of the next orbital is indicated in the
presence of the nodal plane p||=0. The momentum density is
class I1i and peaks at p||{max}=0.6 indicating non-bonding
character (Table 6.1) but there is also significant density
at p||>0.7 which éuggests some overall bonding character.
Again, unfortunately, it 1is not possible to test thié
supposition against the shape of the Franck-Condon envelope.
An estimation of this structure via a potential energy
surface calculation would -be useful here, and also in the

36{g} case.

Both theoretical calculations of these two . orbitals
give very nearly the same result: this is why only one curve

is shown in their MDs in figure 6.3e,f.
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The momentum distribution of the large peak at 38eV is
predicted by both calcuiations to be dué to ionization from
the 3¢{g} and 2s{u} states in roughly equal proportioné,
(figure 6.1), and in fact a least squares fit of the 3e¢{g}
and - 2¢{u} - theoretical momentum distributions to the

ekperimental points yields a good fit in the ratio of 1:1.3.

The momentum distribution measured at 33eV however
shows (figure 6.4) considerable intensity at large g which
cannot be accounted for by a combination of 3¢{g} and 2¢{u}
alone. Several least-squares fits of qombinatioﬁs of
theoretical MDs to the experimental points are shown in
figure 6.4 (only the DZ+3d-G76 result is shown, as the other
result is similar): a combination of 3¢{g} and 2¢{u} in the
ratio 1:5.7 (short-dashed line) clearly does not account for
the large g intensity; a combination of the 3¢{g} and 4e{g}
orbitals in the ratio 1:4.9 fits a little better
(long-dashed line) as the 4¢{g} orbital has considerable
intensity around g=1.0, but still does not account for all
the intensity above this point; a better result still comes
with a leasf-squares fit of the 3¢{g} and 1r{g} theoretical
distributions in the ratio 1:3.2 (solid line), which is iq
disagreement with the MBGF calculations which predict very
little intensity due to the 1w{g} or 4¢{g} orbitals, but is
in excellent agreement with the HAM/3-CI prediction (see
figure 6.1). Other combinations of theoretical momentum

distributions were fitted to this measurement, but as they
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resulted in negative coefficients, they are patently not

valid.

6.5.2 The 46{g} orbital

The experimental momentum distributions for the first
three outer valence orbitals were - obtained by the
deconvolution procedure described in the experimental
section. This procedure was difficult due to the <close
spacing» of the binding energy peaks and the results are
correspondingly of rather 1limited statistical accuracy
particularly 1in the case of the separate A and B momentum
distributions. However they do permit certain conclusions to

be drawn.

In figure 6.5 1is also shown the experimental and
theoretical momentum distributions for the 1m{u} and 3e¢{g}
orbitals summed together. It is seen that the experimental
points form a relatively smooth curve for this combination,
as do the points in the separate 4s{g} distribution. This is
some indication tha? the deconvolution procedure .gives
reasonably good results in separating the 4¢{g} state peak
from the envelope.and that the modulation feature' observed
in this orbital is genuine. The statistical accuracy of the
separated 1r{u} and 3e¢{u} momentum distributions is
significantly lower . than for the 4¢{g} distribution, as is

to be expected considering their binding energies.
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The 46{g} orbital is an outer valence orbital where it
is possible to check the bonding character deduced from the
density maps against ' the experimental Franck-Condon
envélopes. The o¢{g} symmetry of this orbital (class IIIi,)
is seen in the density at p||=0, and indicates (in this
case) some bonding character. The large density in the lobes
at p||{max}=0.9 indicates also a siénificant antibondiné
contribution from the <charge aensity outside the oxygen
atoms. These two contributions tend to balance each other
out, leaving a mainly non-bonding orbital, as confirmed by
the absence of vibrational structure on the He-I PES binding

energy peak {Turner 13970)}.

The theoretical momentum distribution only agrees with
experiment to the extent that the positions of the maxima
are predicted correctly, but the intensities of these
features are not. There may be several reasons why this is
so: the deconvolution of fhe three peaks may not be accurate
in the low g region, allowing some intensity from peak B to
leak into the peak C, but in view of the good agreement of
the oéher two deconvoluted MDs with theory this probably
does not account for all the g=0 intensity; there may also
be ground state correlation between the 4¢{g} and the 3e{g}
which would tend to augment the g=0 1intensity; or it may
just be a failure of the double-zeta basis that the SCF
procedure cannot properly estimate two MO wavefunctions when

they are of the same symmetry. Measurements on 0,
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{suzuki (1980b)} 1indicate there is significant correlation
in the analogous case of the 3¢{g} and 2¢{g} orbitals, which
is in support of the second argument above. An attempt was
made to measure the 4s{g} momentum.distribution directly,
but this proved inconclusive; the result shows (figufe 6.5)
an s-type distribution with ﬁo evidence of the hump at
| g=1.0. Very likely the B state is filling 1in the g=0.6
regién. Finally, it may be possible that the CO, 4s{g} is
jpst a difficult orbital wavefunction to calculate with the
limited flexibility of these basis sets - there 1is a
significant difference between the two theoretical curves,

even though the basis sets are quite similar.

6.5.3 The 3¢{u} and 1n{u} orbitals

The 3s{u} orbital is interesting in that its MD shows a
g{max} at 0.4 - surprisingly low considering that the atomic
C2p and O2p orbitals have their p{max} at 0.6 and 0.8
respectively (figure 2.1). The reason for this 1is neatly
explained by the antibonding density at p||=0.4 (Table 6.2)

seen in the momentum density maps (class IVi).

The 3¢{u} orbital 1is another situation where the
bonding and antibonding contributions roughly cancel,
leaving little vibrational structure in the PES spectrum
{Turner 1970)}. There is probably some small net antibonding

tendency from this orbital.
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The greater part of the momentum density in the 1r{u}
orbital (class IIi) is in the p||=0 plane, indiqating that
the n orbital extends over the whole molecule, as is obvious
from the charge density map. This orbital is responsible for
the major part of the bonding in CO, and the PES spectrum'

shows an extensive Franck-Condon envelope for this peak.

The agreement between éxperiment and theory is good on
both these orbitals, especially 1in respect ofvthe g{max}
values. In the 3¢{u} the smaller modulation around g=1.5 1in
the theoretical curve is not seen in the experimental
points. Here again the explanation of this discrepancy may

lie in the inadequacy of the basis sets, or in correlation

between the 3¢{u} and 2¢{u} orbitals.

For a time there was some uncertainty in the energies
of the 1w{u} and 3¢{g} states in CO, {Turner (1970)}:
different calculations predicted different ordering of these
states. The problem was resolved when the‘PES spectrum was
found to show that the higher energy state-(17.6eV)'must be
the 1nr{u} orbital because of 1its extended vibrational
envelope. The present CO, results are in agreemsnt with this
assignment: the experimental momentum distributions plainly
show the g{max} for the 1w{u} MD at 0.7 is higher than that
for the 3¢{g} MD at 0.4, which is in agreement with the
calculations. That this good agreement is seen 1is evidence
of the success of the deconvolution procedure, and some

encouragement to suppose that the 4¢{g} g=0 intensity is not



6/Carbon dioxide 198

an experimental artifact.

6.5.4 The 1n{g} orbital

Because CO, has enough electrons to populate a wn{g}
level, wunlike any of the systems studied so far in this
thesis, an interesting feature 1is seen 1in the momentum
distribution of this outermost orbital: g{max} is at the
unusually high value of 0.9. The reason for this is obvious
on inspection of the momentum density map (class IIIi,): the
gerade combination of 2p{x} and 2p{y} oxygen atomic orbitals
means there are two perpendicular nodal planes which push
Q{max} from its atomic position of 0.7a,"' along the p]|
axis, out to 0.9 between the nodal planes. This effect will
be seen in all orbitals which have this 'pseudo d-orbital’
symmetry: for instance the NO 2n and O, 1w{g} orbitals where
p{max} occurs at 0.8 and 0.%a, ' respectively (Chapter 7).
In other words, an antibonding n*-orbital is essentially of
similar angular form’as an atomic d-orbital situaféd on the
bond midpoint (see section 2.5.1 on 'pseudo-angular
‘momentum'). This case also has parallels with the n—sfstem
of trans-butadiene (C,Hq) {Tossell (1981)}. The C,H¢ 1afu}
and 1b{g} molecular orbitals have some similar
characﬁefistics to the €O, 1rn{u} and 1n{g} | molecular
orbitals respectively. All four molecular orbitals have a
nodal plane containing the étom centres which characterizes

r-systems. The 1r{g} and 1b{g} molecular orbitals have
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another nodal plane in the middle of the molecule and
perpendicular to £he atomic backbone. The most probable
momenta are 0.6a,”' and 0.8a,"' for the C,H¢ 1a{u} and 1b{g}
molecular orbitals respectively. The CO, 1n{é} most probable
momentum (0.9) is greater than that for C4,H¢ 1b{g} because
the CO, molecule is one atom shorter than C,H¢. By the
Reciprocity principle this means a momentum denéity of
proportionally greater extent in the bond axis dimension in
CO,. Similarly the CO; 1n{u} g{max} (0.7) 1is higher than

that of the C,H 1la{u} orbital.

This emphasizes that one must exercise caution in
associating the energy of an orbital directly with the most
probable momentum of the distribution. It is not necessarily
true that one should expect the momentum distribution to
move to higher values of g as one goes deeper into the
valence .shell of the molecule (i.e. to higher binding
energy). It is seen here that it is possible for an electron
to have a momentum distribution at higher most érobable a,
but still be at a lowef binding enérgy than another orbital.
Of course the balance of the electron's energy is in the
Coulomb potential 'interactions with the other particles in
the system, and since the 1n{g} is an antibonding orbital it
may be expected to have strong Coulomb repulsion terms which

raise its energy.

p| | {max} is at 0.6 for this orbital indicating

non-bonding character. Because the mémentum density falls
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off steeply with increasing p|| there is little bonding
character, unlike the 2¢{u} orbital, explaining why the PES
binding energy peak has no vibrational structure. The
experimental MD for this orbital shows intensity near q=0
which 1is in disagreement with that expected from the
'symmetry of the orbital'(pseudb-d).'This intensity is not
likely to be real, and is probably an artifact due to the
combined effects of angular fesolution, statistical erfor,

and uncertainty in the exact mean 6 scattering angle.

6.6 Conclusions

CO, shows interesting variety in its molecular orbitals
and momentum distributions. The geometry of the molecule has
a strong effect on the shapes of the MDs (these are quite
different from the MDs of atomic carbon and oxygen), and
this shape can be wused to estimate roughly the relative
bonding, non-bonding, and antibonding character of the
orbitals. The use of momentum and charge density maps is

very revealing in this study.

The calculation of the CO, MO wavefunctions does not
benefit greatly from the addition of d-functions, as was
also found for H,S, and in fact, can be done fairly

successfully with only a double-zeta basis, although there
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is some error in the estimation of the 4c{g} orbital.

The HAM/3-CI method. of calculating binding >energy
structure has been shown to give excellent results for the

case of CO,.
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CHAPTER 7 NITRIC OXIDE AND OXYGEN

'"This matter winds itself ever in new riddles!'

Binary (é,2e) studies have been carried out on NO and
O, by the Flinders University (e,2e) group. To complement
the experimental results {Brion}, the - momentum
distributions, momentum density maps and charge densitf‘maps
from several theoretical molecular wavefunctions have been

computed here at UBC.

7.1 Nitric Oxide

The NO electronic configuration (not including spin)

is:

(core)®*(36)2(46)2%2(56)%(1m)*(2n)"

Experimental results for the NO molecule were done at

1200eV incident energy. Binding energy spectra at two angles
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were recorded, as well as ahgular correlations at energies
9.5, 21, and 40.5eV: these energies correspond>to the 2n- 1,
46-', and 3¢°' orbital vacancy ion states. Angular
correlétioﬁs for the other peaks could not be recorded since

they are spaced too closely to be resolved enefgetically.

The NO  wavefunction 1is notoriously difficult to
calculate. Two theoretical wavefunctions were studied ‘for
NO:

(1) DZ-NSO-CI: a doublejzeta, natural spin orbital,
restricted CI calculation {Kouba (1971)};
(2) GTO-UHF: a (9s5p/4s3p) contracted GTO basis,
unrestricfed Hartree-Fock, single-configuration
calculation {Kunz}.
The total energies'of'these wavefunctions are (Hartrees):
-129.2599 (D2-NSO-CI), and -129.2065 (GTO-UHF). The limiting
Hartree-Fock energy has been estimated to be -129.3443
Hartrees {Sinanoglu (1966)}. The first calculation assumed

the experimental internuclear distance of 2.1747a,, and the

second places the atoms 2.25a, apart.

The experimental and theoretical MDs are shown 1in
figure 7.1. The computed density maps are shown in figure‘
7.2 and 7.3. Since the alpha and beta MOs of the DZ-NSO-CI
work are very similar (except for the 2n), only the alpha
ones are shown. It was assumed that the ‘tabulated basis
function coefficients in the DZ-NSO-CI wavefunction refer to

a basis set where the positive lobe of the axial 2p basis
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functions and the oxygen atom are toward the same end of the
molecule; the orientation of the 2p functions |is nbt
explicitly stated in the paper,-though I am assured by the
authors and by other authorities that this assumption 1is

probably correct.

7.1.1 The NO inner valence orbitals

The DZ—NSO—CI calculation suggests the innermost 3¢
orbital has some bonding charactér, (witness the contraction
in the bond direction of the momentum density map) while the
other calculation show non-bonding attributes (the contour
lines are nearly circular). The momentum distributions
indicate that this estimation of bonding character in the
DZ-NSO-CI calculation 1is probably not correct, as the fit
between calculation and theory is not quite as good as in
the GTO-UHF calculation. Our chemical intuition is in accord
with this: we conceive of the.inner valence orbitals as
being 'atomic-like' and showing little bonding or

antibonding tendency.

The situation is reversed in the 4¢ orbital, where the
DZ-NSO-CI MD clearly fits better than the GTO-UHF: the
former indicates that the orbital, though nominally
antibonding, has some nonbonding character as seen in the
density around p=0, while the laﬁter have almost no density

at low g, in disagreement with the experimental result.
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The momentum density for the 3¢ orbital can be
constructed mainly from class I Q-projections. The 4o
momentum density is class IIa in the bona direction, and the
differences between the two calculations 1is due to the
Varying asymmetric contribution of 2s functions on each

centre.

7.1.2 The NO outer valence orbitals

The outermost 2r orbital is an excellent example of the
selectivity of binary (e,2e) 1in judging the quality of
wavefunctions which, examined under other qriteria - energy,
for instance, or dipole moment, may have little to
distinguish them. The two calculations estimate differently
the character of this MO as almost non-bonding XDZ-NSO-CI)
or nearly full antibonding (GTO-UHF). The important feature
is the amount of density in the p||=0 plane: if this is not
large then the position of p{max} in the MD will move to
larger p compared with - the atomic orbitals, which is the
case for the GTO-UHF calculation. The DZ-NSO-CI calculation,
on the other hand, does put considerable density in the p]
plane, with the result that the value of p{max} does not
change as much compared with the atomic orbitals
(figure 2.1). This kind of orbital falls somewhere between
class IIi and class IIli, in the bond axis direction (see
section 2.4) depending én whether it 1is more nearly

non-bonding or antibonding respectively.
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Next consider the spherically-averaged momentum
distributions from the two calculations: both distributions
will be p-type because of the nodal plane, but due to its
significant hon-bonding character, the DZ-NSO-CI calculation
has the lowest p{max}, with the GTO-UHF result significantly
higher.  The expérimental result shéws in a very gratiinng
manner that the DZ-NSO-CI result is correct, and the. other

definitely in error.

Another explanation has been advanced {Suzuki (1980b)}
to account for the large p{max} in the outermost MO of NO
and O,, which rests on the fact that in both cases it is
singly-occupied. For both O, and NO this MO is a n* orbital
occupied by a single (unpaired) electron (the doubly
degenefate n* orbitals are each singly occupied in ©0;). 1In
that discussion {Suzuki (1980b)} of the 0, results it was
suggested that the higher most'probable momentum might be
the result (via the Reciprocity principle) of less spatial
extension of the orbital arising from the absence of
intra-orbital electron-electron repulsion. The fact that a
correspondingly large most probable momentum has also Been
observed for the_doubly-occupied outermost n* orbital of CO,
- suggests that this effect is primarily due to the 'd-like’
pseudo-angular momentum of the antibonding (#*) orbitals in
"all three molecules. Intra-orbital correlation effects can
for the most part be ruled out as a direct contributing

factor on two counts:
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(1) Correlation effects are generally quite small in
the ground state, accounting for about 1eV of the
total energy. This is not enough to cause such a lérge
shift directly;
(2) 'Intra-orbital' versus 'inter-orbital' correlation
is only a convenient artificial partitioning of the
total correlation between all the electrons, and to
single out the former as the cause of a specific
effect in one orbital is not valid.
That the DZ-NSO-CI wavefunction does do a better .job than
. the GTO-UHF wavefunction must be due mostly (as the basis
sets are similar) to the natural-spinforbitali
configuration-interaction technique wherein correlation is
properly accounted for in the whole molecule (which in turn
affects the SCF potential and the shape of the 2m NSO),
rather than solely because the 2n intra-orbital corfelation

is removed.

The remaining theoreticél molecular orbitals, whilé
they have not been checked experimentally due to the <close
spacing of their final ion state energies, are of academic
interest as a demonstration of bonding in heteronuclear
diatomics. The calculations both predict bonding wm-orbitals
between the two-afoms, and non-bonding w-orbitals centred
mainly on the oxygen. The bonding character is reflected in
the ambunt of contraction of the mdmentum density in the

bond direction. This in turn affects the
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spherically-averaged MDs: a contraction of the density in
the p|| direction means the.MD shifts to lower g, as may be
seen comparing figufe 7.1 with figures 7.2 and 7.3 (not all
the 1n MDS are shown in figure 7.1 as they are often very

similar).

‘The greatest difference in the DZ-NSO-CI énd GTO-UHF
results is in the 5¢ MO: the DZ-NSO-CI result predicts
roughly equal bonding and antibonding contributions that
give rise to MD intensity around g=0 and g=1.2. The GTO-UHF
calculation predicts somewhat more antibonding character
which 1increases the totally symmetric component in this
orbital and so augments the g=0 intensity at the expense of
the g=1.2 region. It has been suggested {Kouba. (1971)} that
the 5¢ orbital probably accounts for most of the bonding 1in
this molecule, but examination of the charge density maps
indicates that tﬁis is perhaps incorrect in 1light of the
argument above, and that the bonding arises mainly from the

1n molecular orbital.

7.2 Oxygen

The electronic MO configuration of the 1t6-electron O,

molecule is:

(core)*(26{g})2(2¢{u})?(3e{gh)2(1n{g}*(1n{u})?
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A calculation on oxygen {Kunz} similar to the GTO-UHF
calculation on NO is displayed in the form of charge and
momentum density maps, and momentum distributions in
comparison ~ with experimental binary (e,2e5 results
{Suzuki (1980b)} in figure 7.4. The theoretical momentum
distribution is shown with a solid line. Solid circles
indicate 1200eV experimental data, and open circles 400eV
data. The angular resolution in the momentum distribution
measurements 1is claimed to be sufficiently good that it is
unnecessary to fold in experimental resolution factors into
the calculated momentum distributions, and in figure 7.4 no

such factors have been included.

The agreement between experimental and theoretical
momentum distributions is, in general, very good for all MOs

within the statistical accuracy of the measurements.

7.2.1 The O, ¢{g} orbitals

There seems to be extensive correlation, in either the
initial ground state or final ion states or both, involving
the 2¢{g} and 36¢{g} O, orbitals. This produces at least four
binding energy peaks which all exhibit an s-type momentum
distribution, but have varying degrees of "kink' at
g=0.6a,"'. Of these four momentum distributions I have
chosen the lowest and highest in energy to compare with
theory, as these are likely to be 'purer' in one state or

the other, as indeed figures 7.4c and 7.4e show: the
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'Figure 7
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agreement is excellent, with the small exception of the
position of the 'kink' which the calculation puts rather
higher ‘than the measurement. The position of the kink is
determined by the location of the P-space nodal surfaées,
which is in turn determinea by the ratio of s/p character in
the orbital: if there 1is in fact some extra 2s character
coming in from the 2¢{g} orbital this may account for the

discrepancy.

7.2.2 The 2¢{u} orbital

Insofar as may be judged, the agreement between theory
and experiment is satisfactory, within the statistical
accuracy of the measurement. This orbital is of antibonding

character and is described by the Class IIi Q—projection.

7.2.3 The 1w{u} and 1r{g} orbitals

As has:- been mentioned earlier, oxygen 1is another
example of the situation where p{max} 1increases as e
decreases, for two n orbitals. Again, the reason for the
large p{max} (0.9a," ") in thev1n{g}, compared to the 1n{u}
(0.7a,"') is the second nodal plane, p||=0, which pushes
momentum density to larger p, although p| is almost the
same. The reason why the calculation agrees -well with
experiment here, in contrast with the NO 2#, is that the O,
1n{g}“is a pure antibonding orbital, in a homonuclear

mSlecule, with no possibility of non-bonding character
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coming in. Therefore, the <coefficient of the atomic 2p
orbitals ' on one oxygen with respect to the other is exactly
the same (to within a sign), fixed by the symmefry of the
system, whereas in the NO 2n-MO the reiative amounts of 2p
AOs on each centre (and hence the relative
.non—bonding/éntibonding.’ character, and  the position of
p{max}) is a variable, and 1likely very sensitive to the
quality of the basis set and the method of calculation to

boot.

This situation should be reflected in the comparison of
the outer CO, 1w{u} and 1r{g} MOs with the corresponding COS
2n and 3r orbitals: theoretical wavefunctions for the CO,
orbitals are good, but I predict that the COs 3r g{max} will
be lower than the CO, 1r{g} and also difficult to calculate.
In general, where symmetry is lowered by changing an atom
but maintaining similar structure (as in O, to NO, N, to
HCN, CO, to COS), we may expect calculated results using
similar quality basis sets to be 1less good 1in the less

symmetric case.

In both these cases the agreement of measurement and
theory is good: the only discrepancf is that the theoretical
momentum distributions are at very slightly higher momentum
compared to the experimental points (ignoring the low g
region where the discrepancy may be due partly to residual
angular resolution effects). This has been noted before in

the outer valence orbitals of other systems, and again means
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that the (9s6p/5s3p) basis set, while accurate for inner,
more atomic-like MOs, fails to account completely for the
electron density shift in the outer MOs when forming the

molecule.

7.3 Conclusions

Charge and .momentum density maps have been used to
refute previous suppositibns as to the origin of the high
gi{max} in the NO 2n and O, 1r{g} orbital momentum
distributions. This feature arises mainly out of the «n¥*
antibonding character of these orbitals and not directly

from the absence of intra-orbital correlation.

The double-zeta wavefunction of Kunz has been shown to
give good results in the estimation of the O, MDs, but in
the case of NO a correlated wavefunction 1is necessary to
account for the electron density shifts in forming this

molecule.
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CHAPTER 8 THE NEW MCP SPECTROMETER

They make no beautiful things,
but they make many clever ones...
It i not unlikely that they have

invented some of the machines that
" have since troubled the world...

8.1 Introduction

Until recently spectrometers of almost all descriptions
included in some part of their works a slit or aperture
followed by a particle detector of some sort. These
detectors respond only to the presence or absence of
specific kinds of ©particles in the active region of the
detector. Therefore in order to. detect a spectrum as a
function of some - parameter x one must have a device to
physically disperse the particles in proportion to their x
value. If a slit 1is placed ip the dispersion plane, then
this defines a system which is sensitive to a particular

value of the parameter x, and can be scanned through a range
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of x by moving the slit.

The unfortunate aspect of this system is that the great
part of the signal that does not pass through the slit is
simply thrown away. This is tremendously inefficient ’since
the process which is producing the particles is for the most

part generating unused signal.

Some spectrometers have been built {Moore (1978)} to
make more efficient use of the signal; These usually involve
using arrays of detectors and multiple slits. However it
rapidly becomes prohibitive in terms of cost and signal
processing to use such methods, and perhaps only one order

of magnitude increased efficiency can be attained.

8.2 MCPs (Multichannel plate arrays)

With the advent of MCP technology it now becomes
possible to have a slitless detector and detect all the
signal all the time. This device can be used to detect
charged particles which can be dispersed in a plane as a

function of some parameter x.

The reader may get a picture of the physical
construction of an MCP by imagining thousands of drinking

straws standing on end, packed tightly side by side, glued
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together to form a disk or rectangle, and shrunk by a factor
of 200. Next transmutéte the straws into the special
semiconducting glass used in channeltrons and the glue to
ordinary glass and spray both faces with nickel or gold to

make electrical contact: the result is an MCP.

Of course these devices are not made by this fanciful
method, but rather by sophisticated new techniques of glass

drawing and doping, which accounts for their high cost.

An MCP works by 'essentially the same principle as a-
channeltron (section  3.2.6). The difference 1is that an
incident particle stimulates only one of the very tiny
channels in the devices. The device output 1is therefore
localised at the same place as the incident particle, except
that there are now 10°-10% output electrons for each
incident particle. This is still too few electrons to be
. detected electronically, so the usual practice is to cascade

two MCPs in series, giving 106-107 electrons output.

MCPs were originally developed as image intensifiers
for use in military night-vision binoculars and in low light
television tubes. At first production was limited to fairl§
small 25mm diameter disks, but with improved techniques 50
and 70mm diameter disks éré now available. Indeed so wuseful
are these devices that one or two companies are marketing
MCP assemblies. complete with mounting ‘hardware and

electronic signal processing units.
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MCPs find a use ‘in spectroscopy wﬁerever charged
particles cén be dispersed as a function of scattering
angle, energy, mass etc. There are even MCPs now which will
detect photons of sufficienf energy (UV or greater). The
most commoﬁ use to date of Ehese devices in research is in
electron spectrométers. An MCP is placed in the dispersion
plane of the electrostatic analyser, so that electrons of a

large range of energies can be detected concurrently.

8.3 Position-sensitive Signal Collection

Apart from ﬁheir construction, the most difficult
problem encountered in the use of MCPs is how to convert the
position of the output puise into an electronic signal which
can be processed to reveal the spectrum. There are probably
almost as many ways of doing this as there.are spectrometers
using the devices. Most applications wuse one bf the
following methods:

(1) Multiple discrete anodes: a collector plate
divided up into small electrically-separate metal
anodes is placed next to the output face of the MCP.
Each collector anode 1is connected to its own
preamp/amplifier/discrimator electronics. Position is

decoded to within the area of one anode by the-
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presence of a pulse on one of the output lines.
Resolution is limited to the size of the anodes;

~(2) Charge-coupled diode CCD: the output electron
shower 1s converted via a phosphor screen to a burst
of photons which are optically focussed onto an array
of photosensitive diodes. The diodes buildkup’a charge
‘according to how much light falls on them over a given
time period. At the end of the sample period the diode
array 1is read out serially into some sort of stdrage
device. Resolution limited by the number of elements
in the photodiode array. Coincidence experiments
cannot be done with this device; neither can
individual events be accessed;

(3) Charge division: a collector made of a continuous
resistive strip, or of .discrete collector elements
connected 1in series with capacitors or resistors is
placed next to the MCP output’face. Leads are attached
to the ends of the strip and two charge preamps
connected to these 1leads. The output pulse lands on
the strip and sees two parallel paths to ground. The
current down one side of the strip and through each
preamp is inversely proportional to the impedance of
that path to ground. The preamp output amplitude V is
proportional to the total charge presented at the
input. If the length of the strip is L and the pulse
lands a distance 1 from one end, then that distance is

obtained from the preamp pulse amplitudes by taking:

226
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(8.1) 1 = Lv_
vtv'
This can be done by analogue divider circuits or by
digitizing the pulse amplitudes and doing the
calculation with a digital processor. An advantage of
this method is. that the resolution with a resistive
strip collector is theoretically infinite .aﬁd only
" limited by the size of the pores in the MCPs, and by
the resolution of the digitizer. If a capacitor string
is used then the resolution is normally limited ﬁo the
size of the‘discrete elements; however, it is possible
to obtain-higher resolution if the output pulse is
allowed to defocus slightly and span two elements of
the discrete anode cgain. This tends to smooth out
what would otherwise be a staircase-like response
function. Another advantage of this method over the
CCD method 1is that the final computed 1 1is not
sensitive to variations in ‘channel gain across the
face of the MCP. The amplitude of the MCP output pulse
would appear in both the .numerator and the denominator

of equation 8.1 and so cancels out.

I have chosen the third method, charge division through
a capacitor string, for implementation in the new
spectrometer. This is a proven technigque {Van Hoof (1980)}
and seemed to be the one which was both simple in concept

and fairly cheap in execution. It is also the one which can
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Figure 8.1(a) Exploded view of the MCP assembly.
(b) Schematic diagram of the MCP circuit.
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for the new binary (e,2e) spectrometer.

TC thermocouple gauge

SV solenoid valve
WB water baffle

Legend:
I1G ionization gauge

VV vent valve
GV gate valve
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Table 8.1

DRVCSR2-5,8-15
DRVINO

DRVINI1
DRVIN2-15
DRVOUTO
DRVOUT1
DRVOUTZ, 3
DRVOUT4-15

ADV11-A

ADVCSRO
ADVCSR6

ADVCSR7
ADVCSR8-11
ADVCSR14
ADVCSR15
ADVCSR1-5,12,13
ADVBUFO0-11

AAV11-A

DACAQO-15

DACB,CO0-15
DACDO-15

KWV11-a
KWVCSRO
KWVCSR1, 2
KWVCSR3-5
KWVCSR6
KWVCSR7
RWVCSRB8-15
KWVBUFO0-15

MCP interface control lines
Device
Bit Name/Function
DRV 11 Parallel 16-bit digital I/0
DRVCSRO MCP interface inhibit/reset
DRVCSRI1 BNCS010 remote/local
DRVCSR6 Enable interrupts
DRVCSR7 External event interrupt flag

(TAC TRUE STOP)
not used
SCA1 event
SCA2 event
not used
BNC9010 pulse/DC
X-Y plotter pen up/down
not used
BNC9010 digital amplitude word (BCD)

16-channel 12-bit multiplexed
analog/digital converter

Go bit - start conversion

Enable interrupt on conversion

completion

Conversion complete

Channel select 0-174

Enable error interrupt

Error flag

not used

12-bit signed conversion result

4-channel
converter
Reference
energy Eg

12-bit digital to analog

voltage for incident
power supply

X and Y deflections for scope display

Reference voltage for angle
scanning servo loop

Real-time clock

Go bit - start timer
Mode

Clock rate

Interrupt on overflow
Clock overflow

not used

Clock count
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easily be combined with the necessary coincidence detection

circuitry.

8.4 The New Spectrometer Design

The design requirements for the new  spectrometer, the
vacuum system, the electronics and the computer system are

given in the following sections.

8.4.1 The vacuum system

Triple differential pumping was a primary requirement
for the new machine. The reasons are:
(1) The sensitivity of the MCP to noxious gases which
can degrade the special semiconducting glass, and to
high pressures of any gas which can lead to arc-overs
through the very fine channels;
(2) 1f reactive gases are excluded from the region of
the electron gun then oxide cathodes can be used
instead of tungsten filaments.
Oxide cathodes are thin layers of barium oxides on a metal
contact, indirectly heated. These electron emitters run
cooler than tungsten filaments, and SO'thg energy spread of
the resultant electron beam 1is less. Where a tungsten

filament might have a AE of 0.7-0.9eV oxide cathodes have
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0.3-0.5eV. Differential pumping refers to the technique of
dividing a vacuum chamber into several compartments with
only a small aperture connecting them. If a pumping stack is
attached to each compartment then one can maintain pressure
differentials across the apertures of up to an order of
magnitude. Tbis allows three compartments: one with the gas
all at relative high pressure, and the other two with the

MCP and electron gun at low pressure,

. The 'gas chamber and the analyser chamber both have
5-inch pumping throats leading to Varian VHS-4 diffusion
pumps (the same type as on the old machine). The gun chamber
has a 2'%-inch tube leading to a small 3-inch diffusion
pump. All three pumping stacks have gate valves and water
traps. - LN, cold traps. are not necessary in the diffusion
pump stacks. A ',-inch gate valve between the gun chamber
and the gas chamber allows access to the electron gun, while

still keeping the rest of the system pumped down.

The diffusion pumps are backed by two large rotary
pumps: one for the analysef and gun pumps, and one for the
gas chamber pump. Four ports are provided for ion gauges:

one on each pumping stack and one on top of the chamber.
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8.4.2 The electron gun

The same type of gun body is used in the new machine as
in the old (Cliftronics CE5AH), except that a mounting for
oxide cathodes has been substituted for tungsten filaments.
The beams from this gun are not as good as the other in the
0ld machine (10-304A, 90 per cent focussed) but this is
partly due to the longer distance the beam must travel, and

‘the fact that it must pass through a ,-inch gate valve.

8.4.3 The beam steering unit

This wunit is similar in all respects to the oné in the
0ld machine, except that an extra set of deflectors has been
-installed between the gun and the gate valve. The first
spray plate after the gate valve defines the aperture for
differential pumping between the gas chamber and the gun
chamber. The last spray plate and the Faraday cup are

mounted in the lens.

8.4.4 The gas cell

Again, similar in most respects to the one in' the old
machine, the new gas cell is made in two parts: the lower
half is fixed to the top of the béaﬁ steering unit, and the
upper half to the iens. The gap between the two halves
allows the scattered eleétrons to pass into the lens; The

gas cell defines a field free scattering region, and permits
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a local buildup of gas density.

8.4.5 The cylindrical mirror analyser

In this spectrometer the analyser is a full CMA moﬁnted
coaxially with the.<gas cell and the conical lens. This'
analyser has almost perfect cylindricél symmetry, so all
scattered electrons emerging from the collision volume at
6=45° and with energy E=E{retard}+E{pass} will pass through
the exit slit of the analyser regardless of azimuthal angle.
(The only lapses from perfect cylindrical symmetry are in
some small support columns. in the inner cylinder, and
pumping slots cut in the inner and outer cylinders. These
pumping slots have been covered with a 99 per cent
transparent copper mesh to preserve the electric field.)
This means that (e,2e) electrons of all azimuthal angles
will be transmitted to the .detector, and that all
.orientations of a given azimuthal angle will also be
transmitted. This gives an upper limit to- the impro§ement in
efficiency over the o0ld machine of a factor of about 500
(assuming an acceptance half-angle for the old spectrometer
lenses {Hood (1977)} of about 4°). Such an ‘increase in the
data rate heans that data acquisition can be cut from a
period of days down to hours. The scattered electron
tréjectories through the 1lens and analyser describe a
surface which is similar to that of a football

(American-style). This image may be helpful in visualizing
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the workings of this spectrometer.

ft is not possible to achieve even perfect first order
focussing (let alone second order focussing) due to various
-physical constraints 1in the design of the spectrometer;
however, as is explained in the next section, good focussing
attributes are not necessarily a high priority in this
application.. Since the analyser entrance angle must be 45°
(the same as'the 6 scattering angle), this requires that the
sum of the radial components of the .distances‘ from the
source and image foci to the inner cylinder be 3.4, and the
axial component of the distance between the foci. be 9.2,
both in units of the inner cylinder radius {Risley (1972)}.
Due to the size of the conical lens and the MCP detector
assembly, the minimum radius of the inner cylinder is 2.5
inches, which means that the height of the analyser would
have to be at least 20 inches, and the radius of the outer
cylinder about 25 inches, which is too large for our machine

shops to handle.

Electrons of the correct energy are transmitted from an
annular entrance slit 2cm inside the inner <cylinder to an
annular egit slit 10cm above the entrance slit and 3cm
inside the inner cylinder. The radius of the inner cylinder
is 2.5 inches, and the outer cylinder 5 inches. These
proportions for the CMA mean that it will have approximately’
0.5 per cent resolution, i.e. AE{pass}/E{pass}=0.005

{Risley (1972)}; since the MCP detector 1is expected to
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improve the data rate so much, there is no reason not to try
for better energy resolution. The design‘of the CMA means
that the particle beaﬁ will pass approximately half way
between the elements of the CMA at the point of largeSt
radius: this helps to make the electrons insensitive to
surface effects near the analyser elements. Thé choice of
the position of the output slit is intended to allbw.the
analysed electrons to diverge slightly before striking the
MC?. This ensures that the count rate per unit- area of the

MCP will not exceed 1 count per channel per second. Above

this rate the device starts to saturate.

8.4.6 The conical lens

There 1is nothing in the literature on the design of an
electrostatic lens to focus an object from a point on the
beam axis to an annular image around the beam axis, where
image and object define a 45° cone. Lacking the skills to
calculate the structure of such a beast, and for want of any
‘better ideas, it was decided to build a three-element
conical lens in the same proportions'as the old spectrometer
-lenses. This device would have some sort of transport
properties (cerfainly not the same as the o0ld lenses) which
could be optimized by suitably adjusting the voltage applied
to the middle element. It was not understood until after it
was built, however, that this sort of 1lens would also

deflect the scattered electrons into a slightly steeper or
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shallower cone. Consider: the electric field gradient at the
lens  gaps will not be the same in the top‘and bottom halves
of thevlens aésembly (see figure 8.1) Dbecause the volume
eiements near the upper and lower gaps are diffefént; the
radial distances and polar angles from the central axis are
slightly different. This implies that the action of the
resulting electric fiéld will not be that-of.a pure lens (as
in three elemént tubular lenses) but‘will also behave partly
like a prism, deflecting the scattered electrons away from
their original trajectory in the 6 dimension. In order to
compensate for this, the upper and lower parts of the middle
lens element have been wired into a circuit similar to those
supplying the beam deflector voltages} there is one
potentiometer to set the potential midway between the twé
elements, and another to set a positive and negative offset
with respect to the center potential, which is to be applied
directly to the elements. In this way it shbuld be possible

to correct for deflection introduced by the lens.

In my view the best solution to the lens problem (see
also section 3.5) for this and other (e,2e) spectrometers
would be to wuse a spherical retarding field for the
scattered electrons, with: no lens magnification effect or
polar angle deflection. Such a field could be established
with concentric shells or grids. When there are no electron
optical effects the angular acceptance and the effective 6

angle would be defined by the physical construction alone,
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without having to worry about lens magnificatioh or
focussing effects. (It would be important to reduce magnetic
fields in such a device, in order to be able to do without

deflectors in the lens.)

Retarding lenses serve a purpose which 1is, 1in fact,
partly contradictory to our intent in binary (e,2e)
spectroscopy. In other types of spectroscopy lenses were
intended to retard scattered electrons from their scattered
energy down to a lower energy where they could thep be
analysed with higher resolution. They also enabled one to
focus scattered electrons from a large volume of space on to
the small entrance aperture of the lené; the larger the
collision volume, the greater the signal rate (gas and beam
density being equal) which is almost always a desirable
thing. In such types of spectroscopy it is wusually
inconsequential that this 1large collision volume implies
indeterminate scattering angles, as angular resolution was
- not a priority. However, in binary (e,2e) it 1is very
important that the polar scattering angle be sharply
restricted around 6=45° in order to accurately determine g
at low azimuthal scattering angles (see figure 3.7), and it
is also important to have good ¢ resolution. This is why one
really only needs a retarding device to imprdve energy
resolution, and not a focussing device with its inherent
magnification of the image. In this respect the University

of Maryland spectrometer design {Moore (1978)} 1is an
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"improvement, as it has no lenses. However, neither does it
have a retarding device, so energy resolution may be

limited.

8.5 The New Binary (e,2e) MCP Detector

8.5.1 Construction

The MCP assembly design is shown in exploded view in
figure 8.1. Two 52cm MCPs (Mullard G25-501A) are used in
chevron formation, spaced 0.010 inches apart, followed by
the collector spaced 0.010 inches from the output face of
the second plate. The microchannels are not exactly
perpendicular to the face of the plate, but are canted
slightly. Chevron formation means that the two plates are
mounted so that the channels of one plate slope in the
opposite direction to the other. This attempts to prevent
secondary 1ion feedback, 1in .  imitation of the curvature of
channeltrons. Electrical contacts to the plates are made
with silver rings, and insulation 1is done with nylon or
Teflon. The whole assembly is gently sandwiched together and

secured with a spring clip.

The detector must be electrically divided in two 1in

order to perform the coincidence determination between the
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scattered electrons. One scattered.electron strikes one half
of the detector and the second strikes the other side. With
a fine sandblaster, the nickel plating of the output face of
the second plate was carefully removed along a diaméter to
electrically separate the two sides._Contacts T, and T, are
made to each half: when an electron triggers the detector
this produces as a momentary depletion of charge at one ‘of
the nickel cdntacts and hence a positive pulse in one of the

T, or T, lines.

The collector 1is to be a ring of discrete anodes
(figure 8.1) designed to line up with the intersection of
‘the trajectories of the electrons leaving the analyser with
‘the input face of the MCP detector. The anodes are connected
with capacitors in series to form two half-circle strings.
Connections C,,C,,C;, and C, are made to the four ends. The
two collector strings are also aligned physically with the
two halves of the MCP output face. Each capacitor. has a
resistor wired in parallel to slbﬁly drain away accumulated
charge. The values of the capacitors are 100 pF and the
resistors 10% ohms, giving a time cﬁnstant of RC/n=2.5ms
with n=40 discrete anodes per strip. This is'well in excess
of the initial processing time of the collector pulses, so

no degradation of the signal should occur.

The - collector 1is to be made from a suitably etched,
two-sided fiberglass printed circuit board. The discrete

anodes would be on the MCP side of the PC board, and the
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resistor-and capacitors on the other. Sundry components for
providing the MCP high voltage bias, and for decoupling the

timing and collector signals will also be mounted here.

8.5.2 Signal processing

‘The MCP assembly prodUcés six puises when there is a
coincidence: T,, T,, C,, C;, C; and C,. The T, ana_Tz lines
carry sharp positive pulses for the coincidence
determination which is done using the same TAC/SCA method as
in the old machine (see section 3.4.3). Lines C,-C, carry an
amount of charge which depends on where the two electrons
land. If one can digitize the amount of these charges then
the azimuthal angle: between the two electrons can be

computed as:

(8.2) ¢ a _C, + Cj,
. C,+C, C;+Cy

This‘result can be used as a peinter to a storage location.
The accumulated count at that location is then incremented
or decremented according to whether the coincidence
determination has shown a true coincidence or a réndom pulse
pair. In this way a spectrum of the azimuthal distribution
of signal is obtained. It will be necessary to multiply this

spectrum by a ramp of the form:

(8.3) 180°

180°-¢
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since there is the possibility which increases with ¢ that
the two (e,2e) electrons might both land on the same half of

the MCP detector, and so would not be detected.

The signal processing for the C1—Cu outputs is to
consist of _four sets ORTEC. 142AH charge preamps (CP)
followed by ORTEC 485 Gaussian Shaping Amplifiers (GSA). A
charge pulse appearing at the CP 1input is capacitatively
decoupled from the high voltage‘line and integrated. The CP
output is a pulse with a rise time of the width of the input
charge pulse and a fall time of about 500xs. Data rates of
more than (500xs)-'=2000s-' are not a problem since CP

output pulses may pile up with no loss of signal.

The GSAs contain special shaping networks which respond
to steps in the input voltage, such as are provided by the
CPs. The GSA output 1is a smooth, wuniformly shaped
semi-Gaussian pulse 3ys wide whose amplitude 1is direétly
proportional to the size of the input step. The use of the
GSA means that the system should be insensitive to any
change in the preamp output rise time due to changing widths
of the charge pulse, or distértion of the charge pulse as it
travels down the capacitor chain, and the shaée and
uniformity of the output pulse allow it to be precisely

digitized.
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8.5.3 MCP/computer interface

The. interfacing of the six signal lines plus many data .
and control lines between the spectrometer and the computer
is done with a custom built unit (MCP Interface) designed
and constructed in the UBC shops to my specifications. A

block diagram for the interface is given in figure 8.4.

The MCP Interface data acquisition logic is idle until
it is 'woken up' by the presence of a high logic level
simultaneously‘ in the TAC TRUE START and TRUE STOP outputs.
These two sighals indicate that the TAC has detected a
coincidence on the T, and T, lines, and that the computer
may expect valid signals on the C,-C, lines. The -interface
then does several things:

(1) An interrupt flag is set in one of the ;omputer's
digital 1/0 registers. This flag interrupts the CPU
and transfers control to a software routine to process
the (e,2e) event;

(2) The TAC 1is "inhibited from processing any more
START and STOP signals until the interface is reset by
the computer;

(3) An internal 'valid event' logic level is set high,
which allows the five sample/hold units to sample the
TAC and GSA output pulses when three internal timers

‘indicate these pulses have reached their peak.

The interface logic must supply a 'hold' signal to the
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sample aﬁd hold (SH) circuits at the precise instant that
the TAC and 485 pulses reach their peak. Normally the SH
output 'tracks' the input, but -when a 'hold' signal is
received, the output is held constant at the value of the
ihput at that 1instant (see figures 8.5 and 8.6). The TAC
TRUE START output leéding edge is used to start an internal
- clock K,, which measures out a fixed time interval. This
interval can be adjusted to span the time the Cy and C, GSA
output pulses take to rise to their peaks. At the end of
this time a 'hold' logic line is set high; and if the 'valid
event' line is also high the SH circuits SH, and SH, are
switched from 'track' to 'hold'. Similarly, internal clock
K, times from the TRUE STOP leading edge to the peak of the
C; and C, GéA outputs, providing the 'hold' signal for SH
circuits SH; and SH,. The 'hold' sigﬁal for SHs; (the TAC
output SH «circuit) 1is also timed by K; from the TRUE STOP
leading edge. The reason for having several timers 1is that
the T, and T, pulses are separated in time by an amount At
from zero up to the range of the TAC, which may be éeveral
hundred nanoseconds. This is enough time for the GSA output
to be significantly below its peak value. The TAC output
pulse of course has a different offset from T, and T, than

the GSA outputs, so it must have its own timer.

The outputs of the five SH units are connected to a
16-channel, multiplexed, 12-bit voltage digitizer board in

the computer, which would be controlled by a software
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interrupt service routine.

The SCA output pulses latched by two flip-flops in the
interface and the resulting logic levels are connected to
two input lines of a 16-bit digitél 1/0 board in the

computer.

The entire logic system in the MCP Interface can be
reset by clearihg a special bit in the digital I1/0 board,
and can then be enabled by asserting this bit. The logic

system is reset and enabled after every interrupt.

‘In addition to signal and data lines ﬁhere are control
lines for setting the voltage of the incident enérgy power
supply, for setting the angle (of the angle scan system in
the old machine) and for producing a display of spectra on
an X-Y oscilloscope. These four voltages are supplied by a
four-channel digital-to-analog converter (DAC) from 12-bit

numbers loaded into the DAC registers by the computer.

The‘ channel advance and reset functions of the old
ORTEC 4610 Program Control Unit are emulated in the
'computer-based system 1in software, using a real-time clock
device. A fixed time base will be availab;e, and also a
feature allowing the operator to tie the dwell time per
channel to the total singles rate in the two T, and T,

channels.

Suhdry other output 1lines on the digital I/0 board
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include a plotter pen up/down bit and several 1lines to
control the output amplitude of a remote-programmable pulse
generator (Berkeley Nucleonics 9010). Such a pulse generator
could be wused (among its myriad other wuses) to do
combuterized self-test and self-calibration of the MCP
position decoding system. There is also unused space in the
digital 1I/0 board which could be used to read in.a number
from a digital voltmeter and so provide self-calibration of
the incident energy power supply. The function of all the
lines in the <computer interfacing is summarized in

Table 8.1.

The MCP interface has been in operation satisfactorily
on both spectrometers using all 1its functions except the

C,-C, digitizing lines.

8.5.4 The computer system

The computer system 1is based .on a PDP LSI11/03
processor manufactured by the Digital Corp. The system
peripherals include the DEC VT100 video terminal, the
MDB DSD-440 dual»floppy diskétte drive mass-memory, and an
IDS-460 graphics impact printer and all the interface boards
described above. The system was purchased from the
Transduction Co. (Toronto), with the exception of the
printer. The software runs under the DEC RT-11 operating
system: this provides a foreground/background environment

for wuser programs in which it 1s possible to have a
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foregroﬁnd job (controlling the spectrometer and performing
data‘acquisition) running concurrently with a backgrouna job
(which could be performing; for instance, data analysis or a
variety of other functions). ,This operating system was a
major factor in the choice of the LSI11/03 computer‘-system,
and means that the computer, which represents a sizeable
investment, is not completely tied up when it 1is acquiring

data, unavailable for anything else.

RT-11 includes a complete set of wutilities for
creating, maintaining, and manipulating files on disk, plus
compilers for the FORTRAN and BASIC high level languages and
the MACRO assembly language. A portfolio of specialized
programs has been written for binary (é,ze) applications:
these include an extensive library of plot subroutines for
the graphics printer, a foreground (e,2e) data acquisition
program, a background program which alléws communication
with the .foreground and manipulation of data files, data
plotting programs, etc. This computer is not-suitable,.
however, for the programs which compute momentum
distributions, density maps and Gaussian least-square peak
fits: these require a high-speed, large memory,
number-crunching pfocessor to.be convenient, for which.the
Amdahl V7 in thé UBC - Computing Centre is .entirely
appropriate; It is possible to transfer data between the lab
and the‘ Computing Centre on 8-inch floppy diskettes

conforming to the IBM standard.
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Binary (e,2e) data files stored on diskette are
structured in' four 256&16-word blocks: the first block
- contains labels and spectrometer parameters pertinent to the
run; the second and third blocks contain the values of the
independent spectrum variable (voltage, angle or time) as
32-bit floating point numbers; the fourth block contains the
accumulated data. The operator is able to specify the type
of scan, and all the'fixed scan parameters interactively at
the video terminal. At present only the true coincidence
rate 1is recorded in the data file, and only a single
‘opérating mode at a time is available (i.e. binding energy
spectrum, angular correlation, time spectrum or single (e,e)
sdattering), but plans are afoot to modify the data
acquisition program so that the true and accidental
coincidence rate and the random pulse pair raté are recorded
separately (to allow the calculation of the statistical
accuracy of the measurement), and to allow concurrent data
acquisition in all modes. The advantage of the latter
modification is in maintaining the proper relative absolute
intensity of each binary (e,2e) structure with respect to
its fellows, rather than having to compute renormalization
factors from binding energy spectra after the data is

recorded.
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8.6 Preliminary Testing

8.6.1 The vacuum system

After tracking down one or two 1eaks the base pressure .
measured on the large pump stacks was 7x10-8torr, measured
at the gun chamber it is 1x10-ftorr and on the top of the
chamber it. is 5x10-7torr. When enough gas is admitted to
raise the ambient pressure one order of magnitude in the éas
chamber, the analyser and the gun chamber pressures only go
up one-tenth this amount, indicating that the differential

pumping is working satisfactorily.

8.6.2 The electron gun

The installation described in section 8.4.2 gives an
adequate beam at 400 eV (10-20u4A, 90 per cent focussed). At
1200eV it improves to 20-30xA and 95 per cent focussed. The
gate valve 1isolating the gun is a great convenience: since
oxide cathodes mﬁst not be exposed to air once they are
aétivated it is possible to open the main chamber but still

keep the gun under high vacuum.
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8.6.3 The analyser

‘Initial testing of the analyser‘ was done with two
Mullard B318AL channeltrons mounted at the analyser exit
slit at an azimuthal angle Qf 11°. The MCPs were wired into
a circuit similar to figure 3.4b. E{retard} was set to zero
4to eliminate problems with deflection of the - scattered
electron by the 1lens. The spectrﬁm of 200evVv eléctronﬁ
scattered elastically from helium with 200eV pass energy set
in the analyser gave an elastic peak of 0.5eV FWHM which is
a significant improvement in resolution over the 0.8-1.0eV
FWHM obtainable on the old machine. It cannot be established
with this method whether or not the analyser transmission is

isotropic as a function of ¢.

8.6.4 MCP testing

The first . tests with the MCP were made with a
simplified collector consisting of two brass half-disks
mounted so as to line up with the dividing strip on the MCP
output face. The brass disks should collect all the signal
in each half ‘of the spectrometer, essentially yielding a
binding energy spectrum integrated over angle. The first

test circuit with this collector is shown in figure 8.5.

In an attempt to improve the characteristics of the MCP
pulses at the preamp T; and T, inputs, a novel signal

feedthrough - arrangement was _devised. Individual
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metal/ceramic‘BNC feedthroughs were dispenéed with, and
single 1lengths of coaxial cable were used instead, running
without a break straight through a flange on the baseplate.
Vacuum integrity was maintained by carefully sealing the
cables in the flange with high-quality, low.vapour pressure
epoxy resin glue. Combined with careful impedance matching
and cable termination, this arrangeﬁent virtually eliminates
all ringing on the signal. It is not necessary to use an
impedance—matched collector anode, as has been devised by

other groups.

This circuit did, however, give huge coupliﬁg problems,
between the T, and T, signals. This was not undefstood for a
long time, and many different modifications were tried in
the attempt to eliminate this problem. It was finaily
realized that the MCP output face was only at virtualAC
ground, not a true AC ground, and also that coax cables do
not transmit the voltage applied to the central conductor
alone, but rather théy transmit the difference voltage
between the inner and outer conductors. It 1is seen from
figure 8.6 that the positive pulse generated on the MCP
output face at the instant the electron shower leaves is
capacitively cdupled to both coax shields, and so produces a
negative pulse at the preamp inputs which is

indistinguishable from the normal MCP output pulse.

The remedy was painfully simpleﬁ the coax shields must

be groﬁnded at both ends, and the MCP output face must be



8/The New MCP Spectrometer : ' 256

tied to :the AC signal ground potential. That the new
feedthrough arrangement and signai decoupling works was
established by a seven-second observation of the préamp
output pulse shape on an oséilloscope. Then the high voltage
started breaking down, and the resulting transients
destroyed the preamp transistors. Subsequent examination of
the spectrometer showed that the breakdown had occurred in
several of the MCP channels, rendering the device at least
temporarily and probably permanently inoperative. The only
way to resuscitate the device is to disconnect the faulty
channels electrically from the rest of the device and this
necessitates removing the nickel contact film from those

channels - a ticklish business at best.

It has been learned through painful experience that
these MCP devices are not as rugged as had been thought. It
is recommended that extreme care be taken in handling,
'stdring, and operating these devices. It should be noted
that the shelf-life of MCP devices 1is not infinite at
atmospheric pressure, even when stored with dessicant.
Unidentified crystalline growths which could not be removed
by solvent appeared on the faces of our device after being
stored for about a year. It is likely that the presence of
these growths in combination with fine dust particles caused

the breakdowns.

Measures taken in the care of these devices must

include:
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(1) Storage for long periods of time should be in a
hydrocarbon-free vacuum system (i.e. a container with
O-ring seals which can be evacuated by a pump with
traps for oii vapours, and then closed off);

(2) Contact with ordinary dust-laden laboratory air
should be avoided as much as possible. The device and
its mounting can be cleaned and remounted under dry
nitrogen using glove box techniques. High purity
solvent (n-propanol) is recommended for cleaning, and
a dry nitrogen gas jet can be wused to blow any
remaining dust away;

(3) Once installed in the spectrometer the system
should be pumped down for several days in order to
remove adsorbed water vapour from the MCP channels.
The walls of the channels represent a considerable
surface area, and pumping within the channels is

constricted due to their extremely small diameter.
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CHAPTER 9 CLOSING REMARKS

'Have you thought of an ending?’
'Yes, several, and all are dark and unpleasant,' said Frodo.

The value of binary (e, 2e) spectfoscopy both in itself
in providing féscinating and instructive insights into the
electronic structure of molecules, and as a yardstick for
judging the quality of theoretical wavefunctions has been
demonstrated in this thesis. It has been shown that the
binary (e,2e) technique 1is capable of making fine
- distinctions in the shape of valence orbitals of small
molecules, and cah be used to great advantage in testing the
quality of calculated wavefunctions, where it is seen that
the iest of calculated energies against experimental ones
cannot always be relied on as an accurate indication of
improvement in the wavefunction. The technique is Yet in ifs

infancy, with much molecular structure still unexplored.

The work on H,S, CO,, NO, and O, shows that the
momentum distribution, while obscuring some information
because it is a spherical average, nevertheless reveals more

about the nature or character of the electrons of the.
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molecule than'does any other experimental probe. It sharply
delineates the. differences between the many types of
molecular orbitals: non-bonding, atomic-like MO$,~ valence
-, n—-, and n*- bonding MOs in diatomics, m*-antibonding MOs
in triatomic CO,, and so on, and 5150 the difference between

results of various méthodg of calculating the wavefuhctions

for these systems.

The technique has revealed hitherto unsuspected
structure in the ionization of inner valence eiectrons
(Chapters 4, 5 and 6) and has gratifyingly confirmed the
theoretical predictions of the many-body Green's function
method put forward by L.S. Cederbaum and coworkers. Owing to
the complexity of this structure it is evident that accurate
calculations intended to predict this structure should in
future utilize similar techniques going well beyond the
Hartree-Fock 1limit. This sort of data 1is less easily
obtained from PES or XPS, and also, when obtained, is less
informative, lacking the momentum distribution information

which is the signature of the originating orbital.

The limitations of the technique are threefold:
(1) Energy resolution restricts the determination of
momentum distributions. to those orbitals which can be
resolved in the binding energy spectrum, or
- deconvoluted with adequate precision.
(2) Angular uncertainty and resolution effects distort

or obscure the momentum distribution near 6=45°, near
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#=0°, and where there is sharply changing intensity.
This makes if difficult to observe accurately one of
the more ihteresting regions of the momentum’
distribution around g=0.
(3) Targets must be gaseous and stable, and in. fairly
plentiful supply. This rules out very reactive gases,
and ones where largé quantities cannot be produced at
once. It also 1limits the measurement of the MDs of
transient species.
It is hoped that the nethCP spectrometer-(Cﬁapter 8), when
completed, will reduce these 1limitations. Since this
spectrometer is vastly more efficient it will be feasible to
sacrifice signal for better energy resolution. The detector
has, in principle, infinite angular resolution, and so.it
remains only to ensure that the polar scattering anglé. is
accurately known. The differential pumping should allow the
use of noxious gases as targets, but even so it is unlikely
that measurements on _transient species will be viable for

some time.

There is a wide range of molecules not yet stuéied. It
would be interesting to carry out binary (e,2e) studies on
the following:

(1) Some transition metal compounds, to 1look at
genuine d-electrons. VCl, and TiCl, would be feasible,
and perhap some of +the simple transition-metal

carbonyls (Fe(CO)s, etc.), as the d-orbital is well
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separated energetically from the other orbitals. It
would be interesiing to see whether here the outermost
d-type MO is as hard to treat theoretically as is the
outermost orbital in the first-row hydrides;

(2) Systems where there is more complex nodal
structure than just n*—antibonding‘orbitals. Some of
thé higher -unsaturated molecules, or systems with more
group VI and VII atoms to populate higher levels may
fit the bill here; ‘

(3) Systems with a higher degree Qf asymmetry;
(4) Systems where there might be a possibility of .

observing bond oscillation, for instance C30,.

In addition to studying more interesting targets, we
need to look more closely at the information the momentum
distribution carries. This has been started with the
auto-correlation function B(r) developed by the Maryland
research group {Tossell (1981)}, and with the g{max} and

q{,max} vs IPY2 plots in this thesis.

It should be possible to measure <g> and <g?> by

integrating the measured momentum distributions directly:

n+2

) <\ >> §dq q F{i}(q)
. 1

qu g? F{il(q

assuming that o«{Mott} had 1little effect, and that the

resolution-sensitive g=0 region would be weighted out by the
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g?dq volume element factor. This would then enable one to
obtain (in the HF limit and under Koopmans' approximation)

the kinetic and potential parts of the orbital total energy

as:

T = <p?>/2
(9.2), e = -IP -

V=¢-T _
which should afford further insight into molecular

electronic structure.

A recent accurate determination of the momentum
distribution of atomic hydrogen  {Lohmann} where the
wavefunction 1is exactly known affords the opportunity to
test this proposition. The measurement, done at incident
energies of 400, 800, and 1200eV in the range. 0<g<i1.5a," ',
shows an excellent fit to the curve (1+g2?)-*, which is the
functional form one expects from the w=exp(-r) hydrogen atom

wavefunction. The expectation value of the nth power of p in

this wavefunction is given by:

(9.3) r(23)r ey
N

which predicts <p>=8/3r=0.85 and <p?>=1. Numerical

evaluation by trapezoid integration of equation 9.1 with the

experimental data gives the result <g>=0.86 and <g?>=0.98.
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To reach £his resuit it was necessary to édd a tail to the
experimental data beyond g=1.5 of the form (1+g?)-*. As was
found in previous work {Tossell (1981)} it is necessary to
have highly accurate_data,up to at least g=4.0 in order to

get meaningful results from integrations of this kind.

Measurements of adsorbed gases on surfaces have
recently gained a lot of attention and one naturally wonders
if binary (e,2e) could be adapted to such targets. An indeed
fascinating and valuable ability would be the obsefvation of
how the orbitals of a gas molecule distort when in contact
with a metal surface. However, ‘in my opinion, it is not
likely that we shall soon be able to sufficiently
distinguish energetically ~th¢ valence electrons of the
adsorbed gas molecule, or atom, from the conduction
electrons of the metal substrate. This leaves us with the
core electrons: it may be possible to estimate the surface
geometry of the adsorbed atoms by looking for the strong
bond oscillations that will be seen in an extended, ordered
array of adsorbed atom core orbitals. The plane wave
approximation however is certain to be inadequate for core
orbitals if the usual scattering conditions are used, and it
will be necessary to go to very high incident energy (which
will lead to angular resolution problems) or else éomehow
account theoretically for the distortion of the
free-electron waves, in order to obtain -meaningful data.

Multiple scattering effects may also be a problem. The great
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advantage of the binary (e,2e) technique over some other
surface méthods, it ﬁust be remembered, is that of orbital
selectivity, which means that the actual scatterer is a much
simpler thing than in, for insténce, LEED (low energy
election diffraction) sfudies, where whole atoms are the
scatterers. The only other comparabie techniques are SEXAFS
(surface extended X-ray aborption fine structure), ahd these
require an elaborate data analysiS‘procédure. It may be that
the advantage of orbital selectivity will be found_ to

outweigh the difficulties.

Finally, I hope that this work has been instrumental in
introducing, momentum space chemistry (Chapter 2) to the
ordinary chemist, and that, with some practice we will gain
some ease and familiarity with momentum densities and
momentum distributions. The use of position and momentum
density maps has been shown to be of great hélp in

understanding the shapes of momentum distributions.

They found him all alone in his little room.

It was littered with papers and pens and pencils;

but Bilbo was sitting in a chair before a small bright
fire. He looked very old, but peaceful, and sleepy.
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APPENDIX A GLOSSARY

Hobbits delighted in such things; if they were accurate:
they liked to have books filled with things they already
knew, set out fair and square with no contradictions.

A.1 Symbols and Units

G Exponent of a Gaussian
basis function,
proportionality

6(x-XxXq)
Delta function

&t FWHM of the (e,2e)
coincidence peak in a
time spectrum,
uncertainty in time

s{mn}
Kronecker delta

At Time difference
€ Binding energy

K Momentum vector in centre
of mass coordinates

vy Microseconds

v Frequency, vibrational
guantum number

0 Energy parameter of the
Green's function

0 Units of electrical
resistance (ohms)

a(r) -
Polar angles of the
vector r

@ Azimuthal scattering
angle, azimuthal
coordinate

#{Jj}(r),s{Jj}(p)
The jth basis function on
atom J in R- and P-space

3 The final state of the
entire scattering system

${i}(r),s{il(p)
The ith molecular orbital
in R- and P-scace

of the
system

¥ The initial state
entire scattering

¥, (N)
Target initial N-electron
ground state (Slater
determinant)

p{i¥(r},pl{i}(p)
Probability density of
the ith molecular orbital
-~ in R- and P-space

b Summation



(0)
Self-energy part in the
energy representation

fie

T Time, dipole matrix
element

2 Polar scattering angle,
polar coordinate

¢{i,N-1}
Target final N-1 electron
excited state (one
electron missing from
orbital i)

v Grad

Degrees

* Complex conjugate
a Index of atom

a, Distance in atomic units

Momentum in atomic units

a*{i}
Creation operator of a
particle in state i

a{i}
Annihilation operator of
particle in state i

au Atomic units

b Basis function index in
summations

o Speed of light in wvacuum

c{idj}
LCAO coefficient of the
jth basis function on
atom J in the ith
molecular orbital
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2.718281828..., charge on
the electron
Planck's constant/2nm

i Inversion symmetry
-element, square root -1,
molecular orbital index

j Basis function index in
summations

j{1} (pr)
Spherical Bessel function -

ko Momentum vector of the
incident (e,2e) electron

_}S_1r£2
Momentum vectors of the
two exit (e,2e) electrons

1 Angular quantum number,
length

m Electron mass, metres

mm Millimeters

n Principal quantum number

n{A}
Number of basis functions
on atom A

nm Nanometres

ns Nanoseconds

p|| Component of momentum
parallel to the bond
direction .

p| | {max}
Maximum probable momentum
in the direction parallel
to the bond

p| Component of momentum

perpendicular to the bond
direction



p| {max}
Maximum probable momentum
in the direction
perpendicular to the . bond

p,6,¢ ]
Momentum-space spherical
polar coordinates

p,p Momentum vector and
magnitude

p{max}
Most probable momentum

pix},piyl},piz}
Momentum-space Cartesian
coordinates

g,q Momentum vector and
magnitude

q{ Yymax}
Momentum at which the
experimental MD has
fallen to half its g=0
intensity in an s-type
distribution

gi{max}
Most probable momentum
(in an experimental
distribution)

r'9,¢ . . .
Position-space spherical
polar coordinates

r,r Position vector and
magnitude

S Seconds
t Time
torr

Unit of pressure.
1torr=1mmHg
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errZ . . .
Position-space Cartesian
coordinates

x{i,n}
Hole state amplitudes of
the Green's function

A Atom index in summations,
antisymmetrization
operator

C Overlap of ,
non-interacting orbitals
in a transition
probability

E Energy loss

E(M**)
Total energy of the
target ion M**

E(M)
Total energy of the
target molcule M

E, Energy of the incident
binary (e,2e) electron

E,,E, .
Energies of the two exit
(e,2e) electrons

E{pass}
Energy an electron must
have to pass through on
electrostatic analyser

E{retard}
The reduction in energy
of an electron passing
through an electron lens

F{i}(q)
Binary (e,2e) form factor

G(o)
Green's function of
energy



J Atom index in summations
L Length

M (e,2e) scattering
amplitude, target
molecule before (e, 2e)
collision

M* * Target ion after
collision

N  Number of atoms, number
of electrons, :
normalization factor

P  Momentum operator

P{nl}(p)
Radial part of a P-space
atomic- orbital
wavefunction

Q(r),o(p)
One-dimensional
wavefunction projection

R{nl}(r)
Radial part of an R-space
atomic orbital
wavefunction

s{i}
Intensity factors in the
binary (e, 2e)
cross-section

T(_k_1 ,l(_z?er_lio) ’ T(_I_'1 r£27£_r_r_o)
Mott scattering amplitude

Xo(ﬁo I£) . .
Free (e,2e) incident
electron wavefunction

Y{lm}(o,9¢)
Complex spherical
harmonic functions

1 Unit matrix
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Abbreviations’

Analog to digital
converter

ADC

AO Atomic orbital

Constant fraction
discriminator

CFD

Cl Configuration interaction

CP Charge preamplifer

DAC Digital to analog

converter

DZ Double-zeta

FPP Fast pulse preamplifier

GSA Gaussian shaping amplifer
GTO Gaussian-type orbital
HF Hartree-Fock

LCAO
Linear combination of
atomic orbitals

MBGF

Many-body Green's
function

. MCP Multichannel plate

MD Momentum distribution
MO Molecular orbital

NSO Natural spih orbital
PWIA

Plane-wave impulse
approximation

RHF

SCA

SCF

'SH

STO
Sz

TAC

TFA

UHF
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Restricted Hartree-Fock
Single chahnel analyser
‘Self-consistent field
Sample and hold
Slater-type orbital
Single-zeta .

Time to amplitude
converter

Timing filter amplifier

Unrestricted Hartree-Fock

2ph-TDA

Two-particle-one-hole
Tamm-Dancoff
approximation
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A,3 Terms

Angular correlation
The raw binary (e,2e) data as a function of scattering
angles 6 or ¢. ‘ '

Bond oscillation
The manifestation of the molecular geometry in P-space:
at large p the momentum density is tends to a pure
sinusoidal oscillation, with a - period inversely
proportional to the bond length.

Bonding principle
A set of axioms which describe the manifestations of
bonding, non-bonding and antibonding character in an MO
in R-space and P-space.

Coincidence
The occurence of two events within a certain time
interval.

Electron density .
The distribution of the probability of finding an
electron at a point in R-space.

Form factor
Binary (e,2e) form factor describing the distribution of
~intensity as a function of scattering angle.

Green's function
A function that describes the propagation in space and
time of a system of particles. The energy representatlon
-0f the Green's functlon has poles at the energles of the
particles.

Inner valence electrons
Those valence electrons which, when ionized, lead to
several final ion states with no particular main parent
peak, distributed in energy above about 20eV.

Momentum density
The distribution of the probability of finding an
electron with a certain (vector) momentum.

Momentum distribution
The experimental angular correlation obtained 1in the
symmetric non-coplanar scattering geometry, plotted
against q; also the -spherically-averaged theoretical
momentum density.
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Mott scattering
The scattering of two 1dent1cal partlcles in the Coulomb
potential, including effects of exchange.

MFS structure
That structure in a binding energy spectrum, usually
above 20eV, which arises because ionization of one inner
valence orbital leads to multiple final 1ion states of
different energies.

Nodal plane
A plane of symmetry where the wavefunction amplltude and
density is zero.

Nodal surface
A surface of any shape where the wavefunction amplitude
and dens1ty is zero.

Outer valence electrons
Those valence electrons which, when ionized, lead to one
strong peak in the separation energy spectrum, generally
below 20eV, and perhaps some very weak peaks at higher
energy.

Plane wave
The wavefunction of a free particle exp(ik.r).

Pole strength
The intensity of poles in the N-particle Green's
function, a factor in the binary (e,2e). intensity.

Reciprocity principle
That attribute of the Fourier Transform where a
dilatation of a dimension 1in R-space leads to a
contraction of the dimension in P-space, and-vice versa

Relative absolute intensity
Similar to 'relative 1nten51ty (g.v.) but the scale
bears some known relation to other similar plots.

Relative intensity
The ordinate " of a plot of the measured signal rate
against some scanned parameter, The scale bears no
relationship to anything else.

Self-energy
The alteration in the energy of an ideal particle when
it exerts a disturbing influence on surrounding ideal
particles which in turn react back on the first particle
to change its energy and convert it into a
guasiparticle. '
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Symmetric coplanar
The binary (e,2e) scattering geometry  where the
azimuthal scattering angle is fixed at 0° and the polar
angle is scanned. :

Symmetric non-coplanar
The binary (e,2e) scattering geometry where the polar
angle is fixed at =45° and the azimuthal angle is
scanned. This method gives the momentum distribution
directly. ‘

Wavefunction _
The mathematical function describing the amplitude of a
particle or system of particles in space and time.
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APPENDIX B DEFINITIONS AND DERIVATIONS

"Are you still awake?' Sam whispered.

B.1 Momentum Density Maps from LCAO-MO Wavefunctions

The wavefunction for the 1ith molecular orbital is
expressed as a linear combination of Slater-type basis
functions or of Gaussian primitives, thus:

n{J}
£ c{iJgj} e{Jjl(ri{al)
]

N
(B.1) w{i}(r) = ¢

J
where ¢{Jj}(r{J}) is the jth basis function on centre J, N
is the number of atoms and n{J} is the number of functions
on atom J. c{iJdj} is the coefficient of the jth basis
function on atom J in the ith molecular orbital, and the
coordinate vector r{J} is referred to atom J, not the origin
of R-space. The Fourier transform of this is:

_3/2 _iQ'_E
(B.2) wii}l(p) = (2n) gdg e v{i}(r)

If we define r=R{J}+r{J} where R{J} is the position vector
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of centre J where the jth atomic orbital is situated, then:

-% N n{J} -ip.R{J}
(2n) I I ci{idgjl e
J 3

(B.3) ¥{i}(p)

-ip.r{J}
x ng{J} e #1379} (£{3})

n{J}

: -ip.R{J}
c{idgj} e #{J3}(p)

n
™z
(U o P

The integral 1is just the Fourier transform of the position
space atomic orbital wavefunction. It 1is seen that the
momentum space molecular orbital is a linear combination of
atomic momentals, but the nuclear geometry information is
removed from the atomic orbital and now appears in a phase

factor exp(-ip.R{J}). If the basis functions are defined as:
(B.4) #1353(r) = N{3} Rn{3},1{3}} ¥{1{3},m{3}}(n{r})

with n=1,2,3...; 1=0,1...n=-1; m=-1...+1
and the following identity is used {Messiah'(1958)}:

-ip.r oo +1 1
(B.5) e = 4y T . (-i) j{1}(pr)
1=0 m=-1

x  Y{lm}(nip}) ¥*{im}(air})

then the integral in equation B.3 becomes:
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+1 1
r (-1)
0 m=-1

3

(B.6) _z Srzdr j{1}(pr) R{n{j},1{3j}}

n

It ™

1

x Y{lm}(n{p}) Sdn{g} v*{1m}(n{r}) ¥v{1{j},m{jt}(a{c})

(.

/

Y
=6{1,1{j}} 6{m,m{j}}

= N{j} P{n{j},1{j}}(p) ¥{1{j},m{j}}(a{p})

| 1
where P{nl} = (-1i) [z grzdr j{l1}(pr) R{nl}(r)
. n

A contour plot of the momentum density may be generated
directly from the wavefunction as p{il(p) = v*{i}(p)e{il(p),
which is the more straightforward way, and, in terms of
computing considerations faster and less costly. It is also
possible to expand the summation and partition the density

into a sum of one-centre and two-centre contributions as

follows:
'N n{A} -ip.R{A} 1+
(B.7) p{il(p) = I I c{iaa}l e ¢{Aa}(p)
’ A a i
N n{J} -p.R{J}
X I £ cf{igjt e #{Jj}(p)
J J i

The one-centre part is:
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N n{A} n{A}
(B.8a) p,{il(p) =t ¢ £ c*{iAa} c{iAb}
A a b

x  e¢*{Aa}l(p) ¢{Ab}(p)

The two-centre part is:

- ' N N n{A} n{J} ip.R{AJ}
(B.8b) p,{i}(p) = 2Re T ¢ T £ c*{iaa} c{idgj} e
- A J a J.
A<g

X ¢*{Aal(p) ¢{Jj}(p)

where R{AJ}=R{A}-R{J} is the R-space vector from atom A to
atom J. The momentum density plots were generated by
evaluation of either function over a mesh of 100x100 points
in a plane in the molecule. Equation B.8 is general for any
molecule. A similar derivafion presented in the literature
{Camilloni (19795} for linear diatomic molecules contains an
error in equation 16 of that reféerence: the sign of the

exponent ip.R{AJ} is given incorrectly.

B.2 Momentum Distributions from LCAO-MO Wavefunctions

In order to compare the theoretical density with.
experiment, equation B.8 must first be spherically averaged:

(B.9) F{i}l(p) =(4n)"! 5dﬂ p{i}(p)

This gives the result {Levin (1975), Dey (1977)} used to
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compute momentum distributions from theoretical < LCAO-MO

wavefunctions;'
(B.10) F{i}(g) = F{at} + F{int}
where

N n{Aa} n{a}
(B.11a) Ff{at} = (4n)-' ¢ I t N{a} N{b} c*{iAa} c{iAb}
. A a b
X P{n{al}l{a}l(p) P{n{bll{b}}(p)

x  6{l{a}li{bl}le{m{aim{b}}
and, using identity B.4 again:

N N n{Aa} n{J}

(B.11b) F{int} = 2Re £ ¥ ¢ r Nf{a} N{j} c*{ira} c{iJdj}.
AJ a j
A<J

x Pi{nfal}l{al}(p) P{n{j}l{j}}(p)

1

x © i 3{1}(pR{ArJ}) Y{im}(a{R{AJ}})
im

X‘S de{p} ¥*{lm}(a{p}) v*{l{alm{a}}(a{p}) ¥{1{jim{j}}(a{p}

The integral over three angular momenta gives:

. 12
(B.11c) m{a} {(21+1)(21{a}+1)(21{j}+1)J
(-) 4 _

1 1lfa} 1{j}\ /1  1{a} l{j'}
X .
-m m{a} m{j} 0 0 0

In computed momentum distributions in this thesis the
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summation 1=0-® is truncated after convergence at 1=5.

The analytical forms of the radial functions P{nl}(p)
used in the computations are found by solution of the
spherical Bessel transform {Levin (1975), Komarov (1976),
Kaijser (1977), Epstein (1971)} and are given in Table B.1.

The forms of the spherical harmonics are given in Table B.2.

The matrix to transform cartesian spherical harmonics,
in which literature wavefunctions are usually expressed,
into complex spherical harmonics, which are required in

equations B.6 and B.11, is the following:

(B.12)
(Y{s} T [ 1 0 0 0 0 0 0 0 0 J[Ye° ]
Y{x} 0 0-1 1 0 0 0 0 O© Y,°
/2 /2 : |
Y{y} 0 0 i i 0 0 0 0 O ||y,
V2 /2
Y{z} 0o 1 0 0 0 0 0 0 O]y,
Y{x2} /5 0 0 0-1 0 0 1 1 ||¥Y,°
3 3 vVé /6
v{y?}| = | /5 0 0 0-1 0 0 -1 -1 []¥,"
3 3 6 /6
v{z?} /5 0 0 0 2 0 0 0 0 ||y, !
3 3
Yi{xy} 0 0 0 0 0 0 0 -i i Y,2
Y2 Y2
Y{xz} 0 0 0 0 0-1 1 0 0 ||¥," 2]
/2 /2
 Y{yz} | . 0 0 0 0 0 i i 0 O
V2 /2 ’
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Table B.1 Radial functions R{nl}(r) and P{nl}(p)

STOs

P{1s}

P{2s}

P{2p}

P{3s}

P{3p}

p{3d}

R{1s}

R{2s},R{2p} = 2 3 ¢

R{3s},

GTOs

P{1s}

P{2p}

R{ts}

R{2p}

R{3p},R{3d4} = 2

35 -D& 53

2 n < (p2+£2)-2

53 7% 'yz 5&
2 3 L 'Y

%3 ‘93 ‘V&
i 2 3 w e

7,
(p2+g?)-3

-1 9 3

V& ‘V% 3@

i 2% 3-1'5 v Is
‘Vz ‘bﬁ

_26 5 w ng(p2+£2)-n

Y2
2 ¢ e

-cr

53 —$r
re

3,

-

’72 Vz

3-' 5 e

Vb -iﬁ '14

2 " c e

. vﬁ 'LQ ‘%Q '7@
i 2 3 n o

_p2/4°

_p2/4a
pe

_arz

s

(1-%p? (p2+¢?)-1) (p?+g?)-?

1 5

. T2 T2 ~ T2
(2¢2(p2+g2) ~(p2+g?) ) (p?+g?)

(1-5sp2(p?+g2)-1) (p?+g?)-3
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Table B.2 Spherical harmonics

Complex spherical harmonics Cartesian spherical harmonics

Y,° = (4n)- 2 Y{s} = (4n)- V2
Y1°=/§§ Y{X}=/§2£
4n r 4n r
Y, = ;@ x+iy | Y{y} =/@ b4
8r r dn r
Y, ! =/Z§ x-iy Y{z} =/Z§ z
8r r 4n.r
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APPENDIX C MISCELLANEOQOUS

'Mercy!' cried Gandalf...

'What more do you want to know?'

'The names of all the stars, and of all living things,
and the whole history of Middle-earth and Over-heaven
and of the Sundering Seas,' laughed Pippin,

Table C.1 Valence molecular orbital electronic structure.
MOs are ordered by energy; occupancy is shown by the
superscript; a bar separates outer valence from inner
valence MOs where there is a sharp distinction; the symmetry
is given underneath the name.

He (1s)? Ne (2p)® Ar (3p)® Kr (4p)® Xe (5p)¢
(2s)? (35)° (3s)? (5s)7

CH, (1t,)€ NH, (3a,)? H,0 (1by)? HF (1m)®
T{d} (2a,)? Cc{3v} (1e)* cC{2v} (3a,)2% Clov]} (3¢)?2
(281)2 (1b2)2 (26)2

(281)2

H,S (2b,)?% HC1 (29)"
c{2v} (5a,)2 Ci{wov} (5¢)°

(2b,)?2 (4¢6)°
(431)-
HBr  (4n)*®
C{ov} (8¢)?

(76) 2
HI (6n)"
Ci{mv} (116)2
_ 10¢
H, (1s{g})? N, (36{gl})? O, (1n{g})? CO, (1a{g})?
D{coh} D{wh} (1n{u})® D{wh} §1w§u§;: Dich} (1u§u%;:
(26iu})? 30 (3¢{u
(26{g})? (26{ul)? (40{g})?
: (26{g})? (26{ul)?
(36{9})2

co (56)2% NO (2#)' COS (3m)*®
Ciov} (11)% Clov} (1n)% Clov} (2n)°"

(4¢)° (5¢)2 (9¢) 2
(36)2 (46)° i (8¢)?
(30)2 (76) 72

(66)2
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Figure C.1 Geometry and contour map planes for selected
molecules. .
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APPENDIX D REFERENCES

...there lie in his hoards many records that few
can now read, even of the lore-masters, for their
scripts and tongues have become dark to later men.

Literature references to journal articles are given as:

Principle author surname (year) thesis pages
Full names of all authors
Journal name volume page

References to books are given as:

Principle author surname (year) thesis pages
Full names of all authors
Title .
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'Why, you have nearly finished it,

Mr. Frodo!' Sam exclaimed.

'Well, you have kept at it, I -must say.'

'I have quite finished it, Sam,' said Frodo.



