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#### Abstract

The Infinite Order Sudden (IOS) approximation is applied to the collision of an atom with a diatom where the intermolecular potential is given by a delta-shell. It is shown that modelling the potential as such allows for a simpler calculation of the close-coupled equations, and using the IOS results in even further savings in calculations. Exact and IOS calculations at 300 K and 1000 K are compared and it is found that the IOS overestimates inelastic cross sections for both temperatures. A variety of corrections to the IOS are considered and the Energy Corrected IOS (ECIOS) approximation is shown to be the best of those studied. Other possible improvements to the IOS are proposed.
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## 1. INTRODUCTION

The study of molecular collisions is the basis for understanding a large number of chemical phenomena such as chemical reactions, gas viscosity and pressure broadening. Specifically, the equation used to describe molecular collisions is the Schrödinger equation. The aim of this thesis is to further investigate an approximation used to numerically solve the Schrödinger equation - the Infinite Order Sudden (IOS) approximation - on the scattering problem where the interaction potential between an atom and diatom is given by a delta-shell. This chapter gives a brief introduction to and describes the development of both the IOS and the delta-shell potential.

The description of the collision of an atom and a diatom requires consideration of the process before, during and after the collision. Before the collision, it is necessary to set the initial conditions, that is, to describe the state of the free atom and free diatom. The collision itself involves a choice of intermolecular potential and a set of coordinates suitable for the mathematical description of the collision process. Finally one must identify the amplitude and relative probability for the products of the collision as they are separating at infinite distance from each other. Here the latter are reported only in terms of the total degeneracy
averaged cross section into each of the allowed states. In setting up the problem, attention is paid to how the calculation can be performed with computational efficiency. [1].

The system to be studied is the collision of a homonuclear diatom, treated as a rigid rotor, with an atom. Later on, the description will be more specific and the molecular parameters will be chosen to model the argon (Ar) - nitrogen $\left(N_{2}\right)$ system. Until that is done, the description is for the general collision of an atom with a rigid rotor.

A detailed description of rotational excitation caused by the collision of two molecules requires the solution of a set of close coupled equations [2]. Approximation techniques have been developed over the last 20 years in order to reduce the amount of computation required to solve these equations. The approximation technique of interest in this thesis is the IOS.

The close coupled equations are equivalent to the Schrödinger equation. The solution of the Schrödinger equation for inelastic processes involves the proper treatment of both the angular and radial motion. Depending on the basis set used, the equations are coupled via angular momentum operators or the interaction potential. The first type of operator, responsible for directional coupling, is the interaction potential, which is generally diagonal in orientation representation but non-diagonal in angular momentum representation. The second type of operator includes the orbital angular momentum operator and the translational energy operator, which, in contrast to the potential, are diagonal in angular mo-
mentum representation and non-diagonal in orientation representation. Hence, in either representation - angular momentum or orientation representation the Schrödinger equation will couple direction dependent states.

The IOS approximation replaces the quantum numbers for rotational and centrifugal angular momentum with constant values, decoupling the set of equations in an orientational basis. This has the computational advantage of decoupling the angular and radial motion, treating the former as a constant and the Schrödinger equation then reduces to motion in one dimension (the radial motion). A standard further simplification is to use the WKB approximation [3]. An alternate approach is to look for a potential that simplifies the radial motion. In particular, the Schrödinger equation for the delta-shell potential can be reduced to treating the radial motion by matching inner and outer solutions. For the exact close coupled equations, this leaves the angular motion to be treated by matrix methods. In the IOS approximation the solution is obtained analytically so that not even matrix methods are required.

The IOS is a combination of two approximations - the Energy Sudden (ES) $[4,5]$ and Centrifugal Sudden (CS) $[6,7,8,9,10,11]$ approximations.

The Energy Sudden approximation is equivalent to assuming the rotor's orientation is fixed for the duration of the collision, but exact solutions to collision problems involving a homonuclear diatom (rotor) and an atom take into account the fact that the rotor's orientation changes during the collision process. The ES, which involves treating all rotational states as degenerate, was first used
by Drozdov [4] and Chase [5], according to an IOS history given by Parker and Pack [12].

The CS approximation involves treating the centrifugal potentials as degenerate. There were two approaches taken leading to this approximation method. One approach, taken by Pack and co-workers $[6,7,8,9,10]$, was to treat all centrifugal potentials as degenerate as well as incorporating the ES in a space fixed frame of reference. The other approach, that of McGuire and Kouri [11], was to treat all centrifugal potentials as degenerate in a body fixed frame of reference.

The approach taken by Pack and collaborators was first proposed in 1963 by Takayanagi [13]. In 1970 Tsien and Pack [6] applied Takayanagi's approximation and tested it numerically on an $\mathrm{He}-\mathrm{N}_{2}$ system. The results proved encouraging and further work by Pack and co-workers [7, 8, 9, 10] led to what is now called the IOS approximation. In 1974 Pack [3] then extended his work to a body-fixed coordinate system and chose to replace the centrifugal potential operator with a single centrifugal potential which he identified as the total angular momentum. He termed this the CS- $J$ approximation.

In 1972 Rabitz [14] developed an effective Hamiltonian method which succeeded in decoupling orbital and rotor angular momentum. An alternative way of achieving this decoupling was presented in 1974 by McGuire and Kouri [11]. In their work they fixed the centrifugal potential as a final orbital angular momentum and termed it the Coupled States (CS) approximation.

The CS of McGuire and Kouri and the CS- $J$ of Pack were shown to be equivalent in 1977 by Parker and Pack [15] when they identified the single centrifugal potential in the CS- $J$ as labelled with a final orbital, rather than total, angular momentum. Simultaneously Shimoni and Kouri $[16,17,18]$ found that the cross sections for Pack's CS- $J$ approximation were greatly improved when a similar substitution was made.

An equivalent approximation to the IOS is assuming constant orientations for the duration of the collision. This idea had been used as early as 1961 by Monchick and Mason [19] when it was applied as an approximation for classical scattering. In 1975 Secrest [20] and Hunter [21] simultaneously succeeded in formalizing the IOS from a fixed-angle approach. Hunter [21] further pointed out that this approach was similar to an approach taken by Curtiss in 1968 [22] who, while developing a formalism describing molecule-molecule collisions, presented an approximation where all orientations of both molecules are fixed.

The IOS is expected to be a valid approximation when the collision is sudden, that is, when the collision process occurs over such a short time duration that only negligible rotations of the molecular system can take place. To enhance its range of applicability, a variety of corrections have been considered. In this thesis, the IOS and some of the methods of correcting it are applied to a system which has a delta-shell potential - a potential having an infinite height extending over an infinitesimal width at some distance from the origin. As a basis for comparison, the degeneracy averaged cross sections of $\mathrm{Ar}-\mathrm{N}_{2}$ collisions of the
exact, IOS and IOS-corrected solutions are studied.
It would be expected that a delta-shell potential would make for conditions where the IOS approximation is valid. An interaction described by a delta-shell potential would have only an infinitesimal distance in which to act, which implies an interaction taking very little time - the basic concept of a sudden collision.

The delta-shell is first investigated in its simplest form - as a spherical potential. Then an angular dependence for the potential is introduced. The resulting exact and IOS degeneracy averaged cross sections for this potential are then derived and studied.

The savings in calculation noted above merits further investigation into whether more accurate modelling of potentials with one or more delta-shells can be accomplished.

While this thesis uses the delta shell as an interaction potential between two molecules, most work with the delta-shell has been in nuclear physics. One study found that two terms of a spin-angle expansion of an effective neutronproton potential for deuteron-proton reactions to be well approximated using delta-shells [23]. Kok et. al. have found the delta-shell potential useful in calculating phase shifts for proton-proton and $N-\alpha$ scattering [24]. Other applications for the delta-shell have been in molecular physics [25] (studying hyperfine interactions) and in solid state physics [26] (calculating band structures).

Chapter 2 outlines the theory for the exact and IOS calculations of cross sections. Chapter 3 describes the calculational details required to obtain these
cross sections with first a spherical delta-shell and then a non-spherical deltashell. Chapter 4 describes the parameters used, lists the cross sections obtained, and compares the values calculated for the exact, IOS, and IOS-corrected cross sections. A brief discussion of computer time saved by using the IOS, current work on the IOS, and possible future work for the delta-shell potential then follows in Chapter 5. Finally Chapter 6 concludes with a summary of the main points of this thesis.

## 2. ATOM-DIATOM COLLISION THEORY

### 2.1 Uncoupled Angular Momentum Representation

The dynamics of the collision process are governed by the Schrödinger equation. Since the collision process starts and ends with two free particles (in this case, an atom and a diatom) a positive energy solution for the Schrödinger equation is required. As well, a centre of mass co-ordinate system is chosen so only relative motion between the particles need be considered. The Schrödinger equation is

$$
\begin{equation*}
H \Psi(\hat{r}, \mathbf{R})=E \Psi(\hat{r}, \mathbf{R}) \tag{1}
\end{equation*}
$$

where $H$ is the Hamiltonian, $\Psi(\hat{r}, \mathbf{R})$ is the wave function of the system, and $E$ is the energy.

This section solves (1) in an uncoupled representation - both the rotational angular momentum of the rotor and orbital angular momentum of the relative motion between the atom and diatom are treated independently. In the next section a coupled representation is introduced, allowing for some simplifications in both notation and in manipulation of terms.

To set up the mathematical description of an atom colliding with a diatom it is necessary to first define a set of coordinates. For this study, a space fixed centre of mass coordinate system is chosen. With reference to Figure 1 on page $10, \mathbf{R}$ is the position vector describing the distance from the diatom (rotor) centre of mass to the atom centre of mass, $r$ is the vector between atoms in the diatom and $\theta$ is the relative angle between $\mathbf{R}$ and $\mathbf{r}$. In this paper, three-dimensional vectors will be designated in bold and the following convention will be used:

$$
\begin{align*}
\mathbf{r} & =r \hat{r} \\
\mathbf{R} & =R \hat{R} \tag{2}
\end{align*}
$$

where $r, R$ denote the magnitude of vectors $\mathbf{r}, \mathbf{R}$ and $\hat{r}, \hat{R}$ denote the direction unit vectors of $\mathbf{r}, \mathbf{R}$ respectively.

In order to solve this equation, a specification of the Hamiltonian $H$ is needed. We are interested only in the rotational aspects of the diatom so the rigid rotor approximation for the diatom is assumed, with both electronic and vibrational contributions being neglected. Since the rotor is rigid, the magnitude of $\mathbf{r}$ will not change so the potential will be only a function of $\mathbf{R}$ and the direction $\hat{r}$.

There are thus two types of motion to be considered for the Hamiltonian. The first is that of the spinning rotor and the second is the relative motion of the atom with respect to the diatom centre of mass. The Hamiltonian $H_{1}$ for the rotor is

$$
\begin{equation*}
H_{1}=\frac{J_{r}^{2}}{2 I} \tag{3}
\end{equation*}
$$



FIGURE 1: Coordinates used for diatom-atom collision problem.
where $J_{r}$ is the angular momentum operator of the rotor and $I$ is the moment of inertia of the rotor. Next, an appropriate complete set of states for the expansion of $\Psi$ is chosen. Since in free motion, the spinning rotor motion is independent of that of the orbital motion of the atom around the diatom, $\Psi$ can be expanded in a complete set of rotational eigenfunctions, each expressed as a product of eigenfunctions of the two rotational motions. These comprise a discrete, as opposed to continuous, basis. The eigenvectors of $J_{r}^{2}$ are the spherical harmonics $Y_{j m}(\hat{r})$ and so

$$
\begin{equation*}
J_{r}^{2} Y_{j m}(\hat{r})=j(j+1) \hbar^{2} Y_{j m}(\hat{r}) \tag{4}
\end{equation*}
$$

where $j$ is the quantum number for magnitude of rotor angular momenta and $m$ is the quantum number representing its component along the $z$-axis.

The Hamiltonian $\mathrm{H}_{2}$ for the atom-diatom relative motion is

$$
\begin{equation*}
H_{2}=-\frac{\hbar^{2}}{2 \mu} \nabla_{\mathbf{R}}^{2} \tag{5}
\end{equation*}
$$

where $\mu$ is the reduced mass. In the Ar- $N_{2}$ system the reduced mass $\mu$ is

$$
\begin{equation*}
\mu=\frac{m_{A r} m_{N_{2}}}{\left(m_{A r}+m_{N_{2}}\right)} \tag{6}
\end{equation*}
$$

$m_{A r}$ being the atomic mass of $\mathrm{Ar}, m_{N_{2}}$ the molecular mass of $\mathrm{N}_{2}$.
The eigenvectors of $H_{2}$ are $e^{i \mathbf{k} \cdot \mathbf{R}}$ so that

$$
\begin{equation*}
H_{2} e^{i \mathbf{k} \cdot \mathbf{R}}=\frac{\hbar^{2} k^{2}}{2 \mu} e^{i \mathbf{k} \cdot \mathbf{R}} \tag{7}
\end{equation*}
$$

where $e^{i \mathbf{k} \cdot \mathbf{R}}$ is a plane wave of momentum $\hbar \mathbf{k}$. For the scattering problem to be studied, one assumes an incoming plane wave in initial momentum state $\hbar \mathbf{k}^{\prime}$ and rotor state $j^{\prime} m^{\prime}$.

The expression for the total Hamiltonian $H$ can be written

$$
\begin{equation*}
H=H_{1}+H_{2}+V(\hat{r}, \mathbf{R}) \tag{8}
\end{equation*}
$$

where $V(\hat{r}, \mathbf{R})$ is the atom-diatom potential. This potential can be written in the form

$$
\begin{equation*}
V(\hat{r}, \mathbf{R})=\sum_{L} V_{L}(R) P_{L}(\cos \theta) \tag{9}
\end{equation*}
$$

where $P_{L}$ is the $L$ th Legendre function and $V_{L}(R)$ its expansion coefficient.
Converting $\nabla_{\mathbf{R}}^{2}$ to polar co-ordinates $R, \varphi$ and $\phi$, the total Hamiltonian $H$ given by (8) becomes:

$$
\begin{equation*}
H=\frac{-\hbar^{2}}{2 \mu}\left[\frac{1}{R^{2}} \frac{\partial}{\partial R} R^{2} \frac{\partial}{\partial R}-\frac{\Lambda^{2}}{\hbar^{2} R^{2}}\right]+\frac{J_{r}^{2}}{2 I}+V(\hat{r}, \mathbf{R}) \tag{10}
\end{equation*}
$$

where $\Lambda^{2}$ is the operator for the square of the orbital angular momentum, which is, in orientation representation:

$$
\begin{equation*}
\Lambda^{2}=-\hbar^{2}\left[\frac{1}{\sin \varphi} \frac{\partial}{\partial \varphi}\left(\sin \varphi \frac{\partial}{\partial \varphi}\right)+\frac{1}{\sin ^{2} \theta} \frac{\partial^{2}}{\partial \phi^{2}}\right] \tag{11}
\end{equation*}
$$

The eigenvectors of $\Lambda^{2}$ are the spherical harmonics $Y_{\lambda s}(\hat{r}), \lambda$ being the quantum number of angular momentum magnitude for the orbital angular momenta and $s$ is its component along the $z$-axis. Hence

$$
\begin{equation*}
\Lambda^{2} Y_{\lambda s}(\hat{R})=\lambda(\lambda+1) Y_{\lambda s}(\hat{R}) \tag{12}
\end{equation*}
$$

In the orientation representation it is required to solve (1) for $\Psi$. With the expansion as given by (12) and (4), $\Psi$ can now be written:

$$
\begin{equation*}
\Psi(\hat{r}, \mathbf{R})=\sum_{j m \lambda s} Y_{j m}(\hat{r}) Y_{\lambda s}(\hat{R}) \psi_{\alpha \alpha^{\prime}}(R) \tag{13}
\end{equation*}
$$

where $\alpha$ is an abbreviation for the set of quantum numbers $j, m, \lambda$ and $s, \alpha^{\prime}$ the initial set of quantum numbers and $\psi_{\alpha \alpha^{\prime}}(R)$ is the coefficient for this expansion for a given $\alpha$ and $\alpha^{\prime}$.

Putting (13) and (10) into (1) and operating on the left of each equation by

$$
\begin{equation*}
\iint Y_{j m}^{*}(\hat{r}) Y_{\lambda s}^{*}(\hat{R}) d \hat{r} d \hat{R} \tag{14}
\end{equation*}
$$

gives the set of close coupled equations in an uncoupled angular momentum representation:

$$
\begin{equation*}
\frac{\hbar^{2}}{2 \mu}\left[\frac{d^{2}}{d R^{2}}+\frac{2}{R} \frac{d}{d R}+k_{j}^{2}-\frac{\lambda(\lambda+1)}{R^{2}}\right] \psi_{\alpha \alpha^{\prime}}(R)=\sum_{\alpha^{\prime \prime}} V_{\alpha \alpha^{\prime \prime}} \psi_{\alpha^{\prime \prime} \alpha^{\prime}}(R) \tag{15}
\end{equation*}
$$

where

$$
\begin{equation*}
k_{j}^{2}=\frac{2 \mu}{\hbar^{2}}\left[E-\frac{j(j+1) \hbar^{2}}{2 I}\right] \tag{16}
\end{equation*}
$$

and

$$
\begin{equation*}
V_{\alpha \alpha^{\prime \prime}}=\iint Y_{j m}^{*}(\hat{r}) Y_{\lambda s}^{*}(\hat{R}) V(\hat{r}, \mathbf{R}) Y_{j^{\prime \prime} m^{\prime \prime}}(\hat{r}) Y_{\lambda^{\prime \prime} s^{\prime \prime}}(\hat{R}) d \hat{r} d \hat{R} \tag{17}
\end{equation*}
$$

Next the boundary conditions are set for $\Psi$ and its expansion coefficients $\psi_{\alpha \alpha^{\prime}}$. As well, $\Psi$ and all the $\psi_{\alpha \alpha \prime}$ 's must be regular at the origin. Finally the $\psi_{\alpha \alpha \text { ' }}$ 's must be chosen so that $\Psi$ satisfies the incoming wave condition, ie., the solution of (1) starting with planar motion in rotational state $j^{\prime}, m^{\prime}, \mathbf{k}^{\prime}$ (eigenstates of $H_{1}$ and $\mathrm{H}_{2}$ ). So

$$
\begin{equation*}
\Psi=e^{i \mathbf{k}^{\prime} \cdot \mathbf{R}} Y_{j^{\prime} m^{\prime}}(\hat{r})+\Psi_{\text {scatt }} . \tag{18}
\end{equation*}
$$

where $\Psi_{\text {scatt }}$ is the scattered part of $\Psi$. The experimental observable to be examined in this thesis is the cross section (which will be defined in Section 2.3).

In order to calculate the cross section it is necessary to determine the amplitude $f_{j m ; j^{\prime} m^{\prime}}(\hat{R})$ of the spherical wave in the final state $j m$. (18) is rewritten as

$$
\begin{equation*}
\Psi \sim e^{i \mathbf{k}^{\prime} \cdot \mathbf{R}} Y_{j m}(\hat{r})+\sum_{j m} Y_{j m}(\hat{r}) f_{j m ; j^{\prime} m^{\prime}}(\hat{R}) \frac{e^{i k_{j} R}}{R}, \quad R \rightarrow \infty \tag{19}
\end{equation*}
$$

We make a spherical harmonic expansion of the initial plane wave,

$$
\begin{equation*}
e^{i \mathbf{k}^{\prime} \cdot \mathbf{R}}=4 \pi \sum_{\lambda s} i^{\lambda} j_{\lambda}\left(k^{\prime} R\right) Y_{\lambda s}(\hat{R}) Y_{\lambda s}^{*}\left(\hat{k}^{\prime}\right) \tag{20}
\end{equation*}
$$

where $j_{\lambda}\left(k^{\prime} R\right)$ is a Bessel function of order $\lambda$, and $k^{\prime}$ is shorthand for $k_{j^{\prime}}$.
Thus the wave function with appropriate initial conditions is expanded as in (13) with expansion coefficients

$$
\begin{equation*}
\psi_{\alpha \alpha^{\prime}}(R)=4 \pi \sum_{\lambda^{\prime} s^{\prime}} i^{\lambda^{\prime}} \chi_{\alpha \alpha^{\prime}}(R) Y_{\lambda^{\prime} s^{\prime}}^{*}\left(\hat{k}^{\prime}\right) \tag{21}
\end{equation*}
$$

The $\chi_{\alpha \alpha^{\prime}}(R)$ functions at large $R$ satisfy the coupled equations (15) with boundary conditions

$$
\begin{equation*}
\chi_{\alpha \alpha^{\prime}}(R) \sim j_{\lambda^{\prime}}\left(k^{\prime} R\right) \delta_{\alpha \alpha^{\prime}}-\frac{1}{2} \sqrt{\frac{k_{j}}{k_{j^{\prime}}}} T_{\alpha \alpha^{\prime}} h_{\lambda}\left(k_{j} R\right) \tag{22}
\end{equation*}
$$

where $\delta_{\alpha \alpha^{\prime}}$ is the Kronecker symbol, to match the incoming plane wave and the outgoing spherical wave of equation (18) in terms of the transition matrix element $T_{\alpha \alpha^{\prime}} . h_{\lambda}(k R)$ is the Hankel function and its asymptotic solution as $R \rightarrow \infty$ is given by:

$$
\begin{equation*}
h_{\lambda}\left(k_{j} R\right) \sim-\frac{i}{k_{j} R} e^{i\left(k_{j} R-\lambda \pi / 2\right)}, \quad R \rightarrow \infty \tag{23}
\end{equation*}
$$

Using (23) in (22) yields

$$
\begin{equation*}
\chi_{\alpha \alpha^{\prime}}(R) \sim j_{\lambda^{\prime}}\left(k^{\prime} R\right) \delta_{\alpha \alpha^{\prime}}+\frac{i}{2 \sqrt{k_{j} k^{\prime}}} T_{\alpha \alpha^{\prime}} \frac{e^{i\left(k_{j} R-\lambda \pi / 2\right)}}{R} \tag{24}
\end{equation*}
$$

so that comparison of (19) and (24) leads to the following relationship between $f_{\alpha \alpha^{\prime}}$ and $T_{\alpha \alpha^{\prime}}$ :

$$
\begin{equation*}
f_{\alpha \alpha^{\prime}}=\frac{2 \pi i}{\sqrt{k_{j} k^{\prime}}} T_{\alpha \alpha^{\prime}} \tag{25}
\end{equation*}
$$

In conclusion it is noted that to attain the goal of a calculation of the atomdiatom collision cross section, it is necessary to solve the set of differential equations (15) which are coupled by potential matrix elements $V_{\alpha \alpha^{\prime}}$, subject to the boundary conditions of being regular at the origin and asymptotically of the form of (22).

### 2.2 The Total- $J$ Representation

Since $H$ is invariant with respect to a rotation of the co-ordinate system, the total angular momentum is conserved. Hence states having a total angular momentum $J$ are not coupled to states with a different total angular momentum $J^{\prime}$ and the Schrödinger equation is decoupled into different total angular momentum components.

The total angular momentum operator $J=\Lambda+J_{r}$ has eigenfunctions

$$
\begin{equation*}
Y_{j \lambda}^{J M}(\hat{r}, \hat{R})=\sum_{m} \sum_{s}(j m \lambda s \mid j \lambda J M) Y_{j m}(\hat{r}) Y_{\lambda s}(\hat{R}) \tag{26}
\end{equation*}
$$

where $(j m \lambda s \mid j \lambda J M)$ is a Clebsch-Gordan coefficient[27].
The expansion coefficients $\chi_{j \lambda^{\prime} ; j^{\prime} \lambda^{\prime}}^{J M}(R)$ of the scattering wave function (22) in this angular momentum representation satisfy

$$
\begin{align*}
\hbar \Psi_{\hbar \mathrm{k}^{\prime} j^{\prime} m^{\prime}}(\hat{r}, \mathbf{R})= & 4 \pi \sum_{\substack{j \lambda J M \\
\lambda^{\prime} s^{\prime}}} i^{\lambda} Y_{j \lambda}^{J M}(\hat{r}, \hat{R}) \chi_{j \lambda ; j^{\prime} \lambda^{\prime}}^{J}(R) \\
& \times\left(j^{\prime} \lambda^{\prime} J M \mid j^{\prime} m^{\prime} \lambda^{\prime} s^{\prime}\right) Y_{\lambda^{\prime} s^{\prime}}^{*}\left(\hat{k}^{\prime}\right) . \tag{27}
\end{align*}
$$

Performing a similar set of operations as outlined in the previous section only this time operating on the left of each equation by

$$
\begin{equation*}
\iint Y_{j^{\prime \prime \prime} \lambda^{\prime \prime \prime}}^{* J M}(\hat{r}, \hat{R}) d \hat{r} d \hat{R} \tag{28}
\end{equation*}
$$

gives the set of close coupled equations in the coupled angular momentum representation:

$$
\begin{equation*}
\frac{\hbar^{2}}{2 \mu}\left[\frac{d^{2}}{d R^{2}}+\frac{2}{R} \frac{d}{d R}+k_{j}^{2}-\frac{\lambda(\lambda+1)}{R^{2}}\right] \chi_{j \lambda ; j^{\prime} \lambda^{\prime}}^{J}(R)=\sum_{j^{\prime \prime} \lambda^{\prime \prime}} V_{j \lambda ; j^{\prime \prime} \lambda^{\prime \prime}}^{J} \chi_{j^{\prime \prime \lambda^{\prime \prime} ; j^{\prime} \lambda^{\prime}}}^{J}(R) \tag{29}
\end{equation*}
$$

where

$$
\begin{equation*}
V_{j \lambda ; j^{\prime \prime} \lambda^{\prime \prime}}^{J}=\iint Y_{j \lambda}^{* J M}(\hat{r}, \hat{R}) V(\hat{r}, \mathbf{R}) Y_{j^{\prime \prime} \lambda^{\prime \prime}}^{J M}(\hat{r}, \hat{R}) d \hat{r} d \hat{R} \tag{30}
\end{equation*}
$$

For the potential of (9) we are interested in determining an angular momentum representation. First the expression for the uncoupled representation, that is, for the $V$-matrix element $\langle j m \lambda s| V\left|j^{\prime} m^{\prime} \lambda^{\prime} s^{\prime}\right\rangle$ is determined. This quantity is then transformed into a total- $J$ representation. It is then shown that rotational invariance of the potential allows certain simplifications in the total- $J$ representation.

The potential given by (9) is in an orientation representation. The angular momentum representation of $V$, given in terms of the orientation representation,
is:

$$
\begin{align*}
& \langle j m \lambda s| V\left|j^{\prime} m^{\prime} \lambda^{\prime} s^{\prime}\right\rangle= \\
& \quad \iiint \int\langle j m \lambda s \mid \hat{r} ; \hat{R}\rangle\langle\hat{r} ; \hat{R}| V(R)\left|\hat{r}^{\prime} ; \hat{R}^{\prime}\right\rangle\left\langle\hat{r}^{\prime} ; \hat{R}^{\prime} \mid j^{\prime} m^{\prime} \lambda^{\prime} s^{\prime}\right\rangle d \hat{r} d \hat{R} d \hat{r}^{\prime} d \hat{R}^{\prime} . \tag{31}
\end{align*}
$$

Using 4.6.6 of Edmonds[27], ie.,

$$
\begin{equation*}
P_{L}(\cos \theta)=\frac{4 \pi}{2 L+1} \sum_{\mu} Y_{L \mu}(\hat{r}) Y_{L \mu}^{*}(\hat{R}) \tag{32}
\end{equation*}
$$

(9) can be written as

$$
\begin{equation*}
\langle\hat{r} ; \hat{R}| V(R)\left|\hat{r}^{\prime} ; \hat{R}^{\prime}\right\rangle=\sum_{L \mu} V_{L}(R) \frac{4 \pi}{2 L+1} Y_{L \mu}(\hat{r}) Y_{L \mu}^{*}(\hat{R}) \delta\left(\hat{R}-\hat{R}^{\prime}\right) \delta\left(\hat{r}-\hat{r}^{\prime}\right) \tag{33}
\end{equation*}
$$

Using the following defined phase conventions [28]

$$
\begin{equation*}
\langle j m \lambda s \mid \hat{r} ; \hat{R}\rangle=(-i)^{j} Y_{j m}^{*}(\hat{r})(-i)^{\lambda} Y_{\lambda s}^{*}(\hat{R}) \tag{34}
\end{equation*}
$$

and substituting (33) into (31), one obtains the following equation:

$$
\begin{align*}
& \langle j m \lambda s| V\left|j^{\prime} m^{\prime} \lambda^{\prime} s^{\prime}\right\rangle=\iint(-i)^{j} Y_{j m}^{*}(\hat{r})(-i)^{\lambda} Y_{\lambda s}^{*}(\hat{R}) \\
& \quad \times \sum_{L \mu} V_{L}(R) \frac{4 \pi}{2 L+1} Y_{L \mu}(\hat{r}) Y_{L \mu}^{*}(\hat{R}) i^{j^{\prime}} Y_{j^{\prime} m^{\prime}}(\hat{r})(i)^{\lambda^{\prime}} Y_{\lambda^{\prime} s^{\prime}}(\hat{R}) d \hat{r} d \hat{R} \tag{35}
\end{align*}
$$

By using the following two properties of the spherical harmonics, (equations 2.5.6 and 4.6.3 of Edmonds [27])

$$
\begin{equation*}
Y_{L \mu}^{*}(\hat{R})=(-)^{\mu} Y_{L-\mu}(\hat{R}) \tag{36}
\end{equation*}
$$

and

$$
\begin{align*}
& \int Y_{j-m}(\hat{r}) Y_{L \mu}(\hat{r}) Y_{j^{\prime} m^{\prime}}(\hat{r}) d \hat{r}= \\
& \quad \sqrt{\frac{(2 j+1)(2 L+1)\left(2 j^{\prime}+1\right)}{4 \pi}}\left(\begin{array}{rcc}
j & L & j^{\prime} \\
-m & \mu & m^{\prime}
\end{array}\right)\left(\begin{array}{rcc}
j & L & j^{\prime} \\
0 & 0 & 0
\end{array}\right) \tag{37}
\end{align*}
$$

(35) can be written as

$$
\begin{align*}
& \langle j m \lambda s| V(R)\left|j^{\prime} m^{\prime} \lambda^{\prime} s^{\prime}\right\rangle=i^{j^{\prime}+\lambda^{\prime}-j-\lambda} \sqrt{(2 j+1)\left(2 j^{\prime}+1\right)(2 \lambda+1)\left(2 \lambda^{\prime}+1\right)} \\
& \quad \times \sum_{L \mu}(-)^{-\mu-m-s} V_{L}(R)\left(\begin{array}{rrr}
j & L & j^{\prime} \\
0 & 0 & 0
\end{array}\right)\left(\begin{array}{rrr}
\lambda & L & \lambda^{\prime} \\
0 & 0 & 0
\end{array}\right) \\
& \quad \times\left(\begin{array}{rrr}
j & L & j^{\prime} \\
-m & \mu & m^{\prime}
\end{array}\right)\left(\begin{array}{rrr}
\lambda & L & \lambda^{\prime} \\
-s & -\mu & s^{\prime}
\end{array}\right) . \tag{38}
\end{align*}
$$

Equation (38) is the expression for the $V$-matrix element in the uncoupled representation. Eight quantum numbers, $j, m, \lambda, s, j^{\prime}, m^{\prime}, \lambda^{\prime}$ and $s^{\prime}$ are required to label each element. The total- $J$ representation, however, can reduce the number of labels needed to five, ie., $J, j, \lambda, j^{\prime}$ and $\lambda^{\prime}$, as will be shown. In order to arrive at an expression for the total- $J V$-matrix element, the uncoupled $V$ matrix expression is converted to the coupled expression through the following transformation:

$$
\begin{align*}
& \langle j \lambda J M| V(R)\left|j^{\prime} \lambda^{\prime} J^{\prime} M^{\prime}\right\rangle= \\
& \quad \sum_{m s m^{\prime \prime} s^{\prime \prime}}\langle j \lambda J M \mid j m \lambda s\rangle\langle j m \lambda s| V(R)\left|j^{\prime \prime} m^{\prime \prime} \lambda^{\prime \prime} s^{\prime \prime}\right\rangle\left\langle j^{\prime \prime} m^{\prime \prime} \lambda^{\prime \prime} s^{\prime \prime} \mid j^{\prime} \lambda^{\prime} J^{\prime} M^{\prime}\right\rangle \tag{39}
\end{align*}
$$

Using the phase convention given by equation 3.7.3 of Edmonds [27] which relates the Clebsch-Gordan coefficients with the $3-j$ symbols through the following:

$$
\langle j \lambda J M \mid j m \lambda s\rangle=(-)^{j-\lambda+M}\left(\begin{array}{rrr}
j & \lambda & J  \tag{40}\\
m & s & -M
\end{array}\right) \sqrt{2 J+1}
$$

and using (38) for $\langle j m \lambda s| V(R)\left|j^{\prime} m^{\prime} \lambda^{\prime} s^{\prime}\right\rangle$, (39) can be written

$$
\begin{align*}
& \langle j \lambda J M| V(R)\left|j^{\prime} \lambda^{\prime} J^{\prime} M^{\prime}\right\rangle=\sum_{m s m^{\prime} s^{\prime}}(-)^{j-\lambda+M} \sqrt{2 J+1}\left(\begin{array}{rrr}
j & \lambda & J \\
m & s & -M
\end{array}\right) \\
& \quad \times i^{j^{\prime}+\lambda^{\prime}-j-\lambda} \sqrt{(2 j+1)\left(2 j^{\prime}+1\right)(2 \lambda+1)\left(2 \lambda^{\prime}+1\right)} \\
& \quad \times \sum_{L \mu} V_{L}(R)\left(\begin{array}{rrr}
j & L & j^{\prime} \\
0 & 0 & 0
\end{array}\right)\left(\begin{array}{rrr}
\lambda & L & \lambda^{\prime} \\
0 & 0 & 0
\end{array}\right)\left(\begin{array}{rrr}
j & L & j^{\prime} \\
-m & \mu & m^{\prime}
\end{array}\right)\left(\begin{array}{rrr}
\lambda & L & \lambda^{\prime} \\
-s & -\mu & s^{\prime}
\end{array}\right) \\
& \quad \times(-)^{-\mu-m-s}(-)^{j^{\prime}-\lambda^{\prime}+M^{\prime}} \sqrt{2 J^{\prime}+1}\left(\begin{array}{rrr}
j^{\prime} & \lambda^{\prime} & J^{\prime} \\
m^{\prime} & s^{\prime} & -M^{\prime}
\end{array}\right) . \tag{41}
\end{align*}
$$

Two symmetry property of the $3-j$ symbols, given by equations 3.7 .6 and 3.7.5 of Edmonds [27], ie.,

$$
\left(\begin{array}{rrr}
j^{\prime} & \lambda^{\prime} & J^{\prime}  \tag{42}\\
m^{\prime} & s^{\prime} & -M^{\prime}
\end{array}\right)=(-)^{j^{\prime}+\lambda^{\prime}+J^{\prime}}\left(\begin{array}{rrr}
j^{\prime} & \lambda^{\prime} & J^{\prime} \\
-m^{\prime} & -s^{\prime} & M^{\prime}
\end{array}\right)
$$

and

$$
\left(\begin{array}{rrr}
j & L & j^{\prime}  \tag{43}\\
-m & \mu & m^{\prime}
\end{array}\right)=(-)^{j+L+j^{\prime}}\left(\begin{array}{rrr}
j & j^{\prime} & L \\
-m & m^{\prime} & \mu
\end{array}\right)
$$

allows (41) to be written as

$$
\begin{align*}
& \langle j \lambda J M| V(R)\left|j^{\prime} \lambda^{\prime} J^{\prime} M^{\prime}\right\rangle=\sqrt{(2 j+1)\left(2 j^{\prime}+1\right)(2 \lambda+1)\left(2 \lambda^{\prime}+1\right)(2 J+1)\left(2 J^{\prime}+1\right)} \\
& \quad \times \sum_{L} i^{j^{\prime}+\lambda^{\prime}-j-\lambda} V_{L}(R)\left(\begin{array}{rrr}
j & L & j^{\prime} \\
0 & 0 & 0
\end{array}\right)\left(\begin{array}{rrr}
\lambda & L & \lambda^{\prime} \\
0 & 0 & 0
\end{array}\right) \\
& \quad \times \sum_{m^{\prime} s^{\prime}}(-)^{j+j^{\prime}+J^{\prime}+M+M^{\prime}}\left(\begin{array}{rrr}
j^{\prime} & \lambda^{\prime} & J^{\prime} \\
-m^{\prime} & -s^{\prime} & M^{\prime}
\end{array}\right) \\
& \quad \times \sum_{\mu m s}(-)^{m-s+\mu+j+\lambda+L}\left(\begin{array}{rrr}
\lambda^{\prime} & \lambda & L \\
s^{\prime} & -s & -\mu
\end{array}\right)\left(\begin{array}{rrr} 
& j^{\prime} & L \\
-m & m^{\prime} & \mu
\end{array}\right)\left(\begin{array}{rrr}
j & \lambda & J \\
m & s & -M
\end{array}\right) . \tag{44}
\end{align*}
$$

Further simplification in (44) is possible by considering equation 6.2.8 from

Edmonds [27], where

$$
\begin{align*}
& \sum_{\mu_{1} \mu_{2} \mu_{3}}(-)^{\mu_{1}+\mu_{2}+\mu_{3}+l_{1}+l_{2}+l_{3}}\left(\begin{array}{rrr}
j_{1} & l_{2} & l_{3} \\
m_{1} & \mu_{2} & -\mu_{3}
\end{array}\right) \\
& \quad \times\left(\begin{array}{rrr}
l_{1} & j_{2} & l_{3} \\
-\mu_{1} & m_{2} & \mu_{3}
\end{array}\right)\left(\begin{array}{rrr}
l_{1} & l_{2} & j_{3} \\
\mu_{1} & -\mu_{2} & m_{3}
\end{array}\right)=\left\{\begin{array}{rrr}
j_{1} & j_{2} & j_{3} \\
l_{1} & l_{2} & l_{3}
\end{array}\right\}\left(\begin{array}{rrr}
j_{1} & j_{2} & j_{3} \\
m_{1} & m_{2} & m_{3}
\end{array}\right) \tag{45}
\end{align*}
$$

where $j_{1}, j_{2}, j_{3}, m_{1}, m_{2}, m_{3}, l_{1}, l_{2}$ and $l_{3}$ are the arbitrary indices used in Edmonds [27] and

$$
\left\{\begin{array}{ccc}
j_{1} & j_{2} & j_{3}  \tag{46}\\
l_{1} & l_{2} & l_{3}
\end{array}\right\}
$$

is the $6-j$ symbol defined by Edmonds [27]. (44) can be written

$$
\begin{align*}
& \langle j \lambda J M| V(R)\left|j^{\prime} \lambda^{\prime} J^{\prime} M^{\prime}\right\rangle=\sqrt{(2 j+1)\left(2 j^{\prime}+1\right)(2 \lambda+1)\left(2 \lambda^{\prime}+1\right)(2 J+1)\left(2 J^{\prime}+1\right)} \\
& \quad \times \sum_{L} i^{j^{\prime}+\lambda^{\prime}-j-\lambda} V_{L}(R)\left(\begin{array}{ccc}
j & L & j^{\prime} \\
0 & 0 & 0
\end{array}\right)\left(\begin{array}{ccc}
\lambda & L & \lambda^{\prime} \\
0 & 0 & 0
\end{array}\right) \\
& \quad \times \sum_{m^{\prime} s^{\prime}}(-)^{j+j^{\prime}+J^{\prime}+M+M^{\prime}}\left\{\begin{array}{rrr}
\lambda^{\prime} & j^{\prime} & J \\
j & \lambda & L
\end{array}\right\}\left(\begin{array}{rrr}
j^{\prime} & \lambda^{\prime} & J^{\prime} \\
-m^{\prime} & -s^{\prime} & M^{\prime}
\end{array}\right)\left(\begin{array}{rrr}
\lambda^{\prime} & j^{\prime} & J \\
s^{\prime} & m^{\prime} & -M
\end{array}\right) . \tag{47}
\end{align*}
$$

Using (42) and equation 3.7.8 from Edmonds [27], ie. ,

$$
\sum_{m_{1} m_{2}}\left(\begin{array}{rrr}
j_{1} & j_{2} & j_{3}  \tag{48}\\
m_{1} & m_{2} & m_{3}
\end{array}\right)\left(\begin{array}{rrr}
j_{1} & j_{2} & j_{3}^{\prime} \\
m_{1} & m_{2} & m_{3}^{\prime}
\end{array}\right)=\left(2 j_{3}+1\right)^{-1} \delta_{m_{3} m_{3}^{\prime}} \delta_{j_{3} j_{3}^{\prime}} \delta_{j_{1} j_{2} j_{3}}
$$

where $\delta_{j_{1} j_{2} j_{3}}=1$ if $j_{1}, j_{2}$ and $j_{3}$ satisfy the triangular conditions and $\delta_{j_{1} j_{2} j_{3}}=0$ otherwise, (47) is further reduced to

$$
\begin{align*}
& \langle j \lambda J M| V(R)\left|j^{\prime} \lambda^{\prime} J^{\prime} M^{\prime}\right\rangle=\sqrt{(2 j+1)\left(2 j^{\prime}+1\right)(2 \lambda+1)\left(2 \lambda^{\prime}+1\right)(2 J+1)\left(2 J^{\prime}+1\right)} \\
& \quad \times \sum_{L} i^{j^{\prime}+\lambda^{\prime}-j-\lambda} V_{L}(R)\left(\begin{array}{ccc}
j & L & j^{\prime} \\
0 & 0 & 0
\end{array}\right)\left(\begin{array}{ccc}
\lambda & L & \lambda^{\prime} \\
0 & 0 & 0
\end{array}\right) \\
& \quad \times(-)^{j+j^{\prime}+J+M+M^{\prime}}(2 J+1)^{-1} \delta_{J J^{\prime}} \delta_{M M^{\prime}}\left\{\begin{array}{ccc}
\lambda^{\prime} & j^{\prime} & J \\
j & \lambda & L
\end{array}\right\} . \tag{49}
\end{align*}
$$

Finally, using the symmetry of the $6-j$ symbols as given by equation 6.2 .4 of Edmonds [27],

$$
\left\{\begin{array}{lll}
j_{1} & j_{2} & j_{3}  \tag{50}\\
j_{4} & j_{5} & j_{6}
\end{array}\right\}=\left\{\begin{array}{lll}
j_{3} & j_{1} & j_{2} \\
j_{6} & j_{4} & j_{5}
\end{array}\right\}
$$

the following expression is obtained:

$$
\begin{align*}
& \langle j \lambda J M| V(R)\left|j^{\prime} \lambda^{\prime} J^{\prime} M^{\prime}\right\rangle=i^{j^{\prime}+\lambda^{\prime}-j-\lambda} \sqrt{(2 j+1)\left(2 j^{\prime}+1\right)(2 \lambda+1)\left(2 \lambda^{\prime}+1\right)} \\
& \quad \times \sum_{L} V_{L}(R)(-)^{J+j+j^{\prime}}\left(\begin{array}{ccc}
j & L & j^{\prime} \\
0 & 0 & 0
\end{array}\right)\left(\begin{array}{ccc}
\lambda & L & \lambda^{\prime} \\
0 & 0 & 0
\end{array}\right)\left\{\begin{array}{ccc}
J & \lambda^{\prime} & j^{\prime} \\
L & j & \lambda
\end{array}\right\} . \tag{51}
\end{align*}
$$

Note that the $V$ matrix element is independent of $M$, the projection of the total angular momentum on the $z$-axis. This is expected of any rotationally invariant (scalar) quantity such as the interaction between atom and diatom. Secondly it is noted that the total angular momentum $J$ is the same in the initial and final state. For this reason $J$ need not appear in both initial and final states but can be denoted as a superscript on the operator $V$, ie., $V^{J}$.

Hence the $V$-matrix element $\langle j \lambda J M| V(R)\left|j^{\prime} \lambda^{\prime} J^{\prime} M^{\prime}\right\rangle$ may be written as $\langle j \lambda| V^{J}\left|j^{\prime} \lambda^{\prime}\right\rangle$. This new representation, having taken advantage of the simplifications made possible by the rotational invariance of the interaction potential, now requires only five indices instead of the original eight.

As done in (22), an incoming plane wave of constant flux in initial momentum state $\hbar \mathbf{k}^{\prime}$ and rotor state $j^{\prime} m^{\prime}$ is assumed for the boundary conditions for $\Psi$. It is also required that the solution be regular at the origin and have the asymptotic form

$$
\begin{equation*}
\chi_{j \lambda ; j^{\prime} \lambda^{\prime}}^{J}(R) \sim j_{\lambda^{\prime}}\left(k^{\prime} R\right) \delta_{j j^{\prime}} \delta_{\lambda \lambda^{\prime}}+\frac{i}{2 \sqrt{k k^{\prime}}} \frac{e^{i k R}}{R} T_{j \lambda ; j^{\prime} \lambda^{\prime}}^{J}, \quad R \rightarrow \infty . \tag{52}
\end{equation*}
$$

### 2.3 Cross Sections in the Total- $J$ Representation

The cross section is defined as the ratio of outgoing spherical flux to incoming planar flux. Planar flux is defined as the number of incident particles crossing a unit surface area placed perpendicular to the direction of propagation per unit time while spherical flux is defined as the number of outgoing particles scattering through solid angle $d \Omega$ per unit time.

The incoming plane wave $e^{i \mathbf{k}^{\prime} \cdot \mathbf{R}}$ has flux $F_{\text {inconing }}[29]$

$$
\begin{equation*}
F_{\mathrm{incoming}}=\frac{\hbar k^{\prime}}{\mu} \tag{53}
\end{equation*}
$$

Putting (22) in (21) and then into (13), and substituting $\hat{k}$ for $\hat{R}$ results in the following expression for the spherical flux $F_{\text {outgoing }}$ for the outgoing spherical wave $e^{i k R} / R$ [29]:

$$
\begin{equation*}
F_{\text {outgoiug }}=\frac{\hbar k^{\prime}}{\mu}\left|(4 \pi) \frac{i}{2 \sqrt{k_{j} k_{j^{\prime}}}} \sum_{\lambda s \lambda^{\prime} s^{\prime}} Y_{\lambda s}(\hat{k}) T_{j m \lambda s ; j^{\prime} m^{\prime} \lambda^{\prime} s^{\prime}} Y_{\lambda^{\prime} s^{\prime}}^{*}\left(\hat{k}^{\prime}\right)\right|^{2} d \Omega \tag{54}
\end{equation*}
$$

From (53) and (54) the differential cross section $\sigma_{j m \leftarrow j^{\prime} m^{\prime}}(\hat{k})$ is:

$$
\begin{equation*}
\sigma_{j m \leftarrow j^{\prime} m^{\prime}}(\hat{k})=\frac{4 \pi^{2}}{k_{j^{\prime}}^{2}}\left|\sum_{\lambda s \lambda^{\prime} s^{\prime}} Y_{\lambda s}(\hat{k}) T_{j m \lambda s ; j^{\prime} m^{\prime} \lambda^{\prime} s^{\prime}} Y_{\lambda^{\prime} s^{\prime}}^{*}\left(\hat{k}^{\prime}\right)\right|^{2} \tag{55}
\end{equation*}
$$

In this work only the total degeneracy averaged cross section, $\sigma_{j \leftarrow j^{\prime}}^{\text {TDA }}$, ie., the differential cross section integrated over all angles and summed over all $m$ 's,

$$
\begin{equation*}
\sigma_{j \leftarrow j^{\prime}}^{\mathrm{TDA}}=\frac{1}{2 j^{\prime}+1} \sum_{m m^{\prime}} \int \sigma_{j m \leftarrow j^{\prime} m^{\prime}}(\hat{k}) d \hat{k} \tag{56}
\end{equation*}
$$

is to be calculated.
It is possible to simplify the resulting total cross section by choosing the incoming direction $\hat{k}^{\prime}$ as the $z$-axis. Since

$$
\begin{equation*}
Y_{\lambda s}\left(\hat{k}^{\prime}\right)=Y_{\lambda s}(\hat{z})=\sqrt{\frac{2 \lambda+1}{4 \pi}} \delta_{s 0} \tag{57}
\end{equation*}
$$

the expression for $\sigma_{j \curvearrowleft j^{\prime}}^{\text {TDA }}$ becomes:

$$
\begin{align*}
\sigma_{j-j^{\prime}}^{\mathrm{TDA}}= & \frac{4 \pi^{2}}{k^{\prime 2}\left(2 j^{\prime}+1\right)} \sum_{m m^{\prime}} \int \sum_{\lambda s \lambda^{\prime}} T_{j m \lambda s ; j^{\prime} m^{\prime} \lambda^{\prime} 0}(E) Y_{\lambda s}(\hat{k}) \sqrt{\frac{2 \lambda^{\prime}+1}{4 \pi}} \\
& \times \sum_{\lambda^{\prime \prime} s^{\prime \prime} \lambda^{\prime \prime \prime}} Y_{\lambda^{\prime \prime} s^{\prime \prime}}^{*}(\hat{k}) T_{j m \lambda^{\prime \prime} s^{\prime \prime} ; j^{\prime} m^{\prime} \lambda^{\prime \prime \prime} 0}^{*}(E) \sqrt{\frac{2 \lambda^{\prime \prime \prime}+1}{4 \pi}} d \hat{k} \tag{58}
\end{align*}
$$

Using the orthonormality of the spherical harmonics,

$$
\begin{equation*}
\int Y_{\lambda s}(\hat{k}) Y_{\lambda^{\prime \prime} s^{\prime \prime}}^{*}(\hat{k}) d \hat{k}=\delta_{\lambda \lambda^{\prime \prime}} \delta_{s s^{\prime \prime}} \tag{59}
\end{equation*}
$$

the expression for the total cross section now is

$$
\begin{equation*}
\sigma_{j-j^{\prime}}^{\mathrm{TDA}}=\frac{\pi}{k^{\prime 2}\left(2 j^{\prime}+1\right)} \sum_{\lambda s \lambda^{\prime} m m m^{\prime}}\left|T_{j m \lambda s ; j^{\prime} m^{\prime} \lambda^{\prime} 0}(E)\right|^{2}\left(2 \lambda^{\prime}+1\right) \tag{60}
\end{equation*}
$$

Finally, then, we seek the appropriate form for $\sigma_{j \leftarrow j^{\prime}}^{\mathrm{TDA}}$ in the total- $J$ representation. Using the identity

$$
\begin{align*}
& \langle j m \lambda s| T(E)\left|j^{\prime} m^{\prime} \lambda^{\prime} s^{\prime}\right\rangle= \\
& \quad \sum_{J M^{\prime} M^{\prime}}\langle j m \lambda s \mid J M j \lambda\rangle\langle J M j \lambda| T(E)\left|J^{\prime} M^{\prime} j^{\prime} \lambda^{\prime}\right\rangle\left\langle J^{\prime} M^{\prime} j^{\prime} \lambda^{\prime} \mid j^{\prime} m^{\prime} \lambda^{\prime} s^{\prime}\right\rangle \tag{61}
\end{align*}
$$

and (40), (60) in the total $J$ representation is:

$$
\begin{align*}
\sigma_{j \leftarrow j^{\prime}}^{\mathrm{TDA}}= & \left.\frac{\pi}{k^{\prime 2}\left(2 j^{\prime}+1\right)} \sum_{m m^{\prime}} \sum_{\lambda s \lambda^{\prime} s^{\prime}} \right\rvert\, \sum_{J M J^{\prime} M^{\prime}}(-)^{j+j^{\prime}-\lambda^{\prime}-\lambda}(2 J+1) \\
& \times\left.\left(\begin{array}{rrr}
j & \lambda & J \\
m & s & -M
\end{array}\right)\left(\begin{array}{rrr}
j^{\prime} & \lambda^{\prime} & J^{\prime} \\
m^{\prime} & s^{\prime} & -M^{\prime}
\end{array}\right)\langle j \lambda| T^{J M}\left|j^{\prime} \lambda^{\prime}\right\rangle\right|^{2} \\
= & \frac{\pi}{k^{\prime 2}} \sum_{\lambda \lambda^{\prime}} \sum_{J M J^{\prime} M^{\prime}}(2 J+1)^{2}\langle j \lambda| T^{J M}\left|j^{\prime} \lambda^{\prime}\right\rangle\left\langle j^{\prime} \lambda^{\prime}\right| T^{J M \dagger}|j \lambda\rangle \\
& \times \sum_{m m^{\prime} s s^{\prime}}\left(\begin{array}{rrr}
j & \lambda & J \\
m & s & -M
\end{array}\right)\left(\begin{array}{rrr}
j^{\prime} & \lambda^{\prime} & J^{\prime} \\
m^{\prime} & s^{\prime} & -M^{\prime}
\end{array}\right) \\
& \times \sum_{J^{\prime \prime} M^{\prime \prime} J^{\prime \prime \prime} M^{\prime \prime \prime}}\left(\begin{array}{rrr}
j & \lambda & J^{\prime \prime} \\
m & s & -M^{\prime \prime}
\end{array}\right)\left(\begin{array}{rrr}
j^{\prime} & \lambda^{\prime} & J^{\prime \prime \prime} \\
m^{\prime} & s^{\prime} & -M^{\prime \prime \prime}
\end{array}\right) \tag{62}
\end{align*}
$$

where the notation

$$
\begin{equation*}
\langle j \lambda| T^{J}\left|j^{\prime} \lambda^{\prime}\right\rangle=\langle J M j \lambda| T(E)\left|J^{\prime} M^{\prime} j^{\prime} \lambda^{\prime}\right\rangle \delta_{M M^{\prime}} \tag{63}
\end{equation*}
$$

has been introduced since $J=J^{\prime}$ and $M=M^{\prime}$ by conservation of angular momentum.

Using 3.7.8 from Edmonds[27], ie.,

$$
\sum_{s s^{\prime}}\left(\begin{array}{rrr}
j & \lambda & J  \tag{64}\\
m & s & -M
\end{array}\right)\left(\begin{array}{rrr}
j & \lambda & J^{\prime} \\
m & s & -M^{\prime}
\end{array}\right)=\frac{1}{2 J+1} \delta_{J J^{\prime}} \delta_{M M^{\prime}}
$$

the following expression for the degeneracy averaged cross section for the $j \leftarrow j^{\prime}$ transition in the total- $J$ representation is obtained:

$$
\begin{align*}
\sigma_{j \leftarrow j^{\prime}}^{\mathrm{TDA}} & \left.=\frac{\pi}{k^{\prime 2}\left(2 j^{\prime}+1\right)} \sum_{\lambda \lambda^{\prime}} \sum_{J M}\left|\langle j \lambda| T^{J M}\right| j^{\prime} \lambda^{\prime}\right\rangle\left.\right|^{2} \\
& \left.=\frac{\pi}{k^{\prime 2}\left(2 j^{\prime}+1\right)} \sum_{\lambda \lambda^{\prime}} \sum_{J}(2 J+1)\left|\langle j \lambda| T^{J}\right| j^{\prime} \lambda^{\prime}\right\rangle\left.\right|^{2} \tag{65}
\end{align*}
$$

It is this quantity which will be used as the basis for both the exact and IOS results.

### 2.4 The IOS Approximation

The close coupled equations (29) consist of a set of coupled differential equations which must be simultaneously integrated to obtain a solution. For example, expanding (29) to 100 partial waves and ten rotor states leaves over a thousand coupled equations to solve. The IOS approximation is a drastic simplification since it decouples these equations (but in an orientational basis). This approximation assumes the collision to be sudden, allowing for a diagonalization in orientation representation. This is equivalent to replacing all $k_{j}^{2}$ and all $\lambda$ with the constants $k_{o}^{2}$ and $\lambda_{0}$ respectively in the coupled set. Actually, the IOS is a combination of two approximations, the Energy Sudden approximation (ES) and Centrifugal Sudden approximation (CS). These will be examined in turn.

The Energy Sudden approximation replaces the $j$ dependent wave number $k_{j}$ with a $j$ independent effective value $k_{o}$. Since this approximation no longer treats the angular momentum of $\Lambda$ and $J_{r}$ equally, the uncoupled representation
(15) is used. Putting (21) in (15) and converting to Dirac notation gives the following equation:

$$
\begin{equation*}
\frac{\hbar^{2}}{2 \mu}\left[\frac{d^{2}}{d R^{2}}+\frac{2}{R} \frac{d}{d R}+k_{j}^{2}-\frac{\lambda(\lambda+1)}{R^{2}}\right]\left\langle\alpha \mid \chi_{\alpha^{\prime}}(R)\right\rangle=\sum_{\alpha^{\prime \prime}}\langle\alpha| V(R)\left|\alpha^{\prime \prime}\right\rangle\left\langle\alpha^{\prime \prime} \mid \chi_{\alpha^{\prime}}(R)\right\rangle \tag{66}
\end{equation*}
$$

Replacing $k_{j}^{2}$ with $k_{\mathrm{o}}^{2}$ leaves (66) in the form

$$
\begin{equation*}
\frac{\hbar^{2}}{2 \mu}\left[\frac{d^{2}}{d R^{2}}+\frac{2}{R} \frac{d}{d R}+k_{o}^{2}-\frac{\lambda(\lambda+1)}{R^{2}}\right]\left\langle\alpha \mid \chi_{\alpha^{\prime}}(R)\right\rangle=\sum_{\alpha^{\prime \prime}}\langle\alpha| V(R)\left|\alpha^{\prime \prime}\right\rangle\left\langle\alpha^{\prime \prime} \mid \chi_{\alpha^{\prime}}(R)\right\rangle \tag{67}
\end{equation*}
$$

Operating on the left by $\sum_{j m}\langle\hat{r} \mid j m\rangle$ gives

$$
\begin{array}{r}
\sum_{j m}\langle\hat{r} \mid j m\rangle\left[\frac{d^{2}}{d R^{2}}+\frac{2}{R} \frac{d}{d R}+k_{\mathrm{o}}^{2}-\frac{\lambda(\lambda+1)}{R^{2}}\right]\left\langle\lambda \operatorname{sjm} \mid \chi_{\alpha^{\prime}}(R)\right\rangle \\
=\sum_{j m}\langle\hat{r} \mid j m\rangle \frac{2 \mu}{\hbar^{2}} \sum_{\alpha^{\prime \prime}}\langle\alpha| V(R)\left|\alpha^{\prime \prime}\right\rangle\left\langle\alpha^{\prime \prime} \mid \chi_{\alpha^{\prime}}(R)\right\rangle . \tag{68}
\end{array}
$$

Using

$$
\begin{equation*}
\sum_{j m}|j m\rangle k_{\mathrm{o}}^{2}\langle j m|=k_{\mathrm{o}}^{2} \tag{69}
\end{equation*}
$$

and

$$
\begin{equation*}
\sum_{\alpha^{\prime \prime}} \sum_{j m}\langle\hat{r} \mid j m\rangle\langle\alpha| V(R)\left|\alpha^{\prime \prime}\right\rangle\left\langle\alpha^{\prime \prime} \mid \chi_{\alpha^{\prime}}(R)\right\rangle=\sum_{\lambda^{\prime \prime} s^{\prime \prime}}\langle\lambda s| V(\hat{r}, R)\left|\lambda^{\prime \prime} s^{\prime \prime}\right\rangle\left\langle\lambda^{\prime \prime} s^{\prime \prime} \mid \chi_{\alpha^{\prime}}(\hat{r}, R)\right\rangle \tag{70}
\end{equation*}
$$

we finally get the ES equation:

$$
\begin{align*}
{\left[\frac{d^{2}}{d R^{2}}+\frac{2}{R} \frac{d}{d R}\right.} & \left.+k_{\mathrm{o}}^{2}-\frac{\lambda(\lambda+1)}{R^{2}}\right]\left\langle\lambda s \mid \chi_{\lambda^{\prime} s^{\prime}}(\hat{r}, R)\right\rangle \\
& =\frac{2 \mu}{\hbar^{2}} \sum_{\lambda^{\prime \prime} s^{\prime \prime}}\langle\lambda s| V(\hat{r}, R)\left|\lambda^{\prime \prime} s^{\prime \prime}\right\rangle\left\langle\lambda^{\prime \prime} s^{\prime \prime} \mid \chi_{\lambda^{\prime \prime} s^{\prime \prime}}(\hat{r}, R)\right\rangle \tag{71}
\end{align*}
$$

We note that the effect of replacing $k_{j}^{2}$ with the constant parameter $k_{o}^{2}$ allows the Schrödinger equation to be diagonalized in the rotor orientation. In other words, the collision process occurs with fixed rotor orientation.

A collision process which is fixed for a particular rotor orientation corresponds to a situation where the incoming atom has a velocity relative to the diatom centre of mass much larger than the angular velocity of the rotating diatom. Hence the ES approximation is expected to get better with larger translational kinetic energy of the incoming atom or slower angular velocity of the rotor.

In the CS approximation, $\lambda$ is replaced with the constant parameter $\lambda_{0}$, so (29) now becomes:

$$
\begin{equation*}
\frac{\hbar^{2}}{2 \mu}\left[\frac{d^{2}}{d R^{2}}+\frac{2}{R} \frac{d}{d R}+k_{j}^{2}-\frac{\lambda_{0}\left(\lambda_{\mathrm{o}}+1\right)}{R^{2}}\right]\left\langle\alpha \mid \chi_{\alpha^{\prime}}(R)\right\rangle=\sum_{\alpha^{\prime \prime}}\langle\alpha| V\left|\alpha^{\prime \prime}\right\rangle\left\langle\alpha^{\prime \prime} \mid \chi_{\alpha^{\prime}}(R)\right\rangle . \tag{72}
\end{equation*}
$$

Operating on the left by $\sum_{\lambda s}\langle\hat{R} \mid \lambda s\rangle$ and transforming into the orientation representation by carrying out operations analogous to those discussed above for the ES approximation, we get

$$
\begin{align*}
{\left[\frac{d^{2}}{d R^{2}}+\frac{2}{R} \frac{d}{d R}+\right.} & \left.k_{j}^{2}-\frac{\lambda_{o}\left(\lambda_{o}+1\right)}{R^{2}}\right]\left\langle j m \mid \chi_{j^{\prime} m^{\prime}}(\mathbf{R})\right\rangle \\
& =\frac{2 \mu}{\hbar^{2}} \sum_{j^{\prime \prime} m^{\prime \prime}}\langle j m| V(\mathbf{R})\left|j^{\prime \prime} m^{\prime \prime}\right\rangle\left\langle j^{\prime \prime} m^{\prime \prime} \mid \chi_{\alpha^{\prime}}(\mathbf{R})\right\rangle \tag{73}
\end{align*}
$$

Note that (73) has a fixed $\hat{R}$ orientation-the sudden approximation for large centrifugal energy.

One limitation of the CS approximation is that it breaks down in the region of the turning point [30]. Classically, the turning point is defined as the point
where the radial kinetic energy vanishes [31]. The rotor, however, is still rotating and thus collisions at the turning point could not be considered sudden.

As the energy of the collision increases, the CS improves [30]. An increase of energy would correspond to a small rotation of the rotor relative to the distance covered by an incoming atom with high velocity.

Finally the IOS combines both of the above approximations, replacing $k_{j}^{2}$ with $k_{o}^{2}$ and replacing $\lambda$ with $\lambda_{o}$. We operate on the left by $\sum_{\alpha}\langle\hat{R} ; \hat{r} \mid \alpha\rangle$ and since the angular momentum operators are now merely parameters we can use closure of the $|\alpha\rangle$ states to give the IOS equation:

$$
\begin{equation*}
\left[\frac{d^{2}}{d R^{2}}+\frac{2}{R} \frac{d}{d R}+k_{\mathrm{o}}^{2}-\frac{\lambda_{\mathrm{o}}\left(\lambda_{\mathrm{o}}+1\right)}{R^{2}}\right] \chi_{\alpha^{\prime}}(\hat{r}, \mathbf{R})=\frac{2 \mu}{\hbar^{2}} V(\hat{r}, \mathbf{R}) \chi_{\alpha^{\prime}}(\hat{r}, \mathbf{R}) \tag{74}
\end{equation*}
$$

Note the effect of replacing operators by numbers and the subsequent change of basis leaves the equations without any sum over intermediate states and all equations are decoupled.

### 2.4.1 IOS Cross Sections

The $T$-matrix was introduced in (22) in an uncoupled representation. As was noted in the previous section, the IOS decouples the Schrödinger equation in a basis with fixed orientation. Hence all quantities calculated from the IOS Schrödinger equation, such as the $T$-matrix, are diagonal in the orientation representation. The only rotationally invariant quantity that depends on the different possible orientations is the scalar product of the rotor orientation $\hat{r}$ and atomdiatom orientation $\hat{R}$. Thus $T$ is a function of the angle $\theta$ between $\hat{r}$ and $\hat{R}$.

This can be expanded in Legendre polynomials:

$$
\begin{equation*}
T^{\lambda_{0} k_{0}}(\hat{r}, \hat{R})=\sum_{L} \sqrt{2 L+1} T_{L}^{\lambda_{0} k_{0}} P_{L}(\hat{r} \cdot \hat{R}) \tag{75}
\end{equation*}
$$

where $P_{L}(\hat{r} \cdot \hat{R})$ is the Legendre polynomial of order $L$.
Equation (55) can be expressed in a different representation as:

$$
\begin{equation*}
\left.\sigma_{j m \leftarrow j^{\prime} m^{\prime}}(\hat{k})=\frac{4 \pi^{2}}{k_{j^{\prime}}^{2}}|\langle j m ; \hat{k}| T| j^{\prime} m^{\prime} ; \hat{k}^{\prime}\right\rangle\left.\right|^{2} \tag{76}
\end{equation*}
$$

For the IOS cross sections $\sigma_{j m \leftarrow j^{\prime} m^{\prime}}^{\mathrm{IOS}}(\hat{k})$ we have:

$$
\begin{align*}
& \sigma_{j m \leftarrow j^{\prime} m^{\prime}}^{\mathrm{IOS}}(\hat{k})= \frac{4 \pi^{2}}{k_{j^{\prime}}^{2}}\left|\iint\langle j m ; \hat{k} \mid \hat{r}, \hat{R}\rangle T^{\lambda_{0} k_{o}}(\hat{r}, \hat{R})\left\langle\hat{r}, \hat{R} \mid j^{\prime} m^{\prime} ; \hat{k}^{\prime}\right\rangle d \hat{r} d \hat{R}\right|^{2} \\
& \left.=\frac{4 \pi^{2}}{k_{j^{\prime}}^{2}} \right\rvert\, \iint \sum_{\lambda s \lambda^{\prime} s^{\prime}} Y_{\lambda s}(\hat{k}) i^{\lambda^{\prime}+3 \lambda} Y_{\lambda^{\prime} s^{\prime}}^{*}(\hat{k}) Y_{j m}^{*}(\hat{r}) Y_{\lambda s}^{*}(\hat{R}) \\
& \times\left. T^{\lambda_{0} k_{o}}(\hat{r}, \hat{R}) Y_{j^{\prime} m^{\prime}}(\hat{r}) Y_{\lambda^{\prime} s^{\prime}}(\hat{R}) d \hat{r} d \hat{R}\right|^{2} \tag{77}
\end{align*}
$$

Using (75) and the expansion given by (32), the IOS expression for the degeneracy averaged differential cross sections, or $\sigma^{I O S}\left(\hbar \mathbf{k}^{\prime}, j^{\prime} \rightarrow \hat{k}, j\right)$ is

$$
\begin{align*}
& \left.\sigma^{I O S}\left(\hbar \mathbf{k}^{\prime}, j^{\prime} \rightarrow \hat{k}, j\right)=(2 j+1) \frac{4 \pi^{2}}{k^{\prime 2}} \sum_{m m^{\prime}} \right\rvert\, \sum_{\lambda s \lambda^{\prime} s^{\prime}} Y_{\lambda s}(\hat{k}) i^{\lambda^{\prime}+3 \lambda} \\
& \quad \times \sqrt{(2 L+1)(2 \lambda+1)\left(2 \lambda^{\prime}+1\right)} T_{L}^{\lambda_{0} k_{0}}(-)^{m^{\prime}+s} Y_{\lambda^{\prime} s^{\prime}}\left(\hat{k}^{\prime}\right) \\
& \quad \times\left.\left(\begin{array}{rrr}
j & L & j^{\prime} \\
0 & 0 & 0
\end{array}\right)\left(\begin{array}{rrr}
j & L & j^{\prime} \\
-m & -\sigma & m
\end{array}\right)\left(\begin{array}{rcc}
j & L & \lambda^{\prime} \\
0 & 0 & 0
\end{array}\right)\left(\begin{array}{rrr}
\lambda & L & \lambda \\
s & \sigma & s^{\prime}
\end{array}\right)\right|^{2} . \tag{78}
\end{align*}
$$

Equation (78) may also be written as

$$
\sigma^{I O S}\left(\hbar \mathbf{k}^{\prime}, j^{\prime} \rightarrow \hat{k}, j\right)=(2 j+1) \sum_{L}\left(\begin{array}{ccc}
j & L & j^{\prime}  \tag{79}\\
0 & 0 & 0
\end{array}\right)^{2} \sigma\left(\hbar \mathbf{k}^{\prime}, 0 \rightarrow \hat{k}, L\right)
$$

where

$$
\begin{align*}
\sigma\left(\hbar \mathbf{k}^{\prime}, 0 \rightarrow \hat{k}\right. & , L) \left.=\frac{4 \pi^{2}}{k^{\prime 2}} \sum_{\sigma} \right\rvert\, \sum_{\lambda s \lambda^{\prime} s^{\prime}} i^{\lambda^{\prime}-\lambda} \sqrt{(2 \lambda+1)\left(2 \lambda^{\prime}+1\right)} \\
& \times\left. Y_{\lambda s}(\hat{k}) T_{L}^{\lambda_{o} k_{o}}(-)^{s}\left(\begin{array}{ccc}
\lambda & L & \lambda^{\prime} \\
0 & 0 & 0
\end{array}\right)\left(\begin{array}{ccc}
\lambda & L & \lambda \\
s & \sigma & s^{\prime}
\end{array}\right) Y_{\lambda^{\prime} s^{\prime}}\left(\hat{k}^{\prime}\right)\right|^{2} \tag{80}
\end{align*}
$$

If the initial momentum direction $\hat{k}^{\prime}$ is chosen as the $z$ axis, there will not be any $z$ projections of angular momentum for the initial state, so (57) holds.

Therefore

$$
\begin{align*}
& \sigma^{I O S}\left(\hbar \mathbf{k}^{\prime}, j^{\prime} \rightarrow \hat{k}, j\right) \\
& \left.=(2 j+1) \sum_{L} \frac{\pi}{k^{\prime 2}}\left(\begin{array}{ccc}
j & L & j \\
0 & 0 & 0
\end{array}\right)^{2} \right\rvert\, \sum_{\lambda \lambda^{\prime}} Y_{\lambda \sigma}(\hat{k}) i^{\lambda^{\prime}-\lambda} \sqrt{(2 \lambda+1)\left(2 \lambda^{\prime}+1\right)} \\
& \quad \times\left. T_{L}^{\lambda_{0} k_{o}}(-)^{s}\left(\begin{array}{ccc}
\lambda & L & \lambda^{\prime} \\
0 & 0 & 0
\end{array}\right)\left(\begin{array}{rrr}
\lambda & L & \lambda^{\prime} \\
-\sigma & \sigma & 0
\end{array}\right)\right|^{2} . \tag{81}
\end{align*}
$$

To get the total cross section $\sigma_{L \leftarrow 0},(81)$ is integrated over all angles to give the following

$$
\begin{align*}
\sigma_{L \leftarrow 0} & =\int_{0}^{2 \pi} \int_{0}^{\pi} \sigma\left(\hbar \mathbf{k}^{\prime}, 0 \rightarrow \hat{k}, L\right) \sin \theta d \theta d \phi \\
& =\frac{\pi}{k^{\prime 2}} \sum_{\sigma \lambda}\left|\sum_{\lambda^{\prime}}(2 \lambda+1)\left(2 \lambda^{\prime}+1\right) T_{L}^{\lambda_{0} k_{0}} i^{\lambda^{\prime}-\lambda}\left(\begin{array}{ccc}
\lambda & L & \lambda^{\prime} \\
0 & 0 & 0
\end{array}\right)\left(\begin{array}{rcc}
\lambda & L & \lambda^{\prime} \\
-\sigma & \sigma & 0
\end{array}\right)\right|^{2} \\
& =\frac{\pi}{k^{\prime 2}} \sum_{\lambda \lambda^{\prime}}(2 \lambda+1)\left(2 \lambda^{\prime}+1\right)\left|T_{L}^{\lambda_{0} k_{0}} i^{\lambda^{\prime}-\lambda}\right|^{2}\left(\begin{array}{ccc}
\lambda & L & \lambda^{\prime} \\
0 & 0 & 0
\end{array}\right)^{2} . \tag{82}
\end{align*}
$$

If the initial $\lambda$ paramaterization for the $10 S$ is assumed, ie., $\lambda=\lambda^{\prime}$, (82)
simplifies to

$$
\begin{equation*}
\sigma_{L-0}=\frac{\pi}{k^{\prime 2}} \sum_{\lambda_{0}}(2 L+1)\left|T_{L}^{\lambda_{0} k_{o}}\right|^{2} \tag{83}
\end{equation*}
$$

For total cross section $\sigma_{j-j^{\prime}}^{I O S},(79)$ is integrated over all angles to give the following IOS scaling law:

$$
\sigma_{j \leftarrow j^{\prime}}^{I O S}=(2 j+1) \sum_{L}\left(\begin{array}{ccc}
j & L & j^{\prime}  \tag{84}\\
0 & 0 & 0
\end{array}\right)^{2} \sigma_{L \leftarrow 0}^{I O S} .
$$

### 2.4.2 Energy Corrected IOS Cross Sections

The scaling law given by (84) can be modified in a manner such that it takes into account a collision time $\tau$. (Recall the IOS assumes a sudden collision, ie, $\tau \approx 0$.) DePristo et. al. [32] have proposed a scaling law called the Energy Corrected Sudden (ECS) approximation which incorporates the collision time $\tau$ as a correction to the $I O S$ approximation in the form of a simple multiplicative factor.

DePristo [32] corrects for the $S$-matrix, but since the $S$ - and $T$-matrices differ only by the identity matrix and some phase and the correction factor does not change the identity matrix we relate the $T$-matrices by the same correction factor:

$$
\begin{equation*}
T_{j j^{\prime}}^{E C I O S}\left(E_{k}+\epsilon_{j^{\prime}}\right)=\frac{6}{6+\left(\epsilon_{j^{\prime}}-\epsilon_{j}\right)^{2} \tau^{2} /(2 \hbar)^{2}} T_{j j^{\prime}}^{I O S}\left(E_{k}+\epsilon_{j^{\prime}}\right) \tag{85}
\end{equation*}
$$

where $E_{k}$ is the translational energy, $\epsilon_{j}$ is the rotor energy of the $j$ th rotor state and $\tau$ is the collision time.

In this study the centrifugal sudden approximation is also assumed so that the correction factor is applied to the IOS $T$-matrices, giving an "Energy Corrected IOS" $T$-matrix, or $T_{j j^{\prime}}^{E C I O S}$ :

Since by (76) cross sections are proportional to the square of the $T$-matrices, and assuming that $\tau$ is independent of $\lambda$ and $\lambda^{\prime}$, the following simple scaling rule is obtained:

$$
\begin{equation*}
\sigma_{j \leftarrow j^{\prime}}^{E C I O S}=\left[\frac{24 \hbar^{2}}{24 \hbar^{2}+\left(\epsilon_{j^{\prime}}-\epsilon_{j}\right)^{2} \tau^{2}}\right]^{2} \sigma_{j \leftarrow j^{\prime}}^{I O S} \tag{86}
\end{equation*}
$$

$\tau$ shall be treated as a parameter to help fit the cross sections from this scaling to the cross sections from the exact calculations. DePristo [32] gives a method of estimating $\tau$ and this is then compared in a later section to the $\tau$ value which gives the best agreement with the exact results.

### 2.4.3 General $S$-Matrix Cross Sections

One of the interesting results arising from the IOS treatment of cross sections is that all $j \leftarrow j^{\prime}$ transitions can be calculated from a single set of cross section values using (84). DePristo et. al. [32] have taken this property of the IOS to investigate whether the exact cross sections follow the same scaling laws.

The General S-Matrix (GSM) scaling relationship is a way of calculating a set of cross sections from another set of cross sections with different energies and transitions. The relationship makes use of some IOS properties which allow these connections, but the GSM scaling relationship is actually a relationship between exact cross section values.

The IOS implies that the $L \leftarrow 0$ and $j \leftarrow j^{\prime} S$-matrices are related by [32]

$$
S_{j \leftarrow j^{\prime}}^{I O S}\left(E_{k}+\epsilon_{j^{\prime}}\right)=\sum_{L}\left(\begin{array}{ccc}
j & j^{\prime} & L  \tag{87}\\
0 & 0 & 0
\end{array}\right) S_{L \leftarrow 0}^{I O S}\left(E_{k}+\epsilon_{L}\right)
$$

Using the factor in (85) to relate $S_{j \leftarrow j^{\prime}}^{I O S}$ with $S_{j \leftarrow j^{\prime}}^{\text {Exact }}$ and to relate $S_{L \leftarrow 0}^{I O S}$ with $S_{L \leftarrow 0}^{\text {Exact }}$ and then using (87) allows for the $L \leftarrow 0$ and $j \leftarrow j^{\prime}$ exact $S$-matrices to be related by

$$
S_{j \leftarrow j^{\prime}}^{G S M}\left(E_{k}+\epsilon_{j^{\prime}}\right)=\sum_{L} \frac{24 \hbar^{2}+\left(\epsilon_{L}-\epsilon_{0}\right)^{2} \tau^{2}}{24 \hbar^{2}+\left(\epsilon_{j^{\prime}}-\epsilon_{j}\right)^{2} \tau^{2}}\left(\begin{array}{ccc}
j & j^{\prime} & L  \tag{88}\\
0 & 0 & 0
\end{array}\right) S_{L \leftarrow 0}^{\text {Exact }}\left(E_{k}+\epsilon_{L}\right)
$$

Here $\epsilon_{L}$ is the rotational energy associated with the $L$ th rotor state. Then, in order to get a cross section relation, DePristo et. al. [32] make an assumption similar to that made in the previous section, ie., that $\tau$ is independent of $\lambda$ and $\lambda^{\prime}$. They arrive at the following scaling law for the GSM $\sigma_{j \leftarrow j^{\prime}}$ :

$$
\sigma_{j \leftarrow j^{\prime}}^{G S M}\left(E_{k}+\epsilon_{j^{\prime}}\right)=(2 j+1) \sum_{L}\left[\frac{24 \hbar^{2}+\left(\epsilon_{L}-\epsilon_{0}\right)^{2} \tau^{2}}{24 \hbar^{2}+\left(\epsilon_{j^{\prime}}-\epsilon_{j}\right)^{2} \tau^{2}}\right]^{2}\left(\begin{array}{ccc}
j & j^{\prime} & L  \tag{89}\\
0 & 0 & 0
\end{array}\right)^{2} \sigma_{L \leftarrow 0}^{\text {Exact }}\left(E_{k}+\epsilon_{L}\right)
$$

The above scaling law will be used with $\sigma_{L \leftarrow 0}^{\text {Exact }}$ values to calculate $\sigma_{j \leftarrow j^{\prime}}$ values and these will be compared with the actual $\sigma_{j \leftarrow j^{\prime}}^{\text {Exact }}$ values to determine whether the above scaling law is valid.

As well, the scaling law shall be used with $\sigma_{L \leftarrow 0}^{I O S}$ to determine which of the scaling laws, (86) or (89) leads to a more useful manner of correcting the IOS cross sections.

### 2.4.4 Accessible States Scaling Law

DePristo and Rabitz [33] arrive at an expression for the cross section which does not involve $3-j$ symbols. To get this expression, they make the following 3 assumptions:

- angular coupling coefficients are mainly a function of difference $\left|j^{\prime}-j\right|$ only
- quantum tunneling is unimportant, so the main energy dependence corresponds to the criterion of determining the outermost turning point.
- the transition probability is inversely proportional to the number of accessible states

The result of the first assumption is that cross sections are a function of $\left|j^{\prime}-j\right|$. The result of the second assumption, that tunneling is not important, allows the cross section to be evaluated at the kinetic energy corresponding to the highest rotor level (where the kinetic energy is the least and where tunneling is least effective). Combining these two assumptions with the third allows the Accessible States (AS) cross section $\sigma_{j \leftarrow j^{\prime}}^{\mathrm{AS}}(E)$ to be written as

$$
\begin{equation*}
\sigma_{j \leftarrow j^{\prime}}^{\mathrm{AS}}(E)=f\left(\left|j^{\prime}-j\right|, E-\epsilon_{j_{\max }}\right) N(E)^{-1} \tag{90}
\end{equation*}
$$

where $f$ is a function of $\left|j^{\prime}-j\right|$ and $E-\epsilon_{j_{\max }} . \epsilon_{j_{\max }}$ is the energy of the rotor for the maximum allowed $j$ value, and $N(E)$ is the number of available rotor states for a given energy $E$.

The assumed functional properties of the $f$ function implies a relationship between cross sections which have the same $\left|j^{\prime}-j\right|$ and $E-\epsilon_{j_{\max }}$ values, namely $\sigma_{j \leftarrow j^{\prime}}^{\mathrm{AS}}\left(E_{k}+\epsilon_{j^{\prime}}\right)=\frac{[2 j+1]\left[2\left(j^{\prime}-j\right)+1\right]}{\left[2 j^{\prime}+1\right]} \frac{N\left(E_{k}+\epsilon_{j^{\prime}-j}\right)}{N\left(E_{k}+\epsilon_{j^{\prime}}\right)} \sigma_{0 \leftarrow j^{\prime}-j}\left(E_{k}+\epsilon_{j^{\prime}-j}\right), \quad j^{\prime}>j$.
(The form of (91) is equation (4.9) of [32] which was first presented in a different form in [33].)

The scaling law given by (91) is here referred to as the AS scaling law, referring to the $N\left(E_{k}+\epsilon_{j^{\prime}-j}\right) / N\left(E_{k}+\epsilon_{j^{\prime}}\right.$ term, which actually describes only one of the three approximations made.

Note that in contrast to the previous scaling laws, (91) relates cross sections of different total energies, ie, $\sigma_{j \leftarrow j^{\prime}}^{\mathrm{AS}}\left(E_{k}+\epsilon_{j^{\prime}}\right)$ with $\sigma_{0 \leftarrow j^{\prime}-j}\left(E_{k}+\epsilon_{j^{\prime}-j}\right)$. A set of exact $\sigma_{j \leftarrow j^{\prime}}$ and $\sigma_{0 \leftarrow j^{\prime}-j}$ values are related by a given total energy. Although there is a question in the exact case as to which total energy to use, this study will show that this choice is not a significant factor determining cross section values.

However, in this study we will use (91) to determine its validity as a scaling law for the IOS approximation. Since the IOS treats all rotor states as having the same energy, $\sigma_{j \multimap j^{\prime}}^{I O S}\left(E_{k}+\epsilon_{j^{\prime}}\right)$ and $\sigma_{0-j^{\prime}-j}^{I O S}\left(E_{k}+\epsilon_{j^{\prime}-j}\right)$ should actually be written as $\sigma_{j \leftarrow j^{\prime}}^{I O S}\left(E_{k_{\mathrm{o}}}\right)$ and $\sigma_{0 \leftarrow j^{\prime}-j}^{I O S}\left(E_{k_{\mathrm{o}}^{\prime}}\right)$ where $k_{\mathrm{o}}$ and $k_{\mathrm{o}}^{\prime}$ are those wave numbers corresponding to the parameters chosen to replace the $k_{j}$ value and $\epsilon_{k_{0}}$ is the energy associated with the $k_{o}$ wave number. It is this aspect of the IOS approximation - the incorporation of rotor and translational energies into one effective wave number - which makes (91) lose some of its specificity when applied to the IOS results. It will be shown later that this loss of energy dependence does not significantly affect the accuracy of the scaling law given by (91).

## 3. THE DELTA-SHELL POTENTIAL

### 3.1 Scattering From a Spherical Delta Shell Potential

In its simplest form the delta shell potential is

$$
\begin{equation*}
V(R)=V_{\delta} \delta(R-a) \tag{92}
\end{equation*}
$$

where $V_{\delta}$ is a potential strength parameter having units of energy times distance, $a$ is the distance from the origin at which the potential acts and $\delta(R-a)$ is the Dirac delta function.

If the collision involves only a spherical potential, rotor states are unchanged in the collision process and need not be considered further. The form for the Hamiltonian $H$ is thus

$$
\begin{equation*}
H=-\frac{\hbar^{2}}{2 \mu}\left[\frac{1}{R^{2}} \frac{\partial}{\partial R} R^{2} \frac{\partial}{\partial R}-\frac{\Lambda^{2}}{R^{2}}\right]+V(R) \tag{93}
\end{equation*}
$$

where $\Lambda^{2}$ is given by (11).
The Schrödinger equation now takes the form

$$
\begin{equation*}
\frac{\hbar^{2}}{2 \mu}\left[\frac{1}{R^{2}} \frac{\partial}{\partial R} R^{2} \frac{\partial}{\partial R}-\frac{\Lambda^{2}}{R^{2}}+\frac{2 \mu}{\hbar^{2}} E\right] \Psi(\mathbf{R})=V(R) \Psi(\mathbf{R}) \tag{94}
\end{equation*}
$$

where $\Psi(\mathbf{R})$ is the wave function for a spherical delta shell.
Using the partial wave expansion of the wave function $\Psi(\mathbf{R})$

$$
\begin{equation*}
\Psi(\mathbf{R})=\sum_{\lambda s} Y_{\lambda s}(\hat{R}) \psi_{\lambda s}(R) \tag{95}
\end{equation*}
$$

where

$$
\begin{equation*}
\psi_{\lambda s}(R)=4 \pi i^{\lambda} \chi_{\lambda}(R) Y_{\lambda s}^{*}\left(\hat{k}^{\prime}\right) \tag{96}
\end{equation*}
$$

and using equation (92) for $V(R)$ and introducing the dimensionless variable $x=k R$ where $k^{2}=2 \mu E / \hbar^{2}$ we now can write (94) as

$$
\begin{equation*}
\frac{\hbar^{2}}{2 \mu}\left[\frac{2}{x} \frac{\partial}{\partial x}+\frac{\partial^{2}}{\partial x^{2}}-\frac{\lambda(\lambda+1)}{x^{2}}+1\right] \chi_{\lambda}=\frac{V_{\delta}}{k} \delta(x-k a) \chi_{\lambda} \tag{97}
\end{equation*}
$$

where the following property of the delta function [34] has been used:

$$
\begin{equation*}
\delta(R-a)=k \delta(x-k a) \tag{98}
\end{equation*}
$$

For $x \neq k a$, there is no potential and the partial wave solutions are the well known spherical Bessel and Hankel functions [35]. With the constraint that $\chi_{\lambda}$ must be well behaved at the origin, the solution of (97) is given up to a constant by

$$
\begin{array}{ll}
\chi_{\lambda}=j_{\lambda}(x)-\frac{1}{2} T_{\lambda} h_{\lambda}(x), & x>k a \\
\chi_{\lambda}=B_{\lambda} j_{\lambda}(x), & x<k a \tag{99}
\end{array}
$$

where the $j_{\lambda}$ 's are the regular Bessel functions and the $h_{\lambda}$ 's are the Hankel functions. The expansion coefficients $T_{\lambda}$ and $B_{\lambda}$ are to be determined by appropriate matching conditions at $x=k a$.

Defining

$$
\begin{align*}
k a^{-} & \equiv k a-\varepsilon \\
k a^{+} & \equiv k a+\varepsilon, \quad \varepsilon \rightarrow 0 \tag{100}
\end{align*}
$$

and integrating (97) over $x$ from $k a^{-}$to $k a^{+}$and requiring $\chi_{\lambda}$ to be continuous at $k a$ gives

$$
\begin{equation*}
\left.\frac{\partial \chi_{\lambda}}{\partial x}\right|_{k a^{-}} ^{k a^{+}}-\left.\frac{2 \chi_{\lambda}}{k a}\right|_{k a^{-}} ^{k a^{+}}=\frac{2 \mu}{\hbar^{2} k} V_{\delta} \chi_{\lambda} \tag{101}
\end{equation*}
$$

Since $\chi_{\lambda}$ is continuous,

$$
\begin{equation*}
\frac{\partial}{\partial x} \chi_{\lambda}\left(k a^{+}\right)-\frac{\partial}{\partial x} \chi_{\lambda}\left(k a^{-}\right)=\frac{2 \mu}{\hbar^{2} k} V_{\delta} \chi_{\lambda} . \tag{102}
\end{equation*}
$$

Using (99) in (102) gives

$$
\begin{equation*}
j_{\lambda}^{\prime}\left(k a^{+}\right)-\frac{1}{2} T_{\lambda} h_{\lambda}^{\prime}\left(k a^{+}\right)-B_{\lambda} j_{\lambda}^{\prime}\left(k a^{-}\right)=\frac{2 \mu}{\hbar^{2} k} V_{\delta} j_{\lambda}(k a) B_{\lambda} \tag{103}
\end{equation*}
$$

where

$$
\begin{align*}
j_{\lambda}^{\prime}(x) & =\frac{d}{d x} j_{\lambda}(x) \\
h_{\lambda}^{\prime}(x) & =\frac{d}{d x} h_{\lambda}(x) \tag{104}
\end{align*}
$$

Since $\chi_{\lambda}$ is continuous at $k a$,

$$
\begin{equation*}
\chi_{\lambda}\left(k a^{+}\right)=\chi_{\lambda}\left(k a^{-}\right) \tag{105}
\end{equation*}
$$

and so

$$
\begin{equation*}
j_{\lambda}(k a)-\frac{1}{2} T_{\lambda} h_{\lambda}(k a)=B_{\lambda} j_{\lambda}(k a) \tag{106}
\end{equation*}
$$

Allowing $\varepsilon \rightarrow 0$ and multiplying (103) by $h_{\lambda}(k a)$, (106) by $h_{\lambda}^{\prime}(k a)$ and then using the following property of the Wronskian $W$ of the Bessel and Hankel functions [35]:

$$
\begin{equation*}
W=j_{\lambda}^{\prime}(x) h_{\lambda}(x)-j_{\lambda}(x) h_{\lambda}^{\prime}(x)=\frac{1}{i x^{2}} \tag{107}
\end{equation*}
$$

an expression for $B_{\lambda}$ is obtained:

$$
\begin{equation*}
B_{\lambda}=\frac{1}{1-i \xi g j_{\lambda} h_{\lambda}} \tag{108}
\end{equation*}
$$

where $j_{\lambda}$ is shorthand for $j_{\lambda}(k a), h_{\lambda}$ for $h_{\lambda}(k a)$,

$$
\begin{equation*}
\xi=k a \tag{109}
\end{equation*}
$$

and

$$
\begin{equation*}
g=-\frac{2 \mu V_{\delta} a}{\hbar^{2}} \tag{110}
\end{equation*}
$$

Finally, multiplying (103) by $j_{\lambda}$, (106) by $j_{\lambda}^{\prime}$, and using (107) and (108) gives the following expression for $T_{\lambda}$ :

$$
\begin{equation*}
T_{\lambda}=-\frac{2 i \xi g j_{\lambda}^{2}}{1-i \xi g j_{\lambda} h_{\lambda}} \tag{111}
\end{equation*}
$$

With $T_{\lambda}$ and $B_{\lambda}$ solved, we are interested in the behaviour of $\chi_{\lambda}$ at $R \gg a$. From the asymptotic behaviour of the Bessels and Hankels given in (23) the expression for $\chi_{\lambda}$ as $R \rightarrow \infty$ is now

$$
\begin{equation*}
\chi_{\lambda} \sim-\frac{1}{2 i k a}\left[e^{-i(k a-\lambda \pi / 2)}-\left(1-T_{\lambda}\right) e^{i(k a-\lambda \pi / 2)}\right] . \tag{112}
\end{equation*}
$$

Using (60) and assuming $j^{\prime}=0$ (ie, no rotor states) the total cross section is

$$
\begin{equation*}
\sigma^{\text {total }}=\frac{\pi}{k^{2}} \sum_{\lambda}(2 \lambda+1)\left|T_{\lambda}\right|^{2} . \tag{113}
\end{equation*}
$$

Hence a calculation of the cross section for a spherical delta shell potential requires the wave number $k$, the parameter strength $V_{\delta}$ and the distance $a$ of the delta shell from the origin. After evaluating the $j_{\lambda}$ 's and $h_{\lambda}$ 's at $k a$, the total cross section for the spherical delta shell potential is obtained from (111) and (113).

### 3.2 Scattering From a Non-Spherical Delta Shell Potential

For the system being studied - an atom-diatom - the fact that the scattering centre is non-spherical (ie., the potential between the atom and diatom is $\theta$ dependent) means that the angular momentum of the diatom can couple with the orbital angular momentum of the atom. It is the $\theta$ dependence in the potential which is responsible for angular momentum transfer between rotor angular momentum and orbital angular momentum.

A $\theta$ dependent potential can be expanded in Legendre functions. Since we are studying a homonuclear system, only even Legendre functions appear in the expansion. Here only the zeroth and second order Legendre functions are retained to give a potential in the form

$$
\begin{equation*}
V(\theta)=V_{\delta}\left[1+b_{2} P_{2}(\cos \theta)\right] \delta(R-a) \tag{114}
\end{equation*}
$$

where $b_{2}$ is a constant. Explicitly, the second order Legendre is

$$
\begin{equation*}
P_{2}(\cos \theta)=\frac{1}{2}\left(3 \cos ^{2} \theta-1\right) \tag{115}
\end{equation*}
$$

With a spherical potential there is no coupling between orbital and rotor angular momentum and therefore it is not necessary to designate initial and final angular momenta - they are always the same. With a non-spherical potential, transfer of angular momentum may occur between the two types of angular momentum. This implies that the initial state, designated by quantum numbers $j^{\prime}, m^{\prime}, \lambda^{\prime}$ and $s^{\prime}$, can be different from the final state, designated by quantum numbers $j, m, \lambda$ and $s$. Since $\Psi$ must then be described by an initial and final state, a notation is introduced where the vector wave function $\chi$ is represented as a matrix $\boldsymbol{\chi}$. (Matrices will be indicated with bold type.) As well, since the rotor operator $k$, orbital angular momentum operator $\Lambda$ and potential operator $V$ all must be parameterized by indices corresponding to the ket and bra states, they too will be represented by a similar matrix notation, ie., $\mathbf{k}, \boldsymbol{\Lambda}$ and V respectively.

In a previous section it was shown how a total- $J$ coupling scheme can separate the $V$-matrix elements into blocks having the same total- $J$. Since by (133) the only non-diagonal matrix that $\mathbf{T}$ depends on is V it is possible to separate the calculation of the $T$-matrix as well into blocks with the same total- $J$. With this in mind, and using the above notation, (29) is actually one matrix element of a matrix equation and can be generalized as

$$
\begin{equation*}
\frac{\hbar^{2}}{2 \mu}\left[\frac{d^{2}}{d R^{2}}+\frac{2}{R} \frac{d}{d R}+\mathbf{k}^{2}-\frac{\Lambda^{2}}{\hbar^{2} R^{2}}\right] \chi^{J}=\mathbf{V}^{J} \chi^{J} \tag{116}
\end{equation*}
$$

where $\mathbf{k}^{2}$ and $\boldsymbol{\Lambda}^{2}$ are diagonal matrices whose elements in the angular momentum representation are defined by

$$
\begin{equation*}
\mathbf{k}_{j j^{\prime}}=k_{j} \delta_{j j^{\prime}}=\left(\frac{2 \mu}{\hbar^{2}}\right)^{\frac{1}{2}}\left[E-\frac{j(j+1) \hbar^{2}}{2 I}\right]^{\frac{1}{2}} \delta_{j j^{\prime}} \delta_{\lambda \lambda^{\prime}} \tag{117}
\end{equation*}
$$

and

$$
\begin{equation*}
\boldsymbol{\Lambda}_{\lambda \lambda^{\prime}}^{2}=\lambda(\lambda+1) \hbar^{2} \delta_{\lambda \lambda^{\prime}} \delta_{j j^{\prime}} \tag{118}
\end{equation*}
$$

The form of (116) corresponding to matrix element $\langle j \lambda| \chi^{J}\left|j^{\prime} \lambda^{\prime}\right\rangle$ is then

$$
\begin{align*}
\frac{\hbar^{2}}{2 \mu}\left[\frac{d^{2}}{d R^{2}}+\right. & \left.\frac{2}{R} \frac{d}{d R}+k_{j}^{2}-\frac{\lambda(\lambda+1)}{\hbar^{2} R^{2}}\right]\langle j \lambda| \chi^{J}(R)|j \lambda\rangle= \\
& \sum_{j^{\prime \prime \prime} \lambda^{\prime \prime \prime}}\langle j \lambda| V^{J}\left|j^{\prime \prime} \lambda^{\prime \prime}\right\rangle \delta(R-a)\left\langle j^{\prime \prime} \lambda^{\prime \prime}\right| \chi^{J}(R)\left|j^{\prime} \lambda^{\prime}\right\rangle \tag{119}
\end{align*}
$$

This is similar in form to (97). In the same manner as we solved (97), we choose solutions

$$
\begin{array}{ll}
\langle j \lambda| \chi^{J}\left|j^{\prime} \lambda^{\prime}\right\rangle \\
\quad=j_{\lambda}\left(k_{j} R\right)-\frac{1}{2} h_{\lambda}\left(k_{j} R\right) k_{j}^{\frac{1}{2}}\langle j \lambda| T^{J}\left|j^{\prime} \lambda^{\prime}\right\rangle k_{j^{\prime}}^{-\frac{1}{2}}, & R>a \\
\quad=\langle j \lambda| B^{J}\left|j^{\prime} \lambda^{\prime}\right\rangle j_{\lambda}\left(k_{j} R\right), & R<a \tag{120}
\end{array}
$$

where the coefficients $T$ and $B$ are no longer simply parameterized by $\lambda$ but must be matrices themselves corresponding to the representation of $\boldsymbol{\chi}$. If the matrices $\mathbf{j}$ and $\mathbf{h}$ are now introduced, their matrix elements are given by

$$
\begin{align*}
\langle j \lambda| j\left(k_{j} R\right)\left|j^{\prime} \lambda^{\prime}\right\rangle & =j_{\lambda}\left(k_{j} R\right) \delta_{j j^{\prime}} \delta_{\lambda \lambda^{\prime}} \\
\langle j \lambda| h\left(k_{j} R\right)\left|j^{\prime} \lambda^{\prime}\right\rangle & =h_{\lambda}\left(k_{j} R\right) \delta_{j j^{\prime}} \delta_{\lambda \lambda^{\prime}} \tag{121}
\end{align*}
$$

(120) can be written in matrix notation as

$$
\begin{align*}
\boldsymbol{\chi} & =\mathbf{j}-\frac{1}{2} \mathbf{h} \mathbf{k}^{\frac{1}{2}} \mathbf{T} \mathbf{k}^{-\frac{1}{2}}, & & R>a \\
& =\mathbf{j B}, & & R<a \tag{122}
\end{align*}
$$

j represents the prepared incoming state; $\frac{1}{2} \mathbf{h} \mathbf{k}^{\frac{1}{2}} \mathbf{T k}^{-\frac{1}{2}}$ represents the scattered outgoing wave and jB represents the part of the incoming wave that has tunneled through the potential barrier.

Next (119) is integrated with respect to $R$ from $\mathbf{k} a^{-}$to $\mathbf{k} a^{+}$where

$$
\begin{align*}
& \mathbf{k} a^{+}=\mathbf{k} a+\varepsilon \\
& \mathbf{k} a^{-}=\mathbf{k} a-\varepsilon, \quad \varepsilon \rightarrow 0 \tag{123}
\end{align*}
$$

The requirement of continuity of $\chi$, ie.,

$$
\begin{equation*}
\chi\left(k_{j} a^{+}\right)=\chi\left(k_{j} a^{-}\right) \tag{124}
\end{equation*}
$$

is used to get

$$
\begin{equation*}
\frac{d}{d \mathbf{y}} \boldsymbol{\chi}\left(k_{j} a^{+}\right)-\frac{d}{d \mathbf{y}} \boldsymbol{\chi}\left(k_{j} a^{-}\right)=\frac{2 \mu}{\hbar^{2}} \mathbf{k}^{-1} \mathbf{V} \boldsymbol{\chi} \tag{125}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathbf{y}=\mathbf{k} R . \tag{126}
\end{equation*}
$$

Again the requirement of continuity for the wave function $\chi$ at $R=a$ implies

$$
\begin{equation*}
\mathbf{j B}=\mathbf{j}-\frac{1}{2} \mathbf{h} \mathbf{k}^{\frac{1}{2}} \mathbf{T} \mathbf{k}^{-\frac{1}{2}}, \quad R=a \tag{127}
\end{equation*}
$$

Inserting the expression for $\chi$ given by (122) into (125) gives

$$
\begin{equation*}
\frac{d \mathbf{j}}{d \mathbf{y}} \mathbf{B}+\frac{2 \mu}{\hbar^{2}} \mathbf{k}^{-\frac{1}{2}} \mathbf{V}\left(\mathbf{j}-\frac{1}{2} \mathbf{h} \mathbf{k}^{\frac{1}{2}} \mathbf{T} \mathbf{k}^{-\frac{1}{2}}\right)=\frac{d \mathbf{j}}{d \mathbf{y}}-\frac{1}{2} \frac{d \mathbf{h}}{d \mathbf{y}} \mathbf{k}^{\frac{1}{2}} \mathbf{T} \boldsymbol{k}^{-\frac{1}{2}} \tag{128}
\end{equation*}
$$

Operating on the left of (127) by $-(d / d \mathbf{y}) \mathbf{j}$, on the left of (128) by $\mathbf{j}$ and then adding the two resulting equations gives

$$
\begin{equation*}
\frac{2 \mu}{\hbar^{2}} \mathbf{k}^{-1} \mathbf{j} \mathbf{V}\left(\mathbf{j}-\frac{1}{2} \mathbf{h} \mathbf{k}^{\frac{1}{2}} \mathbf{T} \mathbf{k}^{-\frac{1}{2}}\right)=\frac{1}{2}\left(\frac{d \mathbf{j}}{d \mathbf{y}} \mathbf{h}-\mathbf{j} \frac{d \mathbf{h}}{d \mathbf{y}}\right) \mathbf{k}^{\frac{1}{2}} \mathbf{T} \mathbf{k}^{-\frac{1}{2}} \tag{129}
\end{equation*}
$$

Using the matrix version of the Wronskian given by (107), ie.,

$$
\begin{equation*}
\mathbf{W}=\frac{d \mathbf{j}}{d \mathbf{y}} \mathbf{h}-\mathbf{j} \frac{d \mathbf{h}}{d \mathbf{y}}=\frac{1}{i(\mathbf{k} R)^{2}} \tag{130}
\end{equation*}
$$

allows (129) to be written as

$$
\begin{equation*}
\frac{4 a^{2} i \mu}{\hbar^{2}} \mathbf{k j V}\left(j-\frac{1}{2} h k^{\frac{1}{2}} \mathbf{T} k^{-\frac{1}{2}}\right)=\mathbf{k}^{\frac{1}{2}} \mathbf{T} k^{-\frac{1}{2}} \tag{131}
\end{equation*}
$$

or, rearranging,

$$
\begin{equation*}
\frac{4 i \mu a^{2}}{\hbar^{2}} k j V j=k^{\frac{1}{2}}\left[\frac{2 i \mu a^{2}}{\hbar^{2}} k^{\frac{1}{2}} \mathbf{j} V h k^{\frac{1}{2}}+1\right] \mathrm{Tk}^{-\frac{1}{2}} \tag{132}
\end{equation*}
$$

so that finally an expression for $\mathbf{T}$ is obtained:

$$
\begin{equation*}
\mathbf{T}=\left[1+\frac{2 i \mu a^{2}}{\hbar^{2}} \mathbf{k}^{\frac{1}{2}} \mathbf{j} \mathbf{V h} \mathbf{k}^{\frac{1}{2}}\right]^{-1} \frac{4 i \mu a^{2}}{\hbar^{2}} \mathbf{k}^{\frac{1}{2}} \mathbf{j} \mathbf{V} \mathbf{j k}^{\frac{1}{2}} \tag{133}
\end{equation*}
$$

Another important point to mention regarding the separation of the $T$ matrix into smaller blocks comes from the form of the potential used. The potential is expanded so that there are only two parameters for the $V_{L}(R)$ 's, ie., $V_{0}$ and $V_{2}$. Hence $L=0$ or $L=2$. Equation (51) reveals that the potential matrix element is expanded in $3-j$ symbols $\left(\begin{array}{ccc}j & L & j^{\prime} \\ 0 & 0 & 0\end{array}\right)\left(\begin{array}{ccc}\lambda & L & \lambda^{\prime} \\ 0 & 0 & 0\end{array}\right)$ which are 0 if $j+L+j^{\prime}$ or $\lambda+L+\lambda^{\prime}$ is odd by equation (3.7.14) of Edmonds [27]. This means that $j$ and $j^{\prime}$ must both be even or they must both be odd. The same is true for $\lambda$ and $\lambda^{\prime}$. Hence the $V$-matrix can be broken down into blocks categorized by:

1) total- $J$
2) even or odd $\lambda$
3) even or odd $j$.

And since $\mathbf{T}$ is a function of $\mathbf{V}$ then $\mathbf{T}$ as well can be broken down into these blocks.

One important difference between $\mathbf{T}$ and $\mathbf{V}$ is in the range of parameter offdiagonality that is allowed, that is, the difference allowed between $j$ and $j^{\prime}$ and between $\lambda$ and $\lambda^{\prime}$. The $V$ matrix, because of the $\left(\begin{array}{ccc}j & L & j^{\prime} \\ 0 & 0 & 0\end{array}\right)\left(\begin{array}{ccc}\lambda & L & \lambda^{\prime} \\ 0 & 0 & 0\end{array}\right)$ terms, can only couple $\lambda$ and $\lambda^{\prime}$ states that differ by 0 or by 2 . The $T$-matrix, however, allows for any even transitions. The reason for this is that the $T$-matrix depends on $\mathbf{V}$ not only linearly but on arbitrary products of $\mathbf{V}$ as well since (133) has an inverse of $\mathbf{V}$ in it.

With the above in mind the study was further restricted to even $j$ states. The calculations were done by choosing a total- $J$ value, then calculating cross sections for even $\lambda$ and then odd $\lambda$. This was done for $J$ ranging from 0 to its maximum value, $\lambda_{\max }+j_{\max }$.

Though one wave number $\kappa$ and an initial $j^{\prime}$ value are chosen, (and a total energy value $E_{\text {total }}$ is obtained from these values) other matrix elements having the same $E_{\text {total }}$ but different $j^{\prime}$ (and therefore different wavelengths as well) must be calculated. That is, there is no way in the total- $J$ coupling scheme to separate the various initial $j$ states. Hence if the $T$-matrix elements are calculated
for $E_{\text {total }}=5.820 \times 10^{-21} \mathrm{~J}$., so that the initial translational state corresponds to a temperature of 300 K and the initial rotor state corresponds to a value of $j^{\prime}=6, T$-matrix elements corresponding to this same total energy but having different initial conditions are also calculated. For example, the initial conditions of $j^{\prime}=0$ and $k=16.92 \times 10^{10} \mathrm{~m}^{-1}$ correspond as well to a total energy of $5.820 \times 10^{-21} \mathrm{~J}$. So too do $j^{\prime}=2$ and $k=16.57 \times 10^{10} \mathrm{~m} .^{-1}$, etc., all the way to $j^{\prime}=10$ and $k=8.37 \times 10^{10} \mathrm{~m} .^{-1}$ Thus the sum of appropriate $T$-matrix elements will give cross sections not only for the intended initial conditions but for all other combinations of initial conditions having the same total energy.

### 3.3 Simplification Using Only Open States

Generally, in the solution of the $T$-matrix, the wave function must be expanded in a complete set of basis functions. This implies that internal states with energy greater than the total energy must also be considered in the expansion which leads to imaginary $k$ values. These closed channel states are coupled to the initial and final scattering states by the intermolecular potential. In a physical sense, what this means is that the interaction perturbs the internal states and some of these energy forbidden internal states are necessary to represent the eigenstates of the perturbed system [36].

As a first approximation only real $k$ values were used in the calculation. That is, only the energetically accessible (open) channels were used in the calculation of the $T$-matrix. The theory to include closed states is developed in the next
section.
For ease in computation, it is desirable to avoid inversion of a complex matrix. With this in mind, we define

$$
\begin{equation*}
\mathbf{h}=i \mathbf{n}+\mathbf{j} \tag{134}
\end{equation*}
$$

where $\mathbf{n}$ is the matrix of Neumann functions. Equation (133) may be written as

$$
\begin{equation*}
\mathbf{T}=\frac{2 i}{\mathbf{1}-\mathbf{N}+i \mathbf{J}} \mathbf{J} \tag{135}
\end{equation*}
$$

where

$$
\begin{align*}
& \mathbf{J} \equiv \frac{2 \mu a^{2}}{\hbar^{2}} \mathbf{k}^{\frac{1}{2}} \mathbf{j} \mathbf{V} \mathbf{j} \mathbf{k}^{\frac{1}{2}}  \tag{136}\\
& \mathbf{N} \equiv \frac{2 \mu a^{2}}{\hbar^{2}} \mathbf{k}^{\frac{1}{2}} \mathbf{j} \mathbf{V} \mathbf{n} \boldsymbol{k}^{\frac{1}{2}} \tag{137}
\end{align*}
$$

and so that $\mathbf{J}$ and $\mathbf{N}$ are always real. Equation (135) can be expressed in another form:

$$
\begin{align*}
\mathbf{T} & =[\mathbf{N}-\mathbf{1}+i \mathrm{~J}]^{-1}[\mathbf{N}-1][\mathbf{N}-1]^{-1}[-2 i \mathrm{~J}] \\
& =\left[[\mathbf{N}-1]^{-1}[\mathbf{N}-1-i \mathrm{~J}]\right]^{-1}\left[-\frac{2 i}{\mathbf{N}-1}[\mathrm{~J}]\right] \\
& =\left[1-\frac{i}{\mathbf{N}-1}[\mathbf{J}]\right]^{-1}\left[-\frac{2 i}{\mathbf{N}-1}[\mathbf{J}]\right] \\
& =[1-i \mathbf{K}]^{-1}[-2 i \mathrm{~K}] \tag{138}
\end{align*}
$$

where

$$
\begin{equation*}
K \equiv \frac{1}{N-1}[\mathrm{~J}] \tag{139}
\end{equation*}
$$

and K is always real. The following expression is obtained upon further expanding (139):

$$
\begin{align*}
\mathbf{T} & =\frac{1}{\mathbf{1}-i \mathbf{K}}[\mathbf{1}+i \mathbf{K}]^{-1}[\mathbf{1}+i \mathbf{K}][-2 i \mathbf{K}] \\
& =\frac{1}{1+\mathbf{K}^{2}}\left[-2 i \mathbf{K}+2 \mathbf{K}^{2}\right] \\
& =\frac{1}{1+\mathbf{K}^{2}}\left[2 \mathbf{K}^{2}\right]-\frac{2 i}{1+\mathbf{K}^{2}}[\mathbf{K}] \tag{140}
\end{align*}
$$

Since $1+\mathrm{K}^{2}$ is real, it is now possible to calculate both the real and imaginary part of $\mathbf{T}$ without using complex inversion.

For further ease of computation, it was investigated whether a symmetric form for the calculation of $K$ could be found. Letting

$$
\begin{equation*}
\mathbf{W} \equiv \frac{2 \mu a^{2}}{\hbar^{2}} \mathbf{k}^{\frac{1}{2}} \mathbf{V} \mathbf{k}^{\frac{1}{2}} \tag{141}
\end{equation*}
$$

allows $K$ to be expanded as follows:

$$
\begin{align*}
K & =\frac{1}{N-1}[J]=\frac{1}{j W n-1}[j W j] \\
& =\frac{1}{(j / n)[n W n-(n / j)]}[j W n]\left[\frac{j}{n}\right] \\
& =\frac{1}{n W n-(n / j)}\left[\frac{n}{j}\right][j W n-1+1]\left[\frac{j}{n}\right] \\
& =\frac{j}{n}+\frac{1}{n W n-(n / j)} . \tag{142}
\end{align*}
$$

Since the $j$ 's and $n$ 's are diagonal matrices and $W$ is a symmetric matrix, only a symmetric matrix inversion routine is needed in order to evaluate $\mathbf{K}$.

Problems, however, arose with this procedure. Neumann functions for sufficiently small values of $k a$ at large $\lambda$ approach $\infty$ as given by [35], ie.,

$$
\begin{equation*}
\mathrm{n}_{\lambda} \sim \frac{(2 \lambda-1)!!}{(k a)^{\lambda+1}} \tag{143}
\end{equation*}
$$

Using Stirling's approximation for large $N$

$$
\begin{equation*}
N!=\left(\frac{N}{e}\right)^{N} \tag{144}
\end{equation*}
$$

and

$$
\begin{equation*}
(2 \lambda-1)!!=\frac{(2 \lambda-1)!}{2^{\lambda-1}(\lambda-1)!} \tag{145}
\end{equation*}
$$

and approximating $2 \lambda-1$ as $2 \lambda$ and $\lambda-1$ as $\lambda$ for large $\lambda$, the Neumann functions become, as $k a \rightarrow 0$,

$$
\begin{equation*}
\mathrm{n}_{\lambda} \approx \frac{1}{k a}\left(\frac{2 \lambda}{k a e}\right)^{\lambda}, \quad k a \rightarrow 0 \tag{146}
\end{equation*}
$$

Treating the limiting behaviour of the Bessel functions in an analogous manner as $k a \rightarrow 0$ gives the limit

$$
\begin{equation*}
j_{\lambda} \approx \frac{(k a)^{\lambda}}{(2 \lambda+1)!!} \approx \frac{e}{2 \lambda}\left(\frac{k a e}{2 \lambda}\right)^{\lambda}, \quad k a \rightarrow 0 \tag{147}
\end{equation*}
$$

Hence the $(\mathbf{n} / \mathrm{j})$ term in (142) is of the order of

$$
\begin{equation*}
\frac{\mathrm{n}_{\lambda}}{\mathrm{j}_{\lambda}} \approx \frac{\frac{1}{k a}\left(\frac{2 \lambda}{k a e}\right)^{\lambda}}{\frac{e}{2 \lambda}\left(\frac{k a e}{2 \lambda}\right)^{\lambda}}=\left(\frac{2 \lambda}{k a e}\right)^{2 \lambda+1}, \quad k a \rightarrow 0 \tag{148}
\end{equation*}
$$

When the actual run was made, exponential overflow occurred in the inversion routine for (142) for initial rotor state $j^{\prime}=8, \lambda=74, j=12, k a=34$ so that

$$
\begin{equation*}
\frac{\mathrm{n}_{74}(34)}{\mathrm{j}_{74}(34)} \approx\left[\frac{148}{34 e}\right]^{149} \approx 3 \times 10^{30} \tag{149}
\end{equation*}
$$

Solving for an inverse of a matrix requires the multiplication of matrix elements; three terms of the order of (149) would be sufficient for an exponential overflow [37] on the Amdahl.

Thus another form for the K matrix was needed., Equation (142) can be rewritten in the form

$$
\begin{align*}
K & =\frac{j}{n}+\frac{1}{j W n-1}\left[\frac{j}{n}\right] \\
& =\frac{j}{n}+\frac{1}{j[W-(1 / j n)] n}\left[\frac{j}{n}\right] \\
& =\frac{j}{n}+\left[\frac{1}{n}\right] \frac{1}{W-(1 / j n)}\left[\frac{1}{n}\right] . \tag{150}
\end{align*}
$$

In this rewritten form, the magnitude of the numbers were much more manageable. The ( $1 / \mathbf{j n}$ ) term was, for the parameters previously mentioned, of the order of

$$
\begin{equation*}
\frac{1}{j_{\lambda} \mathrm{n}_{\lambda}} \sim \frac{2 \lambda k a}{e} \approx \frac{2(74) 34}{2.303} \approx 10^{3}, \quad k a \rightarrow 0 . \tag{151}
\end{equation*}
$$

The $W$ term ${ }^{1}$ ranged from $4 \times 10^{4}$ to $2 \times 10^{8}$ and an exponential overflow was avoided using this form. (The only possibility of an overflow is for $\mathbf{W}=(1 / \mathbf{j n})$ but this did not occur as ( $1 / \mathbf{j n}$ ) was evaluated at a small number of specific $k a$ points; for the cases studied here $\mathbf{W}$ - ( $1 / \mathbf{j n}$ ) never got close enough to 0 to cause overflow problems.)

[^0]
### 3.4 Inclusion of Closed States

One approximation made in the previous section was limiting the basis set to energetically allowed states. We seek now a more general solution that includes "closed" channels, those channels (states) which are not physically allowed as final states for the collision process but nonetheless may affect the calculations.

Treatment of the problem with the inclusion of closed states is similar to that presented in (116) to (133), the only difference is that the incoming prepared state is designated $\mathbf{P}_{\mathrm{o}} \mathbf{j}$ where $\mathrm{P}_{\mathrm{o}}$ is the projection operator onto open channels. The resulting equation is similar in form to (133) except for the projection operator at the end:

$$
\begin{equation*}
\mathbf{T}=\left[1+\frac{2 i \mu a^{2}}{\hbar^{2}} \mathbf{k}^{\frac{1}{2}} \mathbf{j} \mathbf{V h} \mathbf{k}^{\frac{1}{2}}\right]^{-1}\left[\frac{4 i \mu a^{2}}{\hbar^{2}} \mathbf{k}^{\frac{1}{2}} \mathbf{j} \mathbf{V} \mathbf{k}^{\frac{1}{2}} \mathbf{P}_{\mathrm{o}}\right] \tag{152}
\end{equation*}
$$

With the following definitions

$$
\begin{equation*}
\mathbf{H} \equiv \frac{2 \mu a^{2}}{\hbar^{2}} \mathbf{k}^{\frac{1}{2}} \mathbf{j} V \boldsymbol{h} \boldsymbol{k}^{\frac{1}{2}}=j W h \tag{153}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{J} \equiv \frac{2 \mu a^{2}}{\hbar^{2}} \mathbf{k}^{\frac{1}{2}} \mathbf{j} \mathbf{V} k^{\frac{1}{2}}=j \mathbf{W} \mathbf{j} \tag{154}
\end{equation*}
$$

(where $\mathbf{W}$ is defined in (141)), the $T$-matrix can be written

$$
\begin{equation*}
\mathbf{T}=\left[\frac{\mathbf{1}}{\mathbf{1}+i \mathbf{H}}\right] 2 i \mathbf{J} \mathbf{P}_{\mathbf{o}} \tag{155}
\end{equation*}
$$

For the calculation of the scattering cross section, only the open state part $\mathrm{T}_{\infty}$ of the $T$-matrix is required:

$$
\begin{equation*}
\mathbf{T}_{00}=\mathbf{P}_{\circ} \mathbf{T}=\mathbf{P}_{\circ}\left[\frac{\mathbf{1}}{\mathbf{1}+i \mathbf{H}}\right] 2 i \mathbf{J} \mathbf{P}_{\circ} \tag{156}
\end{equation*}
$$

The term $\mathrm{P}_{\mathrm{o}}[\mathbf{1} /(\mathbf{1}+i \mathrm{H})]$ can be broken up into open, closed and open-closed coupling contributions

$$
\begin{equation*}
\mathbf{P}_{\circ}\left[\frac{\mathbf{1}}{\mathbf{1}+i \mathbf{H}}\right]=\mathbf{P}_{\circ}\left[\frac{\mathbf{1}}{\mathbf{1}+i \mathbf{H}_{\circ}}\right]\left[\mathbf{1}+i\left[\mathbf{H}-\mathbf{H}_{1}-\mathbf{H}_{\mathrm{c}}\right]\right]\left[\frac{\mathbf{1}}{\mathbf{1 + i \mathbf { H }}}\right] \tag{157}
\end{equation*}
$$

where

$$
\begin{gather*}
\mathbf{H}_{\mathrm{o}} \equiv \mathbf{P}_{\mathrm{o}} H \mathbf{P}_{\mathrm{o}}  \tag{158}\\
\mathbf{H}_{1} \equiv \mathbf{P}_{\mathrm{o}} H \mathbf{P}_{\mathrm{c}}+\mathbf{P}_{\mathrm{c}} H \mathbf{P}_{\mathrm{o}} \tag{159}
\end{gather*}
$$

$\mathbf{P}_{\mathbf{c}}$ being the projection operator on closed states, defined by

$$
\begin{equation*}
\mathbf{P}_{\mathrm{c}}=\mathbf{1}-\mathbf{P}_{\mathrm{o}} \tag{160}
\end{equation*}
$$

and finally,

$$
\begin{equation*}
H_{c} \equiv P_{c} H P_{c} \tag{161}
\end{equation*}
$$

The following calculations can be performed: (non-contributing terms are marked with slashes)

$$
\begin{align*}
& \mathbf{P}_{\circ}\left[\frac{1}{1+i \mathbf{H}}\right]=\mathbf{P}_{\circ}\left[\frac{1}{1+i H_{0}}\right]-i \mathbf{P}_{\circ}\left[\frac{1}{1+i H_{\circ}}\right]\left[H_{1}+H_{c}\right]\left[\frac{1}{1+i H}\right] \\
& =\mathbf{P}_{\circ}\left[\frac{\mathbf{1}}{1+i \mathbf{H}_{\circ}}\right]-i\left[\frac{\mathbf{1}}{\mathbf{1 + i H _ { o }}}\right] \mathbf{P}_{o} \mathbf{H}_{1} \mathbf{P}_{\mathrm{c}}\left[\frac{\mathbf{1}}{\mathbf{1}+i \mathbf{H}_{c}}\right] \\
& \times\left[1+i\left[\mathrm{H}-\mathrm{H}_{0}-\mathrm{H}_{1}\right]\right]\left[\frac{1}{1+i \mathbf{H}}\right] \\
& =\mathbf{P}_{\circ}\left[\frac{1}{1+i \mathbf{H}_{o}}\right]-i\left[\frac{1}{1+i \mathbf{H}_{o}}\right] \mathbf{P}_{o} \mathbf{H}_{1} \mathbf{P}_{\mathrm{c}}\left[\frac{\mathbf{1}}{1+i \mathbf{H}_{\mathrm{c}}}\right] \\
& -\left[\frac{\mathbf{1}}{\mathbf{1}+i \boldsymbol{H}_{0}}\right] \mathbf{P}_{\mathrm{o}} \boldsymbol{H}_{1} \mathbf{P}_{\mathrm{c}}\left[\frac{\mathbf{1}}{\mathbf{1}+i \mathbf{H}_{\mathrm{c}}}\right] \mathbf{P}_{\mathrm{c}} \mathbf{H}_{1} \mathbf{P}_{\mathrm{o}}\left[\frac{\mathbf{1}}{\mathbf{1 + i H}}\right] \text {. } \tag{162}
\end{align*}
$$

So

$$
\begin{align*}
{\left[1+\left[\frac{1}{1+i H_{\circ}}\right] \mathbf{P}_{\mathrm{o}} H_{1} \mathbf{P}_{\mathrm{c}}\left[\frac{1}{1+i H_{\mathrm{c}}}\right] \mathbf{P}_{\mathrm{c}} \mathbf{H}_{1} \mathbf{P}_{\mathrm{o}}\right] \mathbf{P}_{\mathrm{o}}\left[\frac{1}{1+i H}\right]=} \\
\mathbf{P}_{\circ}\left[\frac{1}{1+i H_{\circ}}\right]\left[1-i \mathbf{P}_{\circ} H_{1} \mathbf{P}_{\mathrm{c}}\left(\frac{1}{1+i H_{\mathrm{c}}}\right)\right] \tag{163}
\end{align*}
$$

If the above is multiplied on the left by $\left[\mathbf{1}+i \mathbf{H}_{0}\right]$, the following is obtained:

$$
\begin{align*}
\mathbf{P}_{\circ}\left[\frac{1}{1+i \mathbf{H}}\right]= & {\left[\mathbf{1}+i \mathbf{H}_{\circ}+\mathbf{P}_{\circ} H_{1} \mathbf{P}_{\mathrm{c}}\left[\frac{\mathbf{1}}{1+i \mathbf{H}_{\mathrm{c}}}\right] \mathbf{P}_{\mathrm{c}} \mathbf{H}_{1} \mathbf{P}_{\circ}\right]^{-1} } \\
& \times \mathbf{P}_{\circ}\left[\mathbf{1}-i \mathbf{P}_{\circ} \mathbf{H}_{1} \mathbf{P}_{\mathrm{c}}\left(\frac{\mathbf{1}}{1+i \mathbf{H}_{c}}\right)\right] \tag{164}
\end{align*}
$$

The $T$-matrix can be written:

$$
\begin{align*}
\mathbf{T}_{\infty 0}= & 2 i\left[\mathbf{1}+i \mathbf{H}_{o}+\mathbf{P}_{o} \mathbf{H}_{1} \mathbf{P}_{\mathrm{c}}\left[\frac{\mathbf{1}}{\mathbf{1 + i} \mathbf{H}_{\mathrm{c}}}\right] \mathbf{P}_{\mathrm{c}} \mathbf{H}_{1} \mathbf{P}_{\mathrm{o}}\right]^{-1} \\
& \times\left[\mathbf{P}_{o} J \mathbf{P}_{\circ}-i \mathbf{P}_{\circ} \mathbf{H}_{1} \mathbf{P}_{\mathrm{c}}\left[\frac{1}{1+i \mathbf{H}_{\mathrm{c}}}\right] \mathbf{P}_{\mathrm{c}} J \mathbf{P}_{\mathrm{o}}\right] \tag{165}
\end{align*}
$$

or

$$
\begin{align*}
\mathbf{T}_{\infty \circ}= & \mathbf{P}_{\circ}-\left[\mathbf{P}_{\circ}+i \mathbf{H}_{o}+\mathbf{P}_{o} \mathbf{H}_{1} \mathbf{P}_{\mathrm{c}}\left[\frac{\mathbf{1}}{1+i \mathbf{H}_{\mathrm{c}}}\right] \mathbf{P}_{\mathrm{c}} \mathbf{H}_{1} \mathbf{P}_{\mathrm{o}}\right]^{-1} \\
& \times\left[\mathbf{P}_{\circ}+i\left[\mathbf{H}_{\circ}-2 \mathbf{J}_{\circ}\right]+\mathbf{P}_{o} \mathbf{H}_{1} \mathbf{P}_{\mathrm{c}}\left[\frac{1}{1+i \mathbf{H}_{\mathrm{c}}}\right] \mathbf{P}_{\mathrm{c}}\left(\mathbf{H}_{1}-2 \mathbf{J}\right) \mathbf{P}_{\circ}\right] \tag{166}
\end{align*}
$$

where

$$
\begin{equation*}
J_{0} \equiv P_{o}{ }^{j} W_{j} P_{o} . \tag{167}
\end{equation*}
$$

Using

$$
\begin{align*}
H-2\rfloor & =\frac{2 \mu a^{2}}{\hbar^{2}} \mathbf{k}^{\frac{1}{2}} \mathbf{j} V[\mathbf{h}-2 \mathbf{j}] \mathbf{k}^{\frac{1}{2}} \\
& =\frac{2 \mu a^{2}}{\hbar^{2}} \mathbf{k}^{\frac{1}{2}} \mathbf{j} V[i \mathbf{n}-\mathbf{j}] \boldsymbol{k}^{\frac{1}{2}} \\
& =-\frac{2 \mu a^{2}}{\hbar^{2}} \mathbf{k}^{\frac{1}{2}} \mathbf{j} \mathbf{V} \mathbf{h}^{(2)} \mathbf{k}^{\frac{1}{2}} \tag{168}
\end{align*}
$$

or since for open channels $\mathbf{h}^{(2)}=\boldsymbol{h}^{*}$

$$
\begin{equation*}
[\mathbf{H}-2 \mathbf{J}] \mathbf{P}_{\mathbf{\circ}}=-\frac{2 \mu a^{2}}{\hbar^{2}} \mathbf{k}^{\frac{1}{2}} \mathbf{j} \mathbf{V} \mathbf{h}^{*} \mathbf{k}^{\frac{1}{2}} \mathbf{P}_{\mathbf{O}} \tag{169}
\end{equation*}
$$

the following expression for the $T_{\infty 0}$ matrix is obtained:

$$
\begin{align*}
\mathbf{T}_{\circ 0}= & \mathbf{P}_{\circ}-\mathbf{P}_{\circ}\left[\mathbf{1}+i \mathbf{H}_{\circ}+\mathbf{P}_{\circ} \mathbf{H}_{1} \mathbf{P}_{\mathrm{c}}\left[\frac{\mathbf{1}}{\mathbf{1}+i \mathbf{H}_{\mathrm{c}}}\right] \mathbf{P}_{\mathrm{c}} \mathbf{H}_{1} \mathbf{P}_{\circ}\right]^{-1} \\
& \times\left[\mathbf{P}_{\circ}-i\left(\mathbf{J}_{\circ}-i \mathbf{N}_{\circ}\right)-\mathbf{P}_{\circ} \mathbf{H}_{1} \mathbf{P}_{\mathrm{c}}\left[\frac{\mathbf{1}}{\mathbf{1}+i \mathbf{H}_{\mathrm{c}}}\right] \mathbf{P}_{\mathrm{c}}(\mathbf{J}-i \mathbf{N}) \mathbf{P}_{\circ}\right] \tag{170}
\end{align*}
$$

where

$$
\begin{equation*}
N_{0} \equiv P_{0} W_{n} P_{0} \tag{171}
\end{equation*}
$$

We define

$$
\begin{equation*}
\mathbf{R}_{\mathrm{o}} \equiv \mathbf{P}_{\mathrm{o}} \mathbf{W} \mathbf{P}_{\mathrm{c}} \boldsymbol{h}\left[\frac{1}{1+i \mathrm{H}_{\mathrm{c}}}\right] j \mathbf{P}_{\mathrm{c}} \mathbf{W} \mathbf{P}_{\mathrm{o}} \tag{172}
\end{equation*}
$$

where $W$ has been defined in (141). Using (159) and (153) we can now write

$$
\begin{align*}
& \mathbf{P}_{\mathrm{o}} \mathbf{H}_{1} \mathbf{P}_{\mathrm{c}}\left[\frac{\mathbf{1}}{\mathbf{1}+i \mathbf{H}_{\mathrm{c}}}\right] \mathbf{P}_{\mathrm{c}} \mathbf{H}_{1} \mathbf{P}_{\mathrm{o}}=\mathbf{P}_{\mathrm{o}}\left[\mathbf{P}_{\mathrm{o}} \mathbf{H} \mathbf{P}_{\mathrm{c}}+\mathbf{P}_{\mathrm{c}} \mathbf{H} \mathbf{P}_{\mathrm{o}}\right] \mathbf{P}_{\mathrm{c}}\left[\frac{\mathbf{1}}{\mathbf{1}+i \mathbf{H}_{\mathrm{c}}}\right] \\
& \times P_{c}\left[P_{o} H P_{c}+P_{c} H P_{o}\right] P_{o} \\
& =\mathbf{P}_{\mathrm{o}} H \mathbf{P}_{\mathrm{c}}\left[\frac{1}{1+i \mathrm{H}_{\mathrm{c}}}\right] \mathbf{P}_{\mathrm{c}} \mathbf{H} \mathbf{P}_{\circ} \\
& =\mathbf{P}_{\mathrm{o}} \mathbf{j W h} \mathbf{P}_{\mathrm{c}}\left[\frac{\mathbf{1}}{\mathbf{1 + i} \mathrm{H}_{\mathrm{c}}}\right] \mathbf{P}_{c j} \mathbf{W h} \mathbf{P}_{\mathrm{o}} \\
& =j R_{o} h \\
& =j \mathbf{R}_{\circ} \mathbf{j}+i \mathbf{j} \mathbf{R}_{\circ} n \\
& =i\left[\mathbf{J}_{1}+i \mathbf{N}_{1}\right] \tag{173}
\end{align*}
$$

where

$$
\begin{equation*}
\mathbf{J}_{1} \equiv-i \mathbf{j} \mathbf{R}_{\mathbf{o}} \mathbf{j} \tag{174}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{N}_{1} \equiv-i \mathbf{j} \mathbf{R}_{\circ} \mathbf{n} \tag{175}
\end{equation*}
$$

With the following definitions

$$
\begin{align*}
& \mathbf{H}_{0} \equiv \mathrm{~J}_{0}+i \mathrm{~N}_{0},  \tag{176}\\
& \overline{\mathbf{J}} \equiv \mathrm{~J}_{0}+\mathrm{J}_{1} \tag{177}
\end{align*}
$$

and

$$
\begin{equation*}
\overline{\mathbf{N}} \equiv \mathbf{N}_{\circ}+\mathbf{N}_{1} \tag{178}
\end{equation*}
$$

the $T_{00}$ matrix can be written

$$
\begin{align*}
\mathbf{T}_{\infty \circ} & =\mathbf{P}_{\circ}-\frac{\mathbf{P}_{\circ}}{1+i \bar{J}-\overline{\mathbf{N}}}[1-i \overline{\mathbf{J}}-\overline{\mathbf{N}}] \\
& =\mathbf{P}_{\circ}-\frac{\mathbf{P}_{\circ}}{[1-\overline{\mathbf{N}}][1+[i /(1-\overline{\mathbf{N}})] \bar{J}]}\left[\frac{1}{\mathbf{1 - \overline { N }}}\right]\left[1-\frac{i}{1-\overline{\mathbf{N}}} \bar{J}\right] \\
& =\mathbf{P}_{\circ}-\frac{\mathbf{P}_{\circ}}{1+[i /(1-\overline{\mathbf{N}})] \mathbf{J}}\left[1-\frac{i}{1-\overline{\mathbf{N}}} \overline{\mathbf{J}}\right] \tag{179}
\end{align*}
$$

or

$$
\begin{equation*}
\mathbf{T}_{00}=\mathbf{P}_{\circ}-\frac{\mathbf{P}_{\circ}}{\mathbf{1 - i \overline { \mathbf { K } }}}[\mathbf{1}+i \overline{\mathbf{K}}] \tag{180}
\end{equation*}
$$

and, finally

$$
\begin{equation*}
T_{00}=-\frac{2 i \mathbf{P}_{0} \bar{K}}{1-i \bar{K}} \tag{181}
\end{equation*}
$$

where

$$
\begin{equation*}
\overline{\mathrm{K}} \equiv \frac{1}{\overline{\mathrm{~N}}-1} \overline{\mathrm{~J}} . \tag{182}
\end{equation*}
$$

### 3.5 IOS T-Matrix Calculation

It is useful to note here that the method which will be used to obtain the IOS solution has already been used in the section where the central $\delta$-shell potential was considered. To understand why this is so it is necessary to consider the two types of operators in the Schrödinger equation (ie., (29)) that bring about the directional coupling.

If the interaction potential is diagonal in orbital and rotor angular momentum representation, ie., it no longer couples different angular momentum states $\lambda$ and $\lambda^{\prime}$ (and this is the case when there is only a central potential $V(R)$ ) then all
operators in the Schrödinger equation can be thought of as diagonal in angular momentum representation which leads to radial solutions parameterized by only one $\lambda$, ie.:

$$
\begin{equation*}
\frac{\hbar^{2}}{2 \mu}\left[\frac{1}{R^{2}} \frac{d}{d R} R^{2} \frac{d}{d R}-\frac{\lambda(\lambda+1)}{R^{2}}+k^{2}\right] \psi_{\lambda}(k R)=V(R) \psi_{\lambda}(k R) \tag{183}
\end{equation*}
$$

where $k^{2}=\left(2 \mu / \hbar^{2}\right) E$. Conversely, if the angular momentum operators are replaced by quantities which are diagonal in orientation representation (and this is the case in the IOS approximation where operator $\Lambda^{2}$ is replaced by the parameter $\lambda_{0}\left(\lambda_{0}+1\right)$ so that all operators in the Schrödinger equation can be thought of as diagonal in orientation representation which leads to a set of uncoupled differential equations (as opposed to matrix radial solutions in the exact case) which is similar in form to (183), ie.:

$$
\begin{equation*}
\frac{\hbar^{2}}{2 \mu}\left[\frac{1}{R^{2}} \frac{d}{d R} R^{2} \frac{d}{d R}-\frac{\lambda_{0}\left(\lambda_{0}+1\right)}{R^{2}}+k_{0}^{2}\right] \psi_{\lambda_{0}}\left(k_{0} R, \theta\right)=V(R, \theta) \psi_{\lambda_{0}}\left(k_{0} R, \theta\right) \tag{184}
\end{equation*}
$$

except that there is the extra constant parameter $\theta$ classifying the solution $\psi_{\lambda_{0}}\left(k_{0} R, \theta\right)$. (Here $k_{0}^{2}=\left(2 \mu / \hbar^{2}\right)\left[E-j_{0}\left(j_{0}+1\right) \hbar^{2} / 2 I\right]$ where $j_{0}$ is some chosen parameter.) Further, there is no longer the restriction that $\lambda_{0}$ be an integer, as in (183). Hence the methods of solution of the radial part of (183) and (184) are similar - (183) gives solutions parameterized by $\lambda$ and $k$ while (184) gives solutions parameterized by $\lambda_{0}, k_{0}$ and $\theta$.

To demonstrate the above, the potential given by (114) is inserted in the IOS
equation (ie., equation (74)) and the following expression is obtained:

$$
\begin{align*}
& \frac{\hbar^{2}}{2 \mu}\left[\frac{1}{R^{2}} \frac{d}{d R} R^{2} \frac{d}{d R}-\frac{\lambda_{0}\left(\lambda_{0}+1\right)}{R^{2}}+k_{0}^{2}\right] \psi_{\lambda_{0}}\left(k_{0} R, \theta\right)= \\
& V_{\delta}\left[1+b_{2} P_{2}(\cos \theta)\right] \delta(R-a) \psi_{\lambda_{0}}\left(k_{0} R, \theta\right) \tag{185}
\end{align*}
$$

In terms of the above discussion, the radial solution to (185) is dependent only on $\theta$ and hence the directional couplings which required matrix manipulations are avoided and (185) is solved for in the same manner as was (97).

Since the only integration done in solving (97) is over $R$, the addition of the $\theta$ term in the potential and the $\theta$ parameter dependence of the wave function makes no difference to the method of solution. So following the same steps as were used to solve for (97), a $\theta$ dependent $T$-matrix is obtained:

$$
\begin{equation*}
T_{\lambda_{0} k_{0}}(\theta)=\frac{-2 i \xi_{o} g(\theta) j_{\lambda_{0}}^{2}\left(k_{0} a\right)}{1-i \xi_{o} j_{\lambda_{0}}\left(k_{0} a\right) h_{\lambda_{0}}\left(k_{0} a\right)} \tag{186}
\end{equation*}
$$

where

$$
\begin{equation*}
\xi_{o}=k_{0} a \tag{187}
\end{equation*}
$$

and

$$
\begin{equation*}
g(\theta)=-\frac{2 \mu}{\hbar^{2}} V_{\delta}\left[1-b_{2} P_{2}(\cos \theta)\right] \tag{188}
\end{equation*}
$$

As was discussed in a previous section on $10 S$ cross sections, the quantity $T_{\lambda_{0} k_{0}}^{L}$ must be calculated in order to obtain the $\sigma_{j \leftarrow j^{\prime}}$ quantities. By inversion of (75), $T_{\lambda_{0} k_{0}}^{L}$ is given by:

$$
\begin{equation*}
T_{\lambda_{0} k_{0}}^{L}=\sqrt{2 L+1} \int_{0}^{\frac{\pi}{2}} T_{\lambda_{0} k_{0}}(\theta) P_{L}(\cos \theta) \sin \theta d \theta \tag{189}
\end{equation*}
$$

Thus to get $\sigma_{j-j^{\prime}}$ cross sections, $T_{\lambda_{0} k_{0}}(\theta)$ is calculated as given by (186) for appropriate values of $\lambda_{0}, k_{0}$ and $\theta$. Next, using numerical methods this $T_{\lambda_{0} k_{0}}(\theta)$ is integrated over all $\theta$ as given by (189) in order to get values for the $T_{\lambda_{0} k_{0}}^{L}$ 's. Finally (80) is used to get the resulting $\sigma_{j \leftarrow j^{\prime}}$ cross sections.

## 4 CALCULATIONS AND RESULTS

### 4.1 Parameter Determination

### 4.1.1 Atom and Diatom Parameters

As mentioned in an earlier section, the molecular parameters are chosen so that the diatom is a model of nitrogen and so that the atom is a model of argon.

Hence the reduced mass $\mu$ is set to $2.734 \times 10^{-26} \mathrm{~kg}$. For the rotor, the atom separation is chosen to be $1.094 \times 10^{-10} \mathrm{~m}$. [38] which gives a moment of inertia $I$ for nitrogen as $1.392 \times 10^{-46} \mathrm{~kg}-m .^{2}$, or a characteristic rotational temperature $\hbar^{2} / 2 I k_{B}$ for nitrogen of 2.894 K where $k_{B}$ is the Boltzmann constant.

### 4.1.2 Choice of Energy

At temperature T the most probable energy for each of translational and rotational motion is $k_{B} \mathrm{~T}$. In this thesis the major computation has been carried out at 300 K . At this temperature $j=6$ is the $j$-even state closest to a rotational energy of $k_{B} T$ while the wave number

$$
\begin{equation*}
k=\sqrt{\frac{2 \mu k_{B} \mathrm{~T}}{\hbar^{2}}} \tag{190}
\end{equation*}
$$

has the value $14.27 \times 10^{-10} \mathrm{~m}^{-1}$ For this choice of rotor state $(j=6)$ and translational energy $k_{B} \mathrm{~T}$, the total energy is $5.82 \times 10^{-21} \mathrm{~J}$. This is the total energy used for the cross section calculations in the following section. Corresponding to this energy, rotor states up to $j=10$ are open and $j \geq 11$ closed. An analogous choice of energy parameters is used in section 4.3 for a calculation at 1000 K . Note that the potential, (51), does not couple $j$-even and $j$-odd states, so the choice in this thesis is to restrict the calculation to $j$-even states.

### 4.1.3 Range of Partial Waves

In both of eqs. (81) (the IOS cross section) and (65) (the exact cross section) it is necessary to set an upper limit on $\lambda$, the maximum orbital angular momentum that significantly contributes to the sums over partial waves.

The largest $\lambda$ value considered to contribute significantly to the scattering cross sections is that which corresponds to a particle just passing by the outer edge of the delta-shell, ie., the $\lambda$ where the incoming particle approached a distance $a$ from the scattering centre.

To determine this $\lambda$, it is necessary to associate the angular momentum as expressed in the quantum mechanical equation

$$
\begin{equation*}
L^{2}=\lambda(\lambda+1) \hbar^{2} \tag{191}
\end{equation*}
$$

which for large $\lambda$ can be approximated as

$$
\begin{equation*}
L \approx\left(\lambda+\frac{1}{2}\right) \hbar \tag{192}
\end{equation*}
$$

with the angular momentum as expressed in the classical expression

$$
\begin{equation*}
L=\mu b v \tag{193}
\end{equation*}
$$

where $b$ is the impact parameter (see Figure 2 on page 63) and $v$ is the particle velocity given by

$$
\begin{equation*}
v=\frac{\hbar k}{\mu} . \tag{194}
\end{equation*}
$$

Equating (192) and (193) gives

$$
\begin{equation*}
\mu b v=\left(\lambda+\frac{1}{2}\right) \hbar . \tag{195}
\end{equation*}
$$

Since the maximum range of the potential is $a$, this gives

$$
\begin{equation*}
k a=\left(\lambda+\frac{1}{2}\right) \approx \lambda \tag{196}
\end{equation*}
$$

For a given translational and rotational energy the calculation for maximum $\lambda$ was done as follows: the total energy (the kinetic and translational) was converted to a $k$ value, then multiplied by $a$ to arrive at a given $\lambda$. All $\lambda$ beyond approximately twice this value did not contribute significantly to the cross sections.

### 4.1.4 Inverse Power Potential Comparisons

Since the aim of this study is to compare exact and IOS results using a deltashell potential, the choice of potential parameters is arbitrary - just as long as the same parameters are used in both the exact and IOS calculations. However arbitrary this choice of parameters may be, it is nonetheless desirable that the parameters chosen yield cross sections which are comparable to cross sections


FIGURE D: Impact parameter $b$ is "the distance of the asymptotic path of the particle from the line of head on collision" [31].
obtained for a realistic system. In order to accomplish this, an IOS calculation using a realistic smooth repulsive potential was performed and then several choices of the delta-shell potential parameters were tried in equation (114) to see if these results could approximately reproduce the realistic results.

The potential chosen for comparison was the repulsive part of the Pattengill et. al. [39] potential

$$
\begin{align*}
V(R, \theta)= & \frac{2.2 \times 10^{-12}}{R^{12}}\left[1+0.5 P_{2}(\cos \theta)\right] \\
& -\frac{1.2 \times 10^{-21}}{R^{6}}\left[1+0.13 P_{2}(\cos \theta)\right] \tag{197}
\end{align*}
$$

expressed in SI units, specifically the inverse power potential corresponding to the positive term

$$
\begin{equation*}
V(R, \theta)=\frac{2.2 \times 10^{-12}}{R^{12}}\left[1+0.5 P_{2}(\cos \theta)\right] \tag{198}
\end{equation*}
$$

Cross sections were calculated for this potential using the procedure reported by Snider and Coombe [40]. Phase shifts $\eta_{\lambda \kappa}(\cos \theta)$ were calculated using the WKB approximation

$$
\begin{equation*}
\eta_{\lambda k}(\cos \theta)=k \int_{r_{c}}^{\infty}\left(\sqrt{1-\frac{b^{2}}{R^{2}}-\frac{2 \mu V(R, \theta)}{\hbar^{2} k^{2}}}-\sqrt{1-\frac{r_{c}^{2}}{R^{2}}}\right) d R+\frac{1}{2} k\left(b-r_{c}\right) \pi \tag{199}
\end{equation*}
$$

where $b$ is the impact parameter $\left(\lambda+\frac{1}{2}\right) / \kappa($ see (196) $)$ and $r_{c}$ is the largest classical turning point.

By definition, the phase shifts are related to the $S$ matrix by

$$
\begin{equation*}
S^{\lambda k}(\theta)=\exp \left[2 i \eta_{\lambda k}(\cos \theta)\right] . \tag{200}
\end{equation*}
$$

Since the potential is even in $\cos \theta$, it follows that the $S$-matrix can be expanded in even Legendre functions,

$$
\begin{equation*}
S^{\lambda k}(\theta)=\sum_{L(\mathrm{even})} \sqrt{2 L+1} S_{L}^{\lambda k} P_{L}(\cos \theta) \tag{201}
\end{equation*}
$$

The expansion coefficients $S_{L}^{\lambda \kappa}$ are given by the inverse of (201), ie.

$$
\begin{equation*}
S_{L}^{\lambda k}=\sqrt{2 L+1} \int_{0}^{1} P_{L}(\cos \theta) \exp \left[2 i \eta_{\lambda k}(\cos \theta)\right] d(\cos \theta) \tag{202}
\end{equation*}
$$

To carry out this integration the phase shifts are fitted to an expansion in even Chebyshev polynomials:

$$
\begin{equation*}
\eta_{\lambda k}(\cos \theta)=A+B T_{2}(\cos \theta)+C T_{4}(\cos \theta)+D T_{6}(\cos \theta) \tag{203}
\end{equation*}
$$

where the $T_{n}$ 's are Chebyshev polynomials and $A, B, C$ and $D$ are the fitting coefficients. A 60 point Gauss-Chebyshev integration scheme was then used to evaluate the $S_{L}^{\lambda \epsilon}$ values.

The $T$-matrix expansion coefficients are then obtained according to

$$
\begin{equation*}
T_{L}^{\lambda k}=\delta_{0 L}-S_{L}^{\lambda k} \tag{204}
\end{equation*}
$$

and these were then substituted into (83) to obtain the $\sigma_{L-0}$ cross sections. The results are shown in Table 1.

For various values of the delta-shell potential parameters, ie., $V_{\delta}, b_{2}$ and $a$, the IOS cross sections $\sigma_{L \leftarrow 0}$ were calculated, giving a wide range of results. For each choice of parameters, the $\theta$ dependent matrices were calculated using (186) and then using (189) integrated via a 40 point Gauss Legendre integration to
give the $T_{L}^{\lambda \kappa}$ 's. The $\sigma_{L \leftarrow 0}^{I O S}$ were calculated using (80). After comparison with the results of the repulsive $r^{-12}$ potential, parameters were chosen to give a reasonable fit. The best fit delta-shell potential is

$$
\begin{equation*}
V(R, \theta)=3.697 \times 10^{-32} \mathrm{Jm}\left[1+1.50 P_{2}(\cos \theta)\right] \delta(R-a) \tag{205}
\end{equation*}
$$

where $a=5.5 \times 10^{-10} \mathrm{~m}$.
The leading coefficient for the potential is not directly comparable to the leading coefficient for the $r^{-12}$ repulsive potential in (198) since the units and form are different. In the delta-shell $V_{\delta}=3.697 \times 10^{-3} \mathrm{~J} .-m$. has units of Joule-meters, whereas for the $r^{-12}$ repulsive potential the coefficient has units of Joule-meters ${ }^{12}$. Nonetheless, a form of comparison for these two parameters will be offered later in the discussion.

Table 1 gives a comparison of the cross sections for the two potentials:

## Table 1: A Comparison of the Delta-Shell and $r^{-12}$ Potentials

All cross sections in $\AA^{2} \kappa=14.2717 \AA, \lambda_{\max }=120$

| L value | IOS with repulsive $r^{-12}$ | IOS with delta shell |
| :--- | :---: | :---: |
| $\mathrm{L}=0$ | 115.15 | 113.75 |
| $\mathrm{~L}=2$ | 25.32 | 23.30 |
| $\mathrm{~L}=4$ | 12.09 | 6.41 |
| $\mathrm{~L}=6$ | 3.16 | 1.98 |
| $\mathrm{~L}=8$ | 0.50 | 0.68 |
| $\mathrm{~L}=10$ | 0.06 | 0.25 |

It is noted that the delta shell has a much higher anisotropy parameter but still gives smaller inelastic cross sections.

### 4.2 Cross Sections at 300K

### 4.2.1 Exact Cross Sections Including Only Open States

An exact calculation was done using as initial state, the thermally most probable rotor state and velocity corresponding to a temperature of 300 K (equation (190)). For this temperature, $j^{\prime}=6, k^{\prime}=14.27 \times 10^{-10} m .^{-1}$, and the maximum rotor state into which the molecule can scatter is $j=10$. The present calculation was restricted to including only the open rotor states in solving the Schrödinger equation, thus $j_{\max }=10 . k^{\prime} a \approx 77$ and $\lambda_{\max }$ was chosen to be 120 . Since all the $T$-matrix elements are obtained from the calculation, all cross sections at this total energy are readily available. These are reported in Table 2.

## Table 2: Exact Cross Sections

All cross sections in $\AA^{2}$, Total Energy $=5.82 \times 10^{-21} \mathrm{~J}$.

|  | $j^{\prime}=0$ | $j^{\prime}=2$ | $j^{\prime}=4$ | $j^{\prime}=6$ | $j^{\prime}=8$ | $j^{\prime}=10$ |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: |
| T.E. | 421 K | 404 K | 364 K | 300 K | 213 K | 103 K |
| $j=0$ | 117.52 | 4.78 | 0.35 | 0.03 | 0.00 | 0.00 |
| $j=2$ | 22.93 | 126.24 | 6.06 | 0.55 | 0.05 | 0.00 |
| $j=4$ | 2.71 | 9.83 | 130.25 | 7.73 | 0.76 | 0.05 |
| $j=6$ | .32 | 1.06 | 9.21 | 143.19 | 8.75 | 0.66 |
| $j=8$ | .03 | 0.09 | 0.84 | 8.13 | 159.03 | 6.45 |
| $j=10$ | .00 | 0.00 | 0.03 | 0.36 | 3.86 | 197.47 |

1. $\mathrm{TE}=$ Translational Energy expressed as an equivalent temperature

$$
\left(E=k_{B} \mathrm{~T}\right)
$$

From the detailed calculations it was found that significant contributions to the cross sections fell off (ie., were of the order of $10^{-6} \AA^{2}$ ) for the $j^{\prime}=6$ column at $J=93$ which corresponded to $\lambda$ contributions ranging from $\lambda=83$ to $\lambda=103$. From $J=93$ to $J=130$ the contributions to the cross sections strictly decreased. Checks were maintained on the accuracy of the matrix inversion by a calculation of the condition number ${ }^{1}$ for both the $\mathrm{K}^{2}+\mathbf{1}$ and $\mathbf{W}-1 / \mathrm{jn}$ inversions as required by equations (140) and (141). The worst condition numbers found were of the order of about $2 \times 10^{4}$ for $\mathbf{W}-1 / \mathbf{j n}$ and $2 \times 10^{7}$ for $\mathrm{K}^{2}+\mathbf{1}$. A further check as to the reliability of both inverses was performed by an actual multiplication of the matrix by its inverse and determining how close the result was to the unit matrix. For the product of the $\mathbf{W}-1 /$ jn matrix (the matrix having condition number of $2 \times 10^{4}$ ) and its inverse, the largest off-diagonal term was of the order of $10^{-11}$ and the largest off-diagonal term for the product of the $\mathrm{K}^{2}+1$ matrix (the matrix having condition number of $2 \times 10^{7}$ ) and its inverse were of the order of $10^{-8}$. Hence the inversion proved reliable for this set of initial conditions.

One trend is noted: as the kinetic energy decreases (and $j^{\prime}$ goes up), the elastic $j \leftarrow j^{\prime}$ cross sections all increase.

[^1]
### 4.2.2 Exact Cross Sections With Inclusion of Closed States

A calculation was run using the closed state calculation of (181) and then compared with a calculation done under similar conditions using the open state calculation of (133). Close-state calculations require the use of modified spherical Bessel functions (MSBF), and the values used in these calculations were obtained from a fitting of a table of values for MSBF for a given argument to a polynomial third order in $\lambda$. Two closed states, $j^{\prime}=10$ and $j^{\prime}=12$ were included in the calculations which are displayed in Table 3.

## Table 3: Effect of Including Closed States

Part A: Using only open states. Total energy corresponds to translational energy of 300 K and rotational state of 0 . Units are in $\AA^{2}$. $j^{\prime}$ denotes the initial state, $j$ the final state.

|  | $j^{\prime}=0$ | $j^{\prime}=2$ | $j^{\prime}=4$ | $j^{\prime}=6$ | $j^{\prime}=8$ |
| :--- | ---: | ---: | ---: | ---: | ---: |
| $j=0$ | 126.95 | 5.00 | 0.49 | 0.06 | 0.01 |
| $j=2$ | 23.56 | 142.98 | 7.39 | 0.80 | 0.09 |
| $j=4$ | 3.59 | 11.39 | 145.24 | 8.08 | 0.84 |
| $j=6$ | 0.43 | 1.31 | 8.60 | 164.04 | 7.76 |
| $j=8$ | 0.04 | 0.10 | 0.61 | 5.21 | 202.36 |

Part B: Inclusion of closed states. Total energy corresponds to translational energy of 300 K and rotational state of 0 . Units are in $\AA^{2}$. $j^{\prime}$ denotes the initial state, $j$ the final state.

|  | $j^{\prime}=0$ | $j^{\prime}=2$ | $j^{\prime}=4$ | $j^{\prime}=6$ | $j^{\prime}=8$ |
| :--- | ---: | ---: | ---: | ---: | ---: |
| $j=0$ | 126.94 | 5.00 | 0.49 | 0.06 | 0.01 |
| $j=2$ | 23.57 | 142.97 | 7.39 | 0.80 | 0.07 |
| $j=4$ | 3.58 | 11.40 | 145.31 | 8.09 | 0.69 |
| $j=6$ | 0.43 | 1.31 | 8.61 | 166.11 | 6.41 |
| $j=8$ | 0.03 | 0.08 | 0.49 | 4.31 | 208.20 |

From the above table it is concluded that closed states only affect the calculations for those cross sections involving high rotor states $(10 \leftarrow 8,8 \leftarrow 10,10 \leftarrow 10)$. These differences can be of the order of about $20 \%$ but are confined to cross sections in the lower right hand corner of the above table of values (ie., high rotor states).

### 4.2.3 IOS $0 \rightarrow L$ Cross Sections

The IOS calculations are carried out in two steps. First, the $\sigma_{L \leftarrow 0}$ cross sections are calculated as given by (83) and then used along with the scaling relations as given by (84) to give the particular $j \leftarrow j^{\prime}$ transition cross section. The first of these steps, the results of the calculation of the $\sigma_{L \leftarrow 0}$ cross sections, are given and compared with the exact results in this section.

Before any calculations using the IOS approximation can be performed, it is necessary to choose values for the parameters $\lambda_{0}$ and $k_{0}$. In equation (83), $\lambda_{\mathbf{0}}$ was chosen to be an average of the $\lambda$ and $\lambda^{\prime}$ values associated with the particular $T$-matrix element calculated. Hence for each combination of $\lambda$ and $\lambda^{\prime}$ that gives a different $\lambda_{0}$ value, another $T$-matrix element was calculated.

The same choices for $k_{0}$ are available - one can choose $k_{0}$ as being equal to the $k$ value corresponding to the $j^{\prime}$ state or to the $k$ value corresponding to the $j$ state or as being an average of both. For the $L \leftarrow 0$ calculations, both $k_{0}$ corresponding to the $j^{\prime}$ state and $k_{0}$ corresponding to the $j$ state were used.

A Gauss Legendre angular integration scheme using 40 points was performed for the integration of the $T$-matrix as given by (189). Sums were done up to $\lambda=120$ and $L=30$ with contributions trailing off in significance (ie. giving cross section contributions of less than $10^{-6} \AA^{2}$ ) at $\lambda=87$ for $k_{0}=14.27 \times 10^{-10} \mathrm{~m}^{-1}$

The unitarity of the $S$-matrix summing from $L=0$ to $L=30$, ie.,

$$
\begin{equation*}
\sum_{L=0}^{L=30}\left|S_{L}^{\lambda_{0} k_{0}}\right|^{2}=1.00000 \tag{206}
\end{equation*}
$$

was verified to 5 significant figures. The following results were obtained:

## Table 4: IOS $\sigma_{L \leftarrow 0}$ Cross Sections

All cross sections in $\AA^{2}$

| $\begin{aligned} & \hline \text { Final } \\ & \text { State } \\ & L \end{aligned}$ | Final $k$ <br> in $\AA^{-1}$ | Trans. <br> Energy (T.E.) | $\begin{array}{r} \text { Using } \\ k_{0}=k_{\text {init }} \\ (16.92 \AA-1) \\ \text { T.E. }=421.5 \mathrm{~K} \end{array}$ | $\begin{array}{r} \text { Using } \\ k_{0}=k_{\text {final }} \end{array}$ | Using $k_{0}=$ $14.27 \AA^{-1}$ T.E. $=300 \mathrm{~K}$ | $\begin{array}{r} \text { Exact } \\ \text { Results, } k= \\ 16.92 \AA^{-1} \\ \text { T.E. }=421.5 \mathrm{~K} \end{array}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $L=0$ | 16.92 | 421.5K | 101.90 | 101.90 | 113.75 | 117.52 |
| $L=2$ | 16.57 | 404.2K | 23.58 | 23.09 | 23.30 | 22.93 |
| $L=4$ | 15.71 | 363.7K | 5.85 | 5.50 | 6.41 | 2.71 |
| $L=6$ | 14.27 | 300.0K | 1.64 | 1.98 | 1.98 | 0.32 |
| $L=8$ | 12.03 | 213.2K | 0.52 | 0.80 | 0.68 | 0.03 |
| $L=10$ | 8.37 | 103.2K | 0.18 | 0.38 | 0.25 | 0.01 |
| $L=12$ |  |  | 0.07 |  | 0.10 |  |
| $L=14$ |  |  | 0.03 |  | 0.04 |  |
| $L=16$ |  |  | 0.01 |  | 0.02 |  |
| $L=18$ |  |  | 0.01 |  | 0.01 |  |

The general trend to be noted is that the IOS calculations underestimate the elastic $0 \longleftarrow 0$ transitions and overestimate the inelastic cross sections. This can be explained by recognizing that a difference in energy between two states serves to hinder the excitation of the higher state. Hence with an approximation such as the IOS, which treats all rotational states as degenerate, it would be expected that the IOS would give higher inelastic cross sections than the exact results.

Another more classical explanation of these results is that at high $L$ the rotor is moving more quickly with respect to the incoming atom than at say $L=0$. Hence the collision is less sudden at high $L$ and it would be expected the IOS approximation to be less accurate for large angular momentum transfer. This
trend would be expected for transitions for $j^{\prime} \neq 0$ since all other cross sections are dependent on these $\sigma_{L \leftarrow 0}$ values by (84).

One other effect arises because the IOS treats all rotational states as degenerate. This is that energetically inaccessible states are allowed, in particular, in the present calculation, transitions are allowed from $L=0$ to rotational states higher than $L=10$. The cross sections for these transitions however are so low that they may be effectively neglected. The next section contains some IOS results where energetically forbidden transitions are fairly significant.

Finally, the results above show that choosing the $k_{0}$ parameter to be either the initial or final $k$ value does not significantly change the results. The only difference the $k_{0}$ choice seems to make is in the elastic cross section, where a choice of $k_{0}=14.27 \AA^{-1}$ gives a value closer to the exact value than choosing $k_{0}=16.92 \AA^{-1}$, the actual initial $k$ value for this transition.

The above trends apply to the $\sigma_{L \leftarrow 0}$ calculations. Since the $\sigma_{j \leftarrow j^{\prime}}$ cross sections are calculated from these $\sigma_{L \leftarrow 0}$ cross sections, the differences between exact and IOS calculations noted here will be further examined after the scaling relations are applied to better determine how the IOS and exact calculations compare.

### 4.2.4 IOS Scaling Relations

### 4.2.4.1 Using IOS $\sigma_{L \leftarrow 0}$ Cross Sections

Since the IOS $T$-matrix was $\theta$ dependent it was expanded in Legendre polynomials in equation (75). This expansion subsequently led to a scaling relationship (84) which expresses $j \leftarrow j^{\prime}$ cross sections in terms of $L \leftarrow 0$ cross sections. This relationship is used in this section to calculate the IOS $\sigma_{j-j^{\prime}}$ cross sections.

The previous section compared the IOS $\sigma_{L \leftarrow 0}$ and exact $\sigma_{L \leftarrow 0}$ cross sections. Whether their differences and similarities carry over to the $\sigma_{j-j^{\prime}}$ cross sections is examined here in order to determine how successful the scaling relation (84) is in predicting $j \leftarrow j^{\prime}$ cross sections, once given the $L \leftarrow 0$ cross sections. As well, different $k_{0}$ choices are examined in light of the scaling relations.

For each of the three choices of $k_{0}, k_{0}=k_{\text {initial }}, k_{0}=k_{\text {final }}$ and $k_{0}=14.92 \AA^{-1}$, the IOS $\sigma_{j \leftarrow j^{\prime}}$ cross sections were calculated using the $\sigma_{L \leftarrow 0}$ cross sections from Table 4 and equation (84). The sum in (84) was taken up to the maximum allowed $L$ value.

For the choice of $k_{0}=k_{\text {initial }}$, the cross sections are given in Table 5:

Table 5: IOS Cross Sections at 300 K Using $k_{0}=k_{\text {initial }}$
Part A: Units are in $\AA^{2} . j^{\prime}$ denotes the initial state, $j$ the final state.

|  | $j^{\prime}=0$ | $j^{\prime}=2$ | $j^{\prime}=4$ | $j^{\prime}=6$ | $j^{\prime}=8$ | $j^{\prime}=10$ |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: |
| $j=0$ | 101.90 | 4.62 | 0.61 | 0.15 | 0.05 | 0.02 |
| $j=2$ | 23.58 | 111.03 | 7.48 | 1.40 | 0.37 | 0.13 |
| $j=4$ | 5.85 | 13.86 | 113.22 | 8.54 | 1.63 | 0.46 |
| $j=6$ | 1.64 | 3.17 | 11.65 | 120.97 | 8.43 | 1.70 |
| $j=8$ | 0.52 | 0.89 | 2.47 | 11.60 | 132.19 | 7.41 |
| $j=10$ | 0.18 | 0.29 | 0.64 | 2.70 | 10.65 | 155.32 |
| $j=12$ | 0.07 | 0.10 | 0.19 | 0.78 | 2.64 | 8.96 |
| $j=14$ | 0.03 | 0.04 | 0.06 | 0.26 | 0.81 | 2.50 |

Part B: Ratio of IOS to exact cross sections.

|  | $j^{\prime}=0$ | $j^{\prime}=2$ | $j^{\prime}=4$ | $j^{\prime}=6$ | $j^{\prime}=8$ | $j^{\prime}=10$ |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: |
| $j=0$ | 0.87 | 0.97 | 1.75 | 4.48 | 15.9 | 154 |
| $j=2$ | 1.03 | 0.88 | 1.23 | 2.55 | 6.92 | 46.7 |
| $j=4$ | 2.15 | 1.41 | 0.87 | 1.11 | 2.14 | 9.80 |
| $j=6$ | 5.21 | 2.99 | 1.27 | 0.85 | 0.96 | 2.59 |
| $j=8$ | 20.4 | 9.36 | 2.93 | 1.43 | 0.83 | 1.15 |
| $j=10$ | 297 | 98.3 | 20.6 | 7.40 | 2.76 | 0.79 |

The same trend is observed for cross sections with higher initial $j$-state as was observed for the $j^{\prime}=0$ initial state cross sections - IOS inelastic cross sections are larger than the exact values while the elastic cross sections are lower. The results actually seem to get better for larger $j^{\prime}$ on using the scaling relationship but this is basically due to the nature of the summation. For example, the $j^{\prime}=6$ column depends less on the large $L$-valued $\sigma_{L-0}$ cross section than the $j^{\prime}=0$ columns. That is, to get the $10 \longleftarrow 0$ cross section, only $\sigma_{L \leftarrow 0}$ for $L=10$ is used,
which is 297 times the exact $\sigma_{L \leftarrow 0}$ value. To get the $10 \leftarrow 6$ term, the $\sigma_{L \curvearrowleft 0}$ cross sections for the $L=4, L=6, \ldots, L=16$ terms are used. And for $L=4$, the IOS $\sigma_{L \leftarrow 0}$ is only 2.15 times the exact $\sigma_{L \leftarrow 0}$ value. Not only are the lower- $L \sigma_{L \leftarrow 0}$ values more accurate, but they also contribute more in equation (84) relative to the other terms which also leads to better results for cross sections in the mid-table region.

With these points in mind, the $L \leftarrow 0$ results should be compared with the $j \leftarrow j^{\prime}$ results in terms of how many rotor states the initial state is from the elastic transition. For instance, the $0 \longleftarrow 4$ should be compared with the $2 \leftarrow 6$ transition. On this basis, the scaling law given by (84) preserves the ratios of the IOS to exact cross sections for the $L \leftarrow 0$ transitions when it is used to calculate the $j \leftarrow j^{\prime}$ transitions.

The scaling relation also allows energetically forbidden cross sections and these may be of significant size. For example, the IOS $12 \leftarrow 10$ transition is calculated at $8.96 \AA^{2}$ but is 0 (ie., not allowed) for the exact calculation.

The cross sections using the choice $k_{0}=k_{\text {final }}$ are given in Table 6 .

Table 6: IOS Cross Sections at 300 K Using $k_{0}=k_{\text {final }}$
Part A: Units are in $\AA^{2}$. $j^{\prime}$ denotes the initial state, $j$ the final state.

|  | $j^{\prime}=0$ | $j^{\prime}=2$ | $j^{\prime}=4$ | $j^{\prime}=6$ | $j^{\prime}=8$ | $j^{\prime}=10$ | $j^{\prime}=12$ | $j^{\prime}=14$ |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| $j=0$ | 101.90 | 4.72 | 0.65 | 0.13 | 0.03 | 0.01 | 0.00 | 0.00 |
| $j=2$ | 23.09 | 111.03 | 7.70 | 1.22 | 0.26 | 0.07 | 0.02 | 0.01 |
| $j=4$ | 5.50 | 13.46 | 113.22 | 8.06 | 1.31 | 0.27 | 0.07 | 0.02 |
| $j=6$ | 1.98 | 3.64 | 12.33 | 120.97 | 8.87 | 1.67 | 0.40 | 0.12 |
| $j=8$ | 0.80 | 1.24 | 3.07 | 11.02 | 132.19 | 8.62 | 1.79 | 0.47 |
| $j=10$ | 0.38 | 0.53 | 1.07 | 2.75 | 9.16 | 155.32 | 7.53 | 1.81 |

Part B: Ratio of IOS to exact cross sections.

|  | $j^{\prime}=0$ | $j^{\prime}=2$ | $j^{\prime}=4$ | $j^{\prime}=6$ | $j^{\prime}=8$ | $j^{\prime}=10$ |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: |
| $j=0$ | 0.87 | 0.99 | 1.86 | 3.71 | 10.3 | 72.7 |
| $j=2$ | 1.01 | 0.88 | 1.27 | 2.22 | 4.94 | 25.1 |
| $j=4$ | 2.03 | 1.37 | 0.87 | 1.04 | 1.72 | 5.86 |
| $j=6$ | 6.29 | 3.44 | 1.34 | 0.85 | 1.01 | 2.55 |
| $j=8$ | 31.4 | 13.1 | 3.65 | 1.36 | 0.83 | 1.34 |
| $j=10$ | 627 | 183 | 34.5 | 7.53 | 2.37 | 0.79 |

Compared with the $k_{0}=k_{\text {initial }}$ choice the $k_{0}=k_{\text {final }}$ choice was better (although only of the order of about $5 \%$ for values about 1.0 times the exact value) in 17 cases and the $k_{0}=k_{\text {initial }}$ was better in 13 cases with the two being the same for the elastic cross sections. The following table shows which of the two choices is best for each transition:

## Table 7: Comparison of $k_{\text {initial }}$ and $k_{\text {final }}$ IOS Cross Sections

The best agreement with the exact cross sections is: I if Initial state, F if Final state or E if equal. $j^{\prime}$ notes initial state, $j$ the final state.

|  | $j^{\prime}=0$ | $j^{\prime}=2$ | $j^{\prime}=4$ | $j^{\prime}=6$ | $j^{\prime}=8$ | $j^{\prime}=10$ |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: |
| $j=0$ | E | F | I | F | F | F |
| $j=2$ | F | E | I | F | F | F |
| $j=4$ | F | F | E | F | F | F |
| $j=6$ | I | I | I | E | F | F |
| $j=8$ | I | I | I | F | E | I |
| $j=10$ | I | I | I | I | F | E |

Rather than analyzing the above trend in terms of initial or final state parameter $k_{0}$, it is useful to analyze the results in terms of choice of $k_{\max }$ or $k_{\text {min }}$. Table 8 demonstrates the trend for the best $k_{0}$ value being $k_{0}=k_{\max }$ for large $|\Delta j|$ transitions and $k_{0}=k_{\text {min }}$ generally being the best choice for transitions where $|\Delta j|=2$.

## Table 8: Comparison of $k_{\text {max }}$ and $k_{\text {min }}$ IOS Cross Sections

The best agreement with the exact cross sections is: $\operatorname{Max}$ if $k_{0}=k_{\max }, \operatorname{Min}$ if $k_{0}=k_{\text {min }}$ or E if equal. $j^{\prime}$ notes initial state, $j$ the final state

|  | $j^{\prime}=0$ | $j^{\prime}=2$ | $j^{\prime}=4$ | $j^{\prime}=6$ | $j^{\prime}=8$ | $j^{\prime}=10$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $j=0$ | E | Max | Min | Max | Max | Max |
| $j=2$ | Min | E | Min | Max | Max | Max |
| $j=4$ | Min | Min | E | Max | Max | Max |
| $j=6$ | Max | Max | Max | E | Max | Max |
| $j=8$ | Max | Max | Max | Min | E | Min |
| $j=10$ | Max | Max | Max | Max | Min | E |

The above two tables can be rationalized as follows: Since the total energy in a collision is conserved, a downward transition (going from a high rotor state to a low rotor state) corresponds to a $k_{\min }$ to $k_{\max }$ transition while an upward transition corresponds to a $k_{\text {max }}$ to a $k_{\text {min }}$ transition. Now for the $\sigma_{L \leftarrow 0}$ cross sections the $k_{\text {min }}$ value is always the final $k_{0}$ choice and the $k_{\text {max }}$ value is always the initial $k_{0}$ choice. Regarding Table 4 it is noted that for $\sigma_{2 \leftarrow 0}$ and $\sigma_{4 \leftarrow 0}$ the $k_{\text {final }}$ or $k_{\text {min }}$ choice is best while for $\sigma_{6 \leftarrow 0}, \sigma_{8 \leftarrow 0}$ and $\sigma_{10 \leftrightarrows 0}, k_{\text {initial }}$ or $k_{\text {max }}$ is best. By the scaling relationship in (84), transitions are governed mainly by the $\sigma_{L \leftarrow 0}$ value corresponding to $L=\left|j^{\prime}-j\right|$ since this is the largest term. Assuming that more accurate $\sigma_{L \leftarrow 0}$ values will give more accurate $\sigma_{j \leftarrow j^{\prime}}$ values, then downward transitions (ie. going from a low $k_{0}$ to a high $k_{0}$ ) with $|\Delta j|$ greater than or equal to 4 would tend to favour a $k_{\text {final }}$ choice or $k_{\text {max }}$. Upwards transitions (going from a high $k_{0}$ to a low $k_{0}$ ) with $|\Delta j|$ greater than or equal
to 4 would favor the $k_{\text {max }}$ choice as well but this now corresponds to the $k_{\text {initial }}$ choice. For transitions with $|\Delta j|=2$, downward transitions would favour $k_{\text {initial }}$ or $k_{\text {max }}$ (as is the case in the $0 \leftarrow 2,4 \leftarrow 6$ and $4 \leftarrow 8$ transitions) and upward transitions would favour $k_{\text {final }}$ or $k_{\text {min }}$ (as is the case in $2 \leftarrow 0,4 \leftarrow 2,8 \leftarrow 6$, and $10 \longleftarrow 8)$.

Finally, to complete the study of $k_{0}$ values, one fixed energy was chosen, $k_{0}=14.27 \AA^{-1}$. The cross sections using this choice of $k_{0}$ are given in Table 9:

Table 9: IOS Cross Sections At 300K Using

$$
k_{0}=14.27 \AA^{-1}
$$

Part A: Units are in $\AA^{2} \cdot j^{\prime}$ denotes the initial state, $j$ the final state.

|  | $j^{\prime}=0$ | $j^{\prime}=2$ | $j^{\prime}=4$ | $j^{\prime}=6$ | $j^{\prime}=8$ | $j^{\prime}=10$ | $j^{\prime}=12$ | $j^{\prime}=14$ |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| $j=0$ | 113.75 | 4.66 | 0.71 | 0.15 | 0.04 | 0.01 | 0.00 | 0.00 |
| $j=2$ | 23.30 | 122.24 | 7.93 | 1.40 | 0.33 | 0.09 | 0.03 | 0.01 |
| $j=4$ | 6.41 | 14.27 | 121.25 | 8.54 | 1.57 | 0.38 | 0.11 | 0.03 |
| $j=6$ | 1.98 | 3.64 | 12.33 | 120.97 | 8.87 | 1.67 | 0.40 | 0.12 |
| $j=8$ | 0.68 | 1.11 | 2.97 | 11.60 | 120.87 | 9.08 | 1.74 | 0.43 |
| $j=10$ | 0.25 | 0.38 | 0.88 | 2.70 | 11.22 | 120.82 | 9.23 | 1.79 |
| $j=12$ | 0.10 | 0.14 | 0.30 | 0.78 | 2.55 | 10.98 | 120.80 | 9.33 |
| $j=14$ | 0.04 | 0.06 | 0.11 | 0.26 | 0.73 | 2.47 | 10.83 | 120.78 |

Part B: Ratio of IOS to exact cross sections

|  | $j^{\prime}=0$ | $j^{\prime}=2$ | $j^{\prime}=4$ | $j^{\prime}=6$ | $j^{\prime}=8$ | $j^{\prime}=10$ |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: |
| $j=0$ | 0.97 | 0.97 | 2.04 | 4.48 | 15.6 | 103 |
| $j=2$ | 1.02 | 0.97 | 1.31 | 2.55 | 6.20 | 33.4 |
| $j=4$ | 2.36 | 1.45 | 0.93 | 1.11 | 2.07 | 8.02 |
| $j=6$ | 6.29 | 3.44 | 1.34 | 0.85 | 1.01 | 2.55 |
| $j=8$ | 26.8 | 11.7 | 3.53 | 1.43 | 0.76 | 1.41 |
| $j=10$ | 419 | 131 | 28.3 | 7.40 | 2.91 | 0.61 |

In comparison with the previous results, the $k_{0}=14.27 \AA^{-1}$ choice works best in the elastic cross sections. This can be accounted for in that the largest term in the sum in (84) is the term involving the $\sigma_{0 \leftarrow 0}$ value and this is estimated better when $k_{0}$ is chosen as $k_{0}=14.27 \AA^{-1}$ rather than $k_{\text {initial }}$ or $k_{\text {final }}$. In the inelastic transitions, however, the $k_{\text {initial }}$ and $k_{\text {final }}$ choices are better. A further
investigation could study a $k_{\text {average }}$ value where

$$
\begin{equation*}
k_{\mathrm{average}}=\frac{k_{\text {initial }}+k_{\text {final }}}{2} \tag{207}
\end{equation*}
$$

but since the results in the above three choices of $k_{0}$ differ much less among themselves than they do with the exact results, little change from what has already been given would be expected.

The main point to note about the scaling relations is that the discrepancies noted in the $\sigma_{L \leftarrow 0}$ cross sections are carried over into the $\sigma_{j \leftarrow j^{\prime}}$ cross sections with the results getting neither better nor worse. This is important to note since it suggests these scaling laws can be applied to the exact results which is the topic of investigation in the next section.

### 4.2.4.2 Using Exact $\sigma_{L \leftarrow 0}$ Cross Sections

There are two parts to the prediction of $\sigma_{j-j^{\prime}}$ by means of the scaling law in (84) - the values of the $\sigma_{L \leftarrow 0}$ cross sections and the way these $\sigma_{L \leftarrow 0}$ cross sections are combined with the $3-j$ symbols - each affects the result. In particular, the question arises if the $3-j$ symbols predict the correct $j, j^{\prime}$ dependence of $\sigma_{j-j^{\prime}}$. This can easily be tested with the delta-shell potential by putting in the exact $\sigma_{L \leftarrow 0}$ values in (84) to determine how the resulting $j \leftarrow j^{\prime}$ cross sections compare with their corresponding exact cross sections. The cross sections obtained using the exact $\sigma_{L \leftarrow 0}$ values of Table 4 are reported in Table 10.

Table 10: IOS Cross Sections At 300K Using Exact $\sigma_{L \leftarrow 0}$ Values
Part A: Units are in $\AA^{2}$. $j^{\prime}$ denotes the initial state, $j$ the final state.

|  | $j^{\prime}=0$ | $j^{\prime}=2$ | $j^{\prime}=4$ | $j^{\prime}=6$ | $j^{\prime}=8$ | $j^{\prime}=10$ | $j^{\prime}=12$ | $j^{\prime}=14$ |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| $j=0$ | 117.52 | 4.59 | 0.30 | 0.02 | 0.00 | 0.00 | 0.00 | 0.00 |
| $j=2$ | 22.93 | 124.85 | 7.00 | 0.51 | 0.04 | 0.00 | 0.00 | 0.00 |
| $j=4$ | 2.71 | 12.60 | 123.97 | 7.63 | 0.58 | 0.05 | 0.00 | 0.00 |
| $j=6$ | 0.32 | 1.32 | 11.02 | 123.80 | 7.97 | 0.62 | 0.05 | 0.00 |
| $j=8$ | 0.03 | 0.14 | 1.10 | 10.43 | 123.75 | 8.18 | 0.65 | 0.06 |
| $j=10$ | 0.00 | 0.01 | 0.12 | 1.01 | 10.11 | 123.72 | 8.32 | 0.67 |
| $j=12$ | 0.00 | 0.00 | 0.01 | 0.10 | 0.96 | 9.91 | 123.70 | 8.43 |
| $j=14$ | 0.00 | 0.00 | 0.00 | 0.01 | 0.10 | 0.92 | 9.77 | 123.70 |

Part B: Ratio of IOS to exact cross sections.

|  | $j^{\prime}=0$ | $j^{\prime}=2$ | $j^{\prime}=4$ | $j^{\prime}=6$ | $j^{\prime}=8$ | $j^{\prime}=10$ |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: |
| $j=0$ | 1.00 | 0.96 | 0.86 | 0.71 | 0.51 | 0.25 |
| $j=2$ | 1.00 | 0.99 | 1.15 | 0.93 | 0.79 | 0.94 |
| $j=4$ | 1.00 | 1.28 | 0.95 | 0.99 | 0.76 | 1.05 |
| $j=6$ | 1.00 | 1.25 | 1.20 | 0.87 | 0.91 | 0.95 |
| $j=8$ | 1.00 | 1.51 | 1.30 | 1.28 | 0.78 | 1.27 |
| $j=10$ | 1.00 | 3.67 | 3.71 | 2.76 | 2.62 | 0.63 |

Two trends in the above table can be noted: downward transitions are calculated as somewhat lower than the actual value, and upward transitions are calculated as being higher. As well, the elastic cross sections become progressively less than the actual values as $j^{\prime}$ increases.

That the downward transitions are lower than upward transitions can be accounted for by considering that the IOS has replaced wave number $k_{j}$ with
one fixed parameter $k_{0}$. One implication of this approximation can be seen in the detailed balance equation:

$$
\begin{equation*}
\sigma_{j \leftarrow j^{\prime}}^{\text {Exact }}\left(E_{k_{j^{\prime}}}+\epsilon_{j^{\prime}}\right)=\frac{[j]}{\left[j^{\prime}\right]} \frac{k_{j}^{2}}{k_{j^{\prime}}^{2}} \sigma_{j^{\prime} \rightarrow j}^{\mathrm{Exact}}\left(E_{k_{j}}+\epsilon_{j}\right) \tag{208}
\end{equation*}
$$

where $[j]=2 j+1$ and $k_{j}$ is the $k$ value corresponding to the state with rotor quantum number equal to $j$. For the $10 S$ case, with $k_{j}^{2}=k_{j^{\prime}}^{2}=k_{0}^{2}$, (208) becomes:

$$
\begin{equation*}
\sigma_{j-j^{\prime}}^{\mathrm{IOS}}(E)=\frac{[j]}{\left[j^{\prime}\right]} \sigma_{j^{\prime}-j}^{\mathrm{IOS}}(E) \tag{209}
\end{equation*}
$$

(The above could also be derived using (84) for each of $\sigma_{j \leftarrow j^{\prime}}$ and $\sigma_{j^{\prime} \leftarrow j}$ and equating the two expressions.) For downward transitions $k_{j^{\prime}}<k_{j}$ so $k_{j} / k_{j^{\prime}}>1$ but by (209) the IOS approximates this term as 1 . As well, in upward transitions the term $k_{j} / k_{j^{\prime}}<1$ is also approximated by 1 . If for $j^{\prime}>j$ (ie., a downward transition) the $\sigma_{j^{\prime} \leftarrow j}$ term is very close to the exact term, then the resulting $\sigma_{j \leftarrow j^{\prime}}$ cross section would then be lower than the exact value. Conversely, for an upward transition the $\sigma_{j \leftarrow j^{\prime}}$ cross section would be higher than the exact value, as is the case in the above table. For downward transitions with final state 0 , the trend for this type of study will always lead to lower than exact values since the $\sigma_{j^{\prime} \leftarrow j}$ values are the exact values. For downward transitions with final state other than 0 , this trend would not always be expected. For example, the $\sigma_{j^{\prime}-j}$ term may be very much higher than the exact $\sigma_{j \leftarrow j^{\prime}}$ term which, in a downward transition could compensate for the lack of the $k_{j} / k_{j^{\prime}}>1$ term and give an accurate IOS downward transition.

The other trend - that elastic IOS cross sections become progressively less than the exact value for larger initial rotor state - can also be attributed partly to the IOS approximating $k_{j}^{2}$ with $k_{0}^{2}$. The $k_{0}$ value used for the cross section calculations was $16.92 \AA^{-1}$. These in turn were used to calculate the $\sigma_{j \leftarrow j^{\prime}}$ cross sections for $j^{\prime}=6$ where $k=14.27 \AA^{-1}$. If the exact $\sigma_{L \leftarrow 0}$ values corresponding to $k_{\text {initial }}=14.27 \AA^{-1}$ are used, the following values (shown in comparison to the $k_{\text {initial }}=16.92 \AA^{-1}$ values) are obtained:

## Table 11: Effect Of Using Different $k$ Values In Exact $\sigma_{L \leftarrow 0}$ Values on the $\sigma_{j-j^{\prime}}$ Cross Sections

Exact $\sigma_{L-0}$ cross sections calculated at $k=14.92 \AA^{-1}$ and substituted into (84). Results are in $\AA^{2}$ and are shown in comparison to the values given in Table 10:

| Transition | $k=14.92 \AA^{-1}$ | Ratio to <br> exact results | $k=16.92 \AA^{-1}$ | Ratio to <br> exact results |
| :---: | :---: | :---: | :---: | :---: |
| $0 \leftarrow 6$ | 0.03 | 0.96 | 0.02 | 0.71 |
| $2 \leftarrow 6$ | 0.67 | 1.23 | 0.51 | 0.93 |
| $4 \leftarrow 6$ | 7.96 | 1.03 | 7.63 | 0.99 |
| $6 \leftarrow 6$ | 133.54 | 0.93 | 123.80 | 0.87 |
| $8 \leftarrow 6$ | 10.87 | 1.34 | 10.43 | 1.28 |

The elastic cross section does get better on using the proper energy but most of the other transitions do not. Hence while a proper accounting for different wave numbers among transitions may allow the scaling relation in (84) to better replicate elastic cross sections, inelastic cross sections may require even further types of corrections.

The results in Table 10 are now compared to results obtained using scaling relation (84) and IOS $\sigma_{L \leftarrow 0}$ values for an energy corresponding to $16.92 \AA^{-1}$; see Table 12.

Table 12: IOS Cross Sections At 300K Using $k=16.92$

$$
\AA^{-1}
$$

Part A: Sums were done to maximum $L$ using (84) and the $\sigma_{L \leftarrow 0}$ values given for $k=16.92 \AA^{-1}$. Units are in $\AA^{2} . j^{\prime}$ denotes the initial state, $j$ the final state.

|  | $j^{\prime}=0$ | $j^{\prime}=2$ | $j^{\prime}=4$ | $j^{\prime}=6$ | $j^{\prime}=8$ | $j^{\prime}=10$ | $j^{\prime}=12$ | $j^{\prime}=14$ |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| $j=0$ | 101.90 | 4.72 | 0.65 | 0.13 | 0.03 | 0.01 | 0.00 | 0.00 |
| $j=2$ | 23.58 | 110.30 | 7.87 | 1.25 | 0.26 | 0.06 | 0.02 | 0.01 |
| $j=4$ | 5.85 | 14.16 | 109.30 | 8.48 | 1.40 | 0.30 | 0.08 | 0.02 |
| $j=6$ | 1.64 | 3.25 | 12.26 | 109.04 | 8.82 | 1.49 | 0.33 | 0.09 |
| $j=8$ | 0.52 | 0.90 | 2.65 | 11.54 | 108.94 | 9.04 | 1.55 | 0.35 |
| $j=10$ | 0.18 | 0.28 | 0.71 | 2.41 | 11.16 | 108.90 | 9.19 | 1.60 |
| $j=12$ | 0.07 | 0.10 | 0.22 | 0.63 | 2.28 | 10.94 | 108.88 | 9.29 |
| $j=14$ | 0.03 | 0.04 | 0.08 | 0.19 | 0.59 | 2.20 | 10.78 | 108.87 |

Part B: Ratio of IOS to exact cross sections.

|  | $j^{\prime}=0$ | $j^{\prime}=2$ | $j^{\prime}=4$ | $j^{\prime}=6$ | $j^{\prime}=8$ | $j^{\prime}=10$ |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: |
| $j=0$ | 0.87 | 0.99 | 1.86 | 3.71 | 10.3 | 72.7 |
| $j=2$ | 1.03 | 0.87 | 1.30 | 2.27 | 5.01 | 24.8 |
| $j=4$ | 2.15 | 1.44 | 0.84 | 1.10 | 1.84 | 6.49 |
| $j=6$ | 5.21 | 3.06 | 1.33 | 0.76 | 1.01 | 2.27 |
| $j=8$ | 20.4 | 9.49 | 3.14 | 1.42 | 0.69 | 1.40 |
| $j=10$ | 297 | 97.1 | 22.9 | 6.61 | 2.89 | 0.55 |

The major finding to note is that in all but the $6 \leftarrow 8$ and $0 \leftarrow 2$ transitions the cross sections obtained using the exact $\sigma_{L \leftarrow 0}$ values fared better than those
obtained using the IOS $\sigma_{L \curvearrowleft 0}$ values. This demonstrates that the scaling law works best with $\sigma_{L \leftarrow 0}$ values that are closer to the exact results. (It could have been that the scaling law corrected for inaccurate trends in the $\sigma_{L \leftarrow 0}$ cross sections - in which case using exact $\sigma_{L \leftarrow 0}$ cross sections would give worse results.)

Further, the errors due to the scaling laws are generally less than those attributed to the $\sigma_{L \leftarrow 0}$ values. For example, in the $4 \leftarrow 6$ transition, the use of an exact $\sigma_{L \leftarrow 0}$ value and the scaling law gives a $1 \%$ error but the use of the IOS $\sigma_{L \leftarrow 0}$ value and the scaling law gives a $10 \%$ error.

The derivation of the scaling law involved only the angular momentum coupling made possible through a $\theta$ parameterized $T$-matrix which was made possible by the assumption of suddenness. The calculation of the IOS $\sigma_{L \leftarrow 0}$ values, involve not only angular momentum simplifications but linear momentum simplifications associated with the assumption of suddenness. Since the scaling law at 300 K is more accurate than the $\sigma_{L \leftarrow 0}$ values, it appears that the concept of suddenness for this collision may be better suited to studying the angular, rather than energy, or combination of energy and angular aspects of the collision.

### 4.2.5 Energy-Corrected Scaling Relation

As derived in (86), the Energy Corrected Scaling Relation requires a collision time $\tau$. Since the shell of the potential is of negligible width (it takes no time to pass through the potential) $\tau$ might be considered to be 0 . Nonetheless two
proposals for a finite value of $\tau$ are presented and then various $\tau$ values are tested to determine whether the Energy-Corrected Sudden scaling relation can improve the IOS results.

One possibility for the calculation of $\tau$ is to take the average time for a straight line trajectory through the sphere inside the Delta Shell potential at a given impact parameter $b$. Assuming the velocity $v$ during the collision is constant, $\tau$ is calculated to be

$$
\begin{equation*}
\tau=\frac{2}{v}\left(\frac{1}{a}\right) \int_{0}^{a} \sqrt{a^{2}-b^{2}} d b=\frac{\pi a}{2 v} \tag{210}
\end{equation*}
$$

where $a$ is the radius of the delta-shell. The value for $v$ could correspond to the final or initial collision velocity or some average of the two. Table 13 gives the result of choosing the lowest velocity to calculate a $\tau$ value for the correction. The IOS $\sigma_{L-0}$ cross sections, on the other hand, were calculated using the initial state $k$ value, whether this corresponded to the lowest velocity or not.

Table 13: ECIOS Cross Sections At 300K Using $\tau=\pi a /\left(2 v_{\text {min }}\right)$ and Exact $\sigma_{L \leftarrow 0}\left(E_{k_{\text {initial }}}\right)$ Values
Part A: Units are in $\AA^{2}$. $j^{\prime}$ denotes initial state, $j$ the final state.

|  | $j^{\prime}=0$ | $j^{\prime}=2$ | $j^{\prime}=4$ | $j^{\prime}=6$ | $j^{\prime}=8$ | $j^{\prime}=10$ |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: |
| $j=0$ | 101.90 | 2.38 | 0.02 | 0.00 | 0.00 | 0.00 |
| $j=2$ | 12.14 | 111.03 | 0.65 | 0.00 | 0.00 | 0.00 |
| $j=4$ | 0.17 | 1.21 | 113.22 | 0.13 | 0.00 | 0.00 |
| $j=6$ | 0.00 | 0.01 | 0.18 | 120.97 | 0.02 | 0.00 |
| $j=8$ | 0.00 | 0.00 | 0.00 | 0.03 | 132.19 | 0.00 |
| $j=10$ | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 155.32 |

Part B: Ratio of ECIOS to exact cross sections.

|  | $j^{\prime}=0$ | $j^{\prime}=2$ | $j^{\prime}=4$ | $j^{\prime}=6$ | $j^{\prime}=8$ | $j^{\prime}=10$ |
| :--- | :---: | :---: | :---: | :---: | :---: | ---: |
| $j=0$ | 0.87 | 0.50 | 0.05 | 0.01 | 0.00 | 0.00 |
| $j=2$ | 0.53 | 0.88 | 0.11 | 0.01 | 0.00 | 0.00 |
| $j=4$ | 0.06 | 0.12 | 0.87 | 0.02 | 0.00 | 0.00 |
| $j=6$ | 0.01 | 0.01 | 0.02 | 0.85 | 0.00 | 0.00 |
| $j=8$ | 0.00 | 0.00 | 0.00 | 0.00 | 0.83 | 0.00 |
| $j=10$ | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.79 |

Aside from the elastic cross sections, which are not affected by the ECIOS scaling relation, all cross sections have been practically reduced to 0 by this choice of $\tau$. Clearly this choice of $\tau$ is too large. This does however demonstrate how the ECIOS scaling relation works. The IOS, by assuming a 0 collision time, overestimates inelastic cross sections. The worse this assumption (ie., the less sudden the collision) the more the IOS will overestimate the inelastic cross sections. Introducing a correction term inversely proportional to a collision time, as is done in the ECIOS scaling relation, reduces inelastic collision cross sections.

Further studies were done on finding a better $\tau$ value. If a factor $f$ is defined so that

$$
\begin{equation*}
\tau=f \frac{a}{v} \tag{211}
\end{equation*}
$$

then Table 13 displays the results obtained using $f=1.57$. It was found that an $f$ value of 100 completely reduces all inelastic cross sections to $0.00 \AA^{2}$ while an $f$ value of $1 \times 10^{-5}$ does not change any of the $1 O S$ cross sections. In the investigation as to which $\tau$ value worked best for the ECIOS scaling relation it was found that while one choice of $f$ was sufficient to get a column (ie. a set of cross sections with the same initial state) of IOS upwards transitions within $55 \%$ of exact values, this same value of $f$ was not suitable for any other column. Table 14 reports the ECIOS cross sections for upward transitions which best fit the exact results as well as the $f$ value used to obtain these results. Upward transitions can be calculated using detailed balance and would then give the same ratio to exact cross sections as their respective downward transition.

# Table 14: ECIOS Cross Sections At 300K Using $\tau=f a / v_{\min }$ and IOS $\sigma_{L \leftarrow 0}\left(E_{k_{\text {max }}}\right)$ Values 

Part A: Cross sections are in $\AA^{2}$. $j^{\prime}$ denotes initial state, $j$ the final state.

|  | $j^{\prime}=0$ | $j^{\prime}=2$ | $j^{\prime}=4$ | $j^{\prime}=6$ | $j^{\prime}=8$ | $j^{\prime}=10$ |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: |
| $j=0$ | 101.90 |  |  |  |  |  |
| $j=2$ | 22.91 | 111.03 |  |  |  |  |
| $j=4$ | 4.22 | 12.60 | 113.22 |  |  |  |
| $j=6$ | 0.43 | 1.64 | 10.01 | 120.97 |  |  |
| $j=8$ | 0.02 | 0.11 | 0.94 | 8.63 | 132.19 |  |
| $j=10$ | 0.00 | 0.00 | 0.03 | 0.37 | 4.57 | 155.32 |
| $f$ value | 0.300 | 0.225 | 0.165 | 0.145 | 0.145 | 0.79 |

Part B: Ratio of ECIOS to exact cross sections.

|  | 0 | 2 | 4 | 6 | 8 | 10 |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: |
| $j=0$ | 0.87 |  |  |  |  |  |
| $j=2$ | 1.00 | 0.88 |  |  |  |  |
| $j=4$ | 1.55 | 1.28 | 0.87 |  |  |  |
| $j=6$ | 1.37 | 1.54 | 1.09 | 0.85 |  |  |
| $j=8$ | 0.84 | 1.15 | 1.12 | 1.06 | 0.83 |  |
| $j=10$ | 0.75 | 0.89 | 0.89 | 1.03 | 1.18 | 0.79 |

It can be seen from Table 14 that the actual time that is needed to make the scaling relation work best is actually about $1 / 10$ th to $1 / 5$ th that calculated when it was assumed that the interaction lasts for the whole time it takes for the atom to traverse the diatom potential shell.

Another result brought to light by this study is the fact that the correction, which uses $\tau$ corresponding to the least velocity works best on an IOS result that calculates the $\sigma_{L+0}$ values based on the highest velocity and hence highest
energy. DePristo et. al. [32] recommend the minimum $k$ value for the calculation of $\sigma_{L \leftarrow 0}$. This is based on the assumption that if the collision is sudden at the minimum kinetic energy value, it will be sudden at the maximum value as well. However a study of rate constants by Chapman and Green [43], essentially a Boltzmann average of cross sections, found that using the initial energy for upward $j \leftarrow 0$ transitions and the initial energy for downward $0 \leftarrow j^{\prime}$ transitions gave best results. The present study comes to the same conclusion.

If, however, the minimum $k$ value is used in both the calculation of the $\sigma_{L \leftarrow 0}$ cross sections and the ECIOS scaling relation then it is not possible to get the results to all agree within a $50 \%$ deviation of the exact results, as is demonstrated in Table 15, where the cross sections for initial rotor state equal to 10 are reported. The $f$ value used was that which gave results that deviated least from the exact cross sections.

Table 15: ECIOS Cross Sections at 300K Using $\tau=0.16 a / v_{\min }$ and IOS $\sigma_{L \leftarrow 0}\left(E_{k_{\text {min }}}\right)$ Values

| Transition | Cross Section <br> in $\AA^{2}$ | Ratio to <br> Exact Results |
| :---: | :---: | :---: |
| $0 \leftarrow 10$ | 0.00 | 3.8 |
| $2 \leftarrow 10$ | 0.00 | 1.4 |
| $4 \leftarrow 10$ | 0.02 | 0.46 |
| $6 \leftarrow 10$ | 0.18 | 0.28 |
| $8 \leftarrow 10$ | 2.75 | 0.43 |
| $10 \leftarrow 10$ | 155.32 | 0.79 |

The resulting $\sigma_{j-j^{\prime}}^{I O S}\left(E_{k_{\text {min }}}\right)$ cross sections with scaling could not be fitted to the exact results as closely as were the $\sigma_{j \leftarrow j^{\prime}}^{I O S}\left(E_{k_{\text {max }}}\right)$ cross sections. The ratio of results:exact ranged by an order of 10 using minimum $k$ value for the $\sigma_{L \leftarrow 0}$ cross sections and ranged by an order of about 1.5 using the maximum $k$ value. A possible interpretation of why different $k$ values work best in the scaling relation and $\sigma_{L \leftarrow 0}$ cross sections is that the $1 O S$ calculates the sudden part of the collision where the $k_{\text {max }}$ value would be dominant while the ECIOS scaling relation calculates the non-sudden part of the collision where the $k_{\text {min }}$ value would be dominant.

Table 14 may be further understood by considering the actual collision time, once $\tau$ is calculated using the $f$ value which worked best. Table 16 shows both the $k$ value used to calculate the $\sigma_{L \leftarrow 0}$ cross sections and the actual $\tau$ value used (obtained by multiplying $f$ times $a$, divided by the least velocity) that gave the results in Table 14.

## Table 16: $\sigma_{L \leftarrow 0} k$ Values and ECIOS $\tau$ Values Used In Table 14

For each entry, the upper number is the $k$ value in $\AA^{-1}$ used to calculate the $\sigma_{L \mapsto 0}$ cross sections while the lower number is the collision time $\tau$ in $f s\left(10^{-15}\right.$ s.). Elastic cross sections are not corrected by the ECIOS scaling relations and so there are no collision times for these values. $j^{\prime}$ denotes initial state, $j$ the final state.

|  | $j^{\prime}=0$ | $j^{\prime}=2$ | $j^{\prime}=4$ | $j^{\prime}=6$ | $j^{\prime}=8$ | $j^{\prime}=10$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| $j=0$ | 16.92 |  |  |  |  |  |
| $j=2$ | 16.92 | 16.57 |  |  |  |  |
|  | 258.3 |  |  |  |  |  |
| $j=4$ | 16.92 | 16.57 | 15.71 |  |  |  |
|  | 272.3 | 204.2 |  |  |  |  |
| $j=6$ | 16.92 | 16.57 | 15.71 | 14.27 |  |  |
|  | 299.8 | 224.8 | 164.9 |  |  |  |
| $j=8$ | 16.92 | 16.57 | 15.71 | 14.27 | 12.03 |  |
|  | 355.6 | 266.7 | 195.6 | 171.9 |  |  |
| $j=10$ | 16.92 | 16.57 | 15.71 | 14.27 | 12.03 | 8.37 |
|  | 511.0 | 383.3 | 281.1 | 247.0 | 247.0 |  |
| Factor | 0.300 | 0.225 | 0.165 | 0.145 | 0.145 |  |

If the $\tau$ value is regarded as a reliable measure of the time of interaction then the collision time seems to be proportional to the difference in rotor states between initial and final states. For example, transitions where $|\Delta j|=2$ seem to require about 200 fs. whereas those with $|\Delta j|=8$ require about 370 fs. This could explain why using the least $\tau$ value in the correction works so well, as well as why a different factor must be used for each $j^{\prime}$ value. If the same $\tau$ value was used for the $j^{\prime}=0$ and $j^{\prime}=2$ columns then the $4 \leftarrow 0$ and $4 \leftarrow 2$ would have the same $\tau$ value. But because the $j^{\prime}=0$ column requires a larger $f$ value than the
$j^{\prime}=2$ column, the $\tau$ values for the $4 \longleftarrow 0$ and $4 \leftarrow 2$ transitions are 272 and 204 fs . respectively. Hence the outcome of calculating $\tau$ based on final velocity and $f$ based on initial state gives a set of actual values that increase with $|\Delta j|$. Note that the same sort of effect could not be achieved by using a $\tau$ value dependent on the average of initial and final velocities. For example, using an average $\tau$ velocity for the $10 \leftarrow 0$ transition $(|\Delta j|=10)$ would give a $\tau$ value much less than using an average velocity for the $10 \leftarrow 8$ transition $(|\Delta j|=2)$.

One final point was investigated - whether using the different $k$ values in the calculation of the $\sigma_{L \leftarrow 0}$ cross sections affected the choice of collision time. It turns out that while certain combinations seem to work best (ie., largest $k$ value for the calculation of the $\sigma_{L+0}$ cross sections and least velocity value for the calculation of $\tau$ in the ECIOS scaling relation) there does not appear to be a direct relationship between the two possible choices. Table 17 demonstrates that if the $\sigma_{L \leftarrow 0}$ cross sections are calculated at a lower $k$ value, then a higher $\tau$ term in the ECIOS scaling relation is not always needed to compensate for this.

## Table 17: How $f$ Varies According To the $k$ Used in the Calculation of the $\sigma_{L \leftarrow 0}$ Cross Sections

The $f$ values chosen so that the $6 \leftarrow 4,8 \leftarrow 4$ and $10 \leftarrow 4$ ECIOS cross sections are within $15 \%$ of the exact values.

| $k$ Used to | $f$ Value |
| :---: | ---: |
| Calculate $\sigma_{L \leftarrow 0}$ in $\AA^{-1}$ | Giving Best Results |
| 16.92 | 0.170 |
| 15.71 | 0.165 |
| 8.37 | 0.190 |

The lack of correlation between the $\sigma_{L \leftarrow 0}$ value and ECIOS scaling relation velocity can be accounted for in that the IOS, regardless of choice of $k$ value, assumes an instantaneous collision. Any correction accounting for collision time, such as the ECIOS scaling relation, would not be directly correlated to the $k$ value used in the IOS $\sigma_{L-0}$ cross section calculations.

In summary, then, the results in this section recommend for the calculation of IOS $\sigma_{L \leftarrow 0}$ cross sections the use of the highest $k$ value and then the use of these cross sections to calculate upward transitions. These cross sections are then to be used with the ECIOS scaling relations, where best results are obtained when the least velocity weighted by a factor dependent on the initial state is used for the $\tau$ value. The net effect of this method of calculating cross sections is to allow for a collision time in the IOS, and further, for this collision time to be dependent on the magnitude of $|\Delta j|$ for the transition.

Finding that $\tau$ increases as does $|\Delta j|$ or $\Delta E$ appears to violate the uncertainty principle. This seems to imply that interpreting $\tau$ as only a collision time may
be too narrow a definition of $\tau$. Since $\epsilon_{j}-\epsilon_{j^{\prime}}$ is also dependent on $|\Delta j|$ via

$$
\begin{equation*}
\epsilon_{j}-\epsilon_{j}^{\prime}=\left(j-j^{\prime}\right)\left(j+j^{\prime}+1\right) \frac{\hbar^{2}}{2 I} \tag{212}
\end{equation*}
$$

it could well be that instead of interpreting $\left(\epsilon_{j}-\epsilon_{j^{\prime}}\right) \tau$ in the ECIOS correction factor as an energy-collision time term it is found out that an (energy) ${ }^{2}$ term gives a better approximation to the exact cross sections.

### 4.2.6 General $S$-Matrix Scaling Relation

### 4.2.6.1 Using IOS $\sigma_{L-0}$ Cross Sections

In this section the General $S$-Matrix Scaling Relation (GSMSR, Equation (89)) is studied with regards to how well it can correct the IOS $\sigma_{L \leftarrow 0}$ cross sections. That is, even though exact $\sigma_{L \leftarrow 0}$ values are intended to be used in the GSMSR, it is investigated whether the GSMSR can improve the regular IOS results.

In replacing the exact $\sigma_{L \leftarrow 0}\left(E_{k}+\epsilon_{L}\right)$ with $\operatorname{IOS} \sigma_{L \leftarrow 0}\left(E_{k_{0}}\right)$, there is some arbitrariness as to the choice of $E_{k_{0}}$ since in the IOS all rotational states are degenerate. The choice is made to interpret the $[L] \sigma_{0-L}^{\text {Exact }}\left(E_{k}+\epsilon_{L}\right)$ term as $\sigma_{0 \leftarrow L}^{\mathrm{IOS}}\left(E_{k_{0}}\right)$. That is, the choice of the $k_{0}^{2}$ value which will replace operator $k^{2}$ will correspond to the kinetic energy $E_{k}$ with the $\epsilon_{L}$ term ignored. With this substitution Equation (89) becomes
$\sigma_{j \leftarrow j^{\prime}}\left(E_{k}+\epsilon_{j^{\prime}}\right)=(2 j+1) \sum_{L}\left(\begin{array}{ccc}j & j^{\prime} & L \\ 0 & 0 & 0\end{array}\right)^{2}\left[\frac{6+\left[\left(\epsilon_{L}-\epsilon_{0}\right) \tau / 2 \hbar\right]^{2}}{6+\left[\left(\epsilon_{j^{\prime}}-\epsilon_{j}\right) \tau / 2 \hbar\right]^{2}}\right]^{2} \sigma_{L \leftarrow 0}^{\operatorname{IOS}}\left(E_{k}\right)$.

As well, the optimal choice of $\tau$ was involved using for each $j^{\prime}$, an $f$ value and the minimum collision velocity. This resulted in the cross sections listed in Table 18.

The cross sections were calculated using (213) and the values where $E_{k_{j^{\prime}}}$ is the translational energy associated with rotor state $j^{\prime}$ from Table 5. The $\tau$ value is calculated using the minimum collision velocity, the value for $f$ reported below and equation (211).

## Table 18: GSMSR Cross Sections At 300K Using IOS $\sigma_{L \leftarrow 0}$ Values

Part A: $j^{\prime}$ denotes initial state and $j$ the final state. All cross sections are in $\AA^{2}$.

|  | $j^{\prime}=0$ | $j^{\prime}=2$ | $j^{\prime}=4$ | $j^{\prime}=6$ | $j^{\prime}=8$ | $j^{\prime}=10$ |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: |
| $j=0$ | 101.90 | 4.62 | 0.61 | 0.15 | 0.05 | 0.02 |
| $j=2$ | 23.58 | 111.55 | 7.25 | 1.27 | 0.32 | 0.11 |
| $j=4$ | 5.85 | 13.53 | 115.11 | 7.92 | 1.27 | 0.32 |
| $j=6$ | 1.64 | 2.73 | 9.98 | 122.88 | 7.52 | 1.14 |
| $j=8$ | 0.52 | 0.72 | 1.44 | 9.64 | 134.71 | 6.33 |
| $j=10$ | 0.18 | 0.23 | 0.30 | 1.48 | 9.30 | 158.25 |
| $f$ Value | 1 | 0.25 | 0.30 | 0.20 | 0.15 | 0.10 |

${ }^{1}$ The $\tau$ value cancels out for these transitions

Part B: Ratio of GSMSR to exact cross sections.

|  | $j^{\prime}=0$ | $j^{\prime}=2$ | $j^{\prime}=4$ | $j^{\prime}=6$ | $j^{\prime}=8$ | $j^{\prime}=10$ |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: |
| $j=0$ | 0.87 | 0.97 | 1.7 | 4.5 | 16 | $1.5 \times 10^{2}$ |
| $j=2$ | 1.0 | 0.88 | 1.2 | 2.3 | 6.1 | 40 |
| $j=4$ | 2.2 | 1.4 | 0.88 | 1.0 | 1.7 | 6.9 |
| $j=6$ | 5.2 | 2.6 | 1.1 | 0.86 | 0.86 | 1.7 |
| $j=8$ | 20 | 7.6 | 1.7 | 1.2 | 0.85 | 1.0 |
| $j=10$ | $3.0 \times 10^{2}$ | 79 | 9.7 | 4.0 | 2.4 | 0.80 |

For transitions with $j^{\prime}=0$, (213) reduces to

$$
\begin{equation*}
\sigma_{j \leftarrow 0}^{\mathrm{GSM}}\left(E_{k}+\epsilon_{j^{\prime}}\right)=\sigma_{j \rightarrow 0}^{\operatorname{IOS}}\left(E_{k}\right) \tag{214}
\end{equation*}
$$

and for those with $j=0$, (213) reduces to

$$
\begin{equation*}
\sigma_{0 \leftarrow j^{\prime}}^{\operatorname{GSM}}\left(E_{k}+\epsilon_{j^{\prime}}\right)=\frac{1}{\left[j^{\prime}\right]} \sigma_{j^{\prime}-0}^{\operatorname{IOS}}\left(E_{k}\right) \tag{215}
\end{equation*}
$$

so there is no change in these values from Table 5. The other values report a marginal improvement over Table 5 (ie., the IOS Scaling Relation with IOS $\sigma_{L \leftarrow 0}$ values) in that elastic cross sections are increased and inelastic cross sections are decreased, more in keeping with exact results. The $\tau$ values which worked best tend to decrease as $j^{\prime}$ increases but this is not a definite trend as the $j^{\prime}=2$ column demonstrates.

An alternative for these calculations is to convert (89) using the equation for detailed balance (equation (208)) to

$$
\begin{align*}
& \sigma_{j \leftarrow j^{\prime}}^{G S M}\left(E_{k}+\epsilon_{j^{\prime}}\right) \\
& =(2 j+1) \sum_{L}\left(\begin{array}{ccc}
j & j^{\prime} & L \\
0 & 0 & 0
\end{array}\right)^{2}\left[\frac{6+\left[\left(\epsilon_{L}-\epsilon_{0}\right) \tau / 2 \hbar\right]^{2}}{6+\left[\left(\epsilon_{j^{\prime}}-\epsilon_{j}\right) \tau / 2 \hbar\right]^{2}}\right]^{2}\left(\frac{E_{k}+\epsilon_{L}}{E_{k}}\right) \sigma_{L \leftarrow 0}^{\text {Exact }} \tag{216}
\end{align*}
$$

and replace $\sigma_{L \leftarrow 0}^{\text {Exact }}$ with $\sigma_{L \curvearrowleft 0}^{\mathrm{IOS}}$. This results in

$$
\begin{align*}
& \sigma_{j \leftarrow j^{\prime}}^{G S M}\left(E_{k}+\epsilon_{j^{\prime}}\right) \\
& =(2 j+1) \sum_{L}\left(\begin{array}{ccc}
j & j^{\prime} & L \\
0 & 0 & 0
\end{array}\right)^{2}\left[\frac{6+\left[\left(\epsilon_{L}-\epsilon_{0}\right) \tau / 2 \hbar\right]^{2}}{6+\left[\left(\epsilon_{j^{\prime}}-\epsilon_{j}\right) \tau / 2 \hbar\right]^{2}}\right]^{2}\left(\frac{E_{k}+\epsilon_{L}}{E_{k}}\right) \sigma_{L \leftarrow 0}^{\mathrm{IOS}} . \tag{217}
\end{align*}
$$

Comparing (217) with (216) reveals that the effect of this treatment would be to multiply all cross sections by a factor of $\left(E_{k}+\epsilon_{L}\right) / E_{k}>1$ which would
lead to even poorer agreement with the exact cross sections. Other ways of approximating the $\sigma_{L \leftarrow 0}^{\mathrm{EX}}\left(E_{k}+\epsilon_{L}\right)$ term by a $\sigma_{L \leftarrow 0}^{\mathrm{IOS}}\left(E_{k_{0}}\right)$ value would not be expected to significantly improve these results owing to the fact that the values of $\sigma_{L \hookrightarrow 0}^{\mathrm{IOS}}\left(E_{k_{0}}\right)$ change only slightly with respect to a change in $k_{0}$ (Table 4).

It may be concluded that the GSMSR, even though intended for use with exact $\sigma_{L \leftarrow 0}$ values does have an advantage over the ECIOS (one intended for $\operatorname{IOS} \sigma_{L \leftarrow 0}$ values) in increasing elastic cross sections. With regards to inelastic cross sections, however, the ECIOS does a better job than the GSMSR of scaling down the high $\sigma_{j ;-j^{\prime}}^{\mathrm{IOS}}$ values to match exact $\sigma_{j-j^{\prime}}$ cross sections.

### 4.2.6.2 Using Exact $\sigma_{L \leftarrow 0}$ Cross Sections

The GSMSR was tested as to how well it applied to reproducing the exact results. In order to calculate the column of cross sections with $j^{\prime}=10$, the GSMSR required the calculation of $\sigma_{L \leftarrow 0}\left(E_{k}+\epsilon_{L}\right)$ cross sections for $E_{k}$ corresponding to 103 K and $\epsilon_{L}$ for $L=0,2,4,6,8,12,14$ in order to get enough terms in (89) to have the resulting $\sigma_{j \leftarrow j^{\prime}}$ cross sections converge to two significant figures. Table 19 lists the details of this calculation, ie., the input values required for the calculation of cross sections for the GSMSR. $E_{k}$ is the energy according to the most probable translational energy at $103 \mathrm{~K} . J=\lambda+j$ is the total angular momentum. The last contributing $J$ value is that value of $J$ for which there was a contribution of at least $1 \times 10^{-7} \AA^{2}$ to the cross section.

# Table 19: Input $\sigma_{L \leftarrow 0}\left(E_{k}+\epsilon_{L}\right)$ Values for the GSMSR at 300 K for $j^{\prime}=10$ 

| Cross <br> Section | Largest condition number ${ }^{1}$ | Max. rotor state | $\begin{gathered} \hline \text { Max. } \\ \lambda \end{gathered}$ | $\begin{gathered} \text { Max. } \\ J \end{gathered}$ | Contri buting J | Calc. time $(\mathrm{sec})^{2}$ | Cross <br> Section in $\AA^{2}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\sigma_{0 \leftarrow 0}\left(E_{k}+\epsilon_{0}\right)$ | $2.2 \times 10^{3}$ | 4 | 80 | 84 | 55 | 3.3 | $1.77 \times 10^{2}$ |
| $\sigma_{0-2}\left(E_{k}+\epsilon_{2}\right)$ | $1.4 \times 10^{5}$ | 4 | 80 | 84 | 59 | 3.3 | $4.71 \times 10^{0}$ |
| $\sigma_{0 \leftarrow 4}\left(E_{k}+\epsilon_{4}\right)$ | $8.5 \times 10^{5}$ | 6 | 90 | 96 | 67 | 6.7 | $4.32 \times 10^{-1}$ |
| $\sigma_{0 \leftarrow 6}\left(E_{k}+\epsilon_{6}\right)$ | $9.5 \times 10^{6}$ | 8 | 100 | 108 | 78 | 14.5 | $6.50 \times 10^{-2}$ |
| $\sigma_{0 \leftarrow 8}\left(E_{k}+\epsilon_{8}\right)$ | $1.1 \times 10^{7}$ | 8 | 110 | 118 | 90 | 16.2 | $3.55 \times 10^{-3}$ |
| $\sigma_{0 \leftarrow 10}\left(E_{k}+\epsilon_{10}\right)$ | $1.9 \times 10^{7}$ | 10 | 120 | 130 | 104 | 68.9 | $1.17 \times 10^{-4}$ |
| $\sigma_{0 \leftarrow 12}\left(E_{k}+\epsilon_{12}\right)$ | $6.1 \times 10^{5}$ | 12 | 140 | 152 | 118 | 81.2 | $3.11 \times 10^{-6}$ |
| $\sigma_{0 \leftarrow 14}\left(E_{k}+\epsilon_{14}\right)$ | $3.5 \times 10^{6}$ | 14 | 150 | 164 | 132 | 162.1 | $1.50 \times 10^{-7}$ |

[^2]The GSMSR also requires the calculation of a collision time $\tau$. Using an average $\tau$ value with minimum $v$ resulted in inelastic cross sections that were too low and an elastic cross section that was too high. If, however, $\tau$ is decreased, it is found that this scaling relationship decreases elastic cross sections since the coefficient in each term in the sum in (89) becomes

$$
\begin{equation*}
\left[\frac{6+[L(L+1) \hbar \tau /(4 I)]^{2}}{6}\right]^{2} \tag{218}
\end{equation*}
$$

Not only does a decrease in $\tau$ decrease elastic cross sections, but it also increases inelastic cross sections since the coefficient in each term for these cross sections
in (89) becomes

$$
\begin{equation*}
\frac{6+[L(L+1) \hbar \tau /(4 I)]^{2}}{6+\left[\left[j^{\prime}\left(j^{\prime}+1\right)-j(j+1)\right] \hbar \tau /(4 I)\right]^{2}} \tag{219}
\end{equation*}
$$

and for $L$ small (where most of the contribution occurs) and $j^{\prime}=10$ and $j=2,4,6,8$

$$
\begin{equation*}
j^{\prime}\left(j^{\prime}+1\right)-j(j+1)>L(L+1) . \tag{220}
\end{equation*}
$$

A $\tau$ value of $1.28 \times 10^{-13}$ seconds was then found to bring all results to within $25 \%$ of the exact results as is shown in Table 20.

## Table 20: GSMSR at 300K Using Exact $\sigma_{L \leftarrow 0}\left(E_{k}+\epsilon_{L}\right)$ Values

The $\sigma_{L \leftarrow 0}\left(E_{k}+\epsilon_{L}\right)$ values used are from Table 19. $\tau=1.28 \times 10^{-13} \mathrm{~s}$.

| Transition | Cross <br> Section <br> in $\AA^{2}$ | Ratio to <br> Exact <br> Results |
| :--- | ---: | ---: |
| $0 \leftarrow 10$ | 0.00 | 1.00 |
| $2 \leftarrow 10$ | 0.00 | 1.25 |
| $4 \leftarrow 10$ | 0.06 | 1.24 |
| $6 \leftarrow 10$ | 0.49 | 0.75 |
| $8 \leftarrow 10$ | 6.73 | 1.04 |
| $10 \leftarrow 10$ | 184 | 0.93 |

The results in Table 20 demonstrate that the GSMSR, with its allowance of a collision time, is about as accurate in predicting cross sections as the regular IOS Scaling Relation (Table 10), where no collision times were taken into account. (The $j^{\prime}=0$ is a special case for the GSMSR in which (89) reduces to

$$
\begin{equation*}
\sigma_{j \leftarrow j^{\prime}}\left(E_{k}+\epsilon_{j^{\prime}}\right)=\sigma_{L \leftarrow 0}\left(E_{k}+\epsilon_{j^{\prime}}\right) \tag{221}
\end{equation*}
$$

with $j=L$ ). The success of the GSMSR then seems to come not so much in accounting for a collision time but in that it makes use of the IOS scaling relationship.

One further result from Table 20 is that the $\tau$ value was found to have the same magnitude as in the ECIOS case, again suggesting the actual time of interaction to be about $1 / 10$ th the time it takes for a particle going at minimum collision velocity to traverse a shell with radius $a=5.5 \AA$. There are, however, some limitations to interpreting this $\tau$ value as an actual time of collision. This is demonstrated by adjusting the $\tau$ value for each transition in order for the cross section to fit with exact results. Table 21 lists the $\tau$ values required to get cross sections that are within $1 \%$ of the value of the exact results.

## Table 21: $\tau$ Values Required to Match the GSMSR with Exact Results at 300K

The $\tau$ reported below is that value required by the GSMSR to give cross sections to within $1 \%$ of the exact values.

| Transition | $\tau$ value <br> in seconds |
| :--- | ---: |
| $2 \leftarrow 10$ | $1.79 \times 10^{-13}$ |
| $4 \leftarrow 10$ | $1.53 \times 10^{-13}$ |
| $6 \leftarrow 10$ | $0.89 \times 10^{-13}$ |
| $8 \leftarrow 10$ | $1.36 \times 10^{-13}$ |
| $10 \leftarrow 10$ | $8.52 \times 10^{-13}$ |

The $\tau$ value required to fit the elastic cross section to exact results is 5 10 times higher than the $\tau$ value required for inelastic cross sections but there
does not appear to be any physical reason why this should be so. As well, no direct relationship appears between the $\tau$ value and the type of transition (eg. decreasing $\tau$ with increasing $j$ ) which cautions one to not make too literal an interpretation of the $\tau$ value as being an accurate measure of the collision time.

### 4.2.7 Accessible States Scaling Relation

### 4.2.7.1 Using IOS $\sigma_{L \leftarrow 0}$ Cross Sections

In the previous section, the GSMSR used the assumptions of the IOS to relate $\sigma_{j \leftarrow j^{\prime}}\left(E_{k}+\epsilon_{j^{\prime}}\right)$ values with $\sigma_{0 \leftarrow L}\left(E_{k}+\epsilon_{L}\right)$ cross sections. In the Accessible States Scaling Relation (ASSR), the assumptions involve a simplification of angular coupling coefficients, neglect of quantum tunnelling and a statistical treatment of transition probabilities [33]. This leads to an alternative relationship between $\sigma_{0 \leftarrow L}\left(E_{k}+\epsilon_{L}\right)$ values with $\sigma_{j \leftarrow j^{\prime}}\left(E_{k}+\epsilon_{j^{\prime}}\right)$ cross sections. In this section several cross sections are calculated using the ASSR in order to determine how well it can reproduce exact cross sections.

The difference of the ASSR with the GSMSR is that the ASSR uses only one $\sigma_{0 \leftarrow L}\left(E_{k}+\epsilon_{L}\right)$ value for each $\sigma_{j \leftarrow j^{\prime}}\left(E_{k}+\epsilon_{j^{\prime}}\right)$ cross section calculated whereas the GSMSR involves a sum of $\sigma_{0 \leftarrow L}\left(E_{k}+\epsilon_{L}\right)$ values for calculation of the $\sigma_{j-j^{\prime}}\left(E_{k}+\right.$ $\epsilon_{j^{\prime}}$ ) cross section. For this reason the ASSR calculations are easier and less costly to obtain than the GSMSR calculations. As mentioned above, since the ASSR is similar to the GSMSR in that it relates $\sigma_{j-j^{\prime}}\left(E_{k}+\epsilon_{j^{\prime}}\right)$ cross sections with cross sections of a different energy, namely the $\sigma_{0-L}\left(E_{k}+\epsilon_{L}\right)$ cross section.

Although the ASSR is intended to be used with exact $\sigma_{L-0}\left(E_{k}+\epsilon_{L}\right)$ values, a study is made in this section as to how good a scaling relation the ASSR is with the IOS $\sigma_{L-0}$ values. Comparing these results with exact results, it will be determined how compatible the assumptions that lead to the IOS cross sections are with the assumptions that lead to the ASSR.

As in the GSMSR when IOS $\sigma_{L-0}$ values were used, the choice is made to interpret the quantity $\left[j^{\prime}-j\right] \sigma_{0 \leftarrow\left|j^{\prime}-j\right|}^{\mathrm{EX}}\left(E_{k}+\epsilon_{\left|j^{\prime}-j\right|}\right)$ as $\sigma_{L \leftarrow 0}^{\mathrm{IOS}}\left(E_{k_{0}}\right)$. With this substitution, equation (91) becomes

$$
\begin{equation*}
\sigma_{j \leftarrow j^{\prime}}^{\mathrm{AS}}\left(E_{k}+\epsilon_{j^{\prime}}\right)=\frac{[j]}{\left[j^{\prime}\right]} \frac{N\left(E_{k}+\epsilon_{j^{\prime}}-j\right)}{N\left(E_{k}+\epsilon_{j^{\prime}}\right)} \sigma_{\left|j^{\prime}-j\right| \leftarrow 0}^{\mathrm{IOS}}\left(E_{k_{0}}\right) . \tag{222}
\end{equation*}
$$

Table 22 lists the cross sections calculated from (222) using the IOS cross sections of Table 5.

# Table 22: ASSR Cross Sections at 300K Using IOS $\sigma_{L \leftarrow 0}$ Values 

Part A: Accessible States Cross Sections using $\sigma_{L-0}\left(E_{k_{j^{\prime}}}\right) \cdot j^{\prime}$ denotes initial state and $j$ the final state. All cross sections are in $\AA^{2}$.

|  | $j^{\prime}=0$ | $j^{\prime}=2$ | $j^{\prime}=4$ | $j^{\prime}=6$ | $j^{\prime}=8$ | $j^{\prime}=10$ |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: |
| $j=0$ | 101.90 | 4.62 | 0.61 | 0.15 | 0.05 | 0.02 |
| $j=2$ | 117.88 | 102.81 | 11.35 | 2.24 | 0.58 | 0.18 |
| $j=4$ | 57.39 | 41.56 | 96.54 | 13.20 | 2.82 | 0.72 |
| $j=6$ | 25.24 | 16.15 | 29.51 | 93.07 | 12.13 | 2.11 |
| $j=8$ | 11.18 | 5.97 | 10.38 | 24.93 | 91.29 | 6.71 |
| $j=10$ | 5.13 | 2.76 | 3.82 | 9.42 | 19.59 | 67.94 |

Part B: Ratio of above to the exact cross sections

|  | $j^{\prime}=0$ | $j^{\prime}=2$ | $j^{\prime}=4$ | $j^{\prime}=6$ | $j^{\prime}=8$ | $j^{\prime}=10$ |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: |
| $j=0$ | 0.87 | 0.97 | 1.7 | 4.5 | 16 | $1.5 \times 10^{2}$ |
| $j=2$ | 5.1 | 0.81 | 1.9 | 4.1 | 11 | 66 |
| $j=4$ | 21 | 4.2 | 0.74 | 1.7 | 3.7 | 15 |
| $j=6$ | 80 | 15 | 3.2 | 0.65 | 1.4 | 3.2 |
| $j=8$ | $4.4 \times 10^{2}$ | 63 | 12 | 3.1 | 0.57 | 1.0 |
| $j=10$ | $8.5 \times 10^{3}$ | $9.4 \times 10^{2}$ | $1.2 \times 10^{2}$ | 26 | 5.1 | 0.34 |

Downward transitions appear more accurate than upward transitions at the same $j^{\prime}$ and $|\Delta j|$. Elastic cross sections underestimate exact results and become increasingly lower as $j^{\prime}$ increases.

For transitions with $j=0$, (222) reduces to the expression

$$
\begin{equation*}
\sigma_{0 \rightarrow j^{\prime}}^{\mathrm{AS}}\left(E_{k}+\epsilon_{j^{\prime}}\right)=\frac{1}{\left[j^{\prime}\right]} \sigma_{j^{\prime} \rightarrow 0}^{\mathrm{IOS}}\left(E_{k_{0}}\right) \tag{223}
\end{equation*}
$$

and so for these transitions the ASSR using IOS $\sigma_{L \leftarrow 0}$ values is the same as the IOS scaling relation using $\sigma_{L \leftarrow 0}^{\mathrm{IOS}}$ values. For all other transitions, however, these

ASSR cross sections prove much more inaccurate than the IOS scaling relation using $\sigma_{L \leftarrow 0}^{\mathrm{IOS}}$ values in that the ASSR reports higher inelastic and lower elastic cross sections than the IOS results. An alternative calculation, ie., use in (91) the exact relation

$$
\begin{equation*}
\left[j^{\prime}-j\right] \sigma_{0 \leftarrow\left|j^{\prime}-j\right|}^{\text {Exact }}\left(E_{k}+\epsilon_{\left|j^{\prime}-j\right|}\right)=\left[\frac{E_{k}+\epsilon_{\left|j^{\prime}-j\right|}}{E_{k}}\right] \sigma_{\left|j^{\prime}-j\right| \leftarrow 0}^{\text {Exact }}\left(E_{k}+\epsilon_{\left|j^{\prime}-j\right|}\right) \tag{224}
\end{equation*}
$$

and then approximate $\sigma_{\left|j^{\prime}-j\right| \leftarrow 0}^{\text {Exact }}\left(E_{k}+\epsilon_{\left|j^{\prime}-j\right|}\right)$ by $\sigma_{L \leftarrow 0}^{\mathrm{IO}}\left(E_{k_{0}}\right)$ as outlined in (216) to (217) for the General $S$-Matrix Scaling relation, leads to all cross sections being multiplied by a factor of $\left(E_{k}+\epsilon_{\left|j^{\prime}-j\right|}\right) / E_{k}>1$. This would increase the already high inelastic cross sections.

From the results in this section it appears important to retain the angular coupling coefficients (the $3-j$ symbols) when relating $\sigma_{j \leftarrow j^{\prime}}^{I O S}$ cross sections with $\sigma_{L \leftarrow 0}^{I O S}$ values since the scaling relations based on the $3-j$ symbols (the regular IOS and ECIOS scaling relations) prove better than the ASSR. The ASSR, by assuming these coefficients to be functions of differences in $j$ and $j^{\prime}$ only, is not compatible with the $\sigma_{L \leftarrow 0}^{\mathrm{IOS}}$ values since it does not correct for and in fact amplifies the inaccuracies resulting from using the $\sigma_{L \curvearrowleft 0}^{\mathrm{IOS}}$ values, namely, low elastic and high inelastic cross sections.

### 4.2.7.2 Using Exact $\sigma_{L-0}$ Cross Sections

Accessible states cross sections have been calculated for $j^{\prime}=10$ and $j^{\prime}=6$. For $j^{\prime}=10$ the input cross sections are given in Table 19 while the $j^{\prime}=6$ while the $j^{\prime}=6$ input cross sections appear in Table 23. The same $\sigma_{0-L}\left(E_{k}+\epsilon_{L}\right)$ values
given in Table 19 are then used for cross sections with initial rotor state of 10. As well, the $\sigma_{0 \leftarrow L}\left(E_{k}+\epsilon_{L}\right)$ values given in Table 23 are used to calculate cross sections with initial rotor state of 6 .

In Table $23 E_{k}$ is the energy according to the most probable translational energy at 300 K , and $\epsilon_{L}=L(L+1) \hbar^{2} / 2 I . J=\lambda+j$ is the total angular momentum. The last contributing $J$ value is that value of $J$ for which there was a contribution of at least $1 \times 10^{-7} \AA^{2}$ to the cross section. The time for calculations is that required for the Amdahl 5840.

Table 23: Input $\sigma_{0 \leftarrow L}\left(E_{k}+\epsilon_{L}\right)$ Values for the ASSR at 300 K for $j^{\prime}=6$

| Cross Section | Largest Condition Number ${ }^{1}$ | Max. <br> Rotor <br> State | $\begin{gathered} \text { Max. } \\ \lambda \end{gathered}$ | $\begin{gathered} \text { Max. } \\ J \end{gathered}$ | Contributing $J$ | Calc. <br> Time ${ }^{2}$ <br> (sec.) | $\begin{aligned} & \text { Cross Section } \\ & \text { in } \AA^{2} \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\sigma_{0 \leftarrow 0}\left(E_{k}+\epsilon_{0}\right)$ | $1.2 \times 10^{7}$ | 8 | 110 | 118 | 89 | 20.138 | $0.126952 \times 10^{3}$ |
| $\sigma_{0 \leftarrow 2}\left(E_{k}+\epsilon_{2}\right)$ | $1.8 \times 10^{5}$ | 8 | 110 | 118 | 91 | 19.737 | $0.507163 \times 10^{1}$ |
| $\sigma_{0 \leftarrow 4}\left(E_{k}+\epsilon_{4}\right)$ | $2.1 \times 10^{5}$ | 10 | 120 | 130 | 96 | 39.148 | $0.404343 \times 10^{0}$ |
| $\sigma_{0 \leftarrow 6}\left(E_{k}+\epsilon_{6}\right)$ | $1.9 \times 10^{7}$ | 10 | 120 | 130 | 104 | 68.934 | $0.340958 \times 10^{-1}$ |

1. Not all the conditions numbers checked for the $0 \longleftarrow 6$ transition
2. Calculations for the $0 \longleftarrow 6$ transition done on an Amdahl 470 V8

The values from Tables 19 and 23 were then substituted into equation (91) and the resulting cross sections are displayed in Table 24.

## Table 24: ASSR Cross Sections Using Exact

 $\sigma_{0 \leftarrow L}\left(E_{k}+\epsilon_{L}\right)$ Values for 300 KThe $\sigma_{0 \leftarrow L}\left(E_{k}+\epsilon_{L}\right)$ values used are from Tables 19 and 23 .

|  | Cross <br> Section <br> in $\AA^{2}$ | Ratio to <br> Exact <br> Results |  | Cross <br> Section <br> in $\AA^{2}$ | Ratio to <br> Exact <br> Results |
| :--- | ---: | ---: | ---: | ---: | ---: |
| $0 \leftarrow 6$ | 0.03 | 1.00 | $0 \leftarrow 10$ | 0.00 | 1.00 |
| $2 \leftarrow 6$ | 1.27 | 2.32 | $2 \leftarrow 10$ | 0.00 | 4.32 |
| $4 \leftarrow 6$ | 14.36 | 1.86 | $4 \leftarrow 10$ | 0.03 | 5.62 |
| $6 \leftarrow 6$ | 126.95 | 0.73 | $6 \leftarrow 10$ | 1.31 | 2.00 |
| $8 \leftarrow 6$ | 25.36 | 3.34 | $8 \leftarrow 10$ | 8.67 | 1.34 |
| $10 \leftarrow 6$ | 3.64 | 14.7 | $10 \leftarrow 10$ | 80.58 | 0.41 |

The calculations in Table 22 are also more inaccurate than the ASSR using $\sigma_{0 \backsim\left|j^{\prime}-j\right|}^{\text {Exact }}\left(E_{k}+\epsilon_{\left|j^{\prime}-j\right|}\right)$ values (Table 24).

On the basis of these results, the ASSR calculates elastic cross sections that are lower and inelastic cross sections that are higher than the exact cross sections. (The special case where $j=0$ reduces (91) to

$$
\begin{equation*}
\sigma_{0 \leftarrow j^{\prime}}\left(E_{k}+\epsilon_{j^{\prime}}\right)=\sigma_{0 \leftarrow L}\left(E_{k}+\epsilon_{L}\right) \tag{225}
\end{equation*}
$$

with $j^{\prime}=L$ and so the $0 \longleftarrow 10$ and $0 \leftarrow 6$ ASSR cross sections are exact). As well, as $\left|j-j^{\prime}\right|$ increases, so too does the error. In the $j^{\prime}=6$ column the cross section for a downward transition with a given $\left|j-j^{\prime}\right|$ is much closer to the exact value than is the upward transition cross section for the same $\left|j-j^{\prime}\right|$.

In the paper where the ASSR is introduced some calculations [32] using the ASSR for Ar- $\mathrm{N}_{2}$ using the potential of Pattengill, LaBudde, Bernstein and Curtiss [39], it was found that error increases as $\left|j-j^{\prime}\right|$ increases. In these calculations
it was also found that the error for transitions for the $\mathrm{Ar}-\mathrm{N}_{2}$ system increases as $j^{\prime}$ increases but this is not the case for the results in Table 24 . For example, the ratio of the $4 \leftarrow 6$ transition cross section to exact results is 1.9 but for the $8 \leftarrow 10$ transition is more accurate, with a ratio to exact results of 1.3.

It was also found in the calculations by DePristo [33] that the ASSR for some transitions where $\left|j-j^{\prime}\right|=4$ can overpredict by a factor of 2 (as is the case in this study for the $2 \leftarrow 6$ and $6 \leftarrow 10$ transitions) and the ASSR for $\left|j-j^{\prime}\right|=6$ can overpredict by as much as 11 times (here, for the $4 \leftarrow 10$ transition, the ASSR overpredicts by only about 5.5 times).

In comparison to the ASSR cross sections, the IOS cross sections which use the IOS $\sigma_{L+0}$ values (Table 5) are better for all the $j^{\prime}=6$ transitions and for the $j^{\prime}=10$ transitions for $\left|j-j^{\prime}\right|=0$ and 2 (ie. the $10 \longleftarrow 10$ and $8 \leftarrow 10$ transitions). The two are similar in that they become worse with increasing $\left|j-j^{\prime}\right|$ and this error in both scaling relations grows to about the same magnitude as the transition becomes more inelastic. For example, the errors in the IOS for the $8 \leftarrow 10,6 \leftarrow 10$ and $4 \leftarrow 10$ transitions are $15 \%, 160 \%$ and $880 \%$ and for the ASSR are $34 \%, 100 \%$ and $460 \%$ respectively. DePristo further notes [33] that using pure statistical theory (ie. treating all rotational states as degenerate) to relate the $\sigma_{0 \leftarrow L}\left(E_{k}+\epsilon_{L}\right)$ values with the $\sigma_{j-j^{\prime}}\left(E_{k}+\epsilon_{j^{\prime}}\right)$ cross sections leads to even greater inelastic cross sections and hence even poorer results. It seems possible then that the reason for the overestimation of the inelastic collisions comes from the statistical assumptions made in each scaling relation, the ASSR when it
assumes that the transition probability is inversely proportional to the number of accessible states, and the IOS, when it replaces operator $k_{j}^{2}$ with one parameter $k_{0}^{2}$ and in doing so treats all rotational states as energetically equivalent.

One further note on DePristo's work [33] which may have some relevance on this work is that DePristo found that his scaling theory worked best for systems with a lower reduced mass, such as a $\mathrm{He}-\mathrm{CO}$ system, for which the reduced mass is about 3.5 atomic mass units (amu). Less accurate results were found by DePristo for the $\mathrm{Ar}-\mathrm{N}_{2}$ system, which has a reduced mass of 16.5 amu .

Finally, in comparing the ASSR cross sections (which vary by as much as $1500 \%$ from the exact results) with the GSMSR cross sections (which vary by at most only $25 \%$ from the exact results (Table 20)), it may be concluded that the manner in which the GSMSR relates the $\sigma_{0-L}\left(E_{k}+\epsilon_{L}\right)$ values with the $\sigma_{j-j^{\prime}}\left(E_{k}+\epsilon_{j^{\prime}}\right)$ cross sections appears to be more reliable. In the ASSR, the combined assumptions of degeneracy, the Effective Hamiltonian having angular coupling coefficients dependent on energy differences and neglect of quantum tunnelling lead to errors of the same magnitude found in IOS scaling relations with IOS $\sigma_{L \rightarrow 0}$ values even though exact input cross sections are used. One possibility for decreasing this error of the ASSR is to modify or remove its assumption that on statistical grounds that the transition probability is proportional to the number of accessible states.

### 4.3 Cross Sections at 1000 K

### 4.3.1 The Exact Cross Sections

An exact calculation for 1000 K was carried out. This requires changing certain parameters from the values used for the 300 K calculation. Specifically, at 1000 K , the thermally most probable rotor state is 12.64 (which was taken to be 12 since this study considers only the even rotor states) and the maximum rotor state for $\mathrm{N}_{2}$ with a translational energy of 1000 K (ie. using (190)) and initial rotational state of 12 is 20 . This gives a total energy of $E=k_{B} T+\epsilon_{12}=2.004 \times 10^{-20} J$. If all the energy from the initial conditions is converted to kinetic energy then the maximum $k$ value possible is $3.14 \times 10^{11} \mathrm{~m} .^{-1}$ Using (196) the maximum partial wave contributing is estimated at 173 so contributions from 190 partial waves were kept. All other parameters - those for the potential and N-N distance were kept at the same values as used in the 300 K calculations. As this study is focussed on the utility of the IOS approximation and its variants to calculate rotational cross sections, any aspects of vibrational motion have been ignored. The calculated cross sections retaining only open states are listed in Table 25.

## Table 25: Exact Cross Sections at Energy=1000K

 $j^{\prime}$ denotes initial state and $j$ the final state. All cross sections are in $\AA^{2}$.|  | $j^{\prime}=0$ | $j^{\prime}=2$ | $j^{\prime}=4$ | $j^{\prime}=6$ | $j^{\prime}=8$ | $j^{\prime}=10$ |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: |
| $j=0$ | 70.07 | 3.13 | 0.19 | 0.01 | 0.00 | 0.00 |
| $j=2$ | 15.44 | 73.92 | 5.24 | 0.27 | 0.02 | 0.00 |
| $j=4$ | 1.68 | 9.16 | 75.64 | 4.96 | 0.30 | 0.02 |
| $j=6$ | 0.16 | 0.66 | 6.83 | 80.03 | 5.52 | 0.32 |
| $j=8$ | 0.01 | 0.06 | 0.51 | 6.75 | 79.69 | 6.01 |
| $j=10$ | 0.00 | 0.00 | 0.03 | 0.44 | 6.76 | 85.11 |
| $j=12$ | 0.00 | 0.00 | 0.00 | 0.03 | 0.44 | 6.70 |
| $j=14$ | 0.00 | 0.00 | 0.00 | 0.00 | 0.03 | 0.36 |
| $j=16$ | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.02 |
| $j=18$ | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 |
| $j=20$ | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 |


|  | $j^{\prime}=12$ | $j^{\prime}=14$ | $j^{\prime}=16$ | $j^{\prime}=18$ | $j^{\prime}=20$ |
| :--- | ---: | ---: | ---: | ---: | ---: |
| $j=0$ | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 |
| $j=2$ | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 |
| $j=4$ | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 |
| $j=6$ | 0.02 | 0.00 | 0.00 | 0.00 | 0.00 |
| $j=8$ | 0.37 | 0.02 | 0.00 | 0.00 | 0.00 |
| $j=10$ | 6.38 | 0.35 | 0.02 | 0.00 | 0.00 |
| $j=12$ | 90.09 | 6.63 | 0.39 | 0.03 | 0.00 |
| $j=14$ | 6.49 | 98.79 | 7.00 | 0.50 | 0.03 |
| $j=16$ | 0.34 | 6.28 | 108.63 | 8.05 | 0.49 |
| $j=18$ | 0.02 | 0.35 | 6.28 | 127.48 | 7.05 |
| $j=20$ | 0.00 | 0.01 | 0.22 | 4.00 | 171.52 |

For the inversion of matrix $\mathrm{K}^{2}+1$ the largest condition number was found to be of the order of $1 \times 10^{7}$. For the inversion of matrix $\mathbf{W}-1 / n j$ the largest condition number was found also to be about $1 \times 10^{7}$.

A comparison of the 300 K cross sections (Table 2) with the 1000 K cross sections reveals that all inelastic and elastic cross sections are reduced as the temperature increases.

### 4.3.2 The IOS $\sigma_{L \leftarrow 0}$ Cross Sections

As noted in the literature, the Energy Sudden [30] and Centrifugal Sudden [44] approximations improve for higher collision energies. Thus it is expected that the IOS, a combination of the ES and CS, should improve at a higher collision energy.

The IOS calculation was carried out for 1000 K keeping all the parameters the same as described for the 300 K calculation except: contributions from 190 instead of 120 partial waves were included and the $k_{0}=k_{\text {init }}$ value was calculated as that value which would give a total energy corresponding to

$$
\begin{equation*}
\frac{\hbar^{2} k_{\text {init }}^{2}}{2 \mu}+j_{\text {initial }}\left(j_{\text {initial }}+1\right) \frac{\hbar^{2}}{2 I}=2.004 \times 10^{-20} J \tag{226}
\end{equation*}
$$

where $2.004 \times 10^{-20} \mathrm{~J}$. is the total energy appropriate for 1000 K . Again the $\lambda_{0}$ value was chosen to be the average of $\lambda$ and $\lambda^{\prime}$. The calculated IOS cross sections are listed in Table 26.

Table 26: IOS Cross Sections at 1000K Using

$$
k_{0}=k_{\text {initial }}
$$

Part A: $j^{\prime}$ denotes initial state and $j$ the final state. All cross sections are in $\AA^{2}$.

|  | $j^{\prime}=0$ | $j^{\prime}=2$ | $j^{\prime}=4$ | $j^{\prime}=6$ | $j^{\prime}=8$ | $j^{\prime}=10$ |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: |
| $j=0$ | 62.40 | 3.97 | 0.34 | 0.05 | 0.01 | 0.00 |
| $j=2$ | 19.79 | 69.14 | 6.16 | 0.62 | 0.10 | 0.02 |
| $j=4$ | 3.05 | 11.18 | 69.04 | 6.77 | 0.73 | 0.13 |
| $j=6$ | 0.59 | 1.59 | 9.67 | 70.28 | 7.15 | 0.84 |
| $j=8$ | 0.14 | 0.30 | 1.29 | 9.24 | 71.98 | 7.52 |
| $j=10$ | 0.04 | 0.07 | 0.23 | 1.22 | 9.07 | 75.00 |
| $j=12$ | 0.01 | 0.02 | 0.05 | 0.22 | 1.20 | 9.11 |
| $j=14$ | 0.00 | 0.01 | 0.01 | 0.05 | 0.22 | 1.25 |
| $j=16$ | 0.00 | 0.00 | 0.00 | 0.01 | 0.05 | 0.24 |
| $j=18$ | 0.00 | 0.00 | 0.00 | 0.00 | 0.01 | 0.06 |
| $j=20$ | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.02 |


|  | $j^{\prime}=12$ | $j^{\prime}=14$ | $j^{\prime}=16$ | $j^{\prime}=18$ | $j^{\prime}=20$ |
| :--- | ---: | ---: | ---: | ---: | ---: |
| $j=0$ | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 |
| $j=2$ | 0.01 | 0.00 | 0.00 | 0.00 | 0.00 |
| $j=4$ | 0.03 | 0.01 | 0.00 | 0.00 | 0.00 |
| $j=6$ | 0.16 | 0.04 | 0.01 | 0.01 | 0.01 |
| $j=8$ | 0.95 | 0.19 | 0.06 | 0.03 | 0.02 |
| $j=10$ | 7.80 | 1.10 | 0.24 | 0.09 | 0.05 |
| $j=12$ | 78.95 | 8.40 | 1.25 | 0.33 | 0.14 |
| $j=14$ | 9.16 | 85.18 | 8.62 | 1.52 | 0.47 |
| $j=16$ | 1.32 | 9.65 | 92.63 | 9.00 | 1.81 |
| $j=18$ | 0.26 | 1.46 | 9.74 | 105.03 | 8.75 |
| $j=20$ | 0.06 | 0.29 | 1.60 | 10.03 | 127.47 |

## Table 26 - Continued

Part B: Ratio of IOS to exact cross sections

|  | $j^{\prime}=0$ | $j^{\prime}=2$ | $j^{\prime}=4$ | $j^{\prime}=6$ | $j^{\prime}=8$ | $j^{\prime}=10$ |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: |
| $j=0$ | 0.89 | 1.3 | 1.7 | 3.6 | 9.8 | 52 |
| $j=2$ | 1.3 | 0.94 | 1.2 | 2.3 | 4.9 | 20 |
| $j=4$ | 1.8 | 1.2 | 0.91 | 1.4 | 2.4 | 7.6 |
| $j=6$ | 3.8 | 2.4 | 1.4 | 0.88 | 1.3 | 2.7 |
| $j=8$ | 10 | 5.2 | 2.5 | 1.4 | 0.90 | 1.3 |
| $j=10$ | 48 | 19 | 7.4 | 2.8 | 1.3 | 0.88 |
| $j=12$ | $3.1 \times 10^{2}$ | $1.0 \times 10^{2}$ | 30 | 8.5 | 2.7 | 1.4 |
| $j=14$ | $1.3 \times 10^{3}$ | $4.5 \times 10^{2}$ | $1.2 \times 10^{2}$ | 33 | 8.4 | 3.4 |
| $j=16$ | $1.2 \times 10^{4}$ | $4.3 \times 10^{3}$ | $1.0 \times 10^{3}$ | $2.0 \times 10^{2}$ | 48 | 14 |
| $j=18$ | $1.3 \times 10^{5}$ | $3.7 \times 10^{4}$ | $6.1 \times 10^{3}$ | $1.2 \times 10^{3}$ | $2.4 \times 10^{2}$ | 71 |
| $j=20$ | $1.9 \times 10^{7}$ | $2.2 \times 10^{6}$ | $3.3 \times 10^{5}$ | $3.6 \times 10^{4}$ | $5.4 \times 10^{3}$ | $1.3 \times 10^{3}$ |


|  | $j^{\prime}=12$ | $j^{\prime}=14$ | $j^{\prime}=16$ | $j^{\prime}=18$ | $j^{\prime}=20$ |
| :--- | ---: | ---: | ---: | ---: | ---: |
| $j=0$ | $4.1 \times 10^{2}$ | $1.7 \times 10^{3}$ | $2.5 \times 10^{4}$ | $4.8 \times 10^{5}$ | $1.6 \times 10^{6}$ |
| $j=2$ | $1.3 \times 10^{2}$ | $5.5 \times 10^{2}$ | $8.0 \times 10^{3}$ | $1.2 \times 10^{5}$ | $1.4 \times 10^{7}$ |
| $j=4$ | 36 | $1.5 \times 10^{2}$ | $1.8 \times 10^{3}$ | $1.8 \times 10^{4}$ | $1.8 \times 10^{6}$ |
| $j=6$ | 8.8 | 36 | $2.7 \times 10^{2}$ | $2.4 \times 10^{3}$ | $1.1 \times 10^{5}$ |
| $j=8$ | 2.6 | 8.4 | 55 | $3.7 \times 10^{2}$ | $1.1 \times 10^{4}$ |
| $j=10$ | 1.2 | 3.1 | 13 | 78 | $1.6 \times 10^{3}$ |
| $j=12$ | 0.88 | 1.3 | 3.2 | 13 | $1.6 \times 10^{2}$ |
| $j=14$ | 1.4 | 0.86 | 1.2 | 3.1 | 18 |
| $j=16$ | 3.9 | 1.5 | 0.85 | 1.1 | 3.7 |
| $j=18$ | 15 | 4.2 | 1.6 | 0.82 | 1.2 |
| $j=20$ | $1.9 \times 10^{2}$ | 29 | 7.4 | 2.5 | 0.74 |

Contributions for $\lambda>184$ for $j=0$ were found to be negligible (ie., affecting only the sixth significant figure).

The unitarity of the $S$ matrix (equation (206)) again was verified to 6 significant figures for (206) summed up to $L=30$. As well, a check was done
on the $S$-matrix integration procedure, using 96 as well as 40 points for GaussLegendre integration. The 96 point integration procedure agreed with the 40 point procedure to 6 significant figures.

Table 26 demonstrates that in 28 of the 36 transitions for $j$ and $j^{\prime}$ ranging from 0 to 10 the ratios of the IOS cross sections to exact cross sections at 1000 K are closer to one than the corresponding ratios at 300 K (Table 5).

### 4.3.3 ECIOS $\sigma_{L \leftarrow 0}$ Cross Sections

One of the most attractive features of the ECIOS scaling law is that it corrects for the large IOS values for highly inelastic collisions. This warranted investigation at higher temperatures, where there is the possibility for even higher energy inelasticity. Will the ECIOS be able to correct for this as well?

Table 27 gives a comparison between exact, IOS, and ECIOS values at 1000 K . The $f$ value chosen for the EClOS calculation is 0.5 .

Table 27: ECIOS Cross Sections at 1000K

| Transition | Calculation | Cross Section | Ratio to Exact |
| :---: | :---: | :---: | :---: |
| $0 \leftarrow 0$ | Exact | 70.07 |  |
|  | IOS | 62.40 | 0.89 |
|  | ECIOS | 62.40 | 0.89 |
| $2 \leftarrow 0$ | Exact | 15.4 |  |
|  | IOS | 19.8 | 1.3 |
|  | ECIOS | 19.4 | 1.3 |
| $4 \leftarrow 0$ | Exact | 1.68 |  |
|  | IOS | 3.05 | 1.8 |
|  | ECIOS | 2.40 | 1.4 |
| $6 \leftarrow 0$ | Exact | 0.157 |  |
|  | IOS | 0.589 | 3.8 |
|  | ECIOS | 0.232 | 1.5 |
| $8 \leftarrow 0$ | Exact | 0.0137 |  |
|  | 105 | 0.138 | 10 |
|  | ECIOS | 0.0167 | 1.2 |
| $10 \leftarrow 0$ | Exact | $7.73 \times 10^{-4}$ |  |
|  | IOS | $3.72 \times 10^{-2}$ | 48 |
|  | ECIOS | $1.11 \times 10^{-3}$ | 1.4 |
| $12 \leftarrow 0$ | Exact | $3.57 \times 10^{-5}$ |  |
|  | 105 | $1.11 \times 10^{-2}$ | 310 |
|  | ECIOS | $7.86 \times 10^{-5}$ | 2.2 |
| $14 \leftarrow 0$ | Exact | $2.80 \times 10^{-6}$ |  |
|  | IOS | $3.56 \times 10^{-3}$ | 1300 |
|  | ECIOS | $5.97 \times 10^{-6}$ | 2.1 |
| $16 \leftarrow 0$ | Exact | $1.01 \times 10^{-7}$ |  |
|  | IOS | $1.19 \times 10^{-3}$ | 12000 |
|  | ECIOS | $4.60 \times 10^{-7}$ | 4.6 |
| $18 \leftarrow 0$ | Exact | $3.20 \times 10^{-9}$ |  |
|  | 105 | $4.12 \times 10^{-4}$ | 130000 |
|  | ECIOS | $3.15 \times 10^{-8}$ | 10 |
| $20 \leftarrow 0$ | Exact | $7.74 \times 10^{-12}$ |  |
|  | IOS | $1.46 \times 10^{-4}$ | 19000000 |
|  | ECIOS | $1.29 \times 10^{-9}$ | 167 |

The results in Table 27 seem to indicate that the corrections invoked by the ECIOS are mathematically valid; the ECIOS follows the behaviour of the exact calculations even to values as low as $1 \times 10^{-7} \AA^{2}$.

### 4.4 Changing Parameter $C_{V_{\delta}}$

In the calculations parameter $C_{V_{\delta}}$ is the unitless constant

$$
\begin{equation*}
C_{V_{\delta}}=\frac{2 \mu}{\hbar^{2}} a V_{\delta} \tag{227}
\end{equation*}
$$

and so an increase in $C_{V_{\delta}}$ corresponds to increasing value $V_{\delta}$, or "height" of the shell. It was investigated whether an increase in this value would make the collision more "sudden" and hence bring about better agreement between the IOS and exact calculations.

Table 28 displays the results of this calculation. Initial conditions were set with $j^{\prime}=0$ and translational energy equivalent to 300 K

## Table 28: Exact and IOS Cross Sections at 300K for $C_{V_{\delta}}=1000$

Part A: Exact Results. Units are in $\AA^{2} \cdot j^{\prime}$ denotes initial state, $j$ the final state.

|  | $j^{\prime}=0$ | $j^{\prime}=2$ | $j^{\prime}=4$ | $j^{\prime}=6$ | $j^{\prime}=8$ |
| :--- | ---: | ---: | ---: | ---: | ---: |
| $j=0$ | 198.63 | 0.59 | 0.07 | 0.01 | 0.001 |
| $j=2$ | 2.80 | 203.92 | 0.70 | 0.09 | 0.01 |
| $j=4$ | 0.52 | 1.08 | 202.36 | 0.35 | 0.04 |
| $j=6$ | 0.08 | 0.15 | 0.37 | 202.12 | 0.17 |
| $j=8$ | 0.006 | 0.01 | 0.03 | 0.12 | 205.62 |

Part B: IOS Results.

|  | $j^{\prime}=0$ | $j^{\prime}=2$ | $j^{\prime}=4$ | $j^{\prime}=6$ | $j^{\prime}=8$ |
| :--- | ---: | ---: | ---: | ---: | ---: |
| $j=0$ | 199.87 | 0.54 | 0.16 | 0.022 | 0.0029 |
| $j=2$ | 2.19 | 201.74 | 1.21 | 0.16 | 0.021 |
| $j=4$ | 0.92 | 1.91 | 202.42 | 0.64 | 0.087 |
| $j=6$ | 0.47 | 0.86 | 1.93 | 201.97 | 0.39 |
| $j=8$ | 0.29 | 0.46 | 0.94 | 0.86 | 202.46 |

Part C: Ratio of IOS to exact cross sections.

|  | $j^{\prime}=0$ | $j^{\prime}=2$ | $j^{\prime}=4$ | $j^{\prime}=6$ | $j^{\prime}=8$ |
| :--- | ---: | ---: | ---: | ---: | ---: |
| $j=0$ | 1.006 | 0.90 | 2.36 | 2.06 | 2.50 |
| $j=2$ | 0.78 | 0.989 | 1.73 | 1.77 | 2.17 |
| $j=4$ | 1.76 | 1.77 | 1.000 | 1.81 | 2.46 |
| $j=6$ | 5.65 | 5.89 | 5.17 | 0.999 | 2.22 |
| $j=8$ | 48.40 | 42.04 | 37.40 | 7.36 | 0.985 |

While the values in Table 28 indicate that changing parameter $C_{V_{\delta}}$ does not improve agreement for inelastic cross sections, it does show that the IOS elastic cross sections do improve in their agreement with exact results. In Table 5 with $C_{V_{\delta}}=100$, elastic cross sections are out by about $20 \%$, whereas in Table 28, with $C_{V_{\delta}}=1000$, the IOS elastic cross sections agree to within about $1 \%$ with exact values.

Note also that increasing parameter $C_{V_{s}}$ increases elastic cross sections and decreases inelastic cross sections in general.

### 4.5 Changing Parameter $a$

It was investigated whether reducing the parameter $a$, the delta-shell radius, would increase the agreement between IOS and exact results. The motivation behind this investigation is that a smaller radius would correspond to a shorter time of interaction between the atom and diatom and make for a more sudden collision.

The initial conditions were chosen with $j^{\prime}=0$ and the translational energy corresponding to 300 K . The results are shown in Table 29.

Table 29: Exact and IOS Cross Sections at 300 K for $a=0.55 \AA^{-1}$

Part A: Exact Results. Units are in $\AA^{2} \cdot j^{\prime}$ denotes initial state, $j$ the final state.

|  | $j^{\prime}=0$ | $j^{\prime}=2$ | $j^{\prime}=4$ | $j^{\prime}=6$ | $j^{\prime}=8$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $j=0$ | 2.29 | 0.0063 | 0.00076 | 0.00011 | 0.0000051 |
| $j=$ | 0.030 | 2.33 | 0.0091 | 0.0013 | 0.000068 |
| $j=4$ | 0.0056 | 0.014 | 2.29 | 0.0026 | 0.00025 |
| $j=6$ | 0.00082 | 0.0021 | 0.0028 | 2.35 | 0.0018 |
| $j=8$ | 0.000026 | 0.000075 | 0.00018 | 0.0012 | 2.47 |

Part B: IOS Results.

|  | $j^{\prime}=0$ | $j^{\prime}=2$ | $j^{\prime}=4$ | $j^{\prime}=6$ | $j^{\prime}=8$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $j=0$ | 2.21 | 0.0068 | 0.00089 | 0.00062 | 0.000064 |
| $j=2$ | 0.018 | 2.22 | 0.0081 | 0.0040 | 0.00046 |
| $j=4$ | 0.0076 | 0.027 | 2.28 | 0.014 | 0.0017 |
| $j=6$ | 0.0044 | 0.016 | 0.013 | 2.31 | 0.0069 |
| $j=8$ | 0.0033 | 0.010 | 0.0039 | 0.018 | 2.35 |

Part C: Ratio of IOS to exact cross sections.

|  | $j^{\prime}=0$ | $j^{\prime}=2$ | $j^{\prime}=4$ | $j^{\prime}=6$ | $j^{\prime}=8$ |
| :--- | ---: | ---: | ---: | ---: | ---: |
| $j=0$ | 0.96 | 1.1 | 1.16 | 5.82 | 13 |
| $j=2$ | 0.61 | 0.95 | 0.89 | 3.08 | 6.8 |
| $j=4$ | 1.4 | 1.9 | 0.99 | 5.23 | 6.9 |
| $j=6$ | 5.4 | 7.2 | 4.5 | 0.98 | 3.72 |
| $j=8$ | 126 | 139 | 22 | 15 | 0.95 |

The first observation to be made from Table 29 is that cross sections in both the exact and IOS calculations are drastically reduced, about 2 orders of magnitude for both elastic and inelastic collisions from their values when $a=5.5$ $\AA^{-1}$. Yet even at these reduced values the IOS still overestimates inelastic collisions. Elastic collisions agree to within about 5\%.

The results of the last two tables indicate that something more complex than reaction time considerations may be required to further improve the IOS reliability for inelastic cross sections. Another useful investigation involving adjusting a collision parameter would be to decrease the anisotropy parameter $b_{2}$. Yet another would be to calculate cross sections for a lighter system, eg., $\mathrm{He}-\mathrm{N}_{2}$.

## 5 DISCUSSION

### 5.1 Time Savings of the IOS

One of the most attractive features of the IOS approximation is its computational efficiency. Matrix manipulation is greatly reduced and the programs required for calculations are shorter and much quicker than those for the exact calculations. Table 30 lists the computer time required for the IOS and exact calculations presented in this study. It lists the times in seconds required for program compilation and execution for the cross sections calculated in the previous chapter. The 300 K calculation was done on an Amdahl 470 V 8 and the 1000 K calculation on an Amdahl 5840.
Table 30: Computer Time Required for IOS and
Exact Calculations

| Temperature | Calculation | Calculation |
| :--- | ---: | ---: |
| 300 K | 30.0 | 67.3 |
| 1000 K | 64.0 | 1000.0 |

As previously noted, the IOS becomes more accurate at higher collision energies [30], [44]. This feature of the IOS, coupled with the fact that at higher
energies the exact solution requires a far greater amount of calculation make the IOS a very attractive alternative to close-coupled calculations at high energies.

### 5.2 Possible Improvements to the IOS

In replacing values $k_{j}$ and $\lambda$ by parameters $k_{0}$ and $\Lambda_{0}$ in (29), the IOS allows for an easier method of calculation which, depending on the conditions of the collision process, may or may not be an accurate reflection of the exact results. Certain modifications to the IOS are proposed in this section which may serve to enhance the accuracy of the approximation.

One promising result is that the ECIOS proved to correct high IOS inelastic cross sections. A possible extension to this study could be to:

1) improve the calculation of the $\tau$ value, and,
2) extend the ECIOS correction to include a Centrifugal Sudden correction where $\tau$ would be dependent on $\lambda$ as well as $j$.

A correction to the ECS proposed by Richard and DePristo [45] does not improve the agreement with exact cross sections. Even if it did improve the agreement, applying such a correction to the values presented in this work may not be as effective as correcting for the CS approximation, as was done by McLenithan and Secrest [46]:

$$
\begin{equation*}
\frac{\partial}{\partial \bar{l}_{j}} \mathbf{S}^{C S}=-\frac{1}{2 i} \int_{0}^{\infty}\left[\psi^{C S}(R)\right]^{T} \frac{(2 \bar{l}+1)}{R^{2}} \delta^{j} \psi^{C S}(R) d R+\frac{i \pi}{2}\left(\mathbf{S}^{C S} \delta^{j}+\delta^{j} \mathbf{S}^{C S}\right) \tag{228}
\end{equation*}
$$

where $\mathbf{S}^{C S}$ is the CS $S^{\prime}$-matrix, $\bar{l}$ is $\lambda_{0}$ and $\delta^{j}$ is a null matrix, save for its $j$ th
diagonal element, which equals unity. The above is essentially a first order perturbative correction to the CS scattering matrix, where that part of the Hamiltonian neglected by the IOS is calculated and then applied as a correction to the approximation. A first order correction has been shown to improve the $C S$ results for cross sections involving $m$ transitions [46].

Another way of correcting for the CS approximation could be to split the free motion Hamiltonian into a radial and angular part and from this get

$$
\begin{equation*}
H_{\text {free }}=H_{\text {radial }}+H_{\text {angular }} \tag{229}
\end{equation*}
$$

in order to get a correction term something like

$$
\begin{equation*}
\sigma_{j-j^{\prime}}^{C O S}=\sum_{\lambda \lambda^{\prime}} \frac{24 \hbar^{2}}{24 \hbar^{2}+\left(\epsilon_{\lambda^{\prime}}-\epsilon_{\lambda}\right)^{2} \tau^{2}} \sigma_{\lambda-\lambda^{\prime}}^{I O S} \tag{230}
\end{equation*}
$$

Equations (229) and (230) are at best very sketchy and the details remain to be worked out.

### 5.3 Applications of the IOS

Since its introduction in $1974[3,6]$ the IOS has been used in a variety of chemical systems and processes. Examples of its usefulness can be found in papers dealing with the Senftleben-Beenakker effect [47], calculation of pressure broadening cross sections [48], calculation of molecular fragmentation [49], angular momentum alignment due to collisions [50], and modeling potential parameters [51]. Two particular areas of study are mentioned, namely using the IOS for collisions
involving vibrational transitions and using the IOS in the calculation of reaction cross sections.

The Vibrational Infinite Order Sudden Approximation (VIOSA) is an approximation which deals with the vibrational quantum number $n$ the same way the rotational quantum numbers $j$ and $\lambda$ are dealt with in the IOS. This idea was suggested by Pack in 1974 [3] and then formally derived by Pfeffer in 1985 [52]. Pfeffer obtains the following equation for the VIOSA:

$$
\begin{equation*}
\left[\frac{d^{2}}{d R^{2}}+\frac{2}{R} \frac{d}{d R}+k_{n j}^{2}-\frac{\lambda(\lambda+1)}{R^{2}}\right]\left\langle\hat{r}, \hat{R} \mid \chi_{n j \lambda}(r, R)\right\rangle=\frac{2 \mu}{\hbar^{2}} V(\mathbf{r}, \mathbf{R})\left\langle\hat{r}, \hat{R} \mid \chi_{n j \lambda}(r, R)\right\rangle \tag{231}
\end{equation*}
$$

The only difference between (231) and (74) is that the parameter $k_{n j}^{2}$ has an extra subscript - $n$ - that comes about by replacing operator $k^{2}$ with the parameter $k_{n j}^{2}$. This is equivalent to assuming that the duration of interaction is much less than the time required for a vibration of the diatom. Results are encouraging and give reasonable agreement with exact quantum results [52].

The Reactive Infinite Order Sudden (RIOS) approximation was developed in 1980 by Bowman and Lee [53] and by Khare, Kouri and Baer [54]. Most work so far is on the atom - diatom system, eg. $H$ and $H_{2}$. As an $A+B C$ system, there are three arrangement channels to consider, $\mathrm{A}+\mathrm{BC}$ ( $\alpha$ arrangement), $\mathrm{AC}+\mathrm{B}$ ( $\beta$ arrangement) and $\mathrm{AB}+\mathrm{C}$ ( $\gamma$ arrangement), each with its own set of coupled equations and potential function. The goal in reaction theory is to solve for these three sets of coupled equations while matching the wave functions $\psi_{\alpha}, \psi_{\beta}$ and $\psi_{\gamma}$ so that the functions and first derivatives are continuous at the boundaries.

The IOS is used in decoupling each of the three separate blocks of equations and since the angular momentum operators have been replaced by parameters, the matching conditions are simpler as well (eg. setting $\Lambda_{0 \alpha}^{2}=\Lambda_{0 \beta}^{2}$ on the matching surface) where $\Lambda_{0 \alpha}^{2}$ is the parameter replacing the operator $\Lambda^{2}$ for the $\alpha$ set of coupled equations and $\Lambda_{0 \beta}^{2}$ for the $\beta$ set. Work is continuing on the RIOS theory, which is proving to be a valuable approach to study chemical reactions [55].

Work on the IOS approximation and the exploration of new areas where it may be applied is attractive not only because of the substantial saving in calculation time that the IOS affords but also because it is through comparison of exact and IOS results that a further understanding of the underlying details which make up the final results is achieved. Through work such as this it is hoped that a fuller knowledge of the dynamics of chemical systems may be developed.

### 5.4 Molecular Potentials

### 5.4.1 Time Savings of the Delta-Shell

Since use of the delta-shell potential allows an $R$-integration step to be avoided that would otherwise be needed if a continuous potential was used, computations using the delta-shell potential are much simpler and faster than those using a continuous potential. Table 31 compares the computer time needed in the calculation of the elastic cross sections reported in Table 1.

# Table 31: Computer Time Required for IOS Calculations for a Continuous and Delta-Shell Potential 

The calculations were done on an Amdahl 5840.

| Type of Potential | Time in Seconds |
| :---: | ---: |
| Delta-Shell | 2.446 |
| Inverse Power | 3.562 |

### 5.4.2 Comparison of Potential Parameters

For purposes of comparing the effect of modelling an inverse power potential with a delta-shell potential, a way of comparing the inverse power potential parameters and the delta-shell potential parameters used in this study is presented in this section.

There are two factors which must be taken into account in comparing the relative strengths of the potentials. Firstly the parameters are of different units, the inverse power potential having a parameter in units of $\mathrm{J}-\mathrm{m}^{12}$ and the deltashell potential having a parameter in units of $\mathrm{J}-\mathrm{m}^{-1}$. Further, the potentials go to infinity at different points, the delta-shell at $a=5.5 \times 10^{-10} \mathrm{~m}$. and the inverse power at $R=0 \mathrm{~m}$. One method of comparison is to integrate the deltashell potential over the a region of space from $R=0 \mathrm{~m}$. to $R=5.5 \times 10^{-10} \mathrm{~m}$. Then the inverse power potential will be assigned a constant value, namely, that value it has at $R=5.5 \times 10^{-10} \mathrm{~m}$. and then integrated over the same region of space. The two resulting energy-distance values obtained will then be compared.

Equation (198) gives the following value for the inverse power potential at $R=$ $5.5 \times 10^{-10} \mathrm{~m}$.:

$$
\begin{equation*}
V^{\text {inverse power }}\left(5.5 \times 10^{-10} m ., \theta\right)=2.911 \times 10^{-23} \mathrm{~J}\left[1+0.5 P_{2}(\cos \theta)\right] \tag{232}
\end{equation*}
$$

Integration of this value over the region $R=0 \mathrm{~m}$. to $R=5.5 \times 10^{-10} \mathrm{~m}$. leads to the following energy-distance value:

$$
\begin{equation*}
\int_{r=0}^{r=a} V^{\text {inverse power }}\left(5.5 \times 10^{-10} m ., \theta\right)=1.6 \times 10^{-32}\left[1+0.5 P_{2}(\cos \theta)\right] J-m \tag{233}
\end{equation*}
$$

Integrating the delta-shell potential over the same region of space gives the following value for comparison:

$$
\begin{align*}
\int_{r=0}^{r=a} V^{\text {delta sleell }} d r & =\int_{r=0}^{r=a} 3.697 \times 10^{-32}\left[1+1.5 P_{2}(\cos \theta)\right] \delta(r-a) d r \\
& =3.70 \times 10^{-32}\left[1+1.5 P_{2}(\cos \theta)\right] \mathrm{J}-\mathrm{m} \tag{234}
\end{align*}
$$

Hence the area under the delta-shell used in this investigation is roughly twice what one would obtain with a square well potential extending from $R=0 \mathrm{~m}$. to $R=5.5 \times 10^{-10} \mathrm{~m}$. having a height that is given by the inverse power potential at $R=5.5 \times 10^{-10} \mathrm{~m}$.

Another parameter to consider is the value for $a$, the position of the deltashell. This value will be compared with the point where the inverse power potential becomes equal to the kinetic energy of the relative motion of the atomdiatom. Equating

$$
\begin{equation*}
V^{\text {inverse power }}=\frac{2.2 \times 10^{-14} \times\left[10^{-10}\right]^{12}}{R^{12}} J-m^{12}\left[1+0.5 P_{2}(\cos \theta)\right]=\frac{\hbar^{2} k^{2}}{2 \mu} \tag{235}
\end{equation*}
$$

where $k=14.27 \times 10^{10} \mathrm{~m}^{-1}$ and $\mu=2.73 \times 10^{-26} \mathrm{~kg}$. gives a value for $R$ of $3.63 \times 10^{-10} \mathrm{~m}$. This is to be compared with the value of $a=5.5 \times 10^{-10} \mathrm{~m}$. A possible algorithm to determine magnitudes for delta-shell parameters in order to model an inverse power potential with a delta-shell potential could be:

- choose $a$ to be twice the distance where the inverse power potential is equal to the relative kinetic energy of the atom-diatom
- choose the strength parameter $V_{\delta}$ to be twice the product of the strength of the inverse power potential at $a$ and the distance $a$.

The final comparison is that for the anisotropy parameter. The inverse power potential uses 0.5 while the delta-shell requires a parameter of 1.5 to give equivalent $0 \leftarrow 0$ and $2 \leftarrow 0$ cross sections.

The comparison presented offers a quick method of comparing the two types of potentials. As for future delta-shell potential modelling, many possibilities exist. Another repulsive shell could be added to determine if the higher transitions, eg. $0 \longleftarrow 4,0 \longleftarrow 6, \ldots$ can be matched with the inverse power potential cross sections. One could try to model the attractive part of a molecular potential with a delta-shell. Finally, an attractive and repulsive delta-shell could be combined in order to give a reasonable approximation to an actual molecular potential. The fact that $0 \leftarrow 0$ and $2 \leftarrow 0$ cross sections from the inverse power and delta-shell potentials can be matched fairly closely (see Table 1) is a promising note for future development of how to make a delta-shell to replace a continuous potential.

### 5.5 Calculations on a PC

The advent of a world wide standard PC in 1981 has resulted in improved portability of computer programs and availability of computing resources. Once a program is debugged and running successfully it is no longer necessary to change the source code to conform to the standards of the mainframe of the institution that the scientist is working at or visiting.

One other advantage is in the area of numerics. Overflows of the order of $10^{67}$ that could not be handled by a mainframe are handled easily by Microsoft Fortran 5.1 (which can handle values up to $10^{387}$ ).

There are however still disadvantages with using a PC. Two of the main concerns are limited memory and a slower CPU (depending on machines used for comparison).

## 6 CONCLUSIONS

Many useful and interesting results have come about from this investigation of the IOS and delta-shell potential. The following is a summary of the most important results, as well as a summary of what further investigations may be performed in light of these results.

It was found that cross sections from a $\theta$ dependent delta-shell can be computed that are comparable to a more realistic potential, such as an inverse-power potential. Further studies may include various combinations of repulsive and attractive delta shell potentials.

This work suggests future work in many areas may prove beneficial, such as further investigating how to model a continuous potential (such as a LennardJones) with a delta-shell potential. Perhaps a hard sphere repulsive (since it is non-penetrable) and non-spherical attractive delta-shell may offer a combination of ease of computing and a fairly realistic model of certain systems.

Expressions for the $T$-matrices have been derived from the exact and IOS solutions for an atom-diatom system with a 0 -dependent delta-shell potential. As well, the rotor transition cross sections have been calculated for a variety of energies. The exact and IOS cross sections were then compared. At translational
energies corresponding to 300 K and 1000 K the cross sections were found to be reasonable but at high rotational energy transfer the IOS consistently overestimated the values.

Several scaling laws aimed at improving the IOS cross sections were investigated. These all are based on the IOS $\sigma_{L-0}$ cross sections. The Accessible States Scaling Relation, an approximate scaling law based on angular momentum transfer of the rotor states was found not to be a significant improvement over regular IOS scaling laws at 300 K . The General S-Matrix Scaling Law, based on a scaling based on reaction times and rotor energy separation was found to be useful in some cases in correcting for the large inelastic cross sections given by the IOS approximation.

The Energy Corrected Scaling Law, based entirely on correcting for the IOS $S$ matrix with a reaction time parameter $\tau$ was found to correct very well for IOS differences from exact results for 300 K . The $\tau$ values that worked best were found to be $1 / 10$ th to $1 / 5$ th that calculated for the time it takes an atom to traverse the diatom potential shell.

The scaling laws also were investigated as to how well they performed using exact $\sigma_{L-0}$ cross-sections. All four scaling laws performed very well at 300 K . This suggests that there exists for the delta-shell potential a quick way of calculating other transitions from the $\sigma_{L+0}$ cross sections.

Various choices for the $k_{0}$ parameter were investigated as to whether they affected the IOS results, but it was found that changes in its value did not
significantly improve agreement with exact values.
Inclusion of closed channels was not found to significantly affect the results.
Increasing the parameter $C_{V_{\delta}}$ improved both elastic and downwards transitions but upwards transitions became worse.

Decreasing the parameter $a$ brought about very good agreement between exact and IOS results on elastic cross sections, but not for inelastic cross sections.

The savings in computational time was found to be very significant in each of the approximations considered. Using a delta-shell was far simpler and quicker than using the standard Lennard Jones potential. And using the IOS approximation on this delta-shell potential was found to be much easier than using the exact calculations for the same situation. This suggests that investigations into further improvements to the delta-shell potential and IOS approximation may prove beneficial to shedding light on problems that have been impossible to solve with conventional potentials and computing procedures.
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[^0]:    ${ }^{1}$ The range for $\mathbf{W}$ was calculated by recognizing that the term $\left(2 \mu a / \hbar^{2}\right) V_{\delta}$ is of the order of 100 while the actual $V$-matrix element, as given by (51) depends on $3-j$ and $6-j$ symbols, which, by their unitary nature [27], take on a maximum value of 1 . Finally, the $k$ values used in this study ranged from $5 \times 10^{10} \mathrm{~m}^{-1}$ to $30 \times 10^{10} \mathrm{~m}^{-1}$

[^1]:    ${ }^{1}$ The condition number was calculated automatically by the inversion routine INV available as part of the support software at the UBC computing centre. According to reference [41] the condition number is a form of Turing's N -condition number[42]. Generally, the larger the condition number, the poorer the inverse. Well conditioned matrices will have a condition number of the order of N where N is the dimension of the matrix. At the other end of the scale, one of the most poorly conditioned matrices is the Hilbert matrix which has a condition number of order $\operatorname{EXP}(3.5 N)$ [41]. For this run $N=36$.

[^2]:    1. Not all the conditions numbers checked for the $0 \longleftarrow 10$ transition
    (Calculations for the $0 \leftarrow 10$ transition done on an Amdahl 470 V8)
    2. The calculation time is that required for the Amdahl 5840.
