SECOND LANGUAGE LEARNING AND ACADEMIC ACHIEVEMENT
REVISITED: A CONNECTIONIST DECONSTRUCTION OF THE
COGNITIVE CONSEQUENCES OF

| BILINGUALISM

by
ANNE HAWSON

B.Sc., Univérsity of St. Andrews, 1964
M.8c., University of Western Ontario, 1968

A THESIS SUBMITTED IN PARTIAL FULFILLMENT OF .
THE REQUIREMENTS FOR THE DEGREE OF
DOCTOR OF PHILOSOPHY
in
THE FACULTY OF GRADUATE STUDIES
(Centre for the Study of Curriculum and Instruction)

We accept this thesis as conforming
to_the required standard

THE UNIVERSITY OF BRITISH COLUMBIA
March 1996

©Anne Hawson, 1996



In presenting this thesis in partial fulfilment of the requirements for an advanced
degree at the University of British Columbia, | agree that the Library shall make it
freely available for reference and study. | further agree that permission for extensive
copying of this thesis for scholarly purposes may be granted by the head of my
department or by his or her representatives. It is 'understood that copying or
publication of this thesis for financial gain shall not be allowed without my written

permission.

CENTRE For |
'Be%eﬁmeﬂt—ef- c“gmg,cé,! ET, , MU\D;N bo F;Nsm WCTION

The University of British Columbia
Vancouver, Canada

Date a}\(lxﬂﬁ %) )qq(g

DE-6 (2/88) TR 0um



ABSTRACT

The original Threshold Hypothesis proposed in 1976 by Cummins as a
reasonable explanation of the dafa gathered to that date on the
cognitive consequences of learﬁing a second language has gained
widespread acceptance in second language teaching circles, but has
been the subject of considerable debate among second language
researdhers..An examination of the critiques of the hypothesis as
well as the responses invoked by these critiques reveals that much
of the criticism is well-founded. Given that the Threshold
Hypothesis proposes that "cognitive" benefits or deficits can
accrue through the 1learning of a second language, the
conceptualization of cognition underpinning the hypothesis is
important in understanding its inadeéuacies. Upon examination of
cummins' work, it is concluded that coghitive processing is
considered by Cummins to be a discrefe category of brain processing

operating at the conceptual level.

A fundamental premise of this thesis is that connectionism, which
proposes that cognition is more appropriately described as
operating on a sub-conceptual level, and as being intimately
intertwined and deﬁendent'upon what have been regarded as "non-
cognitive" aspects of brain functioning such as emotion, attention,
and sensory processing, provides a new and potentially enlightening
perspective on cognitive issues. A critique of connectionism as a

valid model of 1learning in the brain suggests that it has
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considerable validity, but cannot yet describe all types and/or all
processes involved in learning. Nevertheless, it is concluded that
a model of second language learning built upon the conjectures of
connectionism could bring new insights into how second language
learning in immersion situétions affects brain processing, and
thereby provide clues which might explain perceived cognitive

benefits and-deficits.

The model developed proposes that, under immersion conditions,
second lanéuage learners may be undergoing an attentional shift in
information processing towards the visual system, and away from the
"auditory. If this hypothesis can be substantiated by empirical
tests, it could explain why second lénguage learners in immersion
situations are in danger of becoming pobr readers, and may provide
fertile ground- for the development of remedial educational
treatments. This is a wholly theoretical study based on literature

research.
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PREFACE

When I think back to what might have first iniﬁiated my interest in
the topic of second language learning and academic achievement,
there are many images that come to mind: my upbringing in Scotland
which made me "bilingual® in Scottish dialect (Dundonian, to be
exact) and BBC English; being the first in the whole of my extended
very working-class family to attend university; emigrating to
Ccanada as a young woman and finding it difficult to understand
Canadians and be understoodvby them, not only iinguistically but
dulturally; living and teaching in Jamaica and Egypt where the
stress of being in a completely dlfferent culture took its toll on
the whole family, both in general health ferms and ability to
function well mentally; my experlences becoming fluent in French.
There are probably many more reasons, but these seem to me to be

the most important.

If I try to rationalize?why I becéme'fascinated with how the brain
works, however, there are oﬁly three incidents‘spread out over a
period of twenty years which‘come'to mind. The first came about as
a result of my wanting tovihfofm myséif about educational theory in
general when my children Qé;e jhsiyenteriﬂg the school system.
Rummaging through the booksh?lves iﬁ the local library, I came
across a small text writtefn: by Maria Montessori in 1949 (and

translated into English in 1955): cChildhood Education. In it I read

the following:
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a prejudice»has found its way ihto the adult - the notion that
the life of the child c§nlbe changéd or improved only through
teaching. This preﬁudidé impedes the understanding of the fact
that the child constructs himself, thaF he has a teacher
within himsélf,land that this inner teacher also follows a
program and a technique of education, and that we adults by
acknowledging this unknown teacher may enjoy the privilege and
good fortune of becoming his assistants and faithful servants,
by helping him wiﬁh our cooperation. (p. 63)
It was the notion of thfs ﬁteaeher within" that caught my
-imagination, a self—guidediteaching mechanism iﬁ tune with the
needs of the person it inhabits which would initiate whatever
learning was appropriate fof the particular stage that the person
‘had rgached developmentally. How would such a system work? Would
it be essentially the same in animals and humans? What would this
teacher look like? Could such é mechanism always be cdrrect? Would
it only be present in the ysﬁng, or could it be an on-g01ng process
- throughout life? Would 1ts effectlveness be largely genetically
determined, or would experience be ah effective influence? Through

my researchihg of connectionism, I now feel satisfied that I have

some insight which might help in answering these questions.

The second incident that headed me in the direction of brain
studies, and in particular towards the study of attention, happened

while I was teaching in Cairo at an international school. The
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school was situated close to;a railway track whiéh crossed the main
road leading up to it.'$o every morning, I and many others had to
cross the tracks at the start of the day. This one mbrning, I
noticed a young girl about 11 years old walking towards the track
some distance ahead of me. She looked completely absorbed in her
thoughts, walking steadily towards the track by herself,.hever'
lifting her head to see whére she was going. I became a little
anxious about her when I heard a train, headed by an old-fashioned
steam engine, approaching the crossing, but the driver was clanging
the big bell by his‘cébin&and I felt sure she would take notice -
eventually. As I watched‘hér and the train drawing closer and
closer I suddenly became £eally alarmed: she wasn't réising her
head in spite of the fact fhat fhe noise from both train and bell
- was horrendous, so much so‘that_When I yelled out a warning as
loudly as possible I éouldn‘t hear ﬁy own voice - and still she
walked on doggedly. I begénﬂto,run, sick in the knowledge that I
would never reach her before the train did; the driver was leaning
.precariously out of his cabin waving his hands vigorousiy and
calling to catch her attention - all to no avail. She stopped,
finally, when she had one ieg raised to cross the rails and the
train was about twd‘feet from her leg, jumping back just. in time to
‘ .avoid being run over.'Whgn I‘caughﬁ up with her a few seconds
later, she looked quite qéim though surprised, and'I gasped out
"Didn't you hear the train?" She‘febiied "No. Bﬁt I hear it now."

Later in school, when I regaled the‘assistant headmistress with the

story she said "You know, I don't know what's wrong with these

i ¥
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kids. Just a little while ago, someone else walked into the side of
a train in that same area and had his leg broken". For me the
questions abounded: How could someone not hear a noise that loud at
one moment, and hear it the Aext? HoW'could someone not see a huge
train just a few yards away? What kind of mechanism can "lock out"
information so central to survival? Did living in a country in
which the language and culture were completely foreign have
anything to do with all of this? I noﬁ feel that I have the
beginnings of answers to theée duestibn through my study of
atfention. |

The third experience which:guidéd my\search came thfough'teaching
French as a foreign languagé in aAprivate school to grade 7 and 8
students here in Vancouver. Because the children had come from
various schools within the area‘(the school was newly opened at the
time), they had all had différent instruction in French and so were
very varied in the;r levels of expertise, although they had been
streamed into the lower class in this school. One thing they did
have in common was.that they did not like French, and some of them
actively loathed it. Needless to say, discipline in French class
was a prdblem, and the amount of learning that went on there was
minimal. One morning at home, I happened to see a children's
animated film called BgmiYAn fhe French channel. It was a story
told in many weekly episodes about the life of a young boy of
aréund 10 years old who wandered around France at the tufn of the

century as an apprentice to a travelling performer and his animals.



The film was very lively, beautiful visually, and accompanied by
moving music, but the freﬁé? was of a very high level, difficult
enough for me to understand ﬂevér mind these students. I videotaped
it nevertheless, and showed it to them on the premise that if they
liked it I would tape some more for them, if they didn't, then they
just had to let me know and that would be that. They loved it in
spite of not being able to understand a word of what was said. We
developed a pattern for watching the shows: I gave them an overview
in English of what they weré going to‘see without giving away_the
plot completely, and supplemented this with comments during the
viewing of the program; we watéﬁed the whole half hour episode and
then they aSked me for thé Vécabulary that they wbuld need to write-
a few sentences for‘homework4teiling what they had seen. Within a
couplé of months they had not only become astonishingly keen on
doing the writing, but their interest level in-all aspects of
French had done a quantum leap. As I watched this process, with
great relief and delight I might add, it was clear to me that it
was the emotional content of the program which had inspired it.. The
story line was full of great‘hardships, and even deathé, as well as
laughter and joy, all of which was reflected emotionally on the
faces of the students as they watched. And once again my mind was
caught up in questioning: IWhy was it that emotional content
initiated such a change in interest in learning? How could this
| ostensibly "non-cognitive" ' aspect of brain processing be so
effective in promoting leérning? I now have'tehtative answers to

these questions too thanks to the insight of Antonio Damasio.
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Needless to say, perhaps, I have drawn a great deal of satisfaction
from obtaining insight into both the’hugeness'of my questions and
how neuroscience might provide enlightening responses to them.
Though the researching and Wriﬁing of this dissertation has meant
thousands of hours of work, often mind- and eye-wearying, there
have been moments of great joy as the lights went on, illuminating
dark corners of my knowledge on how the mind/brain works and
lifting my spirits with the appreciation of the paradoxical
complexity yet simplicity of its function. It is my hope that other
educators will find the results of my searching both interésting

‘
t

and useful.
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INTRODUCTION

Ascribing general cognitive benefits or,deficits to a learner or,
even worse, to groups of learners is a matter which requires
carefﬁl reflection. This is especially so as the repercussions of
such a designation can grow out of all proportion to the magnitude
and validity of the informational basis upon which the judgement
was made. It will be argued in this thesis that one highly
influential case in point is the Threshold Hypothesis of Jim
cummins, first delineated in 197s, which associates cognitive
benefits and deficits witﬁ. the learning of second languages,
particularly under immersiqn*1 qonditions. However, his hypothesis
does not stand alone. Ihptpe last three decades in particular,
hypotheses espousing the noFioﬁ that geﬁeral cognitive benefits and
deficits accrue from fhe ieéfnihg of second languages have been
proffered and countered (se;iCarey, 1991a, ;991b; Cummins, 1984,
1991; Diaz, 1985; Edelskyjét al., 1983; Re?nolds, 1991; Rivera,
1984). It is interesting to:note with regard to these hypotheses
that results obtained;in sthdies examining their validity différ in
conclusions according to napional boundaries, with Canadian studies
tending towards the cégnitivé benefit side, while American studies
lean more towards cognitivé deficits (see Carey, 1987, 1991a,

1991b). This observation heightens suspicion that political

expediency may Dbe biasing either research questions or

! please note: definitions for all starred (*) words are

available in the glossary.



interpretation of the results or both?’. There is certainly no doubt

i that social factors play a significanf role in the development of
the phenomena defined as additive* and subtractivex bilingualism,
and therefore social factors must in corollary 'fashion be
considered as contributing to the reputed cognitive benefits or

} deficits incurred by students in bilingual language 1learning

situations.

For second language educators, this constitutes a disturbing
conundrum. We ask ourselves: What is there in the nature of
cognition*, often considered to be[a discrete and central mental
capacity, that makes it so suscéptible to sociological influences?
Can we neutralise such infidences or at least employ them for the
benefit of our students? Is it possible to reach into the core of
the learning experience and come up with some insights which would
offer all students, whatever their socioeconomic status, a good
learning environment? Couched just below the surface of these
questions, however, is one which is the touchstone for all of them:
Are attempts to link varying second language performance to general
cognitive advantages or dié&dvantages valid? Though this may seem
like a bold question to 'some, the asking of it is not
unprecedented. Allan Reynolds poses essentially the same query in

his analysis of the cognitive consequences of bilingualism (1991,

p. 159).

2 The different political contexts in the United States and
Canada is discussed more fully: in section 2.1.
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The problem ‘appears rooted in an inability to clearly define
cognition, its processes and its manner of functioning despite the
fact ﬁhat it has been the subject of enormous research effort. The
processes of cognition are often taken to be quite simply those
involved in thinking and learning as opposed to "conation (the
action of the will) and affect (the actions of the emotions)"
(sanford, 1985, p. 1), and éognition itself is rarely defined in
literature employing the term. Indeed, oh being asked how cognition
was defined in his recent‘book Schools for Thought (1993), John
Bruer, an eminent cognitive psychologist interested in applying
psychological theory to educationél issues, replied "in the usual
way,"’ and once again, no formal definition is available in the
text. But does everyone whojreads Bruer's text understand what he
means by the terms "cognition" and “"cognitive" functioning? Is it
not more reasonable to assume that everyone understands these
concepts according to their. level of expertise in cognitive theory,

and if this is so, are we all talking about the same phenomena?

For anyone interested in finding out the "usual" meaning of these
terms, a check into some psychological dictionaries and general
texts is both fruitful and surprising. In many psychological texts,
cognition is not defined. Even The Encyclopaedic Dictionary of
Psychology (Harré & Lamb, 1993) has no separate entry for

cognition, and refers to its meaning in a very cursory manner under

1

> I put this question to the author at the West Coast

Attention conference in Eugene, Oregon in the spring of 1993.
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the reference for "cogniﬁiﬁe complexity" as follows: cognitive

complexity: Reflects a style of thinking (cognition) ... (p. 91)

In those texts which do give a definition, the range of mental
phenomena which are grouped under cognition is astonishingly broad,
a fact which is brought to our attention by Reber in The Pendguin

Dictionary of Psychology (1985):

cognition: A broad (almost unspecifiably so) term which has
been traditionally used to refer to such activities as
thinking, conceiving, reasoning, etc. Most psychologists have
used it to refer to any class of mental "behaviors" (using
that term very loosély) where the underlying characteristics
- are of an abstract nature:and involve symbolizing, insight,
expectancy, complex rulé use, imagery, belief, intentionality,

problem-solving, and so forth. (p. 129)

It is also interesting to note that the list of phenomena grouped

under cognition by Anderson in the Concise FEncyclopedia of
Psychology (Corsini, 1987) has little overlap with that given by
Reber: |

Cognition is a genefail term or a "generic term used to
designate all processes involved in knowing," according to
Ernest R. Hilgard cognition comprises all mental activity or
states involved in knoﬁing and the mind's functioning, and

includes perception, attention, memory, imagery, language
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functions, developmental processes, problem solving, and the

area of artificial intelligence [gic]. (p. 202)

Symbolizing, insight, expeétancy; ce.. as well as perception,
attention, memory, imagery, ...... ! Armies of neuroscientists and
cognitive psychologists, not to mention artificial intelligence
researchers, are presently carrying out studies in an effort to
gain some understanding of the fine structure of these processes,
and they themselves are reluctant to give definitions of some of
the phenomena they are inveétigating due to the incompleteness of
their knowledge of influentiél factors! It seems a mite cavalier on
the part of researchers, therefore, to be employing terms like
"cognitive benefits" and "cognitive deficits" in descriptive and
prescriptive wéys. Labels of this type can, unfortunately for thé
"deficit“—labelled, become sélf-fulfillihg prophesies, in spite of
the fact thét, given the‘state of inquiry into the nature of

cognition, none of the definitions to date can be wholeheartedly

endorsed as being biologically well-founded.

Where does one turn to, theﬁ, for a coherent and informative view
of cognition and its underlying processes? My quest for an answer
to this question led me to the writings of Patricia Churchland, a
self-styled neurophilosopher* who questipns, as a result of her
studies in the field of neuroscience and her discussions with
countless researchers from many disciplines whose areas of

expertise overlap with that of "cognitive" researchers, whether an



"empirically justified distinction between the cognitive and the
non-cognitive will survive, or if it does, whether it will confirm
even a rough approximation of our current hunches" (Churchland,
1986, pp. 151-152). On thislview, then, the designations of some
processes as cognitive and others as non-cognitive may prove
completely groundless from a brain-orientated perspective, just as
recent research on the role of emotion in processes such as
learning, reasoning, and decision-making has shown carving off
"emotional processes" from cognitive ones to be (Damasio, 1994).
Churchland believes that té get a handle on cognition and its
manner of functioning one mu;t start with the study of some of the
phenomena considered fundameﬁtal tb it, learning and memory
(ibid.). I am in agreement with her. My contention is that little
will be gained by approaching the problem of what is going on in
the bréins of second language learners from the level of general
cognitive effects on the grounds that the degree of resolution of -
this level is too low to be of use as an analytical tool. A more
incisive instrument for elucidating the issues under study can be
found in connectionism¥, aﬁ approach to the study of cognition
which focuses on understanding the plasticity or learning
capability of the brain, human as well as non-human. To apply a
neurobiologically based perspectivé on learning to second language
learning issues is not so raéical a proposal as might be supposed:
Jacobs and Schumann (1992) .(seé also Jacobs, 1988) suggested

exactly this approach towards the study of second language

acquisition, and many connectionist machine models of language
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learning have already been constructed. Connectionism, after all,
is in essence an information processing methodology of the type
espoused by Cummins in his clarification of the nature of language
proficiency (1984a, 1984b), and, of course, by McLaughlin and his
group (McLaughlin, Rossman, & MacLeod, 1983). What is different,
and, in my opinion, super&or about connectioniém is that it
provides a more detailed accdunting of the mechanisms by which the
brain processes information, an accounting which Edelsky et al.
(1983) have identified as missing from Cummins' theoretical
explanation of the literature, and the 1lack of which Cummins
himself appears to regret in one of his most recent papers touching
on the Threshold Hypothesis (éummins, 1991, p. 86). My intent,
then, is to offer an alternate explanation of the data which gave
rise to the formulation of the Threshold Hypothesis as well as of
data which dispute or suppoft its premises, one which is based on
a connectionist approach to information processing in the brain.
And since there appears to be consensus among second language
researchers that there is a need for a theoretical perspective
which will shed some lighf on the interaction of social and
linéuistic variables in the determination of academic achievement,
the explanation offered ‘will‘ aftempt to clarify how a non-
linguistic factor such as the social status of a language might
"get inside the head" of a learner and thereby influence how well

a language is learned.

Methodology



The problem being addressed in this study is the need identified by
certain second language researchers for a more acceptable
hypothesis on the cognitive consequences of second language
learning in immersion situations than the Threshold Hypothesis
proposed by Cummins, and the goal of the study is to provide such

an hypothesis based on a connectionist approach to learning.

The major questions formulated at the beginning of the study are as

follows:

1. Why did Cummins propose the Threshold Hypothesis?

2. What are the majof criticisms aimed at the Threshold
Hypothesis and how valid are these?

3. What model of cognition underpins the Threshold Hypothesis.
and how adequate is thi; model as a represgntation of how the
brain functions? |

4. Why was a connectionist approach to the study of the
mind/brain developed? |

5. What does connectionism propose about learning and learning
processes in the brain,.and how valid are connectionist models
of cognitive funcfion as these are manifested in models of
learning?

6. What would a connectionist hypothesis propose with respect
to the cognitive conseéuences'of learning a second language
under immersion situations? ,

7. What evidence is there to support this new hypothesis in

8



the language research literafure?
8. How does this new hyﬁothesis deal with the concerns raised
by critics with respecF to the adequacy of the explanatory
power of the Threshold Hypothesis?
9. What are the implications of this hypothesis for the

teaching of students in second language immersion situations?

As the investigation progressed, it became evident that two other
questions were highly relevant to the study: What is the nature of
ati:en_tion, and how does it function? The importancé of these
questions arose out of the impoétance of attention to the learning
process as it is described in connectionism, and it is dealt with

in the section discussing the validity of connectionism.

Because it was clear from criticisms of the methodologies of the

studies which made up the data base for the formulation of Cummins'
Threshold Hypothesis that all of the empirical studies on the
cognitive consequences of bilingualism were inadequate in one way
or another (see section 1.3.4 and Reynolds, 1991), and suffered
from a simplistic application of natural science investigation
methods to the complexity of ‘huﬁan cognitive functioning, a
different orientation to the stud§ of cognitive function, one which
would be more sensitive to the ecology of brain function, was
sought. The neurocomputational (or connectionist) approach was

considered promising in this respect since it is constrained by

biological data from all levels of investigation of brain function,

b




and incorporates the notion of the dependence of cognition on
environmental circumstances into its very definition (see
glossary). Due to the difficulties mentioned previously in
designing valid empirical séudies.relating cognitive consequences
to bilingualism, a new empirical study based on past theorizing was
thought to be redundant. Before carrying out more empirical
studies, therefore, it seemed important to employ a different, more
empirically valid data base to develop a new hypothesis on the
cognitive consequences of bilingualism which would give.a better
accounting of the data already available on the cognitive
éonsequences'of bilingualism, and would itself be more readily

testable empirically. Thus, the research design chosen was non-

empirical and comprised theffollowihg steps:

1) a detailed meta-analysis of analyses of Cummins' work on
the cognitive consequences of bilingualism (with special
emphasis given to the Threshold Hypqthesis)vwith the goal of
establishing specific concerns as to the validity of this body
of work. |

2) a detailed analysié of connectionism with the goal of
establishing the validity of its premises on how learning
occurs in the brain.

3) a synthesis of data from several disciplines on learning in
general, and language learning in particular, consistent with
a connectionist approach to learniﬁg into an hypothesis of the

cognitive consequences of second language learning in
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immersion situations.

4) a reinterpretation of studies on the cognitive and/or
academic consequences.!of bilingualism based 6h the new
hypothesis to see'if support for its premises could be found

in the existing literature.

The data chosen for analysis were those considered most pertinent
to answering the guiding questions of the study detailed above.
Hence, the major disciplines researched were: a) second language
learning, especially with regards to its cognitive consequences; b)
neuroscientific data on brain function in general, and learhing in
particular; c) connectionist modelling of learning; d) attention

research; and e) psychological studies of language.

In general, these disciplines are regarded as parallel strands of
knowledge rather than ones which overlap in their areas of
expertlse. Perhaps the most unlque aspect of this study, therefore,
lies in its attempt to weave them together in order to construct a
strong and broadly based hygothe51s of the cognitive consequences
of second language learning. Other original work to be found in
this study are the following:li) a meta-analysis of analyses of
Ccumnmins' work on the cogniti&e consequences of bilingualism; ii) an
analysis of the validity of connectionism as an approach to the
study of learning; iii) the development of a working definition of

attention; iv) speculation on how attention is represented

implicitly' in connectionist models of learning; and V) a
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reinterpretation of three major sets of data on the cognitive
and/or academic consequences of bilingualism, those of Cumnins,

Collier (1987), and Diaz (1985).

The choice of data and the design of the study were undoubtedly
influenced by my eariy background in the physical sciences which
are heavily dependent on analysis. No other approach to the study
of learning waé considered. My experiences as a foreign language
teacher and learner, as well as experiences of living in foreign
cultures, however, have been influential in opening my mind to
acceptance of the validityuof‘studies based on the methods of
naturalistic inguiry. It is interesting to note that, in keeping
with the connectionist approéch, the Threshold Hypothesis proposed
by Cummins was also born out of the scientific research tradition
as it is applied in psychological studies. The differences that
emerge between the latter h&pothesis and the one developed in this
study do not stem from differences in research tradition,
therefore, but from differences in choices as to which data are
considered relevant to the problem investigated, and in the

interpretation of certain language research studies.

Because the interaction of attention and learning is of particular
interest to me, it may appear that the influence of attention on
learning has been over-emphasized. Though I do believe that
attention is of the utmost‘importance to the learning process,

there is no doubt in my mind that other factors such as emotion and
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motivation to learn are also extremely important. Indeed, in the
discussion of the nature and functioning of attention, these
phenomena are perceived to be determiners of where attention is

allocated and thus of what is learned and how well it is learned.

Though this study discusses the implications of a connectionist
hypothesis for second language teaching, it does not deal in any
depth with first or second 1énguage teaching practice. The purpose
of discussing the implications of the new hypothesis for second
language teaching is merely”to indicate how changes in cognitive
strategy brought about by imﬁersion second language learning might

support certain teaching strategies.

The most important prediction of the connectiohist hypothesis of
the cognitive consequences of second language leafning in immersion
situations is that, because léngu;ge learning is a multimodal
sensory process heavily dependent on audition and vision, second
language learners in iﬁmersion situations will undergo a shift in
information processing strategy which will result in an increase in
attention allocation to the v’isual system and a corresponding
reduction in attention allocgtion to the auditory system during the
period of low speech comprehension in the target language. I have

named this hypothesis the Shift in Information Processing Strategy

Hypothesis.

Throughout this dissertation, an effort has been made to maintain
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consistency of terminology. In the case of terms such as theory,
model, hypothesis, paradigm, and heuristic, definitions have been
provided in the glossary. On:a léss formal level, a theory is téken
as an explanation for a phengmenon. A model 1is a manner of
depicting the variables, mechanisms, and constructs of a theory and
their interrelationships. In most instances, a model is intended to
represent a momentary stat]ic view of a dynamic process. When
dealing with connectionist models of learning, however, a model
often refers to actual machine models. It is hoped that which
meaning of model is being used is clear at all times. The
usefulness of theories and models depends in large part on their
ability to generate predictions or hypotheses with respect to the
relationships between variableé. Thus hypotheses are drawn from
theory and should be testable. Evidence which supports any
hypothesis creates confidence in the underlying theory. An
heuristic is also drawn from theory and involves predictions based
on theory, but is seen as less structured than an hypothesis. The
stricture of teéfability doeslnot apply to an heuristic whose
function is that of stimulating discussion on a topic. The term
paradigm is used in its bro;dest meaning of "disciplinary matrix"
(see Hoyningen-Huene, 1993; p. 1141); that is to éay, it refers to
everything subject to profe§siona1 consensus in a given research
community. In this sense,.it encompasses theory as well as its own
narrower meaning of an exemplary problem solution. Algorithm is

employed strictly in its mathematical sense of a method of solving

a problem involving a finite series of steps. An algorithm is
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therefore based on mathematical theory.
Other terms employed in spegifid ways throughout this dissertation

are listed in the glossary.
General plan of the dissertation

Chapter one examinés cummins' Threshold Hypothesis, detailing first
how it came about, whether it is correctly classified as an
hYpothesis, and investigatipg the vaiidity of critiques levelled at
its premises. The aim hereiis fo display the complexity of the
concepts behind the hypothesis as well as the variety and extent of
the criticism it has received at the hands of other second language
researchers, and»also to identify specific nodes of concern among
critics that any élternate theory of second language learning under
. immersion conditions must try to resolve. Since the concept of
_ cognition implicit to the hypothesis is of particular importénce to

this thesis, it is discussed in some depth.

In chapter two, connectionisﬁ and 'its premises are investigated and
their validity examined iﬁblike mannér. Following a historical
perspective which sets the scene for an investigation of the
premises of connectioniém relevant to this discussion, its correct
classification is sought, and fhen a detailed rendering of its
biological underpinnings, particularly with respect to how the

brain is organized and learns, is given. Since the attention system
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of the brain is seen to be of importance to learning in the brain
and since its nature and functibning are not yet fully
~ characterized, its nature is also examined in depth in order to
identify nodes of consensus émoﬁg reséarbhers. Finally, the nature
and function of connectionist machine models of learning is
examined as a means of providing empirical support for the validity
of the concepts upon which tﬁey werevconstructed, and a discussion
of how attention might be répresented in these models of learning
is undertaken. The rationalé for entering into greatfdetail in the
presentation of the underpi?nings of connectionism and attention
is, firstly, to make clear the multiplicity of levels at which any
aspect of brain functioning can be studied and still be relevant to
learning as it is understood by educators, and secondly, to develop
an adequate conceptual basis for the construction of a
connectionist model of second ‘language learning in immersion

situations.

Chapter three is devoted to the development of a connectionist
hypothesis of second language leafning in immersion situations
based on the premises set_ouf in chapter two. Immersion situations
are focused upon specifically due fo the fact that the controversy
surrounding the cognitive consequencés of bilingualism. centres
around immersion 1learning situations of vérious sorts. The
hypothesis offered is foundeé on a general model of learning in the
brain, and models of first and second language learning, all of

which are elaborated as a prelude to the development of the
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hypothesis. This hypothesis is then employed to show how its
explanatory power can give greater insight into the differential
academic achievement‘resulﬁs for minority* and majority* group
éecond language 1learners, and finally its relevance and

implications for second language education are discussed.

The concluding chapter, chapter four, re-examines Cumnins'
Threshold Hypothesis on the basis of this connectionist vision of
second language learning in immersion situations with the intent of
elucidating three areas of concern that were identified in the
original analysis of the4li£erature on the Threshold Hypothesis,
the model of cognition ﬁﬁdefpinning it, "deficit" hypothesis

charges, and the realityAand nature of linguistic thresholds.
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Chapter 1. A CRITIQUE OF CUMMINS' THRESHOLD HYPOTHESIS

1.1 v Historical Perspective

From time immemorial, the learning of a language other than the

mother tongue of the learner has proved to be a daunting task, and,

‘to this day, it remains one of the most difficult feats of learning

that can be éccomplished. This is supposing, of course, that the
language is to be well-leaéned; that is, learned such that the
learner .can use it, not only as an effective means of oral
communication in- the multiplicity of different communicative
situations that one encouhtersvwithin a society, but also read and
write it to a 1level adequaﬁe to achieve well academically in an
educational culture which employs the language as its primary mode

of instruction.

In many parts of the world Where multilingual communities can be
encountered, there is no necessity for this kind of in-depth
knowledge of more than one ianguage: In the past, particularly in
colonial times, the custom of the ruling power was to impose an
"official language" as the language of instruction while other
languages, though indigenous and therefore more commonly employed
in everyday life, were relegatéd to second class status as academic
vehicles. Such was the case in Hong Kong, where English was decreed |
the language of instruction though Cantonese was the language most

commonly spoken by the people. There, however, as elsewhere in the
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‘developing world, policies are rapidly Changing and, in general,
greater status is now being accorded to indigenous languages, a
reflection of the upsurge of pride in native language and culture
that swept the planet in the sixties and seventies. Today, that
enthusiasm has somewhat abated with the realization on the part of
the developing countries that the ability to speak at least one of
the international languages of power is an absolute necessity for
economic survival in a world that is becoming increasingly
interdependent economically. (For recent updates on the global
~situation see Carey, 1993a, 1993b.)

In North America, the situétion developed somewhat differently.
Essentially, the colonizing powers dismissed the languages of the
First Nations as being unimportant on a national scale, and
proceeded on the assumptioﬂ that the language of the colonizing
nation or, in the case of Canada, nations, would become the only
legitimate language(s) for the purposes of carrying out the
country's business. This attitude, which mirrored those of the
countries in Europe from which they hailed, was fairly standard
throughout the history of the deveioped world, and it is
interesting to note that, in many of the countries in which
"colonizing" languages originated, there is no official language
policy since it was never deemed necessary to institute one. It was
incumbent on immigrants to the "New World", then, to learn the
majority language of their adopted country in order to be assured

t

of acquiring employment and generally fitting in to the society,

<
-
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and, more important still, to ensure that their children were
brought up speaking the majo;ity language. Although it was éccepted
that parents_might want to teach their children their heritage
language, this was not encoﬁragéd in general és it was perceived to
be a major source of potential academic problems for the child (see
cummins, 1984a, chap. 5, for a comprehensive review of the
relationships that were dréwn between academic achievement and
bilingualism). The attitudé,'both educational and societal, towérds
speakers of "foreign languagés", therefore, was unabashedly one of

linguistic and cultural assimilation (see Taylor, 1991, pp. 2-5).

In spite of the fact that many éf the immigrants came from nations
with long and impressive histbriés, they appear to have been
generally viewed as "wanting".‘If,nothing else, they were wanting
knowledge of the language of their neﬁ country, and of its culture.
But they also tended overwhelmingly to be wanting financially,
having often emerged from the lower echelons of the socioeconomic
scale in their homeland, and, as a direct result of their 1low
societal status, they' were; usually"wanting in education. This
situation has changed in more .récent times, immigrants with

university degrees and considerable wealth now making up a

significant proportion of the immigrant population.

The policies which determined how immigrant children, and later,

children of language minority communities, would be treated within

the school system, however, were based on studies carried out in
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the first half of the twentieth century, many of which were
methodologically flawed, and incofporated the built in biases
detailed above of educators of the time (see Cziko, 1992, and
Reynolds, 1991, for recenﬁ reviews of some of the problems that
still plague the evaluation of bilingual education). The level of
' academic achievement of these groups of children was consistently
found to be lower than the monolingual norm, a situation which was
said to be the consequence of their lack of knowledge of the lingua
communis, and even mofe generally, of bilingualism itself.
Bilingualism,'it was said, couid lead to disadvantages in, for
example, "intellectual development", neducational progress", and
"personal development" (Cumﬁins) 1§84a, pp. 102-103). As Cummins
brings out admirably; some of these statements were extreme. He
cites Jensen's 1962 review of more than 200 studies to illustrate
the éxtent to which the rhétoric had become oyerblown: "He [the
bilingual] may become schizophrénic, for most bilinguals, according
to Christophersen ..., feel a 'pull ih opposite diréqtions which

threatens the unity of their personality'" (Jensen, 1962, p. 136).

Though most of these early studies have sipce been discredited,
they were powerful iﬁ that theyiwere consistént with the pervasive
perception of second languége learners in society at 1large, a
}perception(which was baéed on first hand observation. As pointed
out by Carey (1991a, pp; 340-341), even today "immigrant
populations and other minority ethnic groups are usually

academically disadvantaged while they are immersed in mastering
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their second language," a state of affairs with which "the average
person is all too familiar." What was insidious about this
situation, however, was that thé poor academic achievement of these
groups was equated with poor’cognitive ability. This led to an
inordinate representation of minority language students in
"learning disabled" classrooms (Cummins, 1984a, pp. 1-2), an
inequity which had not been adequately addressed in the United
States as recently as 1983 when Oritz and Yates found Hispanic
students in Texas overrepresented by a factor of 300 per cent in
the learning disabilities category.
i :

Though some more reflective educators called attention to anomalies
in this relationship between bilingualism and 1low academic
achievement, to case studies of highly successful groups (see
Hamers, 1991, pp. 127-128), for example, or to the higher than
normal academic achievement of .whole sub-cultures such as the
Asian-American and Asian-Canadian communitieé (see Cummins, 1984a,
pp. 96-100), in democratic countries such as Canada and the United
States where equality of opportunity was advocated and thought to
be already in operation within the‘education systems, the causal
link between‘deficiency in' language ability and poor academic

achievement must have seemed the only logical explanation.

In spite of the overall similarities in the policies of these two
countries, however, there were important differences due to the

fact that Canada had been colonized by two nations, the British and
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the French (see Carey, 1991a, for a recent update on the
development of governmental policies in the United States and
Canada) . Though English eventually became thg dominant language in
Canada in terms of proliferatién and political power, where the
Francophone population was extensive enough, communities had
education in their native tongue, French, with English being taught
as a second language, while the English speaking community received
second language instruction in French. Other linguistic minorities
were taught in one of the two official languages largely according
to geographical location, and received instruction in thé other as
a second language. Té say thié is, of course, to paint the picture
only in very broad stroke$. No sodiety is homogeneous enough to
avoid exceptions to the general tren&s, children who were fluently
biiingual in French and English before starting school, for
instance, or children who were allophones. How these were dealt
with is unclear, but it seems 1likely that they were treated
according to either their parenfs' wishes or societal norms. Even
today, the mother tongue of a child is considered to be that first
spoken at home, or worse ‘still, the first 1language of their
parents, in spite of the fact that many of these children either do
not speak that language at all or are more fluent in the majority
languége of the community 'due go the prevalence of the latter in
their environment (Bain and Yu, 1987; Carey, 1991a). Carey appears
to consider this stance an inffingement of the rights of minority

children. Speaking of the situation of Francophone children in

Canada he states:

23



[T]he [Canadian] Constitution and article 23 of the Charter of
Rights limit the eligibility of official minority children for
these minority language programs to those for whom a parent's
first language was French. This bases these minority education
initiatives not on the linguistic.ability of the children but
on their parents' childhood language experience. In this
sense, the criterion for admissibility is political and an
affirmative action to reduce or reverse linguistic
assimilation and cultural erosion. (Carey, 1991a, pp. 345,

346)

Now as in the past, thereforé,.political imperatives are firmly in
control of linguistic policy.

Though.the type of formaliséd instruction given at school at the
time rarely led to a high level of bilingualism, it was far more
common to find what would now be termed "dominant" bilinguals ,
those with a higher ability in one language (normally their first)
but who were reaéonably fluent in the second (Lambert, 1990, pp.
202-203), in the Francophone communities, particularly outside
Quebec, than in the Anglophone communities, even those inside
Quebec. The reasons for this were evident: the preferential rules

set up to protect the rights of English speakers in the society,

24



and the necessity of learning English for economic survival'. The
English language community was, after all, far more numerous and
widely-sown throughout the provinces and, not surprisingly
therefore, had higher status. The weight of numbers meant little in
Quebec, however, a predominantly French speaking province, in which
English was the language of power until the 1960s, at which time
the rising tide of the Quebec sovereignty movement began to exert
its influence on language policy making. Once again, this was, and
still is, a case in which political imperatives dominate the
language scene. The upshot of this highly political situation with
respect to language was that Francophone educators wefe very
familiar with the academic aﬁd "coénitive" effects of bilingualism,
having had much more extensive' experience than their English
speaking counterparts with all levels of biyingual ability. Small
wonder, then, that the firs£ sérious challeﬁge to the prevailing

logic on these matters came from this quarter (see Reynolds, 1991,

p. 147).

Wallace Lambert was a prime mover in the effort to make sense of

the cognitive effects, if any, of bilingualism. In a recent review

! Tt is interesting to note that this relating of bilingualism

to economic advantages has taken on an intriguing twist. Taylor
(1991) reports that, in a recent survey, speakers of "heritage
languages" in Detroit were still of the opinion that "bilingualism
was associated with economic advancement in terms of school
performance and job opportunity. Thus, maintaining the heritage
language [italics added) was linked directly to bread and butter
issues, not only to the quality of social relationships" (p.10).
Taylor notes that the reasons for this perceived link are unclear,
but may be related to socio-economic pressures brought on by
exclusion from the dominant group.
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of the issues (Lambert, 1990), he comments:

We [at McGill University] started with concerns about the
measurement of proficiency in two languages, but because our
research group comprised mainly wildly divergent thinkers, we
continually drifted off the proficiency issue to what we saw
as inextricably related matters, usually social-psychology
ones.... What surprise; me is that the issues persist, even
though the research approaches eyolve and more and more

information is accumulated. (pp. 201-202)

t

Inv1962, a landmark paper by Peal and Lambert questioned the
validity of the findings toithat date on the relationship between
bilingualism and intelligenée, a study which "has had a profound
influence on the fields 'of psycholinguistics and bilingual
education" (Reynoids, 1991, p. 146), and later, along with Tucker,
Lambert established the first 1an§uage immersion programme in the
public sector in Canada, aﬁother highly influential study which
became known as the St. Lambert experiment (Lambert and Tucker,

1972). It was initiated at the urging of

a group of English-speaking parents in Quebec whose common
concern was that their children become highly proficient in
French ... Their concern about their children's abilities in
French reflected the political and economic realities of their

environment - that French was being increasingly emphasized as
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the language of work, and indeed, has since become legalized
as the official langue de travail in Quebec. (Swain & Lapkin,

1982, p. 1)

‘The question Lambert and Tucker addressed was whether being
bilingual is costly in terms of intellectual development. The
answer they discovered was that it was not; the vefy select group
of students which they chose to particibate in this special
programméiwere found, according to the instruments used to measure
these capabilities, to hav? suffered no negative linguistic or

intellectual consequences as a result of the fluent bilingualism

which they developed:

After five years, we are satisfied that the Experimental
program has resulted in no native language or subject matter
(i.e., arithmetic) deficit or retardation of any sort, nor is
there any cognitive retardation attributable to participation
in the program. In fact, the Experimental pupils appear to be
able fo read, write, speak, understand, and use English as
competently as youngsfers instructed ‘in the conventional
manner via Engiish@ During the same period of time and with no
apparent personal or academic costs, the children have
developed a competence in reading, writing, speaking, and
understanding French that English pupils following a
traditional French—as—a—Second?Language program for the same

number of years could never match. (Lambert & Tucker, 1972,
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pP-152)

As Carey (1991a) points out, results such as these were more than
unusual. Indeed, it was "a precedent in educational history to
éuggest that it is possible to have an education via a second or
non-dominant language without encountering a cost academically in
terms of the content being mastered" (p. 336). It is of interest
that, at this time in Canadian history, the movement to promote
bilingualism " and Dbiculturalism initiated by the federal
government's concern over rising dissatisfaction with respect to
linguistic and cultural status within the Francophone community was
well underway, hence the conclusions of the study were undoubtedly
"politically correct" for 'the era. Though critiques of the
experiment questioned the generalizability of the findings of the
immersion programme due to the unique characteristics of the
student population, the str;ng parental support, the high socio-
economic status of the group, the dedication of the teaching staff,
research design problems, and the screening of the language ability
of the participating students, to mention a few of the more serious
objections (see MacNab, 1979), the mind-set of the language
teaching community had been shaken to its core, and research in
both Canada and the United Sgateé focused around testing the scope
of the validity of these results. Commenting on the importance of
Lambert's contribution to th stu&y of the cognitive consequences
of bilingualism, Reynolds (i991) notes that, "since the Peal and

Lambert monograph, there have been over seven dozen studies,
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reviews, and book chapters on the effects of bilingualism on

cognitive functioning" (p. 147).

The most telling'criticisms of the immersion language programme
advocates compared the educational circumstances of the immersion
classes with those of immigrant or low socio-economic status
minority group children whose parents'spoke a heritage language at
home. These children, it was argued, were immersed in the second
language at school and spoke their mother tongue at home as did the
"immersion" children, but were commonly found to be deficient in
linguistic ability in botﬁ languages, and, in general, were not
seen to be achieving academically as they progressed through the
education system’. Surely the practice of immersion language
education could not in and of iéself explain both sets of results?
In answer to these criticisms, Lambert suggested that the
discrepancy might be due to the fact that, for these children, the:
first language was being graduélly supplanted by a more socially
prestigious second languagé (Cummins, 1984a, p. 106). It was
proposed that in such a social‘circumstance, the decline of the
first language could occur mare‘rapidly than the acquisition of the
second, an outcome which could lead to a general degradation of
linguistic ability and poor academic achievement. In forwarding
this explanation, Lambert ' was allowing that linguistic

considerations could not tell the whole story; at a minimum, the

2 7t should be remembered, however, that certain sub-groups
such as the Asian-Canadian and -American communities were an

exception to this rule.

29



social status of the languages concerned had to be taken into

account as an intervening variable in how well they were learned.

o

The protests of sceptics were thus ignored or explained away as
research results supporting the notion that bilingualism could
constitute a positive force in children's academic development and
could, moreover, bring about subtle cognitive advantages such as
greater cognitive flexibility began to accumulate (see Cummins,
1984a, pp. 105-106; Hamers, 1991, pp. 130-131). Eventually, one
advocate of the advantages of bilingualism "went so far as to claim
that parents who didn't énrol ﬁheir children in these new
cognitively enriching programs which produced 'cognitive
flexibility' should be liable to be charged with child neglect!"
(Carey, 1993a, p. 5). It was in an effort to reconcile these
opposing bodies of evidence, then, that Cummins first proposed the

Threshold Hypothesis (Cummins, 1991):

Initially (Cumnins, 19%6), I was concerned with the apparent
contradiction between the findings of empirical studies that
éppeared to suggest cognitive deficits resulting from
bilingualism and more recent studies that associated
bilingualism with cognifive advantages. Based on the patterns
of L1 [first language] and L2 [second language] development
manifested by blllnguals in each of these two types of
studies, I suggested that there may be threshold levels of

linguistic competence that bilingual children must attain both
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in order to avoid cognitive disadvantages and allow the
potentially beneficial aspects of becoming bilingual to
influence their cognitive functioning. The possibility of
lower and higher thresholds associated with cognitive
disadvantages and advantages was later linked to}Lambert's .
distinction between subtractive and additive types. of

bilingual acquisition contexts. (p. 76)

The Threshold Hypothesis, therefore, essentially accepted a causal
1ink between bilingualism and cognitive functioning and attempted
to make sense of the conflicting data on the basis of that
assumptlon, though it was very evident from his own research that
Cummins was acutely aware of the 1nterference of sociological
variables in that relatlonshlp. In his text Bilingualism and

Special Education, Cummins (1984a) states, "it is a fallacy to

1

regard psycho-educational faétors as in any sense an explanation of
the [minority] students' academic ﬁroblems" (p. 922), but later goes
on to elaborate that, because psycho-educational "child process"
variables, which "mediate" the éocial and educational variables in
academic achievement, "arelalso those that are of most direct
concern to educators concefned with assessment and pedagogy of
bilingual students," it is necessary to explore their nature "to
bettér understand their interactions with social and educational
variables and also to séecify’ more precisely the theoretical
generalizations that are relevant to educational policy-making in

this area" (ibid., p. 127). He further clarlfles his rationale for
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pursuing this particular psycho-educational path as follows:

This analysis suggests that the 1levels of proficiency
bilingual children attain in their two languages may be an
important intervening variable mediating the effects of
bilingualism on children's cognitive and academic development.
Specifically, it has been hypothesised that there may be
threshold levels of linguistic proficiency bilingual children
must attain in ordef to avoid cognitive deficits and allow the
potentially beneficiall aspects of becoming bilingual to
influence cognitive growth. The threshold hypothesis assumes
that those aspects of bilingualism that might positively
influehce cognitive gréwth Are unlikely to come into effect
until children have atfained a certain minimum or threshold
level of proficiency in the second language. Similarly, if
bilingual children attain only a very low level of proficiency
in one or both of their languages, their long-term interaction

with their academic environment through these languages, both

in terms of input and output, is likely to be impoverished.

The form of the threéhold hypothesis that seems to be most
consistent with the available data ié that there are two
thresholds ... The attéinﬁent.of a lower threshold level of
bilinguél proficiency!:would be sufficient to avoid any
negative effects; but the éttainment of a second, higher level

of bilingual proficiency might be necessary to lead to



accelerated cognitive growth.ikibid., p. 107)

To this hypothesis was added a few years later the Interdependence
Hypothesis. This addition incorporated the growing number of
studies on bilingual educatian in both Canada and the United States
which supported Lambert's contention that education through a
minority language entailed no adverse effects for the development
of the majority language. Expressed férmally, the Interdependence
Hypothesis states:
To the extent that instfuééibn in Lx is effective in promoting
proficiency in Lx, transfer of this proficiency to Ly will
occur provided there is adequate exposure to Ly (either in
échool or environment)?énd adequate motivation to learn Ly.

(Cummins, 1987, p. 199)

The implication of the Interdependence Hypothesis is that there is
a common underlying language proficiency upon which both the first
and second languages can draw. This hypothesis, then, along with

the Threshold Hypothesis becéme'the foundations for the subsequent

theoretical edifices constructed‘by cummins in the following years.




1.2 An Examination of the Validity of the Classification of the

Threshold Hypothesis as an Hypothesis

In the Threshold Hypothesis, it is proposed that there is a direct,
causal relationship between the degree of bilingualism and the
cognitive ability of the learner, the direction of the causality
being from the degree of bilingualism to cognitive ability. Below
a certain minimum threshold level of bilingualism, the learner is
expected to experience negative cognitive effects when compared to
the wunilingual norn, whlle above that threshold, a period of
development will be entered 1nto durlng which nelther positive nor
negative cognitive benefits Qiil,be accrued. As the 1level of
bilingualism increases, a second upper threshold of proficiency

will be reached beyond whlch cognltlve benefits as compared to the

unilingual norm will begln to manlfest themselves in the learner.

In his delineation of the hypothesis, however, Cummins gives no
definition of either of the twe main variables, cognitive ability
and degree of bilingualism, nor does he define the features of a
threshold 1level of biliﬁgualism. From some of his statements
(Cummins, 1984a, p. 105), cognltlve capablllty can be construed as
a conglomerate of "academic and. cognltlve skills," "cognitive
flexibility," "divergent or 'creatlve' thlnklng abilities," and
"general intellectual development." It seems unlikely that such a

diverse and loosely related group of abilities could be represented

accurately by a single global construct labelled Mcognitive
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ability," especially when the measures of cognitive variables used
in the studies the results of which prompted Cummins to propose hié
hypothesis were equally disparate, comprising various subtests out
of various intelligence test "kits." In a study purporting to
support the Threshold hypothesis, for example, Cummins (1977)
himself |used the‘ following measures: the Kuhlmann Finch
Intelligence Test as inaicators of verbal ability and general
reasoning, the Utility Test from the French, Ekstrom and Price
(1963) Kit of Reference Tests for Cognitive Factors scored for
fluency, flexibility and originality; and an adaptation of Wallach
and Kogan's (1965) Patterné ;test as a measure of non-verbal
intelligence. No rationale wés put forwa}d as to why these
particular subtests were considered more appropriate than others.
That Cummins appears to be having difficulty deciding on which
measures to use to reflect cognitive ability is hardly surprising,

however, given the very broad range of phenomena grouped under the

definition of cognition (see Introduction).

As far as degree of bilihgﬁali;ﬁ is concerned, no indication is
given by Cummins in his elabor;tion of the hypothesis as to how
this should be measured, whefher it would be dependent on verbal or
written fluency, reading ability, conversational skills, or perhaps
a medley of all of these of the type seen in standardized language
tests. Even if the latter suggestion were used, there is reason to

doubt that such an assessment offers an accurate measure of

language proficiency (Edelsky et al., 1983). The measures Cummins
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used in his 1977 study, which were adapted from those pioneered by
Peal and Lambert, were directed at assessing the degree of balance
shown by the student but could 6§tensibly be employed to assess the
degree of bilingualism. The reliébility of these tests as accurate
measures of balance, however, can also be called into question
since they are dependent on a) a word association test which
appears to compare only stored lexical knowledge in both languages,
b) a subjective self-rating test, and c) a teacher rating of
balance. Alcomposite balance écore was formed by combining scores
on the three measures of balance. Although it can be seen that an
attempt is being made at obtaining a comprehensive and reliable
measure of degree of bilingualism, the nature of the ingredients
that make up the composite balance score leave much to be desired
in terms of conceptual clarity and reproducibility. These
considerations combined with the nebulous notion of a "threshold"”
level of bilingualism, which is both defined and proven by the
onset of certain levels df cognitive effects and is thus a
tautology (see section 1;3.2), would render the Threshold
Hypothesis extremely difficult if not impossible to test

empirically.

In this penury of definition of its constructs, then, the Threshold
Hypothesis can be seen to be lacking the conceptual clarity
required for it to be termed an "hypothesis" taken in its strong

sense, a provisional supposition from which to draw conclusions

that are in accordance with known facts, and which serve as a
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starting-point for further investigation by which it may be
disproved and an enduring theory arrived at. Cummins himself
appears to have reached this conclusion in recent times (Cummins,

1991, pp. 83 and 85):

Of the three theoretical construcfs, thevthreshold hypothesis
is clearly the most speculative and also the most difficult to
test in any pfecise manner. ‘Initially, it was intended to
serve a heuristic [italics added] function in highlighting the
possible relationships between patterns of bilingual
development and cognitive éonsequenceé.... In view of the
difficulties in conceptualizing and operationalizing the
nature of "language pfofiCiency" itself in any pfecise way
..., it is probably unrealistic to expect significant progress
in elucidating the precise nature of the hypothesized
thresholds. Thus, the positing of specific thresholds must be
regarded, at this point, as primarily a heuristic [italics
added] to orient research to explore the relationship between
aspects of bilingual étudénts; emerging proficiency in two
languages and the possible cognitive implications of different
patterns. Since the nature‘of the hypothesized thresholds are
not specified, neither vérsion of the threshold hypothesis

[Cummins' or Diaz' (1985)] can be falsified at this level.

In referring to the "heuristic function" of the Threshold

Hypothesis, which he does in several of his publications including
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those in which the hypothesis is first proposed, and in concluding
that it is "primarily a heuristic," Cummins is approaching a more
reasonable classification of his "hypothesis." Given that an
heuristic may be defined as an argument intended to stimulate
interest as a means of furthering investigation, to classify the
Threshold Hypothesis as an heuristic would seem appropriate, since
it has indeed encouraged a great deal of discussion and research
interest within the second language research community, a fact to

which the following section will attest.

To suggest that the c1a551f1cat10n of the Threshold Hypothesis
should be downgraded to that of an heuristic is not so serious a
matter as might be supposed, however, since the particular
classification given to a theoretical proposition is dependent on
the level of inquiry at which filsifying information is sought.
What might qualify as a testable hypothesis at the level of general
psychological inquiry, for example, ﬁight be)conéidered hopelessly
imprecise at. the neuropsychological. Thus, theoretical
classification is strongly relatéd‘to the degree of generalization
sought. It could be said that the degree of generalization sought
by the Threshold'Hypothesié is too great, and that its lack of
testability is a direct lconsequence of its overly general
conceptualization. That is, 1t is too susceptible to deconstructive
critiques. In con51derat10n of thls dlfflculty (which dogs all

theoretical propositions), therefore, the term "hypothesis" will

continue to be applied tb the Threshold Hypothesis on the
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understanding- that, rathé: than a ﬁtest hypothesis," it is to be
conceived as more of a "working hypothesis,ﬂ one which serves "to
guide and organize the invesﬁigation, provid{ng ué something to go
on with" (Kaplan, 1964, p.88), since this term is closer in meaning

to that of an heuristic.
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1.3 Review of the Critiques of Cummins' Threshold Hypothesis

1.3.1 Introduction

As Cummins himself has noted, the Threshold Hypothesis and the
theoretical constructs built thereupon have been "both influential
and controversial" (Cummins, 1991, p. 75). The natural consequence
of this has been critical assessment of the work from both
advocates and opponents. Very few of the critics have treated only
one aspect of the overall theory, such as the Thréshold Hypothesis,
as a separate entity, preferring instgad to see all of Cummins'
work as a related_whole,;ﬁndoubtédly a valid perspective. Troike
(1984, p. 44), for example, notes that Cummins aléng with Toukomaa

and Skutnabb-Kangas

have suggestedlthat loﬁer and’higher thrésholds of proficiency
should be recognized, with.the lower threshold being minimally
adequate for non-academic purpoées, and the higher threshold
being a preconditionlfor academic success. The lower threshold
would presumably have séme éimilarity tolwhat Cummins ... has

since called ‘'basic' interpersonal communication skills'
- | |

(BICS).

The upper threshold, then, appears closely related to a postulated
"tcognitive/academic language proficiency' (CALP), differing from
other aspects of language proficiency, which forms the basis for

academic achievement" (ibid., p.44). As a result of critiques of
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these constructs, Cummins (1984b) subsequently proposed that

"language proficiency" can be concéptualised along two
"continuums". The firsﬁ is a continuum felating to the range
of contextual support available for expressing or receiving
meaning. The extremes of this continuum are described in terms
of "context-embedded" versus "context-reduced"
communication.... The vertical continuum is intended to
address the developmental aspects of communicative proficiency
in termsvof the degree 6f active cognitive involvement in the

oo
task or activity. (pp. 12-13)

These continua are viewed as intersecting and are represented

graphically as a grid.

It is important to recognize the interrelatedness of Cummins'
theoretical constructs in a review of the critiques such as this
one which will focus more narrowly on only the Threshold
Hypothesis, because, as mentioned above, mgny of the critiques
touching on the Threshoid Hypotheéis deal with the entirety of
Cummins' proposals. It is precisely this interrelatedness of
concepts that allows much of the critiéism aimed at 1later
constructs to be extrapoiated back onto the original proposals
which gave them birth. Throughout this review% therefore, criticism
directed at the larger issues underpinning the later constructs

will be considered as relevant to the Threshold Hypothesié. It
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should also be noted that, due to the enormous amount of research
that the work has spawned, only the most~important critiques, those
referred to by Cummins himse;f and those judged by the author to be
of significance, have been surveyed here. The intent, then, is to
give comprehensive insight into the types of criticisms invoked by
cummins' theoretical stance on bilingualism and academic
achievement, but not to conduct an all-inclusive synthesis of
critiques of his theoretical constructs relating bilingualism to

academic achievement.

In general, the criticisms fall into three basic categories:
conceptual, philosophical, and analytical concerns. Though it is
difficult at times to tease these apart, an attempt to do so will

be made for the sake of clarity.

1.3.2 Conceptual concerns

i

Isolation of a psycholinguisfic factor of language proficiency from
sociolinguistic concerns

When outlining the rationale for his "new" theoretical framework
for second language learning( cummins (1979) noted that, in several

papers

the marked difference between the outcomes of immersion
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programs and “"submersion"' programs for the minority child has
usually been attributed to socio-cultural and attitudinal
factors such as socioeconomic status (SES), community support
for the school program, relative prestige of L1 and L2,
teacher expectations, etc. Unlike earlier attempts to explain
the poor academic achievement of many minority language
children, little importance has generally been attributed to
specifically linguistic explanatory factors. Bowen goes so far
as to argue that linguistic factors are unimportant and that
"the choice of languagé of instruction in our schools is
linguistically irrelevant"...

In contrast to this poéition, I shall propose a thedretical
framework which.assigns a central role to the interaction
between socio-culturai, iinguistic and school program factors

in explaining the academic and cognitive development of

bilingual children. (pp. 222-223)

In spite of his avowed intent to incorporate sociological factors,
cummins has been taken to task by several authors (Canale, 1984;
Commins & Miramontes, 1985; Edelsky et al., 1983; Genesee, 1984;
MacNab, 1979; Martin-Jones & Romaine; 1986; Troike, 1984; Wald,

1984) for giving primacy in his theoretical constructs to the role

1 The term "submersion" is used to indicate a language

immersion program in which the first language of the students is
neither used nor promoted in the classroom, a situation which is
thought to lead to negative linguistic and cognitive effects.
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of a putative’ linguistic factor. The perspective of these authors

is succinctly put forward by Genesee (1984, p.21) who protests:

Cummins stresses that tﬁe type of language proficiency that is
associated with school-related language use, is "socially
grounded and could only develop within a matrix of human
interaction". However, in subsequent discussions of the
relationship between language proficiency and acadenic

achievement, these social foundations are virtually ignored.

Genesee goes on to point out £hét if stfess is placed on cognitive
and linguistic dimensions of language proficiency as an important
explanatory factor in accounting for disparate academic achievement
outcomes, it will lead to cognitive and linguistic treatments of
the problem. What disturbs thesé authors about the assumption of an
intervening 1linguistic vériable is first, a 1lack of adequate
support for such a concept,in the data (Edelsky et al., 1983;
MacNab, 1979), and second, the direction of the causal chain that
is thereby invoked (Diaz, 1985; MacNab, 1979; Martin-Jones &
Romaine, 1986), both issues which will be dealt with in more depth
at a later stage of the discussign. Martin-Jones and Romaine (1986,

p. 31) see such an assumption as constituting."a deficit theory in

the making," a view which is "most clearly expressed in Cummins'

2 The adjective "putative" is used here to indicate that, in
the minds of many researchers, especially those interested in
sociological explanations of the facts, that linguistic link has
not been proven. '
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threshold hypothesis."

commentary

The basic charge made here of%the ignoring of any explanatory power
of sociological variables in Cummins' theoretical‘construéﬁs, and
in particular, in the Threshold Hypothesis does seem to be
justified. The heuristic describes only two covarying dimensions,
level of bilingualism and cognitive ébility, neither of which
includes, nor is intended to include, any measure of sociological
interference. Cummins (1984a) characterizes them as "psycho-
educational 'child process' variables that mediate the social and
educational determinants of bilingual students' achievement" (p.
127), and appears to be-attémpting quite purposely to winnow out
éuch variables from the sociologicél chaff. As MacNab (1979;.pp.
241-244) and Reynolds (1991,‘pp. 145—162) have shown, considerable
effort has beeﬁ made by some researchers, especially those
~purporting to show posifive éorrelations between the two
dimensions, in the design ’of: their experiments just so as to
isolate the independent vériéble, degree of bilingualism, by
caréful matching of subjects'on.other relevant variables including
sociological factors. With respect to the{ dependent variable,
cognitive ability, similar?éare hés;been taken to ensure that the
tests used are not biased a;ainst second language learners. That
such efforts are ill-fated in the views of these authors will be

f
discussed later.
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What Cummins appears to be seeking is the isolation of a "brain
processing" variable from other mediating variables, an effort
perhaps to find an answer to the question: "What is going on in
there as a result of what is going on out here?" It will be argued
that, though' a valid and laudable quest, his approach to the

problem is lacking the resolving power to settle such a question.

Definition of constructs

(1) Cognitive issues

Critiques of Cummins'’ approach to cognition

Cgmmins has been faulted by several authors on a lack of clear-
mindedness with respect to what might best be termed "cognitive
issues." Edelsky et al. (1983, p. 7) complain that, "in his claims
for evidence of cognitive advantage or disadvantage," he makes use
of tests which "fail to illuminate the cognitive processes they
claim to assess, focusing as they do on answers rather than

processes," adding

Almost none [of the tests] investigates cognitive functioning
from a broad theoretical framework of cognition. Instead,
investigations of static surface performances which are highly
susceptible to variations in context substitute for
investigations of suéh cognitive processes as memory,

hypothesis generation, abstracting from and re-coding input,
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etc. ...
There are therefore good reasons to suspect the data offered

in support of these hypotheses.

MacNab (1979) also showed concern over what exactly Qas being
measured as indicators of the dependent variable, "cognitive
skills." He determined that in the post Peal and Lambert era,
different instruments were being used, ones which included a
greater degree of cognitive flexibility measurements, énd concluded
that "the measures can ‘probably be categorized into divergent
thinking measures and two kinds of convergent thinking measures
(where the problem is to fiﬁd the right answer) - verbal and non-
verbal" (p. 237).

While agreeing in generai with the spirig of the critique of
Edelsky et al., Martin-Jones and Romaine (1986) focus primarily on
the tightly drawn relationship thch Cummin;' theories presuppose
between language and cognitive functioning,lciting his statement
that "'semilingualism'® “cannot be used as a strictly linguistic

concept at all' ..., but relates specifically to cognitive

development" (p. 28). They comment:

Cummins appears to be equating semantic development with

1

3 It should be noted that the term "semilingualism" has been

widely criticized (see, for example, Martin-Jones and Romaine,
1986) and is now outdated. It has been replaced by the less
conceptually burdened term "subtractive bilingualism" proffered by
Lambert.
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cognitive development in these definitions. The relationship
between language and thought processes is by no means as
straightforward as he suggests. Cognitive categories are not
the unequivocal pace-setters for the acquisition of linguistic
categories hoped for by some researchers who have done work on

language acquisition. (p. 29)
Canale (1984) concurs noting

one must not confuse linguistic demands with other cognitive
demands made by a givén task: To do so may contribute to
incorrect conclusions about the language proficiency and even
general cognitive proficiency of individuals (e.g. in the form
of 1labels such as "linguistic deficit" and "cognitive

deficit." (p. 37)

Just such a mislabelling of students with limited English and
Spanish proficiency was discovered in the study by Commins and
Miramontes (1989) which was critical of the constraining of the
parameters of students' abilities by theoretical constructs such as
Cummins' BICS/CALP dichotomy. In an ethnographic study, they found

1

that teachers

had underestimated [the students'] linguistic and academic
abilities in both English and Spanish based on their classroom

performance. Seemingly, teachers mistake a lack of vocabulary
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and a lack of verbal clarity for the absence of underlying
thinking abilities.... Although students may not have
demonstrated these ékills [synthesis, analysis, and
evaluation] in this classroom's normal activities, they did
show evidence of thinking at complex levels when they were

observed over a variety of contexts. (ibid., pp. 465-466)

What was lacking in the school context, according to these authors,
was "the essential element of relevance that characterized the
situations in which the students ' displayed their greatest
competency" (p. 467). The worries of Canale and Commins and
Miramomtes are echoed by Wald (1984) who, in explaining the work of
Labov and Shuy, talks of "the falseness of associating nonstandard,
often stigmatized, forms of language with cognitive deficiencies in

their speakers" (p. 57).

Finally, MacNab (1979, p. 232) "takes issue with the proposition of
Cummins (1978) that childfen who are exposed to a bilingual
education but who do not achieve balance may be cognitively harmed
by the experience," a concern shared by Diaz (1985), and one which
relates directly to the Threshold Hypothesis. In an experiment
designed to test this premiée, Diaz found that, not only was it
possible to attribute the obsefved cognitive differences to group
differences in socioeconomic variables, but also that "the positive
effects of bilingualism are probably related to the initial efforts

required to understand and produce a second language rather than to
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increasingly higher levels of bilingual proficiency" (p. 1387).
MacNab, on the other hand, argued that a more parsimonious
expianation of the data would be that brighter children learn
second languages faster and better and that, in this respect, the
learning of a second language is no different from the learning of
any other subject. The results of the study conducted by Diaz,
however, who also investigated the causal direction of the
relationship between "degree of bilingualism" and "“cognitive
ability," lend support to the premise of the Threshold Hypothesis
that it is level of bilingualism which drivgs cognitive variance,

and not the reverse.

Commentary

It seems clear that at the heart of all these concerns lies one
burning question: How does Cummins define cognition? The answer,
however, is very difficult to pin down, since, while he has written
a great deal on issues rglated to the question, he has not
addressed the questidn as posed in any of the papers reviewed.
Nevertheless, in light of the!ttitiques levelled at him by the
authors above and the intefest of this author in the topic of
cognition, it seems only fair to examine Cummins' own statements on
- cognitive matters to try to synthesize, through extfapolation of
concepts, é comprehensive ' and well-focused picture of his

conceptualization of this important construct.

Cummins'® conceptualization of cognition
i .
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on examination of several of Cummins"papers, particularly those
dealing with fhe elaboratioﬂ of the Threshold Hypothesis and his
ideas on the nature of language proficiency, it was noted that the
information on cognition fell into three general categories,
answers to What develops?, How does it function?, and How can it be
measured?, all questions that psychologists have pursued
assiduously for many years. These threeAcatégories being somewhat
independent, they will initially be dealt with separately, and a
synthesis of the underlying concepts will be presented at the end

of the section.

ﬁhat develops?

(i) Cognition itself

It is evident from his diséection of the components of language
proficiency into BICS and CALP, "surface" and "deeper" levels
(Cummins, 1984b, p. 138), that Cummins conceives of the various
language processes necessary to the proficient use of laﬁguage as
hierarchical in nature, with the "deeper" 1levels being more
| cognitively demanding than thé "surface" levels (e.g. pronunciation
is 1less cognitively demanding than grammar, which is less
‘cognitively demanding than functional meaning). It is equally
evident by his juxtaposition of various cognitive processes in
parallel to the language processes, that these are conceived of as
separate from but interactive with language processes, and are

similarly hierarchical in nature, increasing in cognitive demands

with increasing abstraction (e.g. comprehension is seen as less
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cognitively demanding than analysis, which is less demanding than
evaluation). These conclusions are ratified by statements made by
cummins when discussing the nature of the thresholds in the

Threshold Hypothesis (Cummins, 1979):

Thus, in the early grades the lower threshold may involve only
a relatively 1low 1level of 1listening comprehension and
expressive skills, but - as the curriculum content becomes
more symbolic and requires more abstract formal operational
thought processes - the thldren's “"surface" L2 competence

must be +translated into deeper levels of "cognitive

competence" in the language. (p. 231)

Fluency in a language, then, is no guarantee that the speaker is
capable of succeeding on tests which require "complex cognitive

operations to be carried out" (ibid., p. 231).

In keeping with these notions of the separateness yet relatedness
of cognitive processes and language processes, Cummins has taken
pains to distinguish "basic cognitive abilities" from cognitive

abilities related to language skills and academic achievement:

The fact that, in comparison to middle-class children, low SES
minority language children may be more dependent on the school
i

to provide the prerequisites for the acquisition of literacy

skills does not imply that these children's basic cognitive
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abilities are in any sense deficient nor that their command of
(ibid., p. 240)

|
|
|

the linguistic system of their L1 is necessarily inadequate.

It is notable, though, that he does perceive of language, and in

particular, bilingualism, as capable of having a profound effect on

cognitive and academic abilities over the long term:

However, in bilingual learning situations where the child
féils to overcome difficulties in coping with two languages
the research evidence éuggesté that his bilingual learning
experiences might have;a negative effect on his cognitive
functioning, at least in so far as this functioning involves
language. Continued difficulties with language over a
prolonged period of time are likely to ;ean that a bilingual
child's interaction with an increasingly symbolic environment
|

will not optimally pfomote his cognitive and acadenmic

progress. (Cummins, 1976, p. 23)

The ambivalence of Cummins' position on the influence of language
on cognition will be returnéd‘:to at a 1later stage in the

discussion.

Implicit in the 1last citation and explicitly stated in the

Threshold Hypothesis is the notion that cognitive development can

i

be accelerated or retarded by experience including language
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experience. By describing level of bilingualism as an "intervening
variable" in accounting fqr'cognitive growth, one which is itself
dependent on "more fundamental social, attitudinal, educational and
cognitive (e.g. language learning aptitude) factors" (Cummins,
1976, p. 23), Cummins appeafs to be attempting to diminish the
importance of language factors in the face of sociocultural
factors. Although it would seem that this is a fitting refutation
of the criticisms of his giving' primacy to the influence of
language on cognitive growth, this impression too turns out to be
contentious as will be seen later in the discussion.

The rough sketch of Cummins' ;iéw of cognition which is emerging to
this point is that of an isolated core of abilities which have
their own cohesiﬁe integrity.("basic cognitive abilities"), but a
core which has extensions into specific areas of knowledge such as
language (cognitive competencg in a language). It would also appear
from some of the above staéements‘that thé cognitive abilities
developed in these specific areas of knowledge can exert a
reciprocal effect on core or "basic" abilities. Given this notion
of cognition as separate yet integrated, it is interesting to
examine just what Cummins perceives cognition to be separate from.
In the citation above (Cummins, 1976, p. 23), "cognitive (e.g.
language learning aptitude) factors" are clearly separate from
social, attitudinal, and educational factors, and appear to be
equated with individual difference factors or "child input"

(Cummins, 1979, p. 243) factors. These child input factors are seen
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as having "motivational aspects [which) are also likely to interact
both with linguistic input variables and Educational Treatments"
(p. 243) in determining thé academic and cognitive outcomes of
children learning a.second language. It is evident, then, that
according to this perspective, in the determination of academic and
cognitive outcomes, there are two types of influences; ones that
are particular to the child or, more generally, the learner and are
internal, and external ones stémming from the environment which
interact with these internal variables in such a manner as to
accelerate or retard their qfowth, yowever,iit is noteworthy that
the former, which are mosﬁ closely identified with cognitive
factors, are considered to‘inqlude attitudinal aspects such as
motivation towards learning:which; in the'statement above, was
considered separate from coénition. Attitudes, it would appear,
have influence from both without and within, not an unreasonable
position, since the‘attitudes expressed in our environment are

inevitably incorporated into our thinking in one way or another.

In replying to criticisms ﬁhat.he placed too little emphasis on
social variables as deterﬁin&nts of school success, Cummins
adamantly contends that this:is nof the case: "In short, the causal
primacy of sociopolitical factors is not in question; however,
cognitive and linguistic factors are also of obvious relevance to
consider as intervening variables in interaction with educational

treatment" (Cummins, 1984c, p. 72). The problem is that, as Cummins

(1979) himself notes, "[t]he 'threshold' and ‘'developmental

55



interdependence' hypotheses attempt to integrate data which
suggests that linguistic factors are important [italics added] in
understanding the dynamics:of the bilingual child's interaction
with his educational environment" (p. 236). Just why and fo what
extent linguistic factors are important is precisely what these
critics are éuestioning, an’issue which will be taken up in more

:

detail below. "

One problem thét raises ifs head here is that of how related
cummins considers cognition and academic achievement to be.
Although on many occasions in.hié writings he separates the two
concepts, often, as in his eiébéraﬁion 6f the BICS/CALP dichotony,
he appears to lump the two tbgetpér as closély tied concepts. For
examﬁle, in the very naming of the construct cognitive/academic
language proficiency, where the slash appears to indicate inter-
relatedness. Given this blurring of the boundaries between the two
concepts, then, it is interesting to note that the Threshold
Hypothesis, an hypothesis aimed aﬁ explaining differential results
in academic achievement for;secohd language learners, proposes a
relationship between level of bilingualism and cognitive abilities,
and not bilingualism and academic achievement. A reasonable
interpretation of this is woﬁld be that it is'through the mediating
effects of cognition that lahgﬁage interacts with the educational
environment. But the directional arrow of the effect could
ostensibly go in two directions: either cogﬁition has a mediating

effect on language ability as was suggested by MacNab (1979), or
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language ability alters cognitive‘ processes, or perhaps both.
Whatever the case may be, i; is very apparent that Cummins does
regard the two as interdependént. To what degree he perceives them
to be so, and in which direction he perceives the causal arrow to

point will be examined below.
(ii) Language as an influence on cognition

In the paper in which he discusses in greatest detail the
theoretical scaffolding for the Threshold Hypothesis (Cummins,
1976), Cummins outlines the two major‘contrasting positions on the
inter-relationship of langu;ge agd‘thought, those of Piaget and
Vygotsﬁy. wWwhile the Piag?tian position considers that the
development of cognitive operations is essentially independent of
language, Vygotsky's view holds not only that the development of
logical thought is dependent on the internalization of speech, but
that "the totality of an individual's personality is closely
integrated with linguistic expgrience" (p. 28). It is immediately
evident that the latter perspec£ive offers no difficulties for the
concepts of the Threshold Hypothesis, and, according to Cummins,
even the Piagetian point of: viewzcan accommodate it. He argues

- that, though in the view of "Genevan psychologists" "linguistic

experience... is capable of accelerating cognitive growth only to

1 H

a limited extent" (p. 34) due to the fact that operational thinking
derives from action not language, "language" in the context of

their experiments usually refers to "specific short-term training
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procedures" (p. 34), not to language as it is normally employed in
social situations. He sees the emphasis placed by these researchers
on the generation of feedback derived from the child's own éctions
on the environment for the promotion of operational growth as
holding the key to the effectiveness of bilingualism in channelling
cognitive development. Bilinguai training, in his view, constitutes
a special case of action on the environment, and even of language
action. cummins contends that, during the landuage training period,
the bilingual is

constantly generating dafa; fhrough his ;peech actions on the

environment, which provide a qualitatively different form of

feedback from that provided by a unilingual's speech activity.

It is the feedback from thesé bilingual‘speech actions which

can (according to the objectification hypothesis) accelerate

cognitive growth. (p. 35)

|

This position, he believes, is‘ “in no way incompatible with
Piaget's ... statement that 'language aoes not seem to be the motor
of operational evolution, but rather an instrument in the service
of intelligence itself'" (p. 35). As an instrument in the service
of intelligence, bilingualism "might lead to a faster separation of
sound and meaning, thereby ‘directing the bilingual <child's
attention bofh to the essential or conceptual attributes of
objects...and to the charactefiétics of.his two languages" (p. 32).

The importance accorded to the directing of the child's attention
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is of interest as it is a point which will be taken up in great
detail in a later'chapter.'Fop the moment, it is sufficient to
wonder why this directing of gttention:to conceptual and linguistic
characteristics of the two la;guages wéuld not be equally effective

in promoting intellectual. growth at all levels of bilingual

training.

Commentary

Although Cummins has gone to great pains to try to reconcile
Piaget's position on cognitive development with his own, his
arguments are not thorougle’cohvincing. First of all, the spirit
of Piaget's statement above would seem to be that intelligence

| . .
(cognition) operates on languége rather than the other way around.

It is clear from Cummins' cémments, however; that, though he may
agree with the first part of thé étatement, he believes there is a
reciprocity of action from language onto cognition which is strong
enough to cause cognitive rétardation or acceleration. This is a
far cry from the Genevan psychologists' position that it is
"capable of accelerating cognitiveigrowth only to a limited extent"
(Cummins, 1976, p.: 32), éven taking into consideration the
possibility that the definition‘of language employed is particular
to the test situation. Secoﬁdly, if a bilingual's speech actions
are generating data or feedback which bring about cognitive change,

this would appear to constitute a motoric action: a motor, after

all, is the instrument that generates the power to effect change.

i

Furthermore, any action which does effect change, whether directly




or indirectly, must be cléssified as caqsal to some degree.
Thirdly, in spite of the fact that he does not openly espouse one
theory of cognitive development over the other, Cummins does not
disassociate himself from Vygotsky's position on the relationship
between language and thought, and even cites Vygotsky's arguments
on the possibility of bilingualism acting as a powerful tool in the
development of cognition:
In terms of Vygotsky's theory o£ cognitive development, it is
inconceivable that bilinéﬁalism should ﬁot affect the child's
development (either positively or negatively) since not only
intellectual development but also "character deveiopment and
emotional development all reflect the.direct influence of

speech". (ibid., p. 34)

Now, if one considers the importance of :speech to the "more
fundamental social, attitudinal [and] educational" variables which
Cummins considers to be causal in reaching the lower threshoid of
bilingualism, it becomes appafent that there is nothing that is not
influenced by language in his mind.
i

What emerges on analysis of Cummins' statements on the relationship
between language and thought (or cognition) is that he considers
language to be of the utmost importance in determining both
cognitive and academic outcomes. Thus the critics who claim that he

places too much emphasis on language in explaining academic success
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appear to be on solid ground. However, as noted above, language is
indeed all-pervasive in society and cannot be effectively isolated
from any of the so-called causal variables affecting cognitive
growth as it is defined and measured. Hence it will undoubtedly
have a significant effect on what students learn. This is not to
say that cummins is correct in his approach; but the problem
appears to be far more complek than was suspected. For the moment,
suffice it to say that a more productive avenue of inquiry might be
to question the usefulness of attempting to isolate a linguistic
variable given the omnipresence of language in the environment, and
even to question whether cogaitive processes can be accurately
discerned at this level oflinvestigation, a point which will be
developed further later in the discussion.

How does cognition function??

In elucidating the manner. in whico oognitive functioning can be
altered by language, Cummins describes language, especially in the
bilingual experience, as generating data (feedback) which has the
potential for acceleratingvcognitive growth. Data or feedback is,
of course, information. Hepce, it would appear that it is the
additional information proéessing load that the brain has to
accommodate which accelerates cognltlve growth. That this is indeed
the explanation that Cummlns intended is supported by his later
elaboration of the nature of language proficiency as being best
described by postulating that degree of difficulty in 1language

tasks varies according to the positions of the features of a
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language task on two intersecpiug.COntian: one specifying the
context-embeddedness of the‘ianguage, and the other thevintensity
of the cognitive demands pl%ced on the brain (Cummins, 1984a, p.
138; Cummins, 1984b, p. 12). The conceptual basis for the vertical
continuum specifying cognitive demands has evidently been taken
from information processing theory which delineates two basic types
of information processing, automatic and controlled. Automatic
processes have been learned by repetition of a task and are
completed very quickly without the necessity of a high degree of
attention, while controlled processes are not learned responses and
therefore do require focused attention. Because of this, it is
difficult to perform mcre than one controlled process
simultaneously without integference. The lafter are also tightly
capacity-limited and require more time for their activation (see
McLaughlin, Rossman, and vMacleod (1983) for more detailed
information on this topic).‘A critical factor in determining the

cognitive demands of a task is the‘degree of attention required. As

McLaughlin and his group put it:

[Tlhe predetermlnatlon of relatlons between elements reduces
the amount of cognltlve effort requlred to handle 1solated
bits of information. \By deallng with related unlts of
information rather than isolated bits, more efficient
processing becomes possible.

In recent years researchers have investigated the effects of

practice, rehearsal, and familiarity on information
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processing. A particularly important variable appears to be
the degree of attention }nvolved. The more attention required,
the more resources are éonsumed and the slower the processing.
Greater practice, rehearsal or familiarity with the material
allows information to be:handled more routinely without as
much cost in attentional.monitdring as when there is less
practice, rehearsal, or familiarity with the material. (ibid.,

p. 138)

In his conceptualizatioh of this vertical continuum of language

proficiency, Cummins (1984b) has manifestly borrowed from

information processing theory:

The vertical conﬁinuhm ; is intended to address the
developmentél aspects of coﬁmunicative proficiency in terms of
the degree of active éognitive involvément in the task or
activity. Cognitive iﬁvolvemeﬁt can be conceptualized in terms
of the amount of information that must be processed
simultaﬁeously or in close succession by the individual in
order to carry out the activity ....Thus, the upper parts of
the vertical continﬁumlconsist of communicative tasks and
activities in which fhe linguistic tools have become largely
automatized (mastered) and thus require little active
cognitive involvement for appropriate performance. (p. 13)

1

It is interesting to note. at this point that "cognitive demands"
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have essentially been equated to "attentional demands". How these
concepts explain learning to do a task (of any kind including
language tasks) is quite simple: if a‘taskiis unfamiliar to the
learner, it requires high‘étténtioﬁal monitoring and, because of
this, is costly in terms of cognitive resources, and moreover, is
accomplished more slowly than a task at which the learner is
practised. As the task becomes more familiar, 1less and less
attentional monitoring is necessary, therefore it can be
accomplished more quickly and £he capacity-limited cognitive
resources are freed up for other tasks.? Thus, what was once
cognitively demanding in térmé of attentional capacity becomes less
so with practice, hence its position on the vertical continuum
changes according to the degree to which the task has become well-
learned or automatized. Now, since this is true for all tasks, any
language task whether speaking or writing or reading is more
cognitively demanding if it is not practised, and, as Cumnins
points out, "skills that have become automatized for native
speakers of a language may AverY' well be' highly cognitively-
demanding for learners of that language as an L2" (ibid., p. 15).
He believes, however, that theré are some language tasks that have
intrinsic characteristics which make them more cognitivély
demanding than others, and that tasks which are both cognitively-

demanding and context-reduced are generally more related to

¢ rThere is evidence now that the attentional system is
divided into two distinct anatomic systems one of which subserves
the slower capacity-limited processing, and the other the fast
essentially unlimited capacity processing (Raichle et al., 1994).
This will be discussed in more detail in chapter 2.
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academic achievement. Context as defined for the horizontal
continuum refers to the "“range of meaningful ({italics added])
paralinguistic and situational cues" (ibid., p. 12) available to

support the language task.

Commentary

The problem for this schema 'is that the context embedded/reduced
continuum ié not free of cognitive demands. If we re-examine
McLaughlin's statement above, it 'can be seen that "the
predetermination of relations between elements" of the information
will reduce cognitive demanésﬁ In other words, if some of the
information in a given situation (or information processing task)
is already related in the learner s brain, that is, if some of the
information is already meaningful to the learner, and this can only
come about with familiarity with the input, the cognitive demands
of the task are reduced. Thus, tq have simply a wide range of
paralinguistic and situational cueé ﬁhich are not meaningful would
not necessarily be any more helpful to a seéond language learner
than to have a narrow rénée. It is the meaningfulness of the
available cues which is of primary importance precisely because it
reduces the cognitive load, and this comes about as a result of the
reduced attentional load’.  To exemplify this point, take the
situation of a second languégellearner who has been schooled to a

! .
high academic level in his native tongue. For such a person, the

®> The role of meanlngfulness in capturing attention will be
elaborated upon in chapter 2.
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familiarity with the academic environment and the language tasks
required within it would render the learning of language related ﬁo
academic achievement in the second language less cognitivelf
demanding than for someone without academic' training. Similarly,
unfamiliarity with the customs of a new culture and hence with the
meaningfulness of paralinguistic and situatianal cues would render
the learning.of language tied to a "context-embedded" situation
more cognitively demanding. Note that these concepts support the
tenets of the Linguistic Interdependence Hypothesis, but contradict
the notion that some tasks are intrinsicglly more cognitively
demanding than others. Té repeét for the séke of'clarity, then,
when something is meaningful, it hgs already been learned, and what
has already been 1learned demands 1less of §the capacity-limited
attention system thereby réducing cognitive demands. Hence the
necessity for meaningfulnes§ in the context in order for it to be
helpful renders the axes as conceptualized by Cummins overlapping
in information content in that both include a cognitive dimension,

and consequehtly they are not orthogonal.

Cummins appears to have sensed that fhe axes cannot be cleanly
disassociated from other factors _suchv as - the “"personality,
learning style" and "L1 and/or L2 proficiencyv (Cummins, 1984b, pp.
14, 15) of the particular languagé users, and he also does appear
to.have recognized that they cannot be cleanly disassociated from
one another. For instance, he answers critics who take him to task

on the "vagueness and ambiguity in the notion of 'contextual
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support'" (Cummins, 1984c, p.72) by distinguishing between internal
and external context, by which he means respectively context
particular to the language user, and context which is "more or less
objectively specifiable along the context-embedded continuum"
(ibid., p. 72). These internal contextual factors he perceives as
being an influence on the location of any particular task on both
the vertical and the horizontal continua, therefore he is in
essence conceding that the continua do overlap. However, he
conceptualizes these internal; factors as "degfee of familiarity and
acceptance of the task/activityﬁ without cla:ifying that these are
dependent on past learning and must therefore be considered
cognitive to some extent. Thus,,he sees no need to alter the
framework as delineated befieviné "that these [sociolinguistic]
factors can be incorporateé:in more detail than has been the case

up to now without relinqﬁishing the parsimony of two basic

dimensions" (ibid., p. 73).

It will be argued, however, that,the'essen#ial flaw in Cummins'
framework is embodied in his effort to isolate a "cognitive"
variable as an independent dimension of language proficiency. The
information emerging from neuroscientific résearch is elucidating
the degree to which learniné ié integrated into every aspect of
brain processing and, since learning is undoubtedly-intimately
involved in "cognitive fuﬁctioning" as iF has been defined,
cognition itself must determine to some éxtent even the most

fundamental of brain processing abilities including the perception

[
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of ostensibly objective information. In other words, it will be
x i

argued that attempting to designate some brain processes as

"cognitive" and others as "not cognitive" is a futile and even

misguided exercise.

How éan cognition be measured?

There is no doubt that Cummins believes thaf psychological tests
purporting to measure certain aspects of cognition do just that.
Not only does he accept the resﬁlts of well—conceived research

involving cognitive measures as being valid in the development of

'
| i

his theoretical concepts, But he uses these tests in his own
research without: questioning itheir efficacy. Several comments
(Cummins, 1977) attest to his faith in these measures:
Scores on Raven's Progressive Matrices (a nonverbal measure of
intelligence)_did not significantly predict French speaking
ability. (p. 4) |
Cognitive measures: Two subtests of the Kuhlmann Finch
Intelligence Test designéd to measure verbal ability (subtest
1) and general reasonipg (suPtest 4) were administered. The
Utility Test from the Ffénch,gEkstrom and Price (1963) Kit of
Reference Tests for Cognitive Factors was administered as a

- measure of verbal divergence. (p. 5)

The matter-of-fact statement of what these tests measure is

indicative of an uncritical stance towards the validity of the
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tests and even what counts as a cognitive characteristic, though
the latter is hardly surprising given the wide range of phenomena
that are included under cognitien. This.is not to say that Cummins
is unfailingly uncritical towards testing in general (see for
example Cummins, 1984, chape. 2 and 3), but in his critiques he
appears to question the validity of using certain tests in
particular situations, ratherithantquestioniﬂg the validity of the
test itself. For instance, while at one time deploring the "lack of
appreciation of the limitations of iQ tests such as the WISC-R"
which reflect the "dominant middle-class culture experiences" and
" on which students from ESL'tackgrounds perform poorly (Cummins,

o .
1984a, p. 46), at a later time he appears to accept the 'same test

as a valid measure of overall IQ:

[

L
1

Thus, instruction through a minority language will usually
- i

result in transfer to the majority language but the opposite

is seldom the case because of the lower status of the minority
language. |

It is 1mportant to note that what is transferred is primarily
conceptual knowledge rather than spe01f1c linguistic elements.

i

It is this eonceptual.knowledge together with its linguistic
manifestations that is‘being tapped by most verbal academic
measures. For example, the best predictor of overall IQ on the

Wechsler Intelligence Scales for Children is the vocabulary

subtest. (Cummins, 1991, p. 77)




An examination of the vocabulary sﬁbtest in questioh, however,
reveals that the "conceptual knowledge" that it is tapping into can.
be more accurately described as ggneral knowledge which is highly
experience-dependent (not to mention 1anguége-dependent) and is
therefore not a valid measure of intelligence or cognitive ability
if this is conceived of as independent of lived experience or
"basic"®. Interestingly enouéh, this is precisely the point which

Cummins made previously.

This issue of what constitutes good evidence for conclusions on
cognitive ability or language ability will be treated from

1

different perspectives undeg the section on:analytical concerns.
Summary of Cummins' view on cognition

It is clear on analysis of Cumﬁins' statements on cognition that,
in his opinion, cognition éonsis£s of an inner core of (basic)
abilities which can be applied to the learning of particular
subject areas such as language, and that the result of this

application will be changes in the cognitive abilities themselves,

® sattler (1982) notes: "The Vocabulary 'subtest, a test of

word knowledge, may involve a variety of cognitive functions or

features - including learning ability, fund of information,
richness of ideas, memory, concept formation, and language
development - that may be closely related to the child's

experiences and educational environment [italics added]" (p. 175).
In spite of this, he concludes that the subtest "likely reflects
their [the children's] ability to 1learn and to accumulate
information," "provides an excellent estimate of intellectual
capacity," and "is valuable in deriving an index of the examinee's
general mental capacity" (ibid.). Hence Cummins is merely echoing
the accepted opinion of psychological assessment experts.
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changes which will reflect 'the particular 1learning tasks
accomplished; The cognitive”abilities themselves are hierarchical
in nature, with tasks whichﬁrequife the probessing of unfamiliar
information being more coéhifively demanding than those which
process familiar information. Although Cummins did not clarify this
point with respect to the role of cognition, it is evident from the
application of information processing theory that tasks in which
there is a 1large range of meaningful task-related (e.qg.
paralinguistic) and situational :cues will be less cognitively
demanding than those supported by only a small range of cues.
Cognitively demanding tasks are in general equated with tasks
requiring high attention. Inffermszof its ab;llty to effect change
on cognition, language is coﬁsideredlto be exﬁremely'effective, and
bilingualism even more so duekt? the:putative ability of bilingual
speech actions to generate a éualitatively different kind of
feedback data for cognition to act upon. Cognitive factors are seen
as separate from social,‘bolitical, attituéinal and educational
factors but as capable of beiag hhfluenced by them through the
mediating effect of language. Since it can also be influenced by
internal factors, termed "child input" facters, cognition may be

said to operate by proce551ng data from the environment, both

internal and external. As far as measurement of cognitive abilities

l

is concerned, Cummins shows a general acceptance of the validity of

familiar tests of cognitive ability, and also appears to consider

that cognitive growth is mirrored by academic achievement.

i
i




This portrait of cognition will be compared in a later chapter with
what can be gleaned about the underlying processes of cognition,
such as learning and atfention, from a consideration of
connectionism and neuroscientific discovery on the inner workings

of the brain.

(2)
The concept of a threshold level of linguistic competence has
always been ill-defined as Cummins himself readily admits. In the
original presentation of the idea he inquires into its potential

nature in these words:

What are the charactéristics of this threshold 1level of

t
t

bilingual competence? In the first place the threshold cannot
be defined in absolute terms; rather, it is 1likely to vary
both with the amount of time that is speﬁt through L2 and with
the type of cognitive operétions thét must be expressed
through L2.... The threshold is‘also likxely to vary according
to the type of cognitivelobérétions appropriate for a child's
stage of cognitive development. (Cummins, 1976, p. 24)
According to this deséription, then, the Ilinguistic threshold
depends on both internal (Staée of cognieive development) and
external situational factoré relating to cognition. But the stage
of cognitive development of a learner is itself dependent to a

large extent on past experience as well as individual ability and
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must therefore be distinct for each individual at any age. In
addition, the cognitive operations deﬁanded of the learner will
change from learning situation to learning eituation. By Cummins'
own defining musings, therefore, the threshold level of bilingual
competence must be considered intrinsically unspecifiable on any
precise basis, a conclusion which Cummins himself  appears to have
reached in recent times (see section 1.2). Furthermore, given the
relationship_drawn between level of bilingualism and cognitive
ability by the Threshold Hypothesis, a decision as to whether or
not a child has reached the threshold 1level of linguistic
competence in the second 1an§uage would‘heve to be made on a
reading of whether or not the Chlld could perform adequately the
cognltlve tasks that were belng demanded of him or her. Hence, the
definition of the threshold is the capablllty of performing certain
cognitive tasks, which :ma; or may not be language related,
considered aopropriate to the child's stage of cognitive
development and educational circumstances’. And when one considers
that what explains the chlld's ability to perform these tasks is
that she has attained the threshold level of b111ngua1 competence,
it can be seen that the argument is circular and the construct is
a tautology. Edelsky et al. (1983) have levelled the same type of
criticism at Cummins' CALP construct Moreover, the concept of a

threshold 1level of blllngual competence provides no insight

whatsoever into what has happened 'in the brain of the child to

7 These are points which will be expanded upon in chapter 3,
but see also Hawson (in press-a).
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promote the required learning and is therefore of little value in
directing educational efforts‘which, given Cummins' interest in
academic achievement, is presumably the ultimate aim of his

hypothesis.

Another difficulty arising out of ‘the notion of a threshold level
of bilingual competence, one that has been raised by Martin-Jones
and Romaine and was alluded to by Cummins himself (1991, p. 85), is
the conceptualization of languagé proficiency (or linguistic
competence) which it promotes. According to Martin-Jones and
Romaine (1986), the very ideé:of “leQels of linguistic competence"

attracts quantitative descriptors of the same type as those born of

a “"container metaphor" of linguistic competence:

The literature on "semilingualism" abounds with terms such as
"full competence,“ "threshold 1level," "additive" and
"subtractive bilinguélism"..., Thus, it seems that linguistic
competence has so far:beenvconceptualized»in terms of an
implicit "container" meﬁaphdri a container which can be either
"full" or "“partially fﬁli;" ferms such as "semilingualism"
are, in our view, misléaaing because they implicitly foster
the belief that there'is‘such a thing as an ideal, fully
competent monolingual or bilinguél speaker who has a full or

complete version of a language. (p. 32)

That Cummins' theories do tend to attract "container metaphor"
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terminology can be seen in a study by Collier (1987) which was
designed to follow up on Cﬁmmins% research (as wéll as thét of
other researchers) on the sign@ficance of the BICS/CALP dichotomy
of language proficiency. Collier not only uses the term "full

proficiency" but even describes its nature:

Second language is acquired to ;arying degrees of proficiency
depending on the context in which the acéuirer needs to use
it. Immigrants of schooi age who ﬁust acquire a second
language in the_context of schooling need to develop full
[(italics added] proficiency iﬁ 511 languége domains (including
the structures and semantics of phonetics, - phonology,
inflectional morphoiogy, syntax, vocabulary, discourse,
pragmatics, and paralinguistics) and all 1language skills
(listening, speaking; feadiﬁg,,writing, and metalinguistic
knowledge of the laanage) for use in all content areas
(language arts, mathematics, sciénce and social studies). (p.

618)

While descriptions of this type can be useful in demonstrating just

how complex a problem the school age immigrant is faced with, the

word "full" is redundant, since the proficiency needed is precisely

that demanded by the tasks themselves. and may be neither full nor
, : : ~

even adequate to the demandé of other tasks, as for example, the

i

understanding of street ' slang or technologically specific
- i ‘

ﬁerminology. The point being made by critics like Martin-Jones and
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Romaine is that no one is.fglly competent in a language in that
precise knowledge of all hiéhly specific codes within a target
language is virtually impossible for a single individual. They
consider, moreover, that the terminology related to the containér

metaphor

reflects the ideological bias of a linguistic theory which has
been primarily concerned with the idealized competence of
monolingual speakers in the speech communities of western
Europe and the United States; communities which, on the whole,
have a high degree 6f étabiiity,'autonomy, and historicity,
and possess highly codified standard laﬂguages. (Martin-Jones

and Romaine, 1986, p.33)

They argue that in many socio-cultural settings '"mixed codes"
defined by the specific circumstances of the setting emerge, though
these are often stigmatized gy the majority language groups. Given
the demographic instability of some of the old established nations
in Europe today, it will be interesting to ;bserve how the notion
of full proficiency in a languaée-wi;l evolve. Thus, according to
these critics, to try to define.an appropriate threshold level of
linguistic competence outsidetof the specific context in which the
language is to be used is misguided, and may promote a negative
assessment of thé real abilities, cognitive and linguistic, of

certain socioeconomic groups. Notice that this argument is

essentially a return to the concerns of critics worried about the
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problems of isolating a psycholinguistic factor of language

proficiency and how cognition was being conceptualized.

Related to the issues surrounding the concept of threshold levels
of bilingualism and the container metaphor is that of how to
conceptualize the degree of bilingualism of a learner. MacNab
(1979) notes that many of the studies in which bilingualism was:
associated with positive eognitive and academic results used
"balanced bilinguals" and "unilinguals" whose degree of
bilingualism or unilingualism was determiped according to the
criteria established by Peal and Lambert in‘1962. Cummins adapted
some of these criteria in severalvstudies. MacNab questions, not
only the validity of the eriteria, but also some of the basic
assumptions of their originétors. He believed that the selection

procedures. biased the sample selectlon "towards brighter bilinguals

and duller unilinguals". As he notes.

There is certainlyi reason fo tb}nk that the ‘'balance'
criterion has altered the sample in some fundamental way on
the basis of numbers alone.... where the earlier [negative]
studies tended to take whole schools or classes, the language
balance criteria used by Peal an Lambert deflned over half of

the otherwise eligible ten—year-olds as neither bilingual nor

unilingual. (MacNab,‘1979, pp. 238-239)
| .o .

Whereas Anisfeld (formerly Peal) and Lambert (1969) argue that "the
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balance measure would in no way penalize the child who was slow in
two languages: he had only to be equally slow" (p. 125), MacNab
(1979) concludes that "the asSﬁmption;that a slower child will tend
to learn two languages equally, raﬁher than emphasizing one to
learn well, is doubtful. It certainly should be explored rather
than assumed" (p. 241). It seems strange ehat Peal and Lambert
should object to criticism on this point when they themselves
commented on the possibility of the sample being unintentionally
biased in their own study (see Reynolds, 1991, pp. 157-158), and
stranger still that researchers like Cummins would have continued
to use the criteria developed know1ng of the potentlal for bias in
the sample. This is all the more true when con51derat10n is given
to the fact that the requ1rement= of "balanced bilingualism"
severely limits the generaiizebility of the results (Reynolds,
1991, p. 155); Perhaps at the time,'as Carey (1993a) has‘indicated,
in Canada at least, the political wind encouraging positive results

was so strong that it swept concerns about applicability aside.

Martin-Jones and Romaine (1986) object to the notion of balanced
bilingualism on different grounds; they note that, as defined by
Peal and Lambert, the balanced biiihgual can be described as "one
who has. equal, though noty neceesarily full knowledge of two
- languages" (p. 32). Thus e&en people who have a 1low level of
competence in both languages can potentially be balanced

bilinguals. Martin-Jones and Romaine contend, however, that in

practical terms, "the notion of balanced bilingualism
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has...functioned as an implicif synonym for 'good' or 'complete'
bilingualism and has been used as a yardstick against which other
kinds of bilingualism have been measured and stigmatized as
'inadequate' and/or ‘'underdeveloped'" (p. 33). It is the value
ascribed to balanced bilingﬁaiism, therefore, that they object to
rather than the term itself, as well as the reliance of the
determining of such states oh assessment procedures at a time when
there is no general agreement about "thel 'normal' course of
development among monolingual; let alone bilingual children" (p.
34). The basis for the objecqion of Marﬁiﬁ-Jones and Romaine, then,
appears to lie in the aéséciation of balanced bilinguals with
positive cognitiQe and academic results, and that of "unbalanced"
bilinguals with negative cognit%ve and academic results,
associations which, as MacNab gnd!Reynolds have pointed out, rest
on treacherous ground. In h&s profound and detailed analysis of the

research on the cognitive consequences of bilingualism, Reynolds

(1991) concludes:

Due to the prevalence of desigﬁ probléms and other 1logical
difficulties I have deséribed, the cgntral question we should
be asking ourselves is not, whether the thesis that
bilinguality affects cognitive performance is true or whether
the reverse is true,‘but whetbér there is a relationship at

all [italics added]. (p. 159)

Given the degree of uncertainty in all areas of .this field of
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study, this is a question which demands serious inquiry.
1.3.3 Philosophical concerns

The Threshold Hypothesis as a deficit hypothesis®
[Tlhe assumption of an intefvening variable such as the
child's so-called "conceptual linguistic knowledge" (or lack
of it) in explaining the outcome of educational programmes for
minority children constitutes a deficit theory in the making.
This deficit view is, as we see it, most clearly expressed in

cummins' "threshold hypothesis." (Martin-Jones & Romaine,

1986, p. 31)

The opinion of Martin-Jones and Romaine expressed above is shared
by several others, most notably Edelsky e# al. (1983), cCanale
(1984), Wald (1984), and Commins and Miramontes (1989). What these
authors are protesting is the designation of minority students (or
any student) as being deficient cognitively if not able to achieve
adequately on tests administered .in ;n academic environment. They
perce)ive a designation founded on such a basis as reflecting
uncritical acceptance of the societal status quo, within academic

circles and without, with respect to whose knowledge is valued.

This is a position with which Edelsky et al. (1983) take great

® Although it is evident that the term "theory" should not be
applied to the Threshold Hypothesis, much of the discussion around
deficit charges against the latter has employed the word "theory".
For the sake of accuracy and simplicity, therefore, this discussion
has been recorded as it occurred in the literature.

80




umbrage:

Underlying both Cummihg' and ‘Swain's attempts to account for
differential school sudcess among second language learners is
the prémise that the predomihant current definition of success
in school and particularly success in literacy is right,
acceptable, reasonable, etc.; that what is, should be. They do
not question the usual definition of reading as the ability to
perform well on a reading achievement test, the definition of
writing as the ability to. do work-sheet-type exercises .on
mechanics, vocabulary, synonyms, analogies, etc.; definitions
that equate literacy wyth pefformance in discrete, otherwise
purposeless tasks inéended as bractice for some other time
when the'"real,event" oécurs. This unquestioning acceptance of
current school definitions and current school curricula is the

flaw that we believe leéds to all the rest of the errors. (p.

4)

What is suggested by these‘authors is that given "real event"
tasks, these students might perform much better than they do on
tests. This view is supported by the work of Commins and Miramontes
(1989), a study of "four Hlspanlc blllngual students whose language
dominance was not clearly defined and whose academic achievement
was perceived by teachers to be limited by their language abilities
in both English and Spanishﬁ (p.‘448). Observing these students

over a variety of contexts both inside and outside the classroon,
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i
they concluded that the teachers héd underestimated the linguistic
and academic abilities of the stﬁdents based on their classroom
performance, and that what was lacking in the school context for
them was "the essential element of relevance" (p. 467). Relevance,
except perhaps as it is reflected in the desire to perform well to
please others and satisfy the demands of the academic system, is
precisely what is lacking in formal test situations. Unless the
student "buys into" the system, there is little if any motivation
to do well on tests. Thus, abiliFy to do well on tests of
intelligence or "cognitivef measufes has been termed "test-
wiseness" by Edelsky et al. £i983)” aﬁd defined as "an ability that
incorporates a desire to do well on artificial (as opposed to real-
world) tests" (p. 4). In a similar vein, Eanale speaks of the
importance of “socialisationyand accglturation" to performance on
a given language test, and cémmenfs:‘“in this light, test results
may be better viewed as created rather than simply observed or

found" (Canale, 1984, p. 38).

Underpinning all of these protestatiéns, thén, is the notion that
what is being 1labelled a ‘deficiency in ability is simply an
inability, or even a lack of desire, to perform as expected on
standardized tests. This "deficiency" is determined according to
the standards of the status quo, and may or may not reflect some
underlying cognitive deficit. In-other words, what is being implied
is +that terms such as ‘“cognitive deficit"™ and ‘"cognitive

disadvantage" are being defined by the demands of the society as
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well as those of the task, demands which incorporate the necessity
for a positive attitude towards the successful accomplishment of
the task. It is implied by the authors above that this is at best
an uncertain footing for the founding of theories or hypotheses
which relate cognitive benefits to;the academic performance of

learners.

For his part, in an article written jointly with Merrill Swain,
cummins strongly defends his theoretical constructs against

ndeficit theory" allegations (Cummins and Swain, 1983):
‘ i

Our contention is thatithe théoretical distinctions we have
made do not constituteia defiéit position; on the contrary,
they have 1led directly!£o an increased awareness on the part
of many North American educators’'of the ;ays in which current
school ©programs and: perspnnel are actively creating
educational deficits in minofity students. (p. 23)

In an effort to understand how his‘theoretical constructs could

have been read in this light,' he cfiticises Edelsky et al. for not

having defined what in their eyes constitutes a deficit theory and

comments: -

In the absence of any analysis of this issue, we must conclude
that they base thelr def1c1t allegatlon on the fact that we

view attributes of mlnorlty chlldren (and all children) as
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relevant to their educational performance, within the context
of an overall causal modei involving sociopolitical,
educatiohal, and othér factors. Virtually all other theories
in this area of which we are aware (including those endorsed
by Edelsky et al.) invoke similar causal models, either

implicitly or explicitly ... (ibid., p. 26)

Commentary

Though Cummins' refutation of the "deficit theory" charges 1laid
before him is 1lengthy, in depth, ;nd, on!many counts, highly
persuasive, there are some dangling issues which still breed cause
for concern. First of all, it is interesting to note that, in the
first citation above, he has interpreted the "deficit" charge to be
that of an "educational deficit" rather than a "cognitive deficit"
which Edelsky et al. suggest his Threshold Hypothesis implies
(Edelsky et al., 1983, p. 2), or even a "conceptual 1inguistic
deficit" as referred to by Martin-Jones and Romaine. This confusion
of education, language, and cognition is yet another example of the
compounding of the concepts of academic achievement, linguistic
ability, and cognitive ability discuséed previously, and one which
only serves to cioak the ‘issueé. Secondly, in the Threshold
Hypothesis, Cummins talks of students suffering "cognitive
disadvantages" and benefitting from "cognitive advantages" at

opposite ends of the degree of bilingualism scale. In his

discussion of the charges, however, he avoids the terms
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nadvantages" and "disadvantages," preferring instead to refer to
learner "attributes" and "individual differences."'In doing so, he
appears to be acknowledging that the latter are more neutral than
the former which carry implicitly the notion of a judgement, or at
least a reference base against which performances can be compared.
The very use of the terms "advantage" and "disadvantage" in the
elaboration of the theoretical constructs, therefore, would appear
to support the contentions of Cummins' critics with respect to a
deficit position charge. Evidently, what he perceives as being of
value are indeed the academic criteria set by the status quo, sinée
it is against such criterié that the perforﬁances of the students
are 3judged. Thirdly, the  modifief "cognitive" in ‘"cognitive
disadvantage or advantage"‘is not neutral in value as it is used in
education. Since cognition is considéred to be a facet of brain
functioning which nurtures ﬁhinking and its underlying processes
(as opposed to emotion, volition, and motoric functioning) it is
especially revered by educators.'Hénce, to say that someone is
cognitively disadvantaged is to pfoﬁounce tﬁat he or she is in a
state of double jeopardy educationally, and conversely, to» be

cognitively advantaged is to be doubly blessed. That this view of

1]
'

cognition is in need of revision, ‘will be broached in chapters 2

and 4.

In conclusion, then, it appears that, in spite of protestations to
the contrary, there is someljustificatioh for the "deficit theory

in the making” charges levelled at Cummins' Threshold Hypothesis.
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That it was never his intent to create a deficit hypothesis is very
evident, however, and it is equally evident that practical
applications of Cummins' theoretical constructs have had beneficial

effects for many minority group learners.

Research tradition and choice of data

It is notable that the studies upon which the Threshold Hypothes1s
and related theoretical constructs are built are in the tradition
of scientific inquiry in that they are empirical in nature with the
dependent variable being a performance score on a standardised test
of some sort, academic or ps&chologica1.~As has been noted above,
this dependence on tests has drawn fire from critics who view the

I

test situation as specific to school culture. Oon this view, ability
to perform well on tests is seeu és a learned response, which
necessitates both a learning period and motivation towards learning
to do well on tests. In short, good pérformance on tests is due to

! !
some unknown extent on the degree of acculturation of the student.

In a more general vein, Edelsky et ai. (1983) are critical of the
dependence on data representing the philosophical perspective of a
single research tradition: "ﬁcsearch in this tradition attempts to
separate confounding variabies snd to isolate some particular
notion for analysis. It thus risks misrepresentlng human existence,

transforming its 1nteract1ve, constltutlve nature ... into

something simplified, static, and non-interactive" (p. 5).

This complaint is echoed by Martin-Jones and Romaine (1986, p. 29)

86




who note that'"tl]anguage skiils cannot be neatly compartmentalized
in the way that Cummins suggests," and that the assumption "that it
is possible to separate analyFiéally different aspects of language
competence without referencé,tb fhe context of usage" is highly
questionable. These authors, along with .others (Commins and
Miramomtes; 1989) are in favour of a more naturalistic approach to
‘research in second"languagé learning, so that the interactive

nature of language learning can be documented.

Paradoxically, standardized test résults have also been criticised
by these authors for failing to be analytical enough in
highlighting individual differences, or at least small group
différences within larger éfoup éesignations; As Edelsky et al.
(1983) arQue, it is averaged aata which "rarely analyses the ranges
or clusterings within ran&éé that éive rise to different means
among different groups, making it appear that an entire group is
different from another enti}é:group"'(p. 6). For this reason also,

then, naturalistic inquiry is viewed as the more informative

research option by these authors.

In response to these critiqpes, Qummins and Swain (1983, p. 28)
have noted that "authentic ?éading3méésurement'procedures" such as
miscue anélysis and cloze tests doirelate strongly to standardized
reading test scores, and that many of the tesﬁs they have developed
require students to read "reél life" texts like "printed stories,

newspaper articles, poetry, recipes, magazine clippings" and so on.
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Cummins aléo points out tﬁat the‘ results of these tests and
standardized reading tests are consistent. Though Cummins does not
endorse the widespread use of; standardized tests for either
minority or _majority studeﬁts, he does believe that they can
provide useful information under certain circumstances, and
considers universal condemnation of them ‘"simplistic and
unsupported" (ibid., p. 29). "A more constructive strategy", he
contends, "would be to document for practitioners the ways in which
their [Edelsky et al.'s]’ Cdrrgnt assessment practices are
prejudicial for some groups of students,‘i.e. the conditions under

which tests are nonsense" (ibid.).

Commentary

In spite of the validity of Cummins' argumehts on the particular
points he has chosen to adéress,sthere are two issues which he
appears to héve overlooked. Eirst, a test situation is a test
situation whether the test be a standardized reading test or a
cloze test; to perform well on éhy test, a student must be
knowledgeable of the general meaniﬁgfulness of a test situation and
its larger ramifications. fhié is,.in part, what is meant by
"acculturation" to the school:syétem or, as Edelsky et al. term it,
"test-wiseness". Thus changing the nature of an item onAa test
would not necessarily lead to a changed result. Second, even
documénting the ways in which tegts are pfejudicial to certain
groups, or subgroups, of studénts would not explain why individual

students do well or badly while their confreres do not. Hence,
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although standardized tests may provide useful information with a
"broad strokes" validity Qithin the constraints of the test
parameters (dictated by the actual test items), they cannot probe
the precise nature of how an individual learns a language. However,
given the number of variables:interacting in such a situation, any
attempt at elucidating this process would appear to be doomed to
failure. Nevertheless, ethnographic studies of the type carried out
by Commins and Miramontes (1989) can serve as-checks on information
obtained through standardized test results and prevent researchers
from making the kind of'syeeping conclusions which have too often

i

in the past led to faulty‘tﬁeorizingl

The major point being made by criﬁiés of standardized testing is
that it is provides "top-down" information which is shaped to a
-

high degree by the philosophical biases of the researchers, and

that "bottom-up" considerations must be téken into account to

counteract these biases, especially where human beings are the
I

subjects in question. This is an issue which will be returned to in

a later chapter.

1.3.4 Analytical concerns

Methodological inadequacies of the studies used

In a coherent critique of the.methodoiogical problems with both the
studies pointing to cognitive disadvantages arising from

bilingualism, and those purporting to show éognitive advantages,
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MacNab (1979) arrives at thé conpl%sion that there is no solid
evidence to support the claims of Fhese studies. A more recent
analysis of the data by Re&nolds (1991) agrees. Both of these
authors fault researchers on!£he inadequacy of the research designs
employed, noting that many of both the pre- and post-Peal and
Lambert study era were ex post facto designs which are "replete
with threats to internal and external validity" (Reynolds, 1991, p.
148) . Reynolds discusses a variety of the research designs used up
until the time of publication (1991) and found the validity of all
of them, both pre-experimental and quasi-experimental, to be
compromised in some way. MééNab 219%9) notés that associational
studies do not warrant a directional arrow of causality to be
drawn, and Reynolds' (1991) analysis of issues related to design

and the independent variables, which includes more recent studies,

ends on this sombre tone:

The research prior to 1962 has repeatedly been criticized as
methodologically inadequate and I fear we are notomuch [sic]
better off today; even sophisticated techniques 1like
regression analysis, faétor analysis, path analysis, etc. do
not compensate for inherently trouble prone designs. 1In
addition, this body of research 1is plagued by procedural
shortcomings, problems ﬁith the definition of bilinguality,
and the dangers of selection artifacts and effects occurring
with the manipulations. Due to the prevalence of design

problems and other logical difficulties I have described, the
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central question we should be asking ourselves is not whether
the thesis that bilinguality affects cognitive performance is
true or whether the re§erse is true, but whether there is a
relationship at all.... we find the situation is not much

better when dependent variables are examined. (p. 159)

Commentary o

Given this indictment of the research upon which the Threshold
Hypothesis was founded, it would appear that this hypothesis has
emerged from a pool of tainted research, especially since it was in
part delineated taking into consideraéion the least reliable early
studies. In accepting the v%liaity of the bilingual research data
on the cognitive coﬁsequences of bilingualism, Cummins accepted
implicitly the validity of a relationship between cognitive ability
and level of bilingualism, thch_both of the above authors have
questioned, and, though critical of some of the results reported,
sought merely to make sense out of thé'pattern they presented. If,
as Reynolds suggests, however, there is reason to question the
existence of such a reiationshié, the rationale for his
argumentation collapses. It should be noted, nevertheless, that,

using a "within group" design, Diaz (1985) investigated the

1
! {

directionality of the relationship between degree of bilingualism

and cognitive ability and came out in agreement with Cummins: that
is, his results supported Cummins' assumption that bilingualism is

causal in its effect on cdgnitiﬁe ability. Hakuta (1987)

corroborated the results obtained by Diaz wusing a similar
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.longitudinal design to assess‘causality. These authors, then, agree
with Cummins with respect to béth thé existence of a relationship
between these two variables, and.the direction of the causal arrow.
It will be argued in a latér chapter, however, that both these
authors are defining cognition in very specific ways, and that
their results éan be bettef undérstood through a connectionist
vision of second language learning.ﬁhich gives a clearer view of
the particular systems in the brainfthat may be involved in any
changes in information processing brought aﬁout by the immersion
second language learning setting. Also, as Reynolds (1991, p. 152)
points out, even the more sophisticatea designs of these
experiments have inbuilt haza;:'dsj ¥o validity. In chapter 3,
therefore, the question of thernaturé of the relationship between
level of bilingualism and cogﬁitive functioning will be probed more
deeply to clarify just how coénition is being conceptualized by the

bilingual research community.
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1.4 Summary of Chapter One

Research with respect to the cognitive consequences of bilingualism
has yielded very conflicting results. It has been proposed by some
that prevailing pélitical attitudes in the countries in which the
research was carried out coloured the outcome of the research
itself, In political climétes of assimilation, most studies
reported a negative correlation betweén bilingualism and cognitive
consequences. The Peal and Lambert study in 1962 in which a
positive correlation between Eilingualism and cognitive ability was
found marked the beginning of!a new era during Which, increasingly,
positive correlations were being found. Proponents ‘of the two
opposing positions were in coﬁstan; conflict and extreme statements
were made by both sides. Eventuallf, social factors were recognized
as also being influential in determining coghitive and linguistic
outcomes. |

Cummins attempted to make sénse out 6f the conflicting data by
proposing in the Threshold Hypothesis that there may be a threshold
level of bilingual ability thﬁt must be attained by a learner in

order to avoid negative cognitive consequences, and another higher

threshold beyond which positive cognitive effects associated with

bilingualism would begin to manifest themselves. To this

~hypothesis, Cummins later added the Interdependence Hypothesis

which postulates that there is a common underlying linguistic

proficiency upon which all iahguagés, first or second can draw, and
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that becaﬁse of this, learning a second language need not detract
from linguistic ability in the fi:st language. It was determined,
that, due to a chronic laék qf'defiﬁition of terms, the Threshold
Hypothesis is more appropriatgly classified as an heuristic than as
a test.hypothesis.

i

The Threshold Hypothesis has been a source of controversy since its

introduction. Criticisms of it have been launched on conceptual,

philosophical, and analytical grounds, and a critical assessment of

these critiques was undertaken in this chapter. Conceptual concerns

. can be gathered under two main headings: the difficulty in

isolating a psycholinguistic factor of language proficiency from
sociolinguistic concerns, and ﬁrbblems involving definition of
|
constructs. Of major import among the latter are what has been
termed "“cognitive issues." Several authors have been highly
critical of Cummins' conceptualization of cognition, and, because
of this, an in depth examination of Cummins' own statements
relating to cbgnition and cognitive issues was undertaken. It was
discovered that Cummins views cognitiqn as consisting of a core of
"basic" cognitive abilities ‘fhat are distinct from cognitive
ébilities accrued through learning in the various subject areas,
but are capable of being affgcted by such léarning. Essentially a
proponent of Vygotsky's théoretical position on language and
cognition, Cummins sees language as a particularly powerful
influence on cognitive ability, aﬁd second language learning as

having a unique capacity to affect cognitive development as a
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result of its being able to generafe a qualitatively different kind

of feedback for the learner. Criticisms of the definitions, or lack

thereof, of the concepts? linguistic thresholds, 1linguistic

competence, and degree of bilingualism were also probed and found

to be justified. | 1

Philosophical concerns clustered around claims that the Threshold

Hypothesis is a deficit hypothesis which casts second language
i
learners at the lower end of the degree of bilingualism scale in a

negative light, and complaints that there is a bias in Cummins'

t

choice of seminal data for the hypothesis which favours the

. o e | « s s .
scientific research tradition| over naturalistic inquiry. The use of
‘ ) f

the results of standardized tests and averaged data was

particularly criticized. Support was found for both these charges.

Lastly, the analytical «concerns of critics addressed the
methodological inadequacies of the étudies upon which Cumnins
constructed the Threshold Hipothesis. Past and recent reviews of
the methodologies employed in Iresearch into the cognitive
consequences of bilingualism‘highiighted problems of internal and
external validity in even thé'most cafefullyicrafted designs. As a

result, whether there is a relationship at all between bilingualism

and cognitive ability has been called into question by Reynolds.




Chapter 2. A CRITIQUE OF CONNECTIONISM

2.1 Historical Perspective
Understanding the mind may not be as intricate as our vanity
hoped or our intellect feared.

Rodolfo Llinas, 1986

The study of the nature of eonscious intelligence has 1long
preoccupied humankind, and opinions on this tepic have always been
contentious. As far back as'the fiffh and feurth centuries B.C.,
Greek philosophers debated the issges andltook their stands: Plato
postulated that the world COﬁld be divided into two, the world of
sensibilia (the physical world) and the world of intelligibilia
(the non-physical world),:ené éhat Kgowledge of Reality was to be
found only in the non-physical_ world, the proper sphere of
operations for the rationalzsoul which was- itself non-physical;
Democritus, on the other hand, clalmed that the world was made up
of fundamental particles called atoms which linked together in
different patterns to form the various phy51ca1 substances, and

that since humans were merely hlghly complex combinations of the

fundamental particles, human mlnds were fundamentally material,

[N
1

their remarkable capab111t1es belng a product of the complexity of
their organization. Thus Dempcrltus expressed what has come to be
known as the materialist v1ew of the mind, whlle Plato adhered to

a dualist perspective, and, though volumes upon volumes of texts
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have been written since the1r day, contemporary upheavals in

philosophical thinking st111 follow roughly the same fault lines.

The problem of the nature of conscious intelligence or the mind has
been termed the ontological problem or the "mind-body" problenm,
which, according to Paul Churchland, attempts to deal with

questions of the type:

What is the real nature of ﬁental states and processes? In
what‘medium do they take place, énd how are they related to
the physical wérld? I%iil my: consci;usness survive the
disintegration of my physical body? Or will it disappear
forever as my brain ceases to function? ;s it possible that a
purely physical system such as a.computef could be cohstructed
so as to enjoy real conscious intelligence? Where do minds
come from? What are they? (Churchland, 1984, p. 7).
Ruminations on these questions have led not only to the basic
dualist and materialist’ divisioné in philosophical thinking, but
to splintering of opinions within these two camps. Dualism, for
example, has split into "substance dualism", which considers the
mind to consist of a fundaméntally different substance than the

body (the opinion of Plato and later Descartes), and "property

dualism”, in which, though the substance of the mind is conceded to

Sometimes referred to as "monist," as materialism is
sometimes referred to as "monism."

1
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be the brain, the mind itsglf is thought to have special non-
physical properties possessed by no other physical object, as well
as into several different;flavours within these two subdivisions
(see Churchland, 1984, chapﬁ 2). Materialism has also spawned a
number of different lfhes ‘of’ thinkiﬁg. "Philosophical
behaviourism", for example, claims that any statement about a
mental state can be rephraéed without 1o§s of meaning into a
statement about the behaviour that would fesult in a particular
observable circumstance. "Reductive materialism", commonly referred
to as the "identity theory" or the "jdentity problem", on the other
hand, postulates that mental states.are identical to physical
states of the brain or central nervous system and foresees that, as
man's knowledge of the worklngs of the braln grows, everyday
theories about mental functioning w111 be reduced to theories about
brain function in much the same way as classical mechanics
(Newtonian mechanics) was lsuccéeded by ﬁinstein's theory of
relativity. As the popularlty of behaviourism waned, it was
supplanted by "functlonallsm" the central premlse of which is "the
thesis that mental states are deflned in terms of their abstract
causal roles within the wider 1nformatlon-process1ng systemn" (P. S.
Churchland, 1986, p.' 351),{ that is, a given mental state is
considered to have "abstraét causai relations to environmental
inpﬁt, to other internal‘stétes, ?nd;to output" (ibid.). The heir
to a battered and bruiseé idehtfty theory was "eliminative
materialism" which side—stéppéd ‘thé' pitfall that tripped its
A l

e
precursor, the demand for. a peat one-to-one match-up between what

p
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has beén coined "folk psycho;ogy"; our common sense understanding
of the world, and theoretical neuroscience, by agreeing with
critics that no such matCh;ub Qould be forthboming. Thelrationale
put forward by advocates‘ofyelimihative materialism, however, is
not that of detractors of the identity theory, that a "great
variety of quite different physical éystems ... could instantiate
the requiredvfunctional organization" (P. M. Churchland, 1984,
p.43). Successful reduction betwéenv the neuroscientific
understanding of the mind/brain and folk psychology will not occur;
according to ellmlnatlve materiallsts, because[ the concepts
inherent in our folk psycholog1cal understandlng of the world
including our mental states are radlcglly misguided. So the debate
has raged and still rages on. (See S;arle, ;992, for a recent up-

date on the lines of arguﬁentation.)

At first glance, it is‘hara to qndérstand why there is so much
dissension among philosopheré on this question of how mind and body
are linked. On closer inspection, however, it becomes evident that
the ontological problem is not discrete: the issues surrounding it
overlap onto territories co&ered by sémantiés, epiétemology, and
methodology. The semantical problem speaks to querles as to how our
common-sense vocabulary of psychologlcal functioning gets its
"meaning. In essence it 1n51sts that 1f we are to attempt to find a
working relationship between the mind and the body, we must first
have a clear idea of how it is that the mind forms the concepts

- { . "
linked to the words in question. In other terms, the semantical
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problem asks how it is that words come to be meaningful, and how
meaning becomes wordful. Thelepistemoiogical problem, on the other
hand, directs its attention to the!question of how human beings can
acquire knowledge of the inner workings of'conscious, intelligent..
minds; their own and those of others. Thus, the first part of this
problem deals with concerns about self—consciousness: How is it
that a person comes to have "an immediate and privileged knowledge
of [his or her] own sensations, emotions, beliefs, desires, and so
forth? How is this possible? And Just how'trustworthy is that
knowledge?" (P. M. Churchland 1984, p. 67). The second part of the
eplstemological problem examines how'we know that something other
than ourselves (an alien being, a computer, or even a comatose
human) is or is ‘not a conscious being, possessing thoughts and
feelings. What are the standards we use or should use? How do we
judge7 This is the problem of other mlnds. Cru01ally 1mportant to
the solutlon of all of the above problems is the methodological
problem which addresses the 1ssue of what are the best 1ntellectual
methods to employ in a science of nind, a topic upon which there is

little agreement, though all parties do agree on the necessity of

1

pursuing investigations into how the mind works. Approaches to date

have varied from idealism;;ih which the fundamental stuff of
existence is considered to be nind,[not matter, to phenomenology
whose advocates are of the opinion.that the methods that guide
science cannot lead to a true understanding of the nature of mind

since "the world-of- our- experlence is in large measure a

constructed worlad" (P. M. Churchland, ’ 1984, p.85), to

W1
i
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methodological behavioufism which attempts to reconstruct a science
of psychology accérding to the traditions of the highly successful
hypothetico-deductive methods'qf tﬁe‘phyéical sciences éuch as
chemistry and physics, on togthe cognitive/computational approach
thch unites the research programmes of cognitive psychology and
artificial intelligence, both of which postulate the occurrence of
information-bearing internal states in intelliéent creatures which
interact collectively to form the mind (this is the so-called
information processing or cdmpﬁtational appreocach), and finally to
the "bottom-up" perspective of methpdological materialism whose
basic premise is that cogniti&e:acéivities are éimply activities of
the nervous system, and th;t; cdhséqﬁently; the best manner in
which io gain access to thé néture of cognitive activity is to
iﬁvestigate the functioning‘of thé nervous sYstem itself, that is
to say, to study the behavioﬁr of it; microséopic2 elements, their
connections .and interactions, and their devélopment over time as
Qell as their coﬁtrol over behéviour: | |

! i

Evidently, then, there is good reason for the lack of concerted

i

opinion on the nature of the relationship between the mind and the
N . . , . .

2 with today's technological expertise, the degree of "micro"
investigation that can be attained is astonishing. Techniques have
been developed which have elucidated the functioning of single
macro-molecules such as ion channels, as well as ions themselves
within the cells, all of which has added an incredible richness and
depth to earlier discoveries of nervous system function using less
powerful investigatory tools. Hence, it could be said that within .
the designation of '"microscopic" as a level of investigation, there
is now a multiplicity of levels of investigation. In other words,
one person's micro is another person's macro.
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body! Inclusion of these asscciated problems into the sphere of- the
ontological problem brings about a quantum increase in the

complexity of the issues. chever, just as the ontological problem

!
{

cannot be cleanly separatedsfrom thefsementical, epistemological,
or methodclogical problems, the divisions within each of these
problems are not categorically discrete. This is particularly clear
in the descriptions of the various methodological approaches
adVocated: Is it not more proper, for‘example, to consider some of

today's artificial intelligehce models in which a great deal of the

}

structural detail is based on the flne-gralned structure of the

)! 'l |

‘brain 1tself to be as much products of methodologlcal materlallsm
as of the informatlon processing approach?
I i

The arbitrariness of many of the 1lines drawn between the

methodological approaches outlined gave birth to a more synthetic
approach, which came into prominence in the late 1970s andvearly

oy . . i

1980s, called connectionism, but also entitled . "parallel

distributed processing"’ (see Rumelhart & McClelland, 1986, Vol. I,

. 3 i i
chap. 2). Clark (1989) says that connectlonlsm is

l N
o ;
! !

‘an attempt to prov1de sllghtly more blologlcally realistic

v i

models of mind. Such models, though hardly accurate

biologically, are at least ihspired by the structure of the

brain. Moreover, they are tailored ... to evolutionarily basic

However, in recent tlmes‘these\terms have come to represent
different sub-divisions within the d1sc1p11ne. This is discussed at
the end of this section. P
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" of all three (and beyond) .

proﬁlem-éolving needs,. likelperceptual paftern completion....
‘[and althqugh] [bloth our deeper.explanatory underétanding of
cognition and on soﬁé oc%aéions our actual processing
strategies may well demahd the use of higher level, symbolic,
neoclassical descriptions..f. connectionist models offer
.insights into the way nature may prbvide for certain

i

properties that seem to be'quite'essential to what we consider

intelligent thought. (p. 83).
Since the theoretical models of mind developed by connectionism are
instantiated in éomputer mbdels, connectionism reaches into at
least a triad of disciplines, neuroscience, artificial
. i ‘

i 1

intelligence, and cognitive péychoiogy, and exists at the interface

t

The relationships withinlthis triad can be described in simple
terms as follows: cognitive psychology deepens our
understanding of the_bghavioural phenomena to be ekplained;
computational neuroscience studies how the neurons, the basic
units of the brain, when given a sensory input pattern,
integrate the. informatién and compute an output which

!

initiates specific behaviouf; artificial. intelligence uses
_ . o _

information obtained from neuroscientific studies to build

"biologically valid" models of brain systems (e.g. the visual

system) to see if behavioural tendencies observed in humans

~(and other animals) can be ‘reproduced. When they are
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reproduced successfully, it can be concluded that the model

must mimic to some degree the connectivity of that same system

t

in the brain itself and hence knowledge of the modus operandum

of that system has been gainedA. (Hawson, in press-b).

This dependency on empirical research in the sciences, as well as
the conceptualization of "the mind as the product of elemental

bidlogical processes, then, places:connectionism very firmly in the
materialist philosophical camp, echoing distinctly the views of

Democritus.

| . !
1] . [ v ! y L]
The premises of connectionism have, of course, been subject to

critical review, not only from dualists, but also from materialists

of the non-connectionist pérsuasion, as well as by some who, while
persuaded of the value of connectionism, feel that claims as to its
explanatory power may have been oﬁerblown. (For example, see

Smolensky, 1988; Clark, 1989.) One familiarlgeneral criticism of

t

connectionist thinking is- that it is too "reductionist": many
i | [ i

critics consider that it is unlikely, and for some preposterous;

that mental states will be reducible! to brain states as knowledge

; .
t

* The degree of mimicry that is achieved between connectionist

models and actual brain systems, however, is an issue that stirs up
considerable debate. It is contended by experimenters that the
macroscopic behaviour of a system may be reproduced through
judicious adjustments to model parameters (commonly called
"tweaking") without mimicking to any significant degree the
underlying processes in the brain. Churchland and Sejnowski (1992,
pp.130-137), on the other hand, argue that a model net that is
highly constrained by biological data can achieve a high degree of
overlap with real neural nets in terms of "parameter space". This
problem will be discussed in more detail lateriin this chapter.
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of brain functioning increases.rItihas been pointed out by Patricia
Churchland (1986, p.278),}h6wever, ihat the terms "reductionisn"
ahd "reductionist" are not used‘consist»ently in the litefature , and
are often employed as epithets of abuse or insult. To be labelled
reductionist, however, is ﬁotz néceésarily' a negative thing in
Churchland's opinion, and so as to construct an accurate framing of
the sense in which connectibhism is reductionist, she has treated
the subject bf intertheoretic reduction in detail in her text
Neurophilosophy (Churchland;A1986, chap. 7). Her point of view is

expressed succinctly below: .

In the sense of "reduction" that is relpvant here, reduction
is first and foremostl a relation beLween theories. Most
simply, one theory, the'feduced theory Tg, stands in a certain
relation ... to another%more bééic theory T;. Statéments that
a phenomenon P; reduces to another phenomenon Py are derivative
upon the more basic claim that £he theory that characterizes
the first reduces to the theory that chafacterizes the second.
(p.278) | ‘ |
)
Thus stétements claiming that a certain phenomenon has been reduced
to another phenomenon aré in fact' stateménts that the theory
underlying the first phehoménon has been reduced to the theo;y
underlying the second phenoxﬁénon:E

For example, the claim that light has been reduced to
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electromagnetic radiation meaAs (a) that the theory of optics.
has been reduced to the theory of electromagnetic radiation
and (b) that the theory of optics is reduced in such a way-
that it is appropriate fo identify light with electromagnetic

radiation. (p.279)

What is important in this elucidation of the issues is the emphasis

that it places on the requirement that, for a successful

1

intertheoretic reduction to take place, both theories must be

"correct"®, at least as far as ?urrent knowledge goes: should

It

either one be even partly erroneous, whether due to false logic, an
incomplete information base, or other such inadequacies, completely .

successful reduction cannot be expected. Indeed, reductions between
Cod

theories typically involve some revision to the reduced theory
thereby creating an analogue of the original. In cases of extreme

wrongnindedness, complete elimination of the reduced theory may be

mandated.

How much of, or how closely, the old thebry is mirrored in the
Lo * !
analogue varies from case to case and is a function of how

- much correction the old theory requires. Most of the theory of
| ' | .
optics . could be preserved, only some of classical

thermodynamics, and almost nbthing of the caloric theory of

> It is recognlzed that the correctness of any theory is never
absolute as it is a function of the data chosen to form the basis
of the theory, and this may be deficient in many ways, out-of -date,
ill-chosen, insufficient, imprecise and so on.
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heat ahd temperature. (p.283)

Since one of the major benefits;of intertheoretic reduction is
explanatory unification, considerations of thls sort are crucial in
brespondlng to critics of connectionism. Implicit in many of the
criticisms is the assumption that:any new theory of mental states
must be able to explain the,conceptualizations of mental states
which have emerged from different theoretical perspectives. If,
however, the theory to be reduced requires substantial correction,
no smooth reduction will, nor should be, forthcoming, and the goal
of explanatory unification will not be'attained. In such a case,
the requlrement of cross-theoretlcal 1dent1flcatlon of states and

-suchlike constltutes an unacceptable constralnt on the reducing
theory. A far more satlsfactory situation arises if theories at
dlfferent levels of 1nqu1ry co- -evolve by allow1ng the discoveries
in one area to 1nform and 1n1t1ate modlflcatlon in the other, thev
ultimate goal being to construct a grand unlfylng theory of the
topic under investigation. Happlly, co-evolution of theories has
already occurred in, for example, the fields of transmlss1on and
molecular genetics, and there'is ev1dence of mutual influencing in
research on memory carried out in the fields of neurobiology,
- neurology, and'psychology‘(see P. é. Churchland, 1986, p. 285). For
such co-evolution to develop,lhowever, there ﬁust be an openness on
the part of theorists (as well as - experlmentallsts, philosophers,
linguists, etc.) to the poss1b111ty of error within the premises .of |

their espoused theory, hence, 1t is argued by connectlonlsts, for
' {
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researchers into the nature of mihdéto insist that our intuitive
understanding of mental states and;précesses eannot be in error is
to beg the very question beind examined. (See also Searle, 1992,
pp.144-149 for a discussion ef this éoint.) Furthermore, inherent
in the triadic relationship of the:disciplines which form the reot
theories of connectionism, the main.goal of which is to arrive at
a "unified science of the mind/brain";(P. S. Churchland, 1986, see
subtitle of texﬁ), is the potential for the emergence of such a
unifying theory through co-evolution of theoretical progress in the
fields of neuroscience, artlflclal 1ntelllgence, and cognitive
psychology. Nevertheless, connectlon}sts are often to be found in
the eliminative materialist ﬁkliosophleal camp (for example Stich,
1988; P. M. Churchland, 1389, pp.‘ 125~ 127) which, it may be
remembered, favours the eliﬁination of erroneous theories rather
than their reduction. For these phllosophers, folk psychology, "our
commonsense conceptual framework for mental phenomena" (Churchland,
P. M., 1989, p. 2), is merely‘a rough and ready, subjective, and
culturally specific theory oé mental processes, which may be proven
by advancing neur0501ent1flc dlscovery to be utterly false. It is

on this stance, then, that connectlonlsts are often taken to task

b
(see for example Searle, 1992, chap 1)

One of the most promlnent CrlthS of the ellmlnatlve materialist
stance of connectionism is John Searle. He has argued (Searle, -
1992) that elimination of folk,psychology through intertheoretic

reduction is implausible because
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[f]olk psychology includes such claims as that people
sometimes drink because they are thirsty and eat because they
are hungry; that ﬁhey have desifes and beliefs, that some of
these beliefs are true, or at least false; that some beliefs
are better supported than 6thers; that people sometimes do
something because they wantAto do it; that they sometimes have
pains; and that these ate offenéunpleasént. And so - more or
less indefinitely - on.... If the theory goes, the theoretical
entities go with it: to demonstrate the falsehood of folk
psychology would be to remove any.justification for accepting

the existence of the folk psychological entities. (p. 6).

As all of the claims detailed above are sufface phenomena of
conscious intelligence in humans, Searle is also maintaining in hié
line of argumentation that consciousﬁess wiil not be reducible to
brain states. In his opinion, ﬁowgver, the irreducibility of

consciousness is 'inconsequ;ntial,' or at  least "has no deep
consequences" (p. 118), because it "is a trivial consequence of the
pragmatics of our definitionél practiées“ (p.122) . Taking the case
~of the "reduction" of the phenomenon of heat.to the kinetic energy
of molecular motion, Searle argues that in such‘intertheoretic,
reductions the surface,br subjective.appearances of the phenbmenon
are explained as being caused by éhe behaviqur of some underlying

H

microstructure. When this explanation is accepted as plausible,
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[wle then redefine heat ... in terms of éhe undgrlying causes
of both the subjective expériendes and other surface
phenomené. And in the redefinitibn we eiiminate any reference
to the subjective appear%nces and other surface effects of the
underlying causes. “Reél"‘héat is néw defined in terms of the
kinetic energy of the molecular movements, and the subjective
feel of heat that we get when we touch a hot object is now

treated as just a subjective appearance caused by heat, as an

effect of heat. It is no longer part of real heat. (p. 119).

As Searle explainé, however, this dges not eliminate the actual
experience of heat as a valid éhenomenon. In the case of
consciousness, the formula ?ogtlined! above of carving off the
subjective experience‘of‘the bhenomenon from its "reality" does not

‘work and cannot work according to Searle for the simple reason that

where consciousness is concerned the reality is the "appearance":

Consciousness» fails to be redﬁcible, not because of some
mysterious feature, but simpl§ because by definition it falls
outside the patﬁern of feductiqn that we have chosen to use
for pragmatic reasons. Pretheorétically, consciousness, like
solidity, is a surfaceifeatﬁre'of'certéin physical systems.
But uﬁlike solidity, éonsciousneSs capnot be redefined_in
terms of an underlyigg microstructuée, and the surface
features then treated ;s mere effects of real donsciousness,

without 1losing the boint' of having the <concept of

110
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consciousness in the‘fi£st place. (p. f23)
Should these standard patterns of reduction dhange as a result of
a major intellectual revolution, however, Searle can envisage the
possibility of a presently incohceivable reduction of consciousness
coming about. Finally and unexpectedly, however, in musing oh
various approaches to representing the processing of information by

the brain, Searle arrives at a defense of connectionism:

Among their other merits, at least some connectionist models
show how a system ﬁigh% convert a meaningful input into a
meaningful output without any rules, principles, inferences,
or other sorts of meaningful phehomeﬁa in between. This is not
to say that existing, conneétionist models are correct -
perhaps they are all wréng. But it is to say that they are not
all obviously false or incoherent in the way that the
traditional cognitivist modelsfthat violate the connection
principle ‘are. (p. 246) |

The subject of the differeﬁce between “tréditional cognitivist

models" and connectionist models highlighted by Searle is an

important one which has been explored in fine detail by Paul

Smolensky.

In a landmark paper which stirred up enormous controversy (see

Smolensky, 1988, pp. 23-74), Smolensky, who is himself a researcher
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and advocate of the connectionist approach to modelling cognition,
examined connectionism with a view to‘attempting to "articulate the
goals.of the approach, the fundamental hypotheses it is testing,
and the relations presumed to link it with the other theoretical
fraheworks of cognitive science" (Smolensky, 1988, p. 2). He labels
the formulation of the connectionist approach which he advocates
the PTC approach: the Proper{Treatmeht of Cdnnectionism. Though a
believer in connectionism, his beliefs about connectionist models
are not uncritically weighted towards:the positive. In fact, in the
introductory passages of hi§ famous paper he lays out an almost
equal number of positive andrhegétivezéssessments of connectionist
modelling in an even-handed and contraéictory fashion. For
instance, Smolensky (1985, pﬁ. 2-3)‘repor#s that, among other

things, he believes i
b
(1) a. It is far from clear whether connectionist models have

adequate computational power.to‘perform high-level cognitive

tasks....

1
H

) i
] 1

(1) c. It is farAfrochleaﬁ that connectionist models can
contribute to the'study of human competence....

while at the same time believing. '

(1) g. It is very likely that connecticnist models will turn

out to offer contributions to the modelling of human cognitive
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performance on higher level tasks that are at least as

significant as those offered by traditiona1’symbo1ic models.

t
i

|
(1) i. It is likely that connectionist models will offer the
most significant progress of the past several millennia on the

mind/body problem.

One of Smolensky's major interests in carrying out this detailed
analytical investigation of connectionism was to estéblish the
"level of analysis"™ at which conneqtionist models of cognition
operate. In his opinion,lthis;is‘hgither atlthe neural 1eve1( as
has been proposed by many, ngr at the{"symbdlic" level adopted by
traditional cognitive 'mode1§ of co?nitidn, but at a so-called
"subsymbolic" level someﬁhéré petween th? two. Defining the
”traditionai approach:- to cbgnitive modelling as the symbolic
paradigm (details of which will be discussed below), he goes on to
explain that in the PTC approach to connectionism the correct
' perspective to adopt is that of the sﬁbsymbo;ic paradigm which "is
intended to suggest cognifive de;criptions‘built up of entities
that correspond to constituents of the symbols used in the symbolic

paradigm;. these fine-grained con§tituents could be calledl

subsymbols, and they are the activities of individual processing
- : |

units in connectionist netwofks" (p.;3). As Smolensky points out,
the models emanating from both the symbolic and subsymbolic
paradigms can be analyzed at various levels, but he suggests that

1

the preferred level of analysis for médels of the symbolic paradigm
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is' the conceptual 1level, while that of the subsymbolic is the
subconceptual. Since the ;evel , of analysis adopted '"greatly
constrains the formalism for analysis" (p- 3), and since
. w[p]robably the most striking feature of the connectionist approach
is the changewin formalism relative to the symbolic approach" (pp.
3-4), Smolensky goes to great lengths to elaborate how working at
the subsymbollc level alters formulatlons of cognltlve performance.

He notes that:

Since the birth of coghitive.science, language has provided
the dominant theoretical model.'Formal'cognitive models have
taken their structure from the syntax oflformal languages, and
their content from the semantics.of natural language. The mind
has been taken to be a machlne for formal symbol manlpulatlon,
and the symbols manlpulated have assumed essentially the same

semantics as words of Engllsh. (p. 4)

The structure of language, then, 1is the basic structure
underpinning the symbolic ‘paradigm. The basic,’structure for
connectionist models, however, is a dYnamicaI system in which "the
state of the system is a numerical vector evolving in time
according to <ilfferent1al evolutlon equatlons" (p. 6). At any -
moment in such a system, the state vector (whlch determines the
behavioural outpot) is represented‘ as a pattern of activity

scattered over a wide distribution iof units, each of which computes

its value from inputs received from other units before passing on
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information with respéct tolits ﬁqtivity to other units in the
system. Thus, the 'meaning'iof a unit's gctivity value in a
connectionist modelicannot be likened tb an element of -a natural
language, such as a word, as in a traditional cognitive model:
because many units are active in the representation of any concept,
the units themselves do not have conceptual semantics, but
subconceptual. In other wordé, the acEivity Qalue of a unit has no
recognizable meaning to us, a.boint*wﬁich refers back tb Searle's
argument abové whichvcasts doubt on the notion of thé existence of
"meaningful phenomena, org"unive;sal grammafs" of various kinds,
which intercede causally between %eaningful input and meaningful
output. Higher level or "hafd" beh;viburs such as "rulg following"
in a language are better described; according to this view, as
emergent properties of an inherently "soft" system in which no such
‘rules exist. In connectionist subsymbolic models, then, to try to
understand the causal factors for higﬁ, conceptual-level behaviour
through subconceptual level descriptions demands a "dimensional
shift" which is not necessary in éragitiona; models involving the

symbolic paradigm, one which moves the semantics of the description

away from lahguage, and into the tealm of mathematics.

As was mentioned above, though the:lgvel at which connectionist
models function is lower tﬁan the symbolic 1level, it is still
higher than the neural level Aespife the fact that much of what has
been learned about brain processing has been -1incorporated into

i

model designs. This lack of "neural realism" has been another
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source of criticism of connectionist models. There is no doubt,
however, that the functlonlng of connectlonlst models is much
closer to the neural level than that of symbolic models, and some
connectionist models which are 'designed spécifically to test
theories of brain functioning of more;fﬁndamental abilities such as
visual .functioning come very close to "being "neural models".
According to Smolensky, neutal mohels of cognitive behaviour are
not yet feasible, not for want of data on thevbrain, but for want
of the right kind of data: |
g L ;
oOour information about the nervous system tends to describe 1ts
structure, not its dynamic behav1or. Subsymbollc systems are
dynamical systems with certain kihas of differentlal equations
governlng their dynamlcs. If we knew whlch dynamical variables
in the neural system for some cognltlve task were the cr1t1ca1
ones for performing that task, ‘and what the "equations of
motion" were for those varlables, we could use that
information to build neurally faithful'cognitive models. But

generally what we know :are endless static properties of how

the hardware is arranged. (p. 10)

Thus, only a model of the brain whlch prov1des a description at the
neural 1level can legltlmately be called a neural model.
Nevertheless, connectionist -models can prov1de approximate

descriptions: of the functioning of the brain at a higher than

i

neural level, that 1is, at a subconceptual "level, and though




approximate, the description of the microstrucure of cognition that
they offer is more precise by far than that of symbolic models.
Smolensky clarifies the :relationship between symbolic and

f i

subsymbolic models of cognition as follows:

Subsymbolic models‘accufately describe the microstructure of
cognition, whereas syﬁbolic models pgovide an approximate
description of the macrostructure. An important job of
subsymbolic theory is to delineate the situations and the
respects in which the symbolic approxima#ion is valid, and to

{
explain why (p. 12).

In other words, the job of subsymgolic theofy is to try to reduce
symbolic thebry.by explaining at zi more fundamental level how
symbolic phenomena arise, énd in the process to correct any
apparent errors. Churchland and Sejnowski (1992), however, respond
" to "lack of reélism" criticisms of connectionist models in a
different manner: they qﬁestion not just the practicality but also
ﬁhe desirability of realism in a ﬁbdel by noting that in the
scientific tradition no model is 100%§rea1istic, and moreover, need
not be 100% realistic in order to be a good and useful model.
Speaking of models of brain function in general, they comment:
Realistic one-upmanship needs to be put in perspective. First,
models that are excessively rich may mask the very principles

the models were built to reveal. In the most extreme case, if
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a model is exactly éé féalistiC'as»thé human brain, then the
construction and the‘ analysis may be expensive in
computational and human time ‘and hence impractical. ...
quelling may be a stultifying%undertaking if one‘siavishly
adheres to the bald rule that the ﬁore constraints put in a
model, the better it is. Every level needs models that are
simplified with respect fo levels belowlit, but modelling can
proceed very well in parallel, at many levels of ofganiZation
at the sahe time, where sensible decisions are made about what
detail to include and What to ignore. There is no decision
A procedure for decidingﬁ Qﬁat to include;.‘though extensive
knowledge of the nervoﬁs system together with patience and‘J
imagination are advantageous. The best d;rectiVe we.could come
Aup‘with is the woefully vague rule of £humb: make the model
simple enough to reveallwhat is important, but rich enough to

include whatever is relevant to the measurements needed. (p.

137)

o !

A crucial insight into the débaté surrounding the modelling of
cognition may have been provided»by Clark'(1989)_who maintains that
,fhere are two types of cogﬁitive science: descriptive cognitive
science which "attempts to give é fbrmal tﬁeory or model of the
structure of the abstract démain of‘thoughté, using the computer
program as a tool or mediuﬁ"y(ﬁ.lsﬁ),land causal cognitivé gcience

which "attempts to give an account of the inner computational

causes of the intelligent behaviours that form the basis for the
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ascription of thoughts" (p. 154). quﬁectionist or, more generaiiy,
A subconceptual models aré undoubtedly Causal,,while‘traditional or
symbolic models are more descriptive. The importance of the
dis_tinction made by Clark 1lies in, the light it sheds on the
futility of compariné the ‘perfofmances of models of cognitive
behaviour which have arisen out of the aifferent divisions in
cognitive science: since they have‘entirely-different‘goais they
are hardly in competition with one another. In spite of the fact
that both cClark and Smolensky are; chnvinced of the value of

connectionist models of behaviour, they do not believe that higher

t ;
W i

level symbolic models of cognition have nothing'to offer to the
‘study of cognition. Though "[a}ccording‘ to the subsymbolic
paradlgm, the unity underlylng cognltlon is to be found not at the
conceptual level but rather at the subconceptual level, where
relatlvely few principles in a 51ngle formal framework lead to a
rich variety of global behav1ours" (Smolensky, 1988, p. 22), Clark
foresees the possibility that "we may view the constructs of
symbolic AI [Artificial Intélligence], not as mere approximations
to the connectibnist coghitive tfuth, but as a ‘means of

highlighting a higher level of uﬂity between otherwise disparate

groups of cognitive systems" (Clark, 1989, p. 200).

And so the debate as to the nature of conscious intelligence and

how best to investigate it rages on and (to borrow Searle's phrase)




more or less indefinitely ons.‘In;the meantime, as the amount of
data on brain processing has increased, the sophistication and
power of connectionist models of ‘brain function has evolved
accordingly: fesearchers have constructed highly realistic working
models of brain systems such as the visual system, which they
lesion to simulate frequently occurring ineult to the brain and
then observe how the model recovers its function in order to gain
insight into the recovery of the pbrain itself (Kosslyhvet~al.,
1990a, 1990b); models which have been created to study the

mechanics of spatlal representatlan in the visual system have
/!

dlscovered that the response propertles of unlts in the model mimic
i

the response properties of neurons in the v1sua1 system of the

9

brain (Anderson. & Zipser, 1990); language :acquisition is being

modelled (Plunkett &'Marchman, 1991), and robots with senses such

as vision, touch and kinesthesia are being:devised to study how
il : ] i
perceptual categorization is built ‘up in the brain (Edelman &

Reeke, 1990)’. But, it may be protested, how much of this is truly

relevant to the study of cons01ousness° What insight - into
; !

consciousness is galned by modelllng the v1sua1 system? How is

1
¢

visual perceptlon related to the central problems being
‘ |

investigated? The short answer is that nobody really knows. No one

’ - [ L] ! . (]
has yet discovered a "seat of consciousness" in the brain, nor by

® For a recent up-date on the 1ssues, partlcularly the role of

science in the study of con501ousness, see Horgan, 1994.

" of major concern to critics of thls type of modelllng is the
fact that they are more in the business of mimicry than prediction
of outcome, as is more normal in the scientific tradition.
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some estimates are they likely to dq so, since much evidence now
points to the fact that awareness, wh?dh‘according to Crick (1994)
is synonymous with‘consciousnéss, is fepreseﬂted in the brain in a
widely distributed fashion (see for EXamplé, P. S. Churchland,
1986, chap. 5; Crick & Koch, 1992). In the.opinion of Crick and
Koch (1992), however, to bé'able to explain visual awareness oOr
consciousness, a weli—studied,phenomehén comﬁared to other aspects
of consciousness, must be to have solved at' least a piece of the
puzzle.~And what has been learned abdut yisual awareness so far
highlights the complexity of‘even this reduced undertaking. Crick

i

and Koch (1992) note:
Although the main funqtion of thé.visual system is to perceive
objects and events in the wqud around us, the information
available to our eyes:i; ﬁotvsufficienﬁ by itself to provide
the brain with its unique interpretation of the visual world.
The brain must use past experience (eitﬁer its own or that of
our distant ancestors, w£ich is émbedded in our genes) to help
interpret the informatioﬁ coming into our eyes. (pp. 153-154)
Hence, if it is conceded that' "learning and memory are at the deéd
center of cognition, if anything is® (P. S. Churchland, 1986, p.
151), it must be recognized that the Aependence of visual awareness
on experience orllearning means thét the study of consciousness is

not separable from the study of cognition. Furthermore, it has

become evident that, for forms of awareness other than the most.
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fleeting, attention is necessary, and, of course, attention has

long been known to interact with the process of encoding memories

| (see Crick, 1994, chap. 5). Thus, the study of consciousness

i

mandates a knowledge of the bfain's attentional mechanisms, as well
as a knowledge of how memories are encoded,  presently subjects of
intensive research in information processing and the neurosciences.
It is for this reason, that Crick criticizes.the conservative
attitudes of scientists who‘Carry out research in these areas but
who refuse to tackle the problem of consciousness, preferring to
consider it a philosophical matter. In,CricK's opinion,

[i}t will no longer dd to study in detail some particular

aspect of vision and aﬁ thé éame time ﬁo ignore the overall

question: What-happensvin the brain to maké us see. A layman

would regard such an attitude as excessively narrow-minded and
he would be right. As I have tried to show, the problem of
visual awareness is approachable. now, 5oth experimentally and
| :
theoretically. What is more, ’by actiyely confronting the
problem, one begins' to think in new ways; to ask for
information (e. g., -on ,dyﬁamié parameters' 6r short-term
memory) that had previqusly éppeafed to be irrelevant or of
liﬁtla interest. I hope that £efore long every laboratory
working on the visual sfstem of man and the other vertebrates

will have a large sign pbsted on its walls, reading:

CONSCIOUSNESS NOW. (Crick, 1994, p. 253).
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In advocating the pursuit of consciousness, from a "bottom-up"
scientific perspective, Crick is echoing the call of connectionists
for the inclusion of scientific theoriéiné in the solving of
complex problems such as consciousness ‘and cognition which, in the
past, have been seen as outside the realm of scientific inquiry at
its most fundamental levels. That such. calls are somewhat
overenthusiastic at times is.underétendable given the resistance of
the disciplines which heve long considered these topioe‘to belong
exclusively in their territory. . ‘ |
) o

Examination of the problems surrounding the study of consciousness
from both top down and bottom up perspectives, therefore, have
shown, if nothing"eise, that consciousness is an exceedingly
complex phenomenon, and this 1nherent complex1ty of consciousness
has been well captured by one particular "definition" cited by

1

Ccrick (1994) at the beginning of his text:

consciousness. bThe hav1ng ofv perceptions, thoughts, and
feelings; awareness. The term is 1mp0551b1e to define except
in terms that are unintelligible without a grasp of what
consciousness means. Many fall into the trap of equating
consciousness with self-oonsciousness - to be conscious it is
oniy neceseary to be aware of the external world.
Consciousness is a fascinating hut elueive phenomenon; it is
impossible to specify what it ﬁs, what it does, or why it

evolved. Nothing worth feading has ever been written on it.
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Stuart Sutherland,
El I ! !0 Ji‘El !l E
2 '

I
{

In the face of the elusiveness, complexity and mystery of the true

nature of consciousness, it would appear reasonable to stalk it

dautiously but determinedly.aiohg several fronts, as was suggested
by Clark and Smolensky, inclﬁding thpse currently being explored by
.connectionism. Connectionism is -uﬁdoubtedly interested in the
causal aspects of cognifive behaviour and, since cognition ié

intimately intertwined with consCioﬁéness,vit should be able to

3 .
1
i

fill in some pieces of the overali picture.

Just as Crick narrowed the focus of his search for an understanding

of consciousness to visual consciousness, in attempting to
understand the fine structure of . cognition, another: compiex
phenomenon, it would seem prudent to target only one aspect of

cognition in order to increase the chances of reaching some

1 ] .
!

satisfactory conclusions as to its nature and its workings. For
educators, the nature of the learning:processes of the brain are of

‘the utmost importance, and sipce’this dissertation is ekploring the

relationship between second language learning and academic

achievement, of central concern here will be how well connectionism

describes the learning process in human brains, particularly, but:
not exclusively, as this is related to second language learning.
_ l '
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As has been noted above, "connectionlsm" hae been considered
synonymous in the past with "parallel dlstrlbuted processing”. It
has also been confused with "neural net modeling", another
- information procesSing framework. Recently, Patricia Churchland and
Terrence4Sejnowski have injectedisone order into this muddle by

clarifying how the meanings of these terms have evolved with time:

Coined’ more recently, "connectionism" usually refers to
modeling with networks that bear:only superficial similarities
to real neural networks, while “neural net modeling" can cover
a broad range of prOJects; ironically perhape, "neurai net
modeling" is usually 1dent1f1ed with computer modeling of
highly artificial nonneuronal networks, often with mainly
technological significance such as med1ca1 dlagnoses in
emergency wards. "PDP" ("parallel ‘distributed proce551ng") is

generally the preferred label of cognitive psychologists and

some computer scientists'who seek to model rather high-level

|
i

activity such as face recognltlon and language learning rather

[

than low-level activity such as v1sua1 motlon detectlon or

defensive bending in thepleech. (Churchland & Sejnowski, 1992,

p. 6)

These authors prefer to call the approach they take to modelling
~ information processing in the bra1n computatlonal neurosc1ence, an
approach which "draws on both neurobiological data and

computatlonal ideas to 1nvest1gate how neural networks can produce
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| ' .  ~ complex effects such as ' stereo Yision, learning, and’éuditory
| location of sound-emitting‘obﬁects" (ibid., p.6). This take on
information processing in the brainlis very much in keeping with

that detailed by Paul Churchland  (1989), who has described
connectionism as "a recently deveidpe& theofeéical and experimentalv

appfoach to the phenomena of‘hdman éognition that is at once (a)
'naturaiistic, (b) réductionistic, and (c) capable of explaining

both the radical plasticity of. human 'conéciousneés, and its

intricate dependence on the extended cultural surround" (P. M.

Churchland, p. 136), and it is in ;his sense and no other that the

; P
terms "connectionism" and "connectionist" should be interpreted

t

._throughbut this dissertation.
! T
The naturalism and reductionism of connectionism come from setting
down its roots in neurosqientiéic; research on plasticity or
learning® in the brain, human and ahéﬁal (th;ugh it is recognized
that, as argued above, conneétiénist. models of brain function
operate at a level above 'thé.‘neural level 1in general);
conneétionism's ability to explaini the radical plaéticity or
learning capability of'the‘humaﬂ b%ain, on the other‘hand, is

dependent on the astuteness of 'its pfoponents in abstracting

‘accurately from the microscopic detail of neuroscientific discovery

® Due to the fact that, as Patricia Churchland (1986) has
noted, "[t]lhe general category of learning has fragmented into a
variety of kinds of process" (p. 151), the term learning is now
commonly replaced by  the less theoretically burdened term .
plasticity in many neuroscientific papers. In this thesis, however,
"plasticity" as it refers to brain function will be taken to be
synonymous with "learning." ,
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basic structural principles~whi¢ﬁ éan be incorporated into the
designs of the models, as well éslﬁaéic p%inciples.of.learning
which can be described by combufationél méthematical,equations. To
what extent connectionists Have been succéséful in depicting the

learning processes in the prain will be examined below.
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2.2 An Examination of Connectionism with the Object of Classifying

‘It Appropriately

As was discussed at the end of the previous section, the definition

of connectionism which will beé adhered to throughout this

dissertation is that of Paui Churchland (1989, p. 130; also see.

}gloésary). Churchland has termed connectionism a "new approach [to

the phenomena of cognition] ... which resides at the interface of
computational neuroscience, cognitive psychélogy, and artificial

intelligence" (p. 130). Although computational neuroscience is

mentioned as only one of the | disciplines feeding into

connectionism, Churchland's description of connectionism is seen as

having much in common with the definition of "computational

neuroscience" adopted by Patricia Smith Churchland and Terrence
; i . .

Sejnowski (1992) which they term "an evolving approach that aims to
i l

discover the propertiés characterizing and the principles governing
o1 : \ I

neurons and networks of neurons" (p..6). The understanding of
connectionism outlined in these descriptions should not be
confused, therefore, with notions which perceive connectionism as

"modeling with networks that bear only superficial similarities to

real neural networks" (ibid.). In the context of this dissertation,

the critical feature of connectionism as detailed by Churchland's

definition is its ability fo‘describe the plasticity (learning

capability) of the human brain.

i

The definition chosen refers to connectionism as an "approach."
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This is consistent with the termﬁnglogy used by Churchland and
Sejnowski, "an evolving approach", in referring to cemputational
neuroscience, as well as withlthat-bf Clark (1989, pp. 118-119).
when discussing "PDP [parallel distributed processing] approachesﬁ
to modelling human cognitionl. If we take an "approach" as meaning
"the method used or steps taken in setting abeut a task" (see
glossary), connectionism could then be considered to be "a method
taken to set about studying the phenomena of human cognition,
including.leerning." In other words, connectionism is perhaps best
descfibed as a ‘methodology*,, "a set or system of methods,
principles, and rules used in A' inep discipline." This
classification is 1n keeping with Paul ‘Churchland' (1984)
terminology in detailing the 1ntf1cec1es of ‘the "methodological
problem." He includes the "cognitlve/computatlonal approach"
(ar1s1ng from cognitive psychologyland artificial intelligence) and
"methodological materialism" (based on examination of the fine-
grained structure of nervous system function) as different
perspectives in dealing with this problem. Given that connectionism
-amalgamates these perspeetives, it seems entirely reasonable to
suggest that it also falls uhder the Jjurisdiction of the
methodological problem. ‘Hence, it would appear that it is

© appropriate to classify connectionism as a methodology for the

study of human cognition.

! It may be remembered that Clark equates parallel distributed
processing with connectionism (Clark; 1989, p. 83).
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. The premises upon which connectionism is constructed are
instantiated in models, .whether theoretical or empirical, of
particular phenomena of human cognition, for example recognition
and understanding, or learning, wheré each model islﬁa simplified
representatidn of a system or phenomendn 'With aﬁy' hypotheses
required to describe the system or explain the phenomenon" (see
glossary). As was argued in the previous section, connectionist
models are simplified represehtatidns of the nature and princiéles
governing neurons and neural networks'witﬁin particular neural
systens, and the working hypot?esis* underpinning these models is
,1 | .
that emergent properties are high-levél effects that depend on
lower-level phenqmené in some systematic way. Turning £he
hypothesis ‘around to ité négative 'yersion, it is highly
improbabie that emergent properties are properties that cannot
be explained by low-lévéi properties ..., or that they are in
some sense irreducible, éau;ally éui generis, or as
philosophers are‘wontvto say,z"nomolggically autonomous",

i

meaning ' roughly, "not part of the rest of science."

(Churchland & Sejnowski, 1992, p. 2).

i
‘Thus, it would seem appropriate to describe connectionism as a

: i
methodology which gives rise to a particular class of models of

cognitive function, all based on a single working hypothesis about

how the brain works.
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It will be in its capacity to effectively model how the brain
4 : i | o
learns that connectionism will be examined here.

i
i

131




2.3 An Examination of the Validity of Connectionist Models of
Learning

2.3.1 Biological constraints on connectionist learning procedures

The main goal of connectionist researchers was, and still is, to
build more biologically plausible models of learning in brains,
human and_animal. In order to do so, it is necessary to take into
consideration essential elements of the brain's structure and

function, which neuroscientific studies have elucidated to an

'

astonishing degree of precision due to ever improving technological
advances in investigatory techniques, and to incorporate these

elements into the design of the models. The wealth of information
! ! .

available on the brain; however, constitutes a problem for

connectlonlst modellers, s1nce it would be impossible, and perhaps

| [

even counterproductlve as Churchland and Sejnowskl (1992, p. 137)

have commented, to include everyjknown deta;l, The questions.of
which details to incorporate into the.model and which to either
ignore or to represent in abstract form, are the first hurdles that
modellers have to clear. The dec151ons madelon these matters, of
course, depend on what level of organization of brain function the
model 1is aiming to elucidatel. As Chnrchiand and Sejnowski have

: R : :
noted "[a] model that captures the salient features of learning in

! churchland and Sejnowskl (1992, p 11) have identified seven
levels of organization in the'brain, ranging in spatial scale from
the molecular, to the synaptic, neuronal, network, map, systems, .
-and finally to the CNS (central nervous system).
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networks will have a different face from a model that describes the
NMDA channelz" (Churchland & Sejnowski, 1992, p. 11) . These authors
also point out, nevertheless;'thatia nodel aining at one level must
take into account information;auaiiable at hiéher and lower levels
in order to maintain consistency with:the:ouerall picture of brain
function, especially as it relates to the phenomenon being
modelled. Most connectionist models are models of neural networks,
and so details of the fundamental eiements of neural nets, neurons,
are usually taken as thevstarting'point in the designs. However, as
connectionist researchers readily admit, "[b]ecause our knowledge
of neurons is incomplete and our computing power is limited, our

t
models are necessarily gross 1deallzatlons of real networks of

1

neurons" (Hinton, 1992, p.145). That is to say, much but not all of
what is known about neurons is incorpdrated into connectionist

models. To appreciate to what extent this is so, it is necessary to

detail the structural and functlonal aspects of neurons which are
i

most salient to connectlonlst designs.

structure and functlon of neurons
The typical neuron in the human braln is an excitable cell which
consists of a cell body out of whlch have grown a dendritic arbour

1

and an axon: the dendritic arbour (or 51mply dendrltes) is a host

2 The NMDA “channel" is more properly termed the NMDA
receptor. It is a ligand-gated ion channel which is implicated in
certain learning processes and is studied at the molecular level.
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of fine structures which collect incoming electrical signals® from
other cells, and the axon is ﬁeually a long thin strand, branching
profusely at its tip, which carries the signal from the cell body
to other neurons. At the end of each axonal branch is a struoture
called a synaptic terminal or bouton which makes contact, though'
not usually physically, with the dendrites of other neurons. A
synapse is a functional contact between neurons, and consists of a
presynaptic terminal, a narrow gap, and a postsynaptic site capable
of receiving the signals from the ﬁresynaptic terminal, signals
which are generally passed on by chemicals called
neurotransmitters®. The postsynaptlc site is most commonly a
dendritic spine, a small outgrowth oh a dendrite, but can also be
a smail portion of the cell body. ﬁhen it becomes sufficiently
excited by incoming signals, and this is determined by the specific
threshold level of ectivation of the oell, the neuron "fires", that
is, it sends a self-sustaining,'regenerative "spike" of electricel
activity down its axon and through ite syhapses to as many neurons'
as it has contacted. A genereily accepted estimate of the number of
synaptic connections a neuron makes ie 1000, however; in some cases
it may be as many as 10,000 (see Churchland & Sejnowski, 1992, p.

51.) Hence, the information that the neuron communicates to others

* The "electrical s1gnals"‘collected by dendrites, and passed

on by other neurons, are chemical in; nature and are caused by the
inflow and outflux through the 'cell membrane of charged partlcles
called ions.

! Electrical synapses are exceptions to this general picture.
They do make phy81ca1 contact between the cells, allow1ng a

|

bidirectional flow of ions. H
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about its state or activity,(encoded in it§ rate of firing) is
passed on in a highly dietributed fashion, some of it locally, that
is, to neurons in its close vicinity(;but most of it to neurons in
other -afeas of the brain. fFerward.ipfojections to an area are
usually equal in number to backward or recurrent projections to the
neuron from that area, so the "conversatien"-between connected
neurons is two-way. The message of a particular neuron can have
either an excitatory effect‘on another, or an inhibitory effect.
When the effect is excitatory, the probability that vthe
postsynaptic neuron wiil fite is increased; when inhibitory, that
probability is decreased.,Which effect it wili have is dependent on
which particular receptor is reached by.thelneurotransmitter the
neuron employs as its messenger. In most cases, the effect of any
one neuron on another, howevef strgngly conneCted, is small, and it
typically takes a convergence of inputs from many neurons in both
proximate and distant parts'of the brain to make a neuron fire.
This arrangement constitutes a safeguard of sorts for the function
of the heuron, because it means that the loss of some connections

will not result in a great reduction'(or increase) in its rate of

firing or activity.

Learnlng occurs in the braln when there is a change in the ablllty'
of one neuron to communlcate effectlvely w1th another, that is,
when there is a change in the strength of synaptlc connect1v1ty
between neurons. The strength of a synaptlc_connectlon is often

referred to as the synaptic weight. At the synaptic level, learning

; .
t t
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'can be manifested in dlfferent ways dependlng on whether it takes
place on a consc1ous plane (expllclt learning) or an uncon501ous
plane (implicit learning) (see_Kandel‘& Hawklns, 1992), and whether
it takes place during development (see Shatz, 1992), though it is
doubtful thatgthese processes can be cleanly separated "“because
'learning and development‘elmost ‘certainly share mechanisms and
principles" (Churchland & Sejnowski, 1992, p.293). No matter what
the specifics of the .change in efficacy, learning causes the
activity of the connected nedrons‘to‘become either more, or less®,
closely correlated. As"mentioned ‘above, iin the case of an
.excitatory message, a strengthening o% synaptic contact between‘two
neurons will result in a'higher prooability:that, when the first
neuron fires, the second willftoo. This will result in an increase
4in the correlation of firing:between the two neurons. A weakening
of synaptic connections w111 result in a correspondlngly weakened
correlation in the firing. The reverse is true, of course, for an
inhibitory connection. However, in one important theoretical model
of synaptic'change, it has been suggested that inhibitory synapses:

| r
do not undergo modlflcatlon (Bear et al., 1987). According to Crick

(1994, p. 209 ), this strengthenlng in synaptlc connections can be
considered a kind of "b1nd1ng" (though certainly not the only klnd)
‘between neurons, and the stronger the synaptlc connections, the

stronger the bond. It is through this, kind of binding of acti?ity,

> For example, there are 1n01dences of anti-Hebbian learnlng
where correlated activity at the pre- and post-synaptic sites
results in a decrease in synaptic strength. (See Churchland &
Sejnowski, 1992, pp. 252-253) .
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then; that networks; and even systems, of neurons are formed, and

once formed, these networks have their own governing principles.

Organization at the neural network and map levels

Undoubtedly, an understanding of the general characteristics of
neuronal function and structure is.critical to understanding'brain
organization at the cellular}level; Nevertheless, other levels of .
cerebral organization are equally inportant.to comprehending how
the brain processes information. For example, within many sensory
and motor systems, a major principle of organization is the
topographic map, the key feature of which is that adjacent neurons
have adjacent receptlve fleids. fhat is to say, adjacent neurons
process similar representatlons, a 51tuat10n that appears to be
brought about by competitive 1nteract10n between neurons, and which
may have evolved as a strategy éor'sav1ng_and sharing neuronal
"wiring." In the prlmary v1sua1 cortex, to give but one well known
example, neurons are arranged ’topographlcally such that
neighbouring neurons collectively form a map of the retina.
However, all areas of the retina are not accorded equal
representation within thisvmap° the fovea, for instance, covers a
relatively large area of prlmary v1sua1 cortex. Thus the map of the
retina reproduced in this area of the cortex is distorted with
respect to the orlglnal.'leew1se, the hands occupy a relatlvely
' large area of somatosensory cortex:in;humans and primates. Both the
fovea and the hands have a higher than normal density of receptive

i

neurons which have small receptive fields, and since
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the amount of cortex activated by a ;stimulus in a given
receptive field is roughly constant, whatever the peripheral

~ area.... [tlhis meanSvthat when§a body part»is innervated by
: A P
many neurons, each of whﬁch has a small receptive field, that

- |
body part will appear magnified on the cortical map relative
to an area in which there are fewer neurons, each of which has

a large receptive field. (Churchland, P.‘S., 1986, p. 129)

It is because of this high density of receptive neurons that both

the fovea. and the hands are extremely 1mportant informational
}f .|x\
sources for their respectlve sensory modalltles.
: o P
|
Thus, the general rules Wthh seem 'to govern the allocation of

|
i
|
i
i

territory in topographic mapping are (a) neighbouring sensory sites
i P 1 : 4
maintain their spatial proximity in the cortex, and (b) the greater

1

the amount of information a sensory area,prd?ides, the greater the
amount of territory it is aliocateé.'bnce formed, theee topographic
maps are relatively stable, but retain a degree of plasticity
througheut life, such that the ‘responses of the cells in a
partlcular territory can alter to 'accommodate changed sensory.
circumstances, an alteratlon in tﬁe 1nten51ty of sensory stimuli,
or perhaps nerve damage, the!net effect of whlch is a terrltorlalv
shift in the cortex (see.Merzenlch et al., 1990). According to
Cchurchland and Sejnowski (1952), that the mechanisms by which this

rearrangement occur are still a matter for conjecture does not

diminish the importance of the'implications of this proclivity of

|
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neurons to exhibit plastic behaviour:

It is not yet known how;much of this rearrahgement is due to
plasticity in cerebral cbrtex} of perhapé in subcortical areas
that project to corticallmaps.... Nonetheless, this evidence,
and further>evidence for synaptic plasticity ... make it
difficult to think of the mééﬂinery in the adult brain as
"hardwired", or static. Rather, the brain has a remarkable
ability to adapt.to changes in the en§ir6nment, at many

different structural levels and over a wide range of time

scales. (p. 34)

This adaptability of neurons to changed circumstances is further
evidenée that networks of neurons are not only able to learn, but
to relearn. This is a property that it is important to reproduce in

any biologically valid model of learning.

As well as topographic organization, @any areas of cerebral cortex
exhibit laminar orgahization. SevéralA non-cortical anatomical
structures have also been éhown té display striation (laminar
organization), the supérior colliculus, the cerebellun, the
hippocampus, and the lateral‘genicgla;e nuclgus being a few of the
most significant. The laminae ;or:‘layersl aré caused by the
segregation of different cell types énd of cell processes, though
no one 1ayer' is completely homogeneous in cell type. A given

[

lamina, - however, shows high conformity with respect to where it
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receives input from, and where it projects its output to. For

'example, in the cerebral cortex, there are typically six laminae,

and layer 4, the middle layer, receives specific sensory input from
the thalamus, while output to subcortical motor areas comes from

layer 5, and layer 6 mainly projectsfback to the thalamus.

{
To complement this horizontel organization, there is vertical
organization in the cerebral cortex in the form of columns of cells
traversing layers _which reflect; anatomical and physiological
commenalities: - cells in - a particular | column show rich
interconneCtivity and simile% resbonse pfoperties. Neurons in the
S

same column of the visual cdrtex, forvinstance, might all show a

preference for a stimulus w1th a ﬁartlcular orientation. However,
boundarles in response propertles between columns are rarely sharp'
(ocular dominance columns in iayer 4 of prlmary visual cortex belng '
one notable exception), hence the term "vertlcal column" may be'
somewhat misleading. | |

‘A word on brain "design"
These different organizational modes may have a common genesis,

{ b

according to Churchland and Sejnowski (1992):
Topographic mapping, columnar organization, and laminae are
special cases of a more general principle: the exploitation of
geometric properties in information processing design. Spatial

proximity may be an efficient way for biological systems to
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|
assemble in one place information needed to solve a problemn.
To consider a simple case, suppose it is necessary to compare
differences between stimuli at neighbouring locations, where
comparison requires signals be brought together. Then
topographic organization may’aéhieve this efficiently while

minimizing the total length of the connections. (p. 37)

One feature of brain organization which appears to emerge from
consideration of its substructure, then, is its pragmatism.
According to the above analysis of ‘its structure, the brain
apparently seeks out economicél solutions to practical problems, as
would be expected of good engineering‘design. But can the brain be
accurately portrayed as an example of good design, or is it more of
a "kludge", as Clark (1989, p. 69) suggests? A kludge in Clark's
definition is | |

t

a term used in engineering and gomputer science to describe
something that, from a pure (i.e;,‘ahisﬁorical), design-oriented
viewpoint, looks messy and inefficient. But it gets the job
done. And it may even coun%'as an elegant solution once all-thé

constraints (e.g., the available skills and resources) are taken

into account. (p. 69)

Most brain researchers, including Churchland and Sejnowski, agree
that indeed the brain is more of a kludge than a well-designed

organ, and that its kludge-like character is a result of its having
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evolved from simpler structures which themselves evolved in
accordance with constraints, both external (environmental) and
internal (materials and structures available to build upon), as
stable units capable of csrryinq out tasks necessary for the
survival of the host organism® (For an overview of brain evolution,
see P. M. Churchland, 1984, chap. 7). As Clark (1969) notes,
i
[c]omplex biological systems, then, have evolved subject to the
constraints of gradualistic holism.... Gradualism requires that
each structural step in the evolutlonary process involve only a
small adjustment to the prsv;ous state. Jacob compares evolution
to a tinkerer who must use whatever is 1mmed1ate1y at his
disposal to achieve some goai. This case contrasts with that of
an engineer who, within cestain limifs, decides on the
appropriate materials and de51gn, gathers them, and then carries
out the project... The p01nt then, is that what the tinkerer

produces is heavily dependent on his historical situation in a

way in which the engineer's product is not. (p. 70)

Evidence of the "tinkering" progress of human evolution can be
found in the eye, the light sensitive photoreceptors of which face
|

away from the 1light, so ' that light must first pass through

overlaying layers of nerve cells and their processes before it

®According to Clark (1992 p. 70), this may be true down to
the 1level of such fundamental structures as mitchondria and
chloroplasts which now are integral components of the eukaryotic
cell.
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reaches the photoreceptors, not what one might call an optimal
engineered solution to the problem of constructing a viewing

£
H

device.

Parallelism in information processing in the brain

It is on consideration of this gradual construction of complex
functions from autonomously developed sub-functions that the
massive parallelism of information processing in the brain becomes
comprehensible. Information gathefidg systems such as the visual
system have come together in a piécemeal fashion from already
functioning sub-systems, the ability to analyse form, to detect
motion, to process colour, ‘all of which may at one time have
operated simultaneously and separately, but which have co-evolved
in humans to form one complex whole, so that today, each sub-
function still maintains its intégrity of processing while
admitting integration of information‘from the others to influence
its output (see Zeki, 1992). Nor is sensory processing alone among
complex human abilities to depend on "lower level" competencies:
the comprehension and production of ianguagé, it would appear, is
dependent on specialized sequenc1ng regions in the left hemisphere,
which may be equally important to the productlon of ballistic

movement, that 1s, throwing and such, and indeed may have evolved

to serve this purpose (see Calvin, 1994).

One of the main benefits of parallel processing of information to

an organism is speed in production of output. Though the human
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brain may be considered slow at some high level tasks such as
playing bridge or mental computati?n when compared to the speed of
a conventional digital computer, it accomplishes extremely complex
tasks like visual recognition astonishingly quickly, especially
given the time constraints imposed by neuronal transmission and
cerebral architecture. Parallel processing of information gives a
rational account of how this comes about. But it is important to
remember that parallel processing of information was not designed
to speed up processing, although the fact that it did was almost
certainly crucial to its selection by evolution. Speed of
processing is an emergent property of parallel processing of
information, a result rather than a goal of cerebral archltecture,
in much the same way as "spandrels [1n Salnt Mark's Cathedral in
Venice] are a necessary structural'by product caused by mounting a
dome on a number of rounded arches" (Clark 1989, p. 77). That such

emergent speed be exploited by the organism whlch has acquired it

is only natural. This point is 1mportant to keep in mind when

considering how complex cognitive capabilities came into being;
they also may very well be emergent properties of the architectural

features which underpin them, and it so, an understanding of the
fine-structure of these featpres becomes of primary concern to an
understanding of the "higher ievel";ability. (See Clark, 1989,
chap. 4 for a detailed argument along these lines.)

Additional considerations -
There are some higher order biolo;ieal constraints that it is
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important to keep in mind whep considering how to produce
biologically valid models of bréin function: for example, the
ability to cope with conflicting and'inadequate data and still be
able to function, that is, to make a decision or to remember an
event given time. Clark notes that "[p)erformance should gradually
become less satisfactory as available data decreases; it should not
suddénly cease. Systems, in short, must be robust enough to survive
in an informationally hostile environment" (Clark, 1989, p. 62).
Brain systems should also be insensitive to the loss of a few
neurons or a blow to the head. Healthy older people, after all, do
not forget everything aboﬁt an ev;nt, and aﬁ injury which causes
amnesia is not permanent inlmost caseé. Even when the brain has
suffered a more severe loss éf\neurons as a result of a stroke or
surgery, recovery of function can and does occur, sometimes to a
surprising degree. How does this come about? All of these phenomena
common to the human experience, and more, should be taken into
consideration in modelling human information processing. Moreover,
an overriding conétraint to biological validity in modelling human
performance must be that moéels should perform these feats in time
frames comparable to those of humén:perforgance.>This is a tall

order for any model, but it is one which connectionist models

should and do attempt to fill.
2.3.2 Attention as a biological constraint on learning

Attention and 1eatning
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It has long been recognized by educators that "paying attention"
has a beneficial effect on learning,iin that information to which
attention is paid is remembered more clearly and for a longer
‘'period of time. This intuition on the part of educators has
recently been corroborated more formally by attention researchers
for whom the concept of “attention":is at one and the same time
much more complex and more precise, yet more difficult to define
than most educators would imagine, a problem which will be
elaborated upon below. Attention has been sh&wn to be effective in
promoting neuronal plastiqitylaf the synaptic level along with
other central brain states such E!as motivation, behavioural
significance of the stimulus; and level of arousal (Singer, 1990;
Churchland & Sejnowski, 1992, chap.;S). Atﬁention is thoﬁght to
promote higher activity in fhe targeted neﬁrons relative to the
"unattended" surround, and‘in this way to effect positive synaptic

i .
change in general, that is, an increase in synaptic strength

between active neurons’. (For a fheoretical explanation of the
effect of high neuronal activity oﬁ synaptic ﬁlasticity see Bear et
al., 1987.) As well as having an eiéitatory effect on selected
neurons, however, attentionl has bé:en shown to have inhibitory
effects on the activity ;f neurons: for example, when an

ineffective (or irrelevant)vétimulus;is attended to, the activity

of the cell is decreased (Moran & Desimone, 1985). This is a case

” An exception to this scenario méy be found in anti-Hebbian
learning in which activity in pre- and post-synaptic sites leads to
a decrease in synaptic strength (see Churchland & Sejnowski, pp.
250-254) . :
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of an inhibition of the cell to which attention is allocated. The
operation of attention appear§ to routinely ipvolve both excitation
of cells receiving attentionf:and #nhibition,of cells outside this
attentional focus. Rizzolatfi (1983) has noted with respect to

"passive sensorial attention" (more on which below) :

A necessary condition for assiéning an attentional function to
sensory stimuli, is that, besides their excitatory properties,
they are also able to "withdraw" attention from other stimuli
present in the environment. In other words, that a stimulus,
beside[s] an excitation, could proauce a qoncomitant inhibition
of other simultaneously ﬁgrformed activities. If one examines.
the effecté of the presehtatién of "atéentional stimuli" to
animals, there is little doubt that inhibition of preexisting
behavior does indeed occur...;, Thus, passive attentional
processes utilize inhibitory processes which, on one hand,
decrease the degree of clearness of the non-relevant stimuli

and, on the other hand, permit a smooth execution of the motor

responses toward the relevant stimuli. (p. 263)

For cells being inhibited, then, fhe outcome of the allocation of
attention may be a decreaée inf synaptic :strength due to the
reduction of activity. A recent study emgloying’ PET (Positron
Emission Tomography) scans has demonstratedvthat this inhibiting

action of attention can also occur at the level of entire cortical

areas. Haxby et al. (1994) discovered that "selective attention to
- e

147




one sensory modality ... is associated with;decreased activity in
cortical areas dedicated to processing input from other sensory
modalities" (p. 6336). This cross-modal reduction in activity due
to selective attention is oflparticular importance to this thesis

and will be discussed in greater depth at a later time.

In short, the ability of attention to affect the activity of
neurons renders it an important force in learning, and it is for
this reason that its characteristics must be considered in any
attempt to model how human belngs learn. 'But what exactly is
attention? This is a d1ff1cult questlon to answer. Indeed, no
universally accepted characterlzatlon of either the structure or
function of attention exists. When asked by the author if he would
define attention at the West Coast Attentlon conference in Oregon
in 1993, the well-known attentlon researcher Mike Posner declined
to answer, presumably because the phenomena grouped under attention
are extremely diverse, and therefore attentlon can be studied from
various perspectives. To date, no body of evidence is conclusive

enough to endorse one particular viewpoint on attention, even

Posner's own. Nevertheless, much data on attention has been

|
1

gathered and it does seem worthwhile at this stage to attempt to
glean from the disparate positions on. its nature and function some

features which will be useful to educators. Since the purpose of

,
! i

this investigation 1is to 'clarify how best. to conceptualize
attention, the definition of attention which will be wused

throughout this dissertation will only be formalized at the end of
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this section.

At the outset, it should be noted th%t much of the early research
on attention was directed atiauditor§ system functioning, whiie a
higher proportion of more recent efforts focuses on visual system
functioning. Though there may indeed be significant differences
between attention in audition and vision, as Van der Heijden (1992,
pp. 59-62) has pointed out, due to fundamental differences in the
nature of light and sound, evidence on the nature and functioning
of attention will be drawn from studies involving either (or both)
sensory systems. Justification for this approach can be found in
the fact that general theories of attentional function have done
likewise (ibid., chap. 2), Ehét there is evidence that certain
aspects of attention generalize " across sensory modalities
(Schneider, ﬁumais, & Shiffrin, 1984, p. 4), and furthermore that

t

there is evidence that

the attention system of the brain is anatémically separate from
the data processing systems that perform operations on specific
inputs even when attention is orieﬂted elsewhere. In this sense,
the attention system is like other sensory and motor systems. It
interacts with other parts of the brain, but maintains its own

identity. (Posner & Petersen, 1990, p. 26)

Thus, certain aspects of attention may be thought of as separate

from but in interaction with the various sensory and other
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information processing systemé.a.AISO, Van der Heijden (1992, chap.
8) argues in his model of attentio@ that visual attention is a
product of stimulation of the cells within the visual'system. There
seems little reason to suppose that this would not similarly be the

case within the auditory and other sensory systems.

The controversy surrounding the néturq and function of attention

As mentioned above, one of the most surprising outcomes of an
investigation of the literature on attention is ﬁhe finding that
there is no generally accepted definition of this phenomenon.
Indeed many papers and textsion attengion begin by noting this fact
(see for example Enns, 1590; van def Heijde;, 1992). Presumably,
the inability of researchers to agfee.on an ;dequate definition is
due to the controversy surrounding its nature, that is, its
structure and function. The situation is not éntirely hopeless,
however. As Posner and Petefsen .(1990) note, although "our
knowledge of the anatomy of attention:is incomplete.... we can now
begin to identify some principles of organization that allow
attention to function as a uﬁified;sy;tem for:the control of mental
processing" (p. 26). Thié feference to attention as "a unified

- |

system," rather than a single phenomenon is important, since it is

clear from research data that attention is not unitary, but can be

8 It is interesting to note that this view of attention

mirrors that of Cummins' vision of cognition delineated in chapter
one. This is particularly so when the degree to which attention was
considered to be active in "cognitively demanding" information
processing is taken into account. The question that arises here,
then, is whether Cummins is equating cognitive functioning with
brain functioning that demands high attention.
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subdivided into "intensive phenomenaL such as arousal, alertness,
or attentiveness" and "selective phepomena" (Rizzolatti, 1983, p.
261). From cognitive accounts of attgntion, Posner and Petersen
(1990) have identified three major functions of attention: " (a)
orienting to sensory events; (b) détecting signals for focal
(conscious) processing, and (c) maintaining a vigilant or alert
state" (p. 26). Though few attention researchers would disagree
with these conclusions, for many the most important aspect of the
attention system is its abiiity to select items from either the

external or internal environment for “focal (conscious)

t
i

processing."’ It is selective atteption, then, which is most
implicated'in consciousness or awafenéés (and therefore in what is
generally considered to .bé “cognitive" processing), whereas
"la]rousal [or alertness] is’a general condition affecting all of

1

one's behaviour" (Crick, 1994, p. 59).

Even when dealing with this reduced notion "selective attention",
however, agreement on a definition is hard to come by. Many authors
refer back to the classic'definition of attention by the great

psychologlst William James. RlZZOlattl (1983) begins his study of

the neurophy51ology of attentlon in just this way:

The definition of selective attention that I will use is that of

i

° Enns (1990) provides a functlonal taxonomy of visual

attention in which the "highest level construct in the taxonomy is
selectivity" (p. 140). Lower level constructs ‘that he highlights
are: integration, filtering, search, and priming.
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William Jamés (James, 1950). In "The Principles of Psychplogy"
(p. 403) he writes: 'It (attention? is the taking possession by
the mind,.in clear and vivid form, of one out of what seens
several simultaneous poséible obﬁects or trains of thought.

Focalization, concentration of consciousness are of its essence.

It implies withdrawal from some things in order to deal

effectively with others'. (p. 261)

The reason why this definition has endured where others have been

cast aside may be that it captures the essence of the function

! H |
selective attention, variously termed "focal", "focused",

"central" attention, the capacity-to‘concentrate consciousness

one area of experience (that is, a single stimulus or a group

of

or.

on

of

stimuli), while at the same time withdrawing it from other areas.

As Schneider et al. (1984) note,

1

[t]his concept presupposes that there is some bottleneck,

or

capacity limitation, in the processing system and that subjects
have the ability to give preference to certain stimuli so that

P P
they pass through this bottleneck$easily and at the expense of

other stimuli. (p. 3)

The existence of the putative:"capécity limitation" within the

selective attention mechanism is inferred from divided attention

research showing that "subjects exhibit reduced performance when

they try to accomplish an ihcreased number of tasks or to attend
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simultaneously to an increased number of stimuli" (Schneidér et
al., 1984, p.3). Whether the‘hypothesized bottleneck is one which
screens out information before or éftér it is processed by the
brain has long been a subject 6f ‘intense debate in attention
research circles. (See Moray, 1969; Bfoadbent, 1982; Kahneman and
Treisman, 1984; Van der Heijden, 1992 for some interesting reviews
of the topic.) There does appear to bé agreement, nevertheless, on
the fact that the main reason why one stimulus is given preference
over another is its relevance or importance in the context of the
situation at hand. What defines the characteristics of the
importance of the stimulus éppearé to depend on whether the
allocation of attention is stimulu; or "world" driven (passive
attention), or actively directea by tﬁe person, or other organism,
(active or voluntary attention). |
| .

In the case of passive attention in which attention is "captured"
by a stimulus, Broadbent ‘has koﬁed: "The selection is not
completely random, and thé probability of a particular class of
events being selected is increased by certain properties of the
events and'by certain states.of thevOrganism" (cited in Van der
‘Heijden, 1992, p. 44).

Properties of events whichu might Affect the probability of a
stimulus being selected are physical intensity, recency of the
perception of information from a' specific class of events, the

1 i

frequency level of incident sounds. Sénsitivity to these properties
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tends to be genetically pre-programmed, although it could be argued
that this is only so if the §urrounding environment is relatively
normal for the species bein% obserQéd. In the opinion of Deutsch
and Deutsch (1963), however, the property of a stihulus which is
crucial to determining the probabilify of its capturing attention
given an adequate level .of arousal is its ‘'"weighting of
importance", which these authors consider to be determined by "past
learning". They cite in support of this view studies which report
"that during sleep a subject tends to respond selectively to his
own name" (p. 82). Schneider et ‘al. (1984) come to a similar

conclusion, though they conceptuaiize the situation somewhat

; P
! §
i

differently:

We argue that the consistent training o;er trials 1leads the
targets ([stimuli] ... to aptract‘agtention automatically.... our
suggested basis for the effectsiéeen iﬂ these studies 1is a
training of attention itself. Thué attention may be thought of

as a trainable response in its own right. (pp. 4-5)

An interesting hypothesis on how a stimulus might acquire a high
(or low) importance weighting has recently been proposed by Antonio
Damasio (1994). He suggests'that, for each perceived stimulus or

given representation in the brain, there is ‘an associated somatic

marker, a feeling'® about bodyﬁ(soma) state which "marks" the image.

1

0 pamasio uses the terms "feeling" and "emotion" in particular
ways. Essentially an "emotion" is a bodily response to a perceived
stimulus, and can be pre-wired (primary emotions) or learned
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These somatic markers are usually built up over time in accordance
with the emotional response of ‘ant organism to a stimulus or
situation and are thus learned and tﬁoroughly individualized, but
some may come about as a result of genetically pre-programmed
emotional responses, in which case learning may still be operative
but in a species-wide manner akin to Jungian archetypes. According
to Damasio (1994), somatid markers act as "a biasing device" (p.
174) during the process of rational thinking to speed up decision
making by effectively providing "an automated detection of the
scenario components which aré more likely ta be relevant fitalics
added]" (p. 175). Somatic m;rkers, then, are evaluations of the
importance (or relevance) of the information being processed to the
situation at hand, evaluations whiéh, it should be emphasized,
emerge out of emotional response and experience. What is of
interest for this discussioﬁ is that Damasi; proposes that these

somatic markers which reflect value are the driving force behind

basic attention and working memory'':

(secondary emotions); a "feeling", on the other hand, is the
conscious experience of the changes in body state brought on by
an emotion: "If an emotion is a icollection of changes in body state
connected to particular mental images that have activated a
specific brain system, the essence of feeling an emotion 1is the
experience of such changes in juxtaposition to the mental images
that initiated the cycle. In other words, a feeling depends on the
juxtaposition of an image of the body proper to an image of
something else, such as the visual image of a face or the auditory
image of a melody" (Damasio, 1994, p. 145).

I pamasio (1992, p. 197) defines basic attention and working
memory as follows: basic attention permits "the maintenance of a
mental image in consciousness to the relative exclusion of others.
In neural terms, this probably depends on enhancement of the neural
activity pattern that sustains a given image, while other neural
activity around it is depressed;" ‘basic working memory "holds
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There is, of course, an inportant'question to be asked at this
point: what drives basic attention and working memory? The
answer can only be basic value, the collection of basic
preferences inherent in bﬁologitaf regulation....

In the full somatic-marker hypothesis, I propose that a somatic
state, negative or positive,,caused by the appearance of a given
representation, operates not onlyias a marker for the value of
what is represented, but aiso as a booster for continued working
memory and attention. The  proceedings are "energized" by signs
that the process is actually being evaluated positively or
negatlvely, in terms of the 1nd1v1dua1's preferences and goals.
The allocation and malntenance of.attention and working memory-
do not happen by miraele. They are ffirst motivated by
preferences inherent in the oréanism, and then by preferences

! |

and goals acquired on the basis of the inherent ones. (Damasio,

1994, pp. 197-198)

The implications of this hypothesis for learning will be explored

in a later chapter.

To summarize, then, the ability of a stimulus to capture attention

is dependent on its "1mportance," also referred to as its "meaning"

(Broadbent, 1982, p. 257) or its. "relevance" (Schneider et al.,

1984), which may be genetically pre-programmed, but which may

i

separate images for a relatlvely 'extended' period of hundreds to
thousands of milliseconds." This definition of attention is in
keeping with the one developed in this chapter.

156




i

equally be built up over time as a‘function of its value or learned
significance for the organiémﬁ, and which may be determined by
emotional state. It can be cqncluded,stherefore, that a dichotomous
separation of selective attention inté a world driven component and
a voluntary or actively directed éomponent cannot be cleanly
accomplished since, even when actively focused on a location or
object, attention can be captured by "important" stimuli. This
"weighting of importance" feature of a stimulus is often referred
to as its saliency. The saliehcy of a stimulus, at least in visual
attention, is considered to be a funcﬁion of the conspicuity of its
location on a hypothesized "§aiiency map" which
gives then a "biased"'iview of the ‘visual environment,
emphasizing interesting of conspicuous locations in the visual
field.... Saliency at a given location is determined by how
different this 1location 1is from its lsurround in colour,
orientation, motion, depth, etc. It is pdssible, however, that
the relative weight of the different properties contributing to
this representation can be‘modﬁlated by;the activity of some
higher centers, as for instancé during prglonged practice with
~ a particular set of targets and distracters. (Koch and Ullman,

1985, p. 221)

12 Tt 4is interesting to note that even in artificial

intelligence models of cognitive behaviour such as the robot,
Darwin III, incorporation of a set of values (conceptualized as
"innate goals") was seen to be crucial to adequate information
processing performance (Edelman & Reeke, 1990, p. 235).
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This dependence of saliency on the difference of a pmrticulaf
location from its surround explains why the novelty factor of a
stimulus, especially in terms of abfuptness of onset, has-gfeat
power to capture attention in most situations’. In Koch and
Ullman's artificial intelligence model which is based closely on
physiological evidence, the registering of saliency corresponds to
a. high activity level in the neuron-like elements in the map: "The
higher their activity, for instance their firing frequency, the
higher the saliency of the corresponding location in the visual
field" (ibid., p. 221).‘And since, according to the argument
detailed above, the highe£ the activity of % unit, the higher is
the likelihood of long term synaptic change léading to learning, it
would appear that what is learned (even wheh direct instructions
are given to a subject, but especially when they are not) is
l

determined to some extent by both genetic predispositions and past

i

learning.

Dichotomous concepts in attehtion research\

The study of attention abounds with diéhotomqus concepts as to its

nature and function, and, as in thé'case of passive and active

attention, these dichotomous notions rarely:stand up to empiricai

scrutiny. In essence, they are heuristics: they serve the purpose

of furthering discussion. Becausé many of them relate to
. |

information processing issues, before elaborating on some of the
| P .

> see Van der Heijden, 1992, pp. 264-265 for a list of the
kinds of abrupt visual events that can capture attention even when
explicit directions for focussing attentlon have been given.
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most important of them, it seems worth hlghllghtlng a point made by

Van der Heljden (1992) when dlscu551ng visual attention:

|

In very general terms, structured visual stimulation results in
structured activation in the visual information processing
system. The study of this stimulation-caused activation is
essential for visual information proceséing psychology. All
» further processes", including selective attention, are based
upon, make use of, or interact with stimulation-caused
activation. Visual information pfocessing as a whole can be
regarded as the interaétioni 5§tween, 5or integration of,

stimulation-caused activation and, what can be called,

internally generated activation. (p. 209)

The 1mportance of Van der Heijden's statement lies in the emphasis
placed on the 1nteract1veness of the 1nformatlon processing system.
Without stimulation of some Kkind, there is no processing
whatsoever, therefore attention is pointless; without attention, 6n
the other hand, there is no selecfion ofkcertain stimuli over
others and hence confusion! fesulté. In effect, then, without
atténtion, the information pfoceséing system itself is useless to
-the organism. These are tr@ths that are self-evident, but ones

which researchers appear to lose sight of at times in their

_conceptualizations of the nature and function of attention.

|
i
| i

To return to the examination of dichotomous notions in attention
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research, the concepts of passive and.active attention find a rough
correspondence in parallel and serial processing of information.
Speaking of the visual search paradigm, Cheaf and Lyon (1992) have
commented that "([s])everal anélyses of visual seafch have suggested
that some stimulus arrays can be searched in parallel, whereas
others require that an attentional ‘'spotlight'!'* be directed
serially to different display'locaéioﬁs until the target is found."
(p. 113) In keeping with these suggestions, parallel processing is
thought to be "pre-attentive," that' is, not requiring active or
conscious attention, is fast, and initiated ﬁy stimuli referred to
as "features"” of a partiCuiar 'sensory system, while serial
processing is thought to require'aclive coﬁscious attention, is
slower, and is initiated by con{unétions sf features. However,
empirical support for this type of division in processing is not
clear cut: using a vafiety of targets representing several
different kinds of defininglfeatufes, Chealland Lyon (1992) found

that "[s)ome targets showed strongly parallel or strongly serial
search, but there was evidence for several intermediate search
W :

classes" (p. 113), and later. (Cheal & Lyon, 1994a), discovered in

an examination of the allocation of attention in three different

 The attentional "spotlight" metaphor will be elaborated
upon below. Co

15 preisman (1988) describes features as "an elementary
alphabet of visual building blocks or primitives «e..[which] may be
'hard-wired' into the structure of the visual system, either
innately or through early or prolonged experience" (p. 230). Cheal
and Lyon (1992) complain, however, that "it has been difficult to
arrive at an independent definition' of a feature.... Sometinmes,
features are Jjust those qualities' in a character that allow
parallel search" (p. 118).

i
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research paradigms that no simple dichotomy between responses to
"feature" targeté and those’defin?q:by a conjunction of features
was evident. Thus, as with p;ésivegand active attention, a hard and
fast separation between parallell and seriai' processing of
information seems untenable. A reasonable resolution of this matter
may be found in theories which suggest that serial processing is in
fact guided by parallel processing (e.g. Guided Search Theory), and
others in which a clear separation of the two is not deemed
necessary (e.g. Similarity Theory). (éee Cheal and Lyon, 1992, for
a recent discussion of these and other theories of visual search.)
l :, , ‘
Another influential partitiqninggofiinformation processing, one
- which incorporates parallel ahd{seriai processing as well as other
dichotomousvconceptsj is to;be found in‘thevnotions of automatic

and controlled processing. Schneider, Dumais, and Shiffrin (1990)

define these terms as follows:

Automatic processing is é fast, parallel, fairly effortless
pfocess that is not 1imitea by short-term memory (STM) capacity,
is not under direct subject controi, and is responsible for the
performance of well-deviloped’.skilled behaviors. Automatic

processing typically develops when subjects process stimuli

consistently over many trials.... Control processing [more
usually termed "controlled processing"] is characterized as a
slow, generally serial, effortful, capacity-limited, subject-

regulated processing mode that must be used to deal with novel
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or inconsistent information. Control processing is expected when
the subject's response to the stimulus varies from trial to

trial. (pp.1-2)

It is immediately obvious that the concepts of automatic and
controlled processing not only incorporate parallel and serial
processing of information, but also the notion of limited capacity
(or "bottleneck") mentioned with respect to selective attention.
What is interesting in theee definitions,\ however, 1is the
suggestion that the capacitﬁ limitation is determined by "short-
term memory" rather than being eonceived as Qithin some "attention
system." That attention is involved in these two kinds of
processing, though it is not mentioned directly, follows naturally

from the inclusion of parallel and serial processing as defining

characteristics of automatic and controlled processing.

A recent positron em1s51on tomography (PET) . study carried out by
Raichle and the group at Washlngton Unlver51ty lends some support
to the reality of the separateness of these two types of
information processing, in that they have been able to image two
separate anatomic systems in the human brain which appear to be
involved predominantly in either novel/naive language tasks or
practised tasks (Raichle et al., 1994). An interesting feature of
these two systems is that, eccording to this study, when one system
is active, the other is suppressed; This finding speaks to the

involvement of attention with its ability to screen out stimulation
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from irrelevant or unimportant information, and to choose a
specific iﬁférmation "channel" to attend to (see Broadbent, 1982;
also Haxby et al., 1994). Another ﬁascinat%ng discovery in this
study is that it takes as little as 15 minutes practice for a task
which was initially processea by the;novel/naive route to pass to
the practise& route. This appears ta confirm the observations of
psychological studieé that "[c]onsistent practice develops
automatic component processes that exhibit fast, accurate, parallel
processing" (Schneider, Dumais, & Shiffrin, 1984, p. 2). As these
authors and Raichle and his group point out, however, even a
relatively simple task in eQeryday life would involve a mixture of
both automatic and coﬁtrolled processing systems ‘"possibly
organized in a systematic network or hieraréhy, with many of the
automatic processes operating in pérailel“ (ibid.), hence reference
to a task being carried out by automatic or controlled processes in
general implies merely that tﬁese are!the maj;r component processes
in the task. This is an impdftant point, since it implies that no
task is truly "pre-attentive": selective attention muét be involved

to some degree for successful completion of any task.

One notable feature of automatic procéssing, however, is that it is
"not under direct subject control." E§periments designed to examine
the difference in a subject'é‘abilityfto control targets used both
consistent mapping processing‘tfiais ECM trials, that is, trials in
which "the subject makes thé same o&ert orfcovert response each

time the stimulus occurs"], in other words, trials which should
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show practice effects, and variable mépping trials [VM trials; that
is, trials in which "theé responses change across trials"]
(Schneider, Dumais, & Shiffrin, 1984, p. 2). The results of these
experiments showed that "subjects could not focus attention
sufficiently to ignore stimuli that were previously CM targets"
(ibid., p.10), demonstrating that CM processing (or the processing
of practised tasks) is not under direct subject control even when
the targets "are known to be irrelevant, when they occur in
consistently invalid display locations, or when subjects are
instructed to ignore them" (ibid.). Given the involvement of
attention in information proce551ng, the flndlngs on the difficulty
of blocking automatic processes speak ‘to the dlfflculty of exerting
active control over attentionlallocation in situations in which
"subjects are asked to perform tasks incompatible with previously
learned automatic processes," although further studies indicate
that some control is possible (p. il) It seems reasonable to

suppose that, once learned, stlmull interact with selective

attention via the passive attentlon route.

P | ; |
As was mentioned above, incorporated into thelconcepts of automatic
and controlled processing are the notions of a limited capacity
channel as well as an unllmlted capac1ty channel for information
processing in the brain. There seems little doubt that two such
channels exist. There is controversy, nevertheless, and has been

for decades, about where in the 1nformatlon proce551ng system the

limited channel which selectlvely filters out irrelevant
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information exists (see Moray, 1969; Broadbent, 1982; Van der
Heijden, 1992; for historical overviews of the arguments plus some
recent updates). Since shades of ﬁhe original arguments still
colour today's theorizing, it is instructive to summarize the major
perspectives of the past. In the oﬁinion of Broadbent, for example,
the filtering occurred early in the system and affected whiéh
information was allowed to be proceséed. According to Deutsch and
Deutsch, however, the ability of unattended stimuli which had
contextual relevance or a higﬁ &eighting of impoftance to interfere
with attended stimuli pointed to a late seleqtion filter such that
all stimuli impinging on the sensqry‘systemé was processed to the
limits of its representation inithé brain, that is, up to and
including meaning and leérned significance.-A third ihfluential
theory which combined features of the two mentioned above was that
of Treisman who proposed, as i; éroadbent's model, an early
selective filter, but one which mereiy attenuéted unwanted messages
rather than blocking them comgletely,gthereby allowing them to pass
further into the system, Qhere théj"would enter a module of
"dictionary units." "One important property of these units is that
they have variable thresholds: importénce or relevance, conveyed by
expiicit instructions or context, is reflected in lower thresholds
and therefore a higher probability of a unit's being triggered,
even by a weakened input" (Van der Heijden, 1992, p. 49). These
dictionary units, then, incofporaﬁedfthe idea of a late selection

mechanism seen in Deutsch and Deutsch's theory. As Van der Heijden

suggests (1992, chap. 2), the iésue of  selection has been
| ~
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' unnecessarily dichotomized in'much ‘of jthis discussion into a debate
on whether the selection processlisione of "input selection" or
"response selection," thoug? Treism?n's model had shown that a
successful marriage of the two could gejachieved. In his view, this
is unfortunate since most tasks not 'only involve some aspects of
both, but also involve a third factof related to intention to act
(or respond), "an advance preparation~whether to react and, if so,

how, with what class of responses,:tb react" (p.50). Forwarding

arguments to support his contention,.Van der Heijden concludes:

' i
i i

This analysis of selection in vision again suggests the

conclusion that in (nearly) all (experimental) tasks more
i P

attentional factors ‘or seleﬁtive prdcesses have to be
distinguished: one process conéerned wity the "where"' (i.e.,
controlling ﬁhe source of‘stimuli to be responded to), a second
concerned with the "what" (i.e,, céntrolling what aspect of the

stimulus is of importaﬁcej and :a third concerned with "what to

I

do" (i.e., controlling whether, and if so, how, to react). These
processes are very close td the processes already suggested by

Von Helmholtz, James, and Gibson, respectively: attention,

i

expectation, and intention. (p.A55)

This tripartite nature of the attention system will be taken up

again in an elaboration of Van der Heijden's information processing
i [

model. The concept of "attention" eﬁployed in the model is much

\ -

narrower than that used in other models, representing as it does

| . i
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'only one selective pfocess éf three, all of which work{in close
cooperation to enhance selectivity iﬁ brain processing.
|

Metaphors for attention

Because of the difficulties experienced in attempting to
characterize the nature and function of attention and its role in
information processing, attention :eséarchers have resorted to the
time honoured practice of employing-metaphors to give conceptual
form to their empirical findings. Studies of attention allocation
in the viSuéi system have’been particularly fruitful in spawning
such visualizing aids. One ébiding image, initiaily proposed by
Broadbent, is that of a "fil?er“ sélectively allowing only some
information tolpass further iﬁto the information processing systém,
or as in the case of Treisman's model, giving a selective
facilitation of passage for some information thle attenuating the
passage of other information. A second ‘influential metaphor
promoted by Posner and others likens attention to a "spotlight”
which moves across the sensory.system in an‘analogue manner. When
attention is focused on ‘a XparticuZ;Lar spot, it is said to be.
"engaged" at that location, heﬁce a Qelocation of attention would
involve "disengagement", followed by a "shift" and then re-
engagement, the time neceséary for relocation incréasing' with
increasing distance from the.ofiginal site of engagement. Similar
to the spotlight model, but allowing for a variablé size of
attention gradient centred at the'foéus of atténtion is the "zoom

lens” model. While these metaphors have been widely used over the

- 167




past decade, doubt has been cast on their usefulness by a growing
body of data (see Cheal, Ly@n, & Go@tlob, 1994b, pp. 700, 701).
Introduced more recently is Ehe "Qradient" model of attention, in
which "attention may be distributed in a gradient around the cued
location, or it may form an irregular field with multiple peaks of
different intensities (heights)" (ibid., p. 701). In yet another
model, it is proposed that, when a location cue appears, a "gate”
is opened which initiates a flow of information in an appropriate
channel. This is the so-called "atﬁention gating" model. One of the
most recent models combines elements of both the gradient and the
attention gating models. This is fhé "gragient filter; model,
introduced by Cheal, Lyon aﬂd Gottldbl(1994£), which is based on
the concept of semi-perﬁeabie fiite:s which control the rate of
flow of information from the;visual éisplay, and which themselves
are regulated by thé amount of atténtion at each location. In this
model, attention may be thought of ag being spread out across the
visual field in an uneven fashion, deﬁending on the probabilities

1 .

of a target appearing at a pafticular location. If one location is
highly probable, the permeability of the atgention filter at that
. location will be high, renaefinq the rate of information flow
correspondingly high at that %pot,:and:thereby enhancing access of
information at that 1ocation. Wifh respect to the "limited
capacity" issue, the model suggésts:that if there is an overall
capacity limitation, chanéing the permeability of a filter at one

location will affect the perméability of filters at other

locations, either positively or negatively in accordance with the
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direction of the initial change. According to its authors, "[t]he
gradient filter model is differentiated from other metaphors.in
that various filters become more or less permeable and are not
.dependent on movement (as in the séotlight metaphor) or on the

simultaneous opening or closing of gates" (pp. 703-704).

Although none of these metaphors or models has been wholeheartedly
endorsed or rejected by the research community, some of them seem
less helpful in their heuristic intent than others, in that they
appear to conceptualize attention as a force operating on the

information processing syetem proper from somewhere outside its
boundaries (see Van der Heijdea, 1995; chap. 7 for an elaboration
of this point of view). The spotlight and zoom lens metaphors are
particularly prone to this'typelof interpretation. More recent
information processing models based on neuroscientific discovery,
however, conceptualize attention (defined in a narrow sense) as
internal to fhe systen, indeed, arising out of the properties and
organization of the cells ;themselves as well as the modular
structure and functioning of the bfaiﬁ (see, for example, Laberge,
Carter, Brown, 1992; and Van.der Heijden, 1992, chap. 8). Van der

Heijden (ibid.) criticises "external" attention models with these

words: ‘
i

In the recent past the term "attention" has often been used to
indicate a magical force, capable of solving quite unsolvable

problems in a non-specified way ... to prevent the need of
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introducing an empty, magical, concept of attention our strategy
will be to account for as much as possible in terms of the fixed
structure and functioning of the information processor [the

brain]. (p. 209)

Since he and others (see ﬂaberge ét al., 1992) have not only
described such a model but ha§e3 successfully constructed
connectionist working models of attention based on their
theorizing, it is this level of modelling which would appear to be
most relevant to this thesis, and which will be detailed below for

its heuristic value.

A system internal conceptﬁalization Qf attention

The model of attention outlined here will be that of Van der
Heijden (1992). It is a model of selgctive attention in vision, a
conceptualization which is ngt only épecific to the visual system
but is seen as internal to the system, that is, arising out of the
organization and structure of the visual system itself. As such, it
may not be entirely applicaﬂle to aftention in the other sensory
systems, nor may it explain other aspects of attention which appear
to be sensory system external. The latter will be dealt with in
more detail later in the discussipn1 Nevertheless, the notion of
attention as acting at tﬁe heuron%l?level to activate or inhibit
cells is an important one for the con?ept of learning as a process

and product of synaptic chaﬁge, hence variation between systems,

though potentially significant, will,be taken as simply variations
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on a theme of neuronal excitation and inhibition through attention
allocation.

Before elaborating the details of ﬁisimodel, Van der Heijden (1992,
chap. 7) establishes very clearly his position on the
unlimited/limited capacity of the human information processor
debate. In his view, all stimuli impinging on the brain are
processed to the limit of their representations, that is to séy,
beyond mere perception to complete identifiéation, which implies
accessing information on the value or learned significance of the
stimuli. As he points out, this pérspective is in agreement with
those of others working in the field (see Van der Heijden, 1992,
pp. 236-237). Thus, he conceives the selective action of attention
as operating after the simultaneous processing of many stimuli to
impose temporal order on spatially ordered information so that
which information should be acted upon first may be determined. The
selective function of attention, then, is a selection for action,
a selection which solves a "temporal priority problem: a problem of
ordering actions in time...; The fuﬂction of attention is‘in the
timé domain. Attentional selection haé to impose order or structure
in time" (p. 245). According to V;nider Heijden, this type of
selection is necessary precisély becaﬁse of the unlimited capacity

of the information processor. However, selection for action is

insufficient for adequate performancé of a task.

[A] second form of selection is needed because a selected action
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can generally be directed to .dnly one among a number of
simultaneously available ebjects et a time. .... This form of
selection has therefore to solve the problem of which object to
act upon at a certain moment in time, i.e., the problem of where
the action is now to be directed (p. 245).
This second form of selectiQn‘is'necessary to avoid behavioural
chaos and is carried out by selective attention in accordance with

the constraints of the expectations and intentions of the subject

performing a specific task. As Van der Heijden notes:

i
i !

For an adequate theory of selective attention it is essential to
know what stimulation contfibuﬁes l.., what preparation (i.e.
1ntent10ns and expectatlons) contributes, and what further
contribution is left for the 1nformat10n proce551ng system that

deserves the name selective attention. (p. 247)

Thus, selective attention doee not operate in a wvacuum, but in
close cooperation with stlmulus 1nvoked activation, experience or
instruction-invoked expectations, and intention to act. It is
interesting that, temporally, theee factors reflect the present,
the past, and the future.’In real 1life situations, therefore,
attentional selection can rarely be considered free of historical

context. %

1

But how exactly does Van der Heijden conceptualize attention?
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Before answering that questioh, it‘is{nécessary to describe briefly
the neurophysiological framework of the visual system within_which
visual attention operates. ?here is evidence that, in the visual
informatién processing sfstem, "two major' pathways are
distinguished: the X- or parvocellular pathway, presumably
concerned with thé ‘what', and the Y- or magnocellular pathway,
presumably concerned with the 'where'" (ibid., p. 210; see also
Zeki, 1992), and that within the parvocellular pathway two broad
groups of specialist modules can be distinguished, one in which
1nformatlon is spatially ordered in the form of topographic maps
and which can be considered to deal w1th what it means "to see,"
and another in which 1nformat}on is not spatrally organized and is
generally thought to be more abstract in content, reflecting the
identity, meaning, and léarned_ significance of the visual
information, all of which leads researchers to speculate that the
. areas within the second group are concerned primarily with "to
know." This latter group Van der Héijaen terms "doméins." Thus, in
his basic model, input received at the "map" level (the input
module) is automatically and simultaneously sent on to the "domain"
level (the identity module) ito be idéntified, as well as to the
magnocellular pathway to be located in space (the location module)
(see Van der Heijden, 1992, chap. é). So far in this scenario,
attention is not active, and if it is not allocated to the stimulus
invoked activation, the latter will fade rapidly. According to this
model, it is only when a stimulus is located that attention kicks

in, and it does so by means of a feedback loop originating from the
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location module and ending in the input model. Thus, it is the
feedback itself which is regarded as "attention" in this model, and
it is by means of the feedback information from the location module

'

that selection occurs.

The operation of the feedback loop can be regarded as a visual-
perception internal'kind of seleétive attention triggered by
position information or the onset of position information. So,
in this view, it is not attention,icoming from nowhere, that is
directed at a position in a map of locations. The map of
locations is the source of the atteﬁtion. Location information -
if fed béck to the input moduie - 1is the attentioh. Not

attention directed at positibn,{ but position directed as

attention. (Van der Heijden, 1992, p.254)

Oon this view, then, there is no need-for a "magical" concept of

attention coming from somewhere external to the sensory system.
Attention is a system internal pheﬁomgnon according to this model.
In a situation in which wvarious jstimuli are simultaneously
competing for attention, e#péctatién, whefher given by verbal

l

instruction, visual cues, or past experience with a task, acts by
enhancing the activity of a(particular location in the 1location
module, theréby effectively enhancing the speed of processing of
the information availablé at that lécation, and enabling that

information to be identified first, that is, to be selected. The

problem with selection based 6nly on expectation, however, is that
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it selects too much for adequate éompletion of the task. For good
task performance, only a small stseF of the properties of any
object are necessary: for eXa@plg, ih a leéter naming task, the
shape of the object alone is sufficiént; properties such as size,
colour, and brightness are irrelevant. Hence, as alluded to above,
a second form of selection aimed at screening out irrelevant

properties must be carried out by "intention to act".

This intention to act can be equéted with property selection. It
can be conceived as an (advance) preparation in the task-
relevant modules or an (advance) setting of the perceptuo-motor

i

channels. Then the intention to act picks out the response

\

properties when attentional éeleétion presents all properties of
the object to be acted upon. |

So, in our conceptualizafion, atfention (in cooperation with
expedtation) performs object selection ... This object selection
might possibly be sufficieﬁt forf"perceivingf or "seeing" the
selected object, as Treisman suggests e Hdwever, for adequate
"task performance" or "beﬁaviou?"; attentibnal selection is not
sufficient. In addition one or anothér form of property
selection is needed. In-ouF proposal - a specific intention to act

is at the basis of this second form of selection. Both attention

(guided by effective'® expectation) and intention are involved in

16 yan der Heijden (1992) clarifies what he means by
neffective" expectation: "The word effective is used to indicate
that what is meant is not the total of a subject's expectations
with regard to stimuli, task, experimenter, room, etc., but only
that part of a subject's total expectations that is made effective
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the execution of a task. (Van der Heijden, 1992, pp. 270, 271)

j

That such a conceptualization of attention is reasonable has been
: !

demonstrated by artificial intelligence modelers: Van der Heijden
(1992, chap. 8) describes the st&ucture and performance of the
model SLAM (SelLective Attention Model), a connectionist model which
has demonstrated that "onlyvthe cooperation and intersection of the
efforts of attentional object selection and intentional property
selection produce the correctvbehaQiour. The intention to act in a
specific way solves the problem created by attention: selecting and
emphasizing far too much" (p;273$. Other connectionist modelers
have shown that physiological effects of attention observed at the
cellular level can also be miﬁicked effectively by models (see, for
example, Laberge, Carter, &IBrowo, 1992; Niebur, Koch, & Rosin,
1993).>It would seem, therefore, not only that connectionist models
have captured some basic functional principles of the brain, but
also that the function of a complex phenomenon like attention does
indeed begin at the "unlt" level, that of the neurons themselves,
' |

but does not end there. In summarlzlng his approach, Van der

Heijden writes:

[W]e already saw that the bottom-up or world-driven approach
. 1
only will never really work ... In the course of this study we

were more and more confronted with the fact that a top-down or

1 N
b

by means of the instruction in the performance of the task" (p.
263). : f
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subject-controlled approach onlyiwili also never really work....
In general, only a theory that acknowledges the existence and
cooperation of attention, gxpectation and‘intention and, within
attention, both the contributions of involuntary and voluntary
attention, will be able to elucidate the real function of
attention in visual information proceséing tasks. Both the

subject and the world have to find their proper place. (Van der

Heijden, 1992, p. 282)

Thus Van der Heijden's approach attempts, by means of élear and
logical analyéis of the available data, to cut through the dispute-
ridden bottom-up versus top—doén approaches in order to acknowledge
the validity of both'mindsets;lbut only within an integrated model:
not world-driven versus sub;ect-controlled, but world driven and
sﬁbject—controlled. Since this approaéh is not only consistent with
the data, but also conforms}with intuitive insight based on life
experience, it seems one which is emiﬁently suitable to apply to
the problems of elucidating the interaction of attention and.
learning. Hence the description of attention afforded by this
model, though specific to the vﬁsﬁai sysfem, will serve as a
general base for theorizing on thelinteraction of attention in
information processing in,thé brain (Van der Heijden, 1992, p.
282): | :

Visual spatial selective attention

- consists of (late) :position inforﬁation joining, and

interacting with, (early) identity information,
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- and provides temporal order or temporal structure in a
spatially structured visual worid.
- It performs its Jjob in close coogeration and interaction with
expectations and intentions,
- and is controlled by both the subﬂect and the world.
Attention as a selective strategy’ :
The view of selective' attention as a sensory system internal
phenomenon is indeed a logical éndv coherent one, and it does
explain much of the data on attention. However, it does not explain
how it is that attention cen be aliocgfed preferentially‘to one or

another sensory system as has been demonstrated by early research
such as that of Broadbent (see Broadbeﬂt 1982; Moray, 1969, chap.
6). Whether this type of selection can be triggered by a system
internal mechanism or is the produet of a system external (or
central) mechanism has not yet been decided, and indeed, as has
been mentioned above, there is evidence to support both an

anatomically separate attengional mechanism which interacts with

§
i :

other parts of the brain while.maintaining its own identity (see
Posner and Petersen, 1990) and a neural organization which could
underlie a system internal mechanlsm (see Van.der Heijden, chap. 7;
also Haxby et al., 1994). Much aszthese findings appear to be at
odds with one another, it should be remembered that the purpose of
Van der Heijden's model was to try to[sereen attention out of other
so-called "attentional" featﬁres such ss expectation and intention

which must undoubtedly be considered to make up part of a more
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comprehensive "attentional system".

This ability to select a sensory system to attend to, and other
abilities related to it, as, for example, the preferential
allocation of attention to one ear or the other, has been termed

"filtering."

[It] was conceived as a strategy fhat could allow satisfactory
performance in cases when'interference would otherwise occur.
That is, if a large number of complex events are occurring, a
peréon who.selects those e&eﬂts possessing a particular physical
feature (such as location in a'particular point in space) (or
"events‘ that share some Ebasic physicall property , such as
arriving at the eye" (Brbadbentﬂ 1982, p. 257)] wiil be able to
cope adequately with thosé evehts at the cost of knowing less
about the remainder of the things that are happening. Filtering
was not however now imagined to block out everything about the
unattended.parts of the surroundings; some features would break
through from other places, perhaps enough to trigger some later
processes. (Broadbent, 1982, p. 259)
X :
Filtering, then, is'a selectiVe strateéy whiéh frades benefits for
costs, but only one of several identified by researchers,
"categorising" and "pigeon—hélihgﬁ béing two others of importance
(ibid., pp. 257 - 261). Sinceithe éelgction of one sensory channel

over another is important to this dissertation, however, only this
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particular strategy will be dealt with here.

Consideration of filtering‘as ai‘selective strategy brings two
questions into prominence: first, wh§‘wou1d one system (sometimes
termed a "channel") be chosen over ahother, and second, how‘might
such a choice be effected? To deal with the "why" some thought must
be given to the role of the eeneory systems in information

gathering. In Van der Heijden's opinion,

" [i]t is ... very easy to defend the general point of view that
the perceptual systeme are not just for "perceiving" and the
particular point of view that the visual system is not just for
"seeing". The most imporrant function of the visual system lies
in the transformation of infqrmétion in light into actions
(reading, naming, walkinéy gréspieg, etc.). Vision, and all
other "perceptual systems ha&e evolved in all species of animals

t

solely as a means of guiding and controlling action ...". (Van

der Heijden, 1992, p. 250).

Given this view of the fﬁnctlonal priorities of the sensory
systems, it ' seems reasonable to assume that a reduction in
knowledge of the sort referred to by Broadbent due to the non-
selection of a sensory system‘ would only be acceptable if a
decision had been made that the system selected carried (or at

least was likely to carry) more, or more useful, information for

guiding future actions. Ostensibly, such a decision could be made

1
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on an immediate in-situation sampliﬁg of the data on all sensory
channels, on the basis of instructions from an authority figure, on
the basis of the probability of géining useful information from a
particular sensory system, thaé» ig, on past experience in
information gathering,‘ or even on the basis of genetic
predisposition towards one sense. Each of these presupposes a
strong element of "voluntary control" over the decision making
process. The breakthrough of information from the "unattended
channel," however, has shown that véluntary control of attention
allocation is by no means absolute,‘and in fact, that it can be
superseded by "high priority" information arriving on an unattended
information stream (see Broadbent, 1982). Thus, it would appear
that, as far a choosing a sensory éystem to attend to is concerned,
attention can be world-driven or subject driven, and perhaps even
both. It is evident, then, that the description of attention
proposed by Van der Heijden based on éopsideration of visual system

processing only scales up quite nicely to account for the facts at

sensory system external levels.

As to how a choice of sensory system might be effected, it'appears
likely that voluntary control mechanisms would.vbe governed by

h

"higher centres" capable of transforming probability data from past
experience (or instruction, etc.) into an "effective expectation"
in terms of neuronal excitation within a particular system such

that information processing would be carried out there at an

enhanced rate. It also seems likely that "intention to act" would
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have some executive control in the overall decision making process.
But given that the predominant characteristic of attentional
allocation at the neuronal level‘ic enhanced activation of one
cortical area relative to others, how could external stimuli (the
world) bring this decision about? The clue to answering this
question would appear to lie in the high "importance" factor of the
type of information which has been shown by experiment to cause
"breakthrough" or attentional ‘"capture." It seens entirely
reasonable to suggest that thc impcrtance weighting of the incoming
information causes it to be processed more speedily and thereby
effects the capture of attention through speed of processing alone.
The source of the importance wéighting may be merely repetition
(sometimes called "overleérning"), ; process which would lead to
the well-established neuralpathwayc which underpin "automatic"
processes (see Schneidcrb Dumais; & Shiffrin, 1984). However,
importance weighting' may cqcally be the product of survival

i

factors, as for example, the attention capturing power of the voice

of one's own child or someone callingjone's own name (see Deutsch
0 i '

! A

and Deutsch, 1963). This aspect of.importance weighting is also the
result of experience or learning. In most cases, however,

importance weighting is decided upon within the context of the
P
situation at hand and can only be determined by an interaction

between stimulus activation, expectétion, and intention. Once
!
again, therefore, it can be seen that Van der Heijden's restricted

model of attention has validity at a more general level.
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What is striking about stimﬁlus-inddced attention capture is its
dependence on experience or learning. To put this another way, it
would appear that familiarity with the stimulus is of critical
importance in attention capture. Consideration of the work of
Raichle et al. (1994) may give clues as to how this comes about. It
may be remembered that the data from PET scans showed that, when a
subject was processing a task under "novel/naive" conditions, a
particular anatomical subsystem was called into action (the
anterior cingulate system), whereas when the task was "practised"
(or familiar?), a different subsystem was activated (the sylvian
insular system). It was speculated by the authors that these two
subsystems might be the processing routes for "controlled" and
"automatic" processing respectively.'If so, it seems likely that
well practised information 1s processed more speedily than novel
information or less practised. 1nformat10n. Thus it would certainly
be identified more quickly than new information and may in fact aid
in the allocation of attention to specific features of the novel
input (i.e., the guided search hypotnesis)”. According to Van der
Heijden's model, however, being identified would also mean
activating the learned significance and value of the information.
This could then be passed on to a '"higher centre" which could

transform it into selective activation of a "location module,"

7 As to why the unfamiliar information (novel/naive tasks)

are processed more slowly and are more attention demanding, it is
likely that the slowness stems from the lack of well- established
neuronal connections for the processing of the elements of the
task, and that the high allocation of attention provides the high
neuronal activation necessary for the changes in synaptic strength
which would speed up that proces51ng ‘
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thereby initiating a feedbaék loopgto@ﬁhe inﬁut module and calling
attention to the familiar and important information. The only
flight of fancy to be addeq to Van der Heijden's basic model to
effect this would be a 1ocati6n module on a Higher level than that
inside a sensory system, one whichfcould pinpoint locations within
the range of sensory cortical.aréas;jThis would appear to be in
keeping with the notion puﬁ:fdrward‘by Posner and Petersen of an
anatomically separate attention system which maintains its own

integrity while interacting with sensory systems.

; i
¢

The mechanism above is highly speculative, of course. What is not

|

speculative, however, is that, along with the novelty of the

stimulus which has 1long been Kknown to be a strong attention

!

capturing feature, paradoxiéallyw, what is familiar, especially
when it has a high importance weighting for survival, also has the

power to capture attentién, that is, to bring about a conscious

awareness of the particular familiar stimuli through preferential
activation of its signal, and it seems not unreasonable to suggest

that that preferential activation might spread to the sensory

t
4

system which carries it.

8 A resolution to this paradox may' be found through

consideration of the importance weighting of novelty in perception.
If the perception of change in the sensory environment has a high
importance weighting, either innately or through experience, as it
seems likely that it should, then a module which is set up to
perceive such change could facilitate the processing of information
at that particular location. Thus, the mechanism behind the
attention drawing powers of both novelty and' experience may be
essentially the same. However, they may also be quite different.
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A working definition of attention

i
It was noted at the beginning,of'thisiSection on attention, that a
generally accepted definitiOn;of atteﬁtion is very hard to come by.
The reasons why this is so should now be clear. Attention involves
a highly complex set of phenomena which range in level of activity
from the sub-cellular to the CNS. Nevertheless, it seems important
to attempt a working definition of attention in order to have
someﬁhing more manageable than - the mountain of facts to
conceptualize with. At the ;isk of;being simplistic, then, the

working definition of attention which will be adopted for this

thesis is the following: A | !

Attention is a facilitatory’mechanism for the selection of
information for further processing'®. It operates in close
cooperation with expectation and intention to act, and can be

driven by voluntary or stimulus-initiated mechanisms.

It should be remembered, however, that underpinning this'definition
are all the identified .complexities of the phenomenon called

1

attention.

2.3.3 Connectionist models of learning

1 In acknowledgement of the conflicting views on how much
information processing is carried out before attention clicks in,
it should be noted here that the term "further processing" as used
in this definition may simply mean the bringing of the information
to awareness, rather than the initiating of identification and
recognition. :
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Tﬁe basic design of connectionist models of learning is that of a
net, sometimes called a "neural net" or "neural network" due to the
fact that the elementary units in the net, as well as their pattern
of interconnectivity, are "neuron-like" in their structure and
properties. However, as Hinton '(1992) stétes, "[b]lecause our
knowledge of neurons is incomplete and our computing power is
limited, our [connectionist] models are necessarily gross
idealizations of real networks of neurons" (p. 145). Evidently,
then, the level of representation sought by these models in the
hierarchy of levels of organization in the brain is that of the

network. Of course, this necessitates the incorporation of

f i

biological constraints gleaned from the cellular and subcellular

levels, and, depending on the problem. to be solved, constraints
from the map or systems level may also be taken into consideration

(see Kosslyn and Koenig, 1992, for a recent review of connectionist

models of higher functions).

The general approach takén.by;alllof these models of learning is
that, in biolpgical systems, the learning process is essentially a
process of "error minimization" which‘is itself a way of optimizing
the interactions of the organism with:the world surrounding it (see
Churchland & Sejnowski, 1992, pp. 130-134, fof a discussion of this
point). Since the raison d’étre of ﬁhese models is to mimic the
learning procedures in the brain iﬁ o#der to gain more knowledge on

brain processing in the hope that "model nets may be a valuable

source of ideas relevant to real rneural nets" (Churchland &
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Sejnowski, 1992, p. 134), and that these ideas will 1lead to
predictions regarding the actuar nervous system which will be
neurobiologically testable, it is of the utmost importance, given
the»"gross idealization" aspect of the models referred to above,
that at least the critical features of neurobiological realism are
incorporated into the models. Though what constitutes a "critical
feature" is a source of ongoing debate, the constructing of a
connectionist model of learning involves the making of decisions on
a triad of design features, the architecture, dynamics, and
parameter adjustlng procedure of the net. In any net, the choice
within each de51gn feature must be governed by the particular brain
process being modelled. The architecture of the net should reflect
the anatomy of the system under study, the dynamics should reflect
the physiology, and the parameter adjusting procedure should
reflect the procedure for changing the synaptic weights. Notice
that, in the opinion of connectionist modellers, it is not
necessary to replicate the biology‘ofythese features exactly: it is
sufficient to "reflect" it se‘long ae the features of the net are
"relevantly similar" (Churchland & Sejﬁowski; 1992, p. 132) to the
biological reality. Just what‘constitﬁtes "relevant similarity" for
~each of these features of the netstwill be dealt with in more
detail below.

Given that connectionist modelsh are computational ones which
purport to model brain processingp it seems important, before

detailing the structure and function of these models, to ask in
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what sense brain systems can be considered to cempute? Churchland
and Sejnowski (1992) tackle this philosophical problem by first
defining what is necessary for a physical system to be considered

a "computer":

[IJn the most general sense, we cen consider a physical system
as a computational system‘When!ité physical states can be seen
as representing states of some other sysﬁems, where transitions
between its states can 'be explained as operations on the
representations. The simpleet way;tp think of this is in terms

I i

of a mapping between the system‘e states and the states of

+

whatever is represented.{?hat’is, the physical system is a
computational system 5ust in Iceee there is an appropriate
(revealing) mapping between the system's physical states and the
elements of the function computed. (p. 62)
o ? 4
As these authors point out, however, we do not count as a computer
a device or a system for which discovering the underlyiné function
reveals nothing. of interest t0'us;‘ Thus "computer" is not a
natural kind because "there is no intrinsic property necessary and
sufficient for all computers, just tﬁe intefest—relative property
that‘ someone sees value% in interp?eting e system's states as
representing states of some o£her system, and the properties of the
system support such an iﬁterpretation" (pp. 65-66). Nervous

systems, therefore, can be considered'computers on the premise that

they are physical devices (in whose machinations we undoubtedly
. O
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have great interest) which have evolved so that their states
represent fhe states of the externallenvironment, or the body, or
even other parts of the nervous eystem, and consequently, their
physical state transitions can be considered to be performing
computations. An interesting example of a brain system which is
thought to be computing in just this sense is the cerebellum which
translates sensory information into motor execution by matching
"the system of relations among objects in the external world, with
a multidimensional inner functional geometry, in a manner such that
these geometries approach homeomorphism if .not isomorphism"
(Pellionisz and Llinas, 1985). (For a more complete discussion on
this point see Churchland and‘Sejnowski, 1992, pp. 61-69. This text
|

is also replete with further examples of biological computational

systems.)

Typical net architectures

The basic element of any artificiel net is the unit which is
modelled on the neuron. Eacn unit consists of a "cell-like" body
from which "akon-like" connecfions extend out to other units in the
net. Each connection has a modlflable Welght which governs to what
degree the signal carried by the connectlon will affect the unit
contacted. Thus the weight acts in essence llke a synapse. Unlike
neurons, however, units do not. have dendritic branching: for
simplicity, all connections make contact directly onto the '"cell
body" of the unit. The unit's job is to convert the incoming

pattern of activity into a single outgoing activity (representing
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the rate of firing of the unit or "cell") which it then passes on
to other units. Hence units communicéte to each other information
on their activity, which is dgtermined in part by the
characteristics of the input signalvor stimulus, in part by the
pattern of weight connections, and in part by the nature of the
input-output function assigned to the unit. on receiving input, the
unit multiplies each incoming activity by the weight on the
connection, sunms the weighted.input,‘then pushes this total input
through an input-output function %which determines the final
outgoing signal. The input-output function can be linear,
threshold, or sigmoid in character, aﬁd though the capabilities of
the net will change accordiﬁg to Which kind of function is used,
each type of unit can be considered aﬁ %pproximation of a neuron in
its behaviour®. (See Hinton,li992, for a very clear explanation of

the structure and function of units.)

Networks are generally organized intollayers of units with similar
functions, mimicking the laminar ofganization of many areas in the
brain. There are three typical arrangéments of units into networks
that are worth examining in‘the context of learning: associative

nets, nets with hidden units, and recurrent nets. In each of these

2 gHinton (1992) describes the difference between the different
functions as follows: "For linear units, the 'output activity is
proportional to the total weighted input. For threshold units, the
output is set at one of two levels, depending on whether the total
input is greater than or less than some threshold value. For
sigmoid units, the output varies continuously but not linearly
as the input changes. Sigmoid units bear a greater resemblance to
real neurons than do linear or threshold units, but all three must
be considered rough approximations" (p. 145).
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designs, the iuput units,are‘geﬁerally considered to represent
sensory input, their levels of activation being determined by some
aspect of the environment either directly' or by experimental
manipulation. Since the activity oé each unit can be represented by
‘a number, a set of input values can be referred to as. an input
vector, which is just an ordered set of numbers. The set of weight
values impinging on a unit can similarly be described as a weight
vector. Thus, takiog advantage of the rules of linear algebre, an
input vector may be converted into an output vector by means of a
process of matrix multiplication of the weight vectors by the input
vector. Describing‘the input’and’output patterns as vectors, then,
is both economic and practical in‘that it makes available to-
computer modelers the cons1derab1e resources of algebraic theory.
(For more detailed 1nformatlon on the topic of vectors as they

apply to connectionist models, see Rumelhart, McLelland, & the PDP

Group, 1986, chap. 9.)

Simple associative nets con51st of a set of 1nput units that are

connected to a set of output units such that each 1nput unit has a

connection to each output unit.

The aim is simply to store a set of associations between input
H . ’

vectors and output vectors by modifying the weights on the

connections. The representatlon of each assoc1at10n is typically

distributed over many connectlons and each connection is

involved in storing many associations. This makes the network

&
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robust ageinst minor physical damage and it also means that
weights tend to capture regularitiee in the set of input-output
pairings, so the network tends to generalize these regularities

to new input vectors that it has not been trained on. (Hinton,

1989, pp. 189-190)

Because the input units are activated simultaneously, the
information processing pathways operate in parallel, rather than in
series as occurs in a traditional digital computer, and, as is
mentioned above, results in a dlstrlbuted representation of the
output. ThlS is the reason why the term parallel dlstrlbutad

I
processing (PDP) has become v1rtually synonymous with

connectionism. Though assoLiative networks can capture regularities
in the input and some, with nonlinear units, can perform vector
completion tasks when given degraded'input, the regularities they
capture tend to be low order such as answering the question "'do
feature A and feature B cofrelate°', which in machine terms means
‘are the A-unit and the B-unlt on together and off together?'"
(Churchland & Sejnowski, 1992 p.}98) "Simple"” human feats like
object recognition, on the other hahd.require the sifting out of
more complex regularities. Thus, if the model is to come close to
mimicking human recognition ability, lt should be able to recognize
objects when seen from a different anéle, when partially occluded,

or when deformed in some way. In order to acquire such computing

i

power, "hidden units" must be added to the system described.




Hidden units are simply units which are neither initial input nor
final output units, somet;mes tepmed "yisible" units. Their
function is to sum the inputithey recéive and pass it on as output
to the next layer of units. According to Churchland and Sejnowski
(1992), "they typically conneét tofthé input units, to each other,
and to the output units" (p. 929), fhough connections within the
hidden layer are rarely shown in diagrams of typicai networks.
These hidden unit layers (which canvfange in number from one to
many) are sandwiched between £he initial input layer and the final
output layer. In a sense, then, they are both input and output
units, since the output they produqe can be thought of as providing
input for the layer they project to (see P. M; Churchland, 1989, p.
162, for an instructive drawing of é simple network with hidden
units). Adding a layer of hidden pnits endows the network with a
:

global perspective in spite of its local connectivity pattern. When

the number of input units is very high,

the problem for the hidden units is to discover what
combinations of features are ignorable, which features

! i

systematically occur together or are otherwise "cohorted," and
among those, which are tﬁe'co;binations to "care" about and
represent. The information fof this last task cannot be garnered
from inside the net itself, but must be provided from the

outside. (Churchland & Sejnowski, 1992, p. 99)

This means that the information necessary for hidden units to
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determine which features to "care" ‘about must come from an external
sourcé of information, whiéh indicates that some nets must be
capable of taking.instruction'as from a teacher. Such instruction
can be considered "supervision". In fact, there can be both
"superQised" and "unsupervised" forms of learning for these
machines. These will be dealt with in more detail below. With
respect to concerns about the biological validity of hidden units,
Patricia Goldman-Rakic (1990) has;discovered that there are areas
in the cortex of the macagque monkey lying in-between sensory input

and motor output which she believes are candidate structures for

hidden units.

The types of nets described é§ far‘aré feedférward nets in that the
direction of information flow is from the input units to the output
units. Though it is true £hat inférmation on the measure of error
between the real output and the desired output is passed back
through the system in the weight ;djﬁsting process (mofe on which
below), this cannot be considered "unit activation" and hence is
not input in the traditiona% éense.iThat is, there is no flow of
information as input from gée hi&hef to thé lower levels in the
network. This means that a feedforward system is a reactive system
which produces output only as a function of external input and the
configuration of weights. Recurreqt nets, on the other hand, have
internal input in that the hiddén units can receive inputs from the

output units, and from one another, as well as from themselves (see

diagrams, Churchland & Sejnowski, 1992, pp. 77 and 121), with the
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result that the stimulation ﬁrovided by the external input is not
isolated from what went on before in the net.
o
In recurrent nets the significance of external input varies
across three general types of cases: (1) the net may have output
only when there is both external and internal input; (2) the net
may have output even when there is no external input, but the
continuous activity must initially be triggered by external
input; or (3) internal input alone will suffice to activate an
output, though the net's output:can be modified by the addition

of external input. (ibid.; p. 117)

The effect of internal input via feedback loops is to render the
net sensitive to what has happenai in the immediate past and
thereby to create a type of memory. In some nets, long recurrent
connections provide the hidden units with information about the
recent history of the output units( while'short, self-exciting
connections "create a short-term memofy, inasmuch as a signal that
produces a level of activity‘in the ﬁnit will decay slowly rather
than cease abruptly, for .the seif—excitation maintains the
activity" (ibid., p. 122). This type of performance is significant

when attempting. to model a smooth sequence of behaviour such as

coordinated muscle contractions.

Finally, networks in which systems of specialist mininets are

interposed between the input layer and the output layer have beeh
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constructed (see Churchland & Sejnowski, p. 130). These mininets
complete with their own array of hidden units, modifiable weights,
and connections are trained to repfesent a particular input patterﬁ
more and more accurately within aflarger'specialized network.
Organization of this kind cbrresponds well with neurobiological
studies which point to the existence of specialist substructures.
George Ojemann (1991), for example, has noted that there is a good
deal of evidence which suggests that

the cortical area dedlcated to language is not unitary, but

compartmentalized into separate systems for proces51ng different

!
aspects of language.... Moreover, lesion studies have indicated

separate areas for handling different languages.... [and]
separate areas are also present for handling different
grammatical classes of words. (Ojemann, 1991, p. 2282)

Churchland and Sejnowski (1992) also note that this same researcher
"has observed interference w1th Greek only and not English, or
English only and not Greek, where the intervening [cortical]

distance may be as small as 10 mm" (p. 130).

i
oo

Although the net architectures described here in no way constitute

an all inclusive 1list, they give some idea of the different

i

flavours of nets employed by connectionist modellers interested in

medelling particular brain functions, and set the scene for a

discussion of how these nets learn through experience. It should be
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clear by now that the type offnet‘architectﬁre adopted is dictated
by the demandé of the task at hand. It ﬁay'be less clear, but it is
nonetheless true, that it is also dependent on the internal
dynamics of fhe system as well as the parametér adjustingbprocedure

adopted. ‘

Dynamical systems and system dynamics

Some of the roots of connectionist or PDP models are to be found in
the work of the Russian psychblogist gnd neurologist Luria who put
forth the notion of the brain as g‘dynamic functional system.

According to McLelland, Rumelhart, and Hinton (1986), by this he

‘meant that "every behavioural or cognitive process resulted from

the coordination of a large number of different components, each
roughly 1localized in diffefent regions of the brain, but all
working together in dynamié interaction" (p. 41). 1In much the same
way, a network can be considered a dynamicai system made up\of
individual components (the units), all working in a coordinated
fashion to give the final éutput, a motor activity perhaps, or

recognition of an object. In a dynamical system, "the activation

values of the units are seen merely as variables that assume

various values at various times.... [and] The 'knowledge' contained
in a PDP model lies in its connecfion strengths ... or weight
matrix" (Smolensky, 1986, pp. 397-398). To repeat for the sake of
clarity,'then, knowledge.in a conhectionist system is encoded in

the set of connection weights. -
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The beauty of conceptualising a connectionist model as a dynamical
system lies in the analytical resources that this viewpoint carries
with it; the mathematics and physics of dynamical systems. Any
dynamical system can be described in terms of its kinematics and
its dynamics. For each dynamical system, there is a state space,
the set of all possible s,;cates of the sﬂrstem, and a set of
trajectories through the state'space,;where a particular trajectory
is a path taken from an initial starting state by the sequence of
states that ensues as the system'evdlves or changes over time in
obedience to the algorithm which governs its evolution. (See
Smolensky, 1986, pp. 397—399; fof more information on dynamical
systems, and P.M. Churchland, 1989, chap 5, as well as Churchland
& Sejnowski, 1992, pp. 167-174 for dlscu551ons of state spaces.)
The system's kinematics descrlbes the geography of the state space,
while the dynamics deals w1th how the system changes with time.

t

In connectionist networks, theréfore, the system dynamics is
; !

dependent on both the type of units employed (linear, threshold, or
sigmoid) and the parameter adjusting procedure or algorithm, as

well as the connectivity pattern or architecture of the system. The

"parameters" in the case of connectionist networks are quite simply
4
the weights on the connections between units. For any system,

¥
1
M

different kinds of state space can ' be constructed depending on

which particular aspect of the behav1our of the system is to be
I

examined. Some state spaces ‘that have been found to be useful in

monitoring the effects of changes on systems with hidden units are
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(1) "synaptic" or connectionv weight space, the space of all
possible combinations of weigbts in the network; (2) hidden unit
activation-vector space, theA‘spacej of all possible activation
vectors across the hidden units, end (3) weight/error space, the
space that measures the percentage error associated with any
particular weight configuration (see éhurchlénd & Sejnowski, 1992,
p. 169 for representations of (1) and (2), and P. M. Churchland,
1989, p. 166 for (3)). The trajectories traced through the
connection weight state spaoe woﬁld show the paths of how the
weights change during learnlng These changes are reflected in
hidden unit actlvatlon—vector spaceLby the partitioning of the
space into regions which represent similar vectors, with degree of
similarity being determlned”by spatlal proximity. With extensive
training, each region of 51m11ar1ty can develop a "prototype"

vector region which acts as an attractor for vectors which fall
into its similarity space. This isia useful feature of the network
because, in developing the prototype, the system has essentially
learned to categorize, and any vector;falling into the region, that
is, any vector which is relevantly.siﬁilar to‘the prototype vector,
will then be oategorized as the prototype. Thus, the system will be
able to categorize samples of the same category which were not in
the training set (see P. M; Churchland, 1989, p. 206). This
ability, of course, is comparable to that of the human brain.

A trajectory through the weight/error space, on the other hang,

would show how the error is minimized through learning. In most
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connectionist systems, this path is not linear, nor steep, but
winds tortuously in miniscule shifts:down the "error gradient" to
its optimal position, that is,‘thé global error minimum. This
process of error minimization, therefore, is termed "gradient
descent" on the error surfaée,gwﬁere the Y"error surface" of the
system is defined as follows: "For each combination of weights, the
network will have a certain error'which can be represented by the
height of a point in weighﬁ space.'These points form a surface

called the 'error surface'" (Hinton,'1989, p. 194).

1
I

In some cases, as in nets with linear output units and no hidden
1
|

units, this error surface forms a bowl, which guarantees that the

i

global error minimum will be reached, since a bowl has only one
minimum. This means that the iystem will come to represent
accurately what it is being trainéd éo repre;ent; In other cases,
however, for example, nets with hiddgn units, |
the error surface may contain many locél minima, so it is
possible that steepest descént in weight space will get stuck at
poor local minima. In pra%:tice this does not seem to be a

i . {

problem.... One reason for this is that fhere are typically a
very large number of qualitatively different perfect solutions.
(Hinton, 1989, p. 199)

2 S
In short, though it is highly likely that the system will choose a

poor solution to a given problem, if the rate of learning is slow
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enough, this does not in fact happén because, as the old adage has

it, "there are many ways to skin a cét."

Considerable progress in préblem solving in connectionist models
has been gained by designing nets to mimic the dynamics of
thermodynamic systems which are well known in theoretical physics.
Hopfield, for example, had the intuition that interactions between
. representations in nets may be governed by the same laws as govern
the behaviour of spin glassés. He later developed a net to prove
his case. This was an important devslopment in modei design for
several reasons: first, all.df tﬁe fheoretical framework of the
physical system was available to modellers; second, fhe theoretical
framework brought with it new ways of visualizing the dynamics of
the networks, those of the dynamical systems mentioned above; énd
third, insight was gained into the capabilities of these networks
and how improvements: could be designéd. Indeed, an improvement to
the original Hopfield net, latef éalled the Boltzmann machine
because the network dynamics reflected Boltzmann's contribution to
statistical mechanics, was developed.”This type of net was based on
the physics of the annealing ;f mefals which, if it is carried out
gradually enough, will reach a "global" energy minimum. In net
terminology, this is equivalent to‘finding a global or optimal
solution to a problen, rathér than a local or non-optimal one as
would be found by the Hopfield nét (for a detailed discussion of
these nets, see Churchland and Sejnoﬁski, 1992, chap. 3). Further

modifications to these designs are presently being explored by
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connectionist modellers in an effort to optimize performance (see
Hinton, 1989, for a recent oVerview)i

To summarize briefly, then, the internal dynamics of a
connectionist system can range from relatively simple to extremely
complex, and different mode}s can have very different dynamics
depending on the task given the model, a task which it should be
remembered ié generally dictated by the observed behavioural
performance of living organisms. The guiding principle appears to
be how best to design the dynamics so that the error of the system
is minimized. Since error fedhctioﬁ is intimately dependent on the
parameter adjusting procedure employed in the net, an examination

|
of such procedures is next on the '‘agenda.

Learning modes and parameter adjusting procedures in connectionist

models . ;

.
| : .

Learning in connectionist nets is accomplished by adjustment'of
connection weights. These weights, ﬁherefore, are the parameters
that are adjusted in the parameter adjusting procedures or learning

algorithms. In associative nets, the weights altered are those of

)
!

the connections impinging on the oufput units only, since these

t

nets generally have only two layers: the inbut layer and the output
layer. In nets with hidden units, however, the weights which are
adjusted are not only those on the connections from the input layer

to the hidden layer (or layers), bﬁt also those on the connections

from the hidden layer to the 'output layer. Since the procesé of
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learning is considered to be a process of error minimization of the
system as a whole, a decisiqn to édjust a wgight must be made on
the basis of a judgement of whethér or not a change, positive
(increasing the weight) or negative (decreasing the weight), would

result in an improvement in overall performance of the system.

There are two basic modes of learning in networks: supervised
learning, in which case an evaluation of the weight setting job is
supplied froﬁ the external environﬁent, and unsupervised learning,
in which no such report is availablé. Wwith both these modes of
learning, true to the interactive n;ture of the "ordered triple"
(architecture, dynanmics, | paramefer adjusting procedure) ,
performance is dependent on the aréhitecture and internal dynamics
of the net. As was indicated above, éupervised learning, however,-
is additionally' dependent on an external evaluation for its
performance (see Churchland & Sejnowski, 1992, p. 97). Within each
of these modes, learning can élso be‘monitored, which is the case
when there is an internal measure of error, or unmonitored, in
which case no measure of internal error is employed. Thus, there
exists in actuality, a téxonomy of 1learning procedures (see
Churchland & Sejnowski, 1992,5p. 98).. In the supervised learning
mode, then, there is an exterﬁal éoufce of knowledge or "teacher"
which has access to the "correct"‘anéwer to guide the development
of the network during léarning. Monitored networks, on the other

hand, use acquired knowledge to improve performance. For example,

some monitored nets can make use of past experience to make

203




predictions about new input, the discrepancy between the prediction
and the actual input being fed back into the system to improve
further predictions. But what happens in unsupervised, unmonitored
nets? How do they learn? It would appear that even in these cases,
which are thought to reflect some! aspects of development in real
nervous systems, there is soﬁe control over what is learned because
there is "an implicit objective function that is optimized during
the learning process" (ibid., pJ98)..In both unsupervised and
supervised learning, then,
the point of thellearniﬁg!algorithm islto produce a weight
configuration that can be said to represent something in the
world, in the sense that, when activated by an 1nput vector, the
correct answer is produced. Nets u51ng unsupervised learning can
be conflgured such that the welghts embody regularities in the
stimulus domain. For example, if welghts are adjusted according
to a Hebb rule, then gradually, Without external feedback and
with only input data, the net structures itself to represent
whatever systematicity it can find in the input, such as
continuity of boundaries. This meaus that unsupervised nets are
useful in creating feature detectors, and consequently
unsupervised nets can be the front end of a machine whose
sensory input must be encodea in some perspicuous fashion before

it is sent on for use in such tasks as pattern recognition and

motor control. (Churchland & Sejnowski, 1992, p. 97)




The learning algorithms themselves can be very simple, as for
example a "Hebbian" procedure conceptually based on the seminal
insight of Donald Hebb (1949) who p?oposed that, in the nervous
system, synaptic weights could changé according to the activities
of the neurons at both the pre-synaptic and post-synaptic sites. In
aiHebbian algorithm, therefore, the cﬁahge in weight is dictated by
the product of the activities of bothjthe input unit and the output
unit. This simple type of learning procedure, however, is only
viable for certain types of input vectors: for Hebbian learning to
be effective in connectionis£ models, the input vectors must be
orthogonal. If they are merely linearly independent, the algorithm
is not optimal. For more complex éases, even in simple 1linear
associators, versions of the "least squares" learning procedure is
more efficient. In this procedure, a measure of the error for each
input-output pair is calculated usiAg the difference between the
actual state of the output aﬁd its desired state. Due to the fact
that the "desired state," that is,vthe answer, is known, this is a
supervised learning procedure. A function of the calculated
difference then determines by Jjust how much the weight of the

connection between a given pair of units should be changedm.

The best-known of the connectionistAlearning aigofithms, also a
supervised procedure, is backpropagation of error, which has been

described as an automated multi-layer least squares procedure. That

21 gee Hinton (1989) for more details on the calculations
“involved.
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is, it "is a generalization of the least squares procedure that
works for networks which have layeré of hidden units between the
input and output units" (Hinton, 198?, p. 198). How the procedure
works in very general terms is as rollows: during the training
process, each weight must be changed by an amount that is
proportional to the rate at which  the error changes as the weight
is changed, a procedure whose level of complexity depends on the
‘type of units involved. Once the appropriate changes have been made
for the output layer, the same procedure must be carried out for
each layer in the network ' tmov1ng from layer to layer in a
direction opposite to the wa§ act1v1t1es propagate through the
network. This is what glves back propagatlon its name" (Hinton,
1992, p. 146). The backpropagatlon algorlthm has proved efficient
at training networks to performv a wide variety of @ tasks
accomplished by humans, and‘has even found some useful applications
in the field of neuroscience; For example, Andersen and Zipser
(1990) trained up a network to respond to visual stimuli using the
backpropagation of error aloorithm, and discovered that the
response properties of the onits mlrrored very closely those of
neurons in the posterlor par1eta1 cortex thought to be involved in
spatial representation. Thus, as advooates of the co-evolution of
neural network modelling “anhd neuroecientific research have

maintained, this model may have helped further neuroscientific

knowledge by elucidating something of the function of these

neurons.




In spite of the many documented successes of the backpropagation_
algorithm, however, many ha§e profested that it is hardly 1likely
that the bréin itself would employ such a method of error
minimization. And, indeed, though some of the objectibns put
forward have been shown to.bé relétively triviél, for example the
mode of relaying efror .feedback”, others are considered more
weighty (see P. M. Churchland, 1989, pp. 181-188; and Hinton,
1992). The most serious objection to biological validity for
supervised learning models is the need for a "teacher" to control
what is learned. As Hlnton himself points out, most learning in
natural settings must do w1thout a detalled descrlptlon of what to
represent and how to go about represeptlng 1t. In the interest of
approximating more closely biological systems, therefore, modellers
have developéd several unsupefvisgd 1earning procedures.
All these procedures share two characteristics: they appeal,
implicitly or explicitly,ito some notion of the quality of a
representation, and they work by changing the weights to improve
the quality of the representation extracted by the hidden units.
In general, a good representation‘is one that can be described
| '
very economically but nonefhelesé contains '‘enough information to
allow a close approximation of the raw input to be

reconstructed.... Almost all the unsupervised learning

22 Tn nets, information must travel in both the forward and

backward directions on the same connections. This does not happen
in neural networks, but the many feedback connections from "higher"

layers to "lower" ones nullifies the significance of this

objection.
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procedures can be viewed as methbds of minimizing the sum of two
terms, a code cost and a reqonstrﬂction cost. The code cost is
the number of bits required toldescribe the activities of the
hidden units. The reconstruction' cost is the number of bits
required to describe the misfit between the raw input and the
best approximation to it that could be reconstructed from the

activities of the hidden units. (Hinton, 1992, p. 148).

Two simple strategies for minimizing these two costs are principal
components learning and eompetltlve learning. In principal
components learning, a small hﬁnbeé of hidden units cooperate with
one another to collectively represent the 1nput pattern, whereas in
competitive learnlng, a large number of hldden units compete
against each other to represent a particular 1nput pattern, the
winning hidden unit being "the one whose 1ncom1ng weights are most
similar to the input pattern” (1b1d., p.‘ 149). In these two
learning strategies, then;‘ we ’have exambles of distributed
representation of the input (principel components), and localized
representation (competltlve) Though both of these do mimic some
aspects of representation 1n«the braln, nelther one is considered
||

maximally biologically valld However, some learning strategies

have been developed which lie' between the extremes of purely
localized and purely dlstrlbuted andvthese, it would seem, do have
their counterparts in braln act1v1ty. The brain appears to use the
strategy of "population coding,” so called because information is

represented by the activity of 1a whole population of neurons
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grouped closely together: the information in population codes is
both localized to the particu;ar population, and distributed acrosé
its members, so that even if some of the members of the pépulation
are damaged or slow in responaing, the group still works to give an
output. Furthermore, since population coding can be viewed as a
"cénvenient~way of extracting a hierarchy of progressively more
efficient encodings of the sensory input" (ibid., p. 150), it may

be a method developed by the brain to minimize code costs (see

Hinton, 1992, p. 151).

Commentary

There seems little doubt that connec£ionist modellers are acutely
aware of the need to develop‘biolégiéally realistic algorithms if
they Wish-to model how the brains of living organisms function.
They are constantly incorporatiné important new biological
constraints -into their theorizing. There also seems little doubt
that, whatever procedures they arfive at, they will only be
épproximations of actual braih‘functioning given the impossibility
of exactly duplicating the physical hardware. According to
Churchland and Sejnowski, however, this may not pose as serious a
problem as some would suggest. They posit that, even in networks
with identical architectures énd dyﬂamics, whether biological or
artificial, if a large number‘of parameters are involved, it is
extremely unlikely that thé learning algorithm used will endow the
trained up nets with identica; sets of weights. This would be just

as true in the case of homozygotic twins as in the general
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population. Indeed, it has been shown that neurons from identical
locations and with identical funct;ons from identical clones of the
species Daphnia magna (the wate% flea) vary substantially in
structure, which would suggest thak; at a minimum, they form
different connections with differeﬁt~weights (Edelman & Reeke,
1990, p. 215). Nevertheless, if 'learning algorithms can be
considered on an abstract level as "efficient devices for searching
parameter space for combinations of values that optimize some
input-output function" (Churchland & Sejnowski, 1992, p. 134), it
is 1likely that, in two systems ef similar architecture and

| . ¥
dynamics, the algorithm will delineate two overlapping regions of

parameter space. "Thus when almodelvnet is highly constrained by
neurobiological data, the probebility;is nontrivial that the region
of parameter space defined By the moéel ana the real neural net
will overlap" (ibid.). if they do overlap, not only will the
artificial net have been shewn to be biologically valid, but it can
be manipulated experimentally in a manner which would be
unthinkable in real nervous systems, end thereby become a source of

new information on the funct10na1 aspects of the system under

study.

I8

)
t i ! 4

The take-home point that Churchland and Sejnowskl (and presumably
all connectionist modellers) w1sh to make is thlS' model nets that
are constructed to be relevantly 51m11ar to blologlcal networks may

be useful in discovering features of the model system which suggest

avenues of further research within neurobiology. Once these ideas
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| ;
are tested, the information gained can be fed back into new models

initiating a mutually beneficial co-evolutionary spiral. This
approach, they contend, is emineptly more sensible than two
separate disciplines, both .bent on discovering how the brain
functions marching along side by side in disregard of each other's

findings.

Attention in connectionist models of learning

It should be recalled at this juncture that the action of attention
. at the cellular level is to sélectively enhance and/or inhibit the
activity of neurons 1nvolved 1n ‘information processxng Since it is
the level of activity of the cells whlch appears to determine the
subsequent changes in synaptic welghts whlch;are the result of the
learning process, it is by afﬁecting cellular activity that
attention has an effect on learning. The set of synaptic weights
in place within a system, then, is the embodiment of the knowledge
of the system at any particular time, and has been determined in
part, at least, by which information has been allocated attention.
The emphasis placed on thev"selectave“ action of attention is
important because the primaryrfunctipn of the attention system in
the brain is "to control tpe amouat and the temporal order of
information passing through the system" (Mozer, 1991, p. 65). As
has been noted previously, however, attention rarely acts
unilaterally, usually interacting with expectation and intention
emanating from "higher centres" in the brain to control the nature

of information passing through the system in addition to the amount
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and selection of what gets processed in what order. '

With these characteristics in mind, it is interesting to examine
how attention might be represented, as it should be if biological
realism is sought, in connestienist models with no explicit
attentional mechanism. To consider the selective action of
attention first of all, it would appear that, in both supervised
and unsupervised models of learning, the amount of information
processed is selected in large part by the experimenter, in that
the machine is exposed to‘only‘an‘ameunt of information suited to
its capacity, and presumably 511 of the information presented is
processed. It would also appear that little eonsideration is given
to temporal order since the input'is processed in parallel. This
apparent fixing of two of the.important functions of attention may
be a natural consequence ef. the focus of the model, namely
learning, a focus which presupposes an overrldlng interest in the
nature of the information processed In superv1sed learning models,
the selectivity of attention on the kind of 1nformatlon processed
is incorporated into the "teacher" function of the algorithm. The
system is essentially “told"‘what £§ pay ettention to, and is
“"corrected" until it produces the required answer. In these models,
then, the external feedback serves as a "hlgher centre" source of
selection which controls the nature of the 1nformat10n attended to.
It is the particular parameter adjusting procedure employed in the
model that performs the specific activation/inhibition action of

attention at the 'cellular" or unit level according to the
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directions given from on hiéh, but no explicit directions as to
what information to encode‘at the hidden unit 1level is giveﬁ.
Though, in unsupervised learning médels, there is no external
"teacher" function, there does appear to be some direction to the
system with regard to the nature of the ‘information encoded.
Remember that, in these models, there is an "implicit objective
function" that is optimized during the learning process. However,
since unsupervised systems work to enhance some "quality of a
representation" at the hidden unit‘level, and since this "quality"
must be dependent on the input,»thé selective action operating
within the system would appeaf tg be déivén by "bottom-up"
considerations rather than "top-down" as in the case of supervised

1
HE
learning. The optimization process, of course, is once again

embodied in the learning algorifhm or parameter adjusting

procedure.

The comments of Churchland and Sejnoﬁékilwith respect to external
feedback being necessary to teach the model what to "care" about
are of interest here, because they speak to the issue of the
influence of the "value" of the information on attention. 1In
supervised models, the systemiis giveﬁ'a priofi what is of value in
the information in that theirequired output is worked towards
systematically. What is not given, however, is what is of value at
the hidden unit level in order to prodﬁce the final valued answer:
the system must extract this by means of the application of the

learning algorithm. And, indeed, it is in discovering the features

\
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of the various input samples which aré of value in every case that
the model learns to generalize to new samples. This process, then,
can be viewed as a seeking out of what is "familiar" in the inbut
samples, given that only input featuées that are reliably present
can be considered of value in'a decision on whether or not a new
input sample belongs to a certain category. Thus, learning to
generalize itself may be seen as a method' of determining what

features of an input set are valuable for categorization.

'So much for value in supervised learning systems. But what of
unsupervised models where nd é&rectfoﬁs as to what to care about
are given? It would appear £hat, ;ven.in these cases, the system
seeks out what is of value intéhe inpﬁt.in a manner similar to that
employed in supervised modelé. It;sh;uld be recalled that, in the
absence of external feedback, én ‘unsupervised net seeks out
regularities. or, as Churchlénd and Sejnowski (1992) put it,
"whatever systematicity it can find iﬁ the input" (p. 97). Thié is
just as true for principal componénts learning models as for
competitive learning models. In principal components models, the
sifting out of useful features at fhg hiddeﬂ unit level becomes a
task of allotting a unique featufe of the‘input to each hidden
unit. In models of competitivg learﬁing, on the other hand, each
hidden unit comes to represent a kind?of prototype of a cluster of
input samples, and hence must have:embodied in its weights a set of
features necessary to typify a smail categoryr Thus rather than the

t

features of value for categorization being partitioned among the
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hidden wunits as in principal combonents models, they are
partitioned among the weights Qf a particular hiddén unit in
competitive learning. So, inithese unsupervised models, as in the
supervised ones, once they are traiﬁed up, what is "familiar" in
the input could be said fo be "éapturing" the attention of the
system, but the driving force of the mechanism appearé to be more
bottom-up than top-down. It Seemg fair to conclude, therefore,
.that, in spite of the control exerted on thé selection on the
amount and temporal order of the information processing, many
important aspects of attention are represented implicitly in

connectionist models without an explicit attentional mechanism.

There are connectionist médels of brain function in which
attentional mechanisms are incorporated explicitly, however,vand in
these models much of what is known about attention is built in to
the model. For instance, in an elaborate model of visual
perception, Kosslyn and Koenig (1992);have included an attentional
window within a visual buffer modulef this window pinpoints the
location in the buffer in which the iﬁformation is preferentially
passed on for further processing. Méreover, the attention window
may be shifted by either a stimulus-based mechanism which operates
on the basis of significant'novelty.in the input, or by a "higher
level" shifting méchanism dependent on the output of an associative
memory and a recognition module whiéhvinitiafes a "disengage-move-
engage" mechanism based on the attention shifting model of Posner

(see Kosslyn & Koenig, 1992, p. 105 for a diagram of the system

i 215



i

described). In a connectionist working model labelled MORSEL
(multiple object ;ecognition‘and attentional selection) developed
by Michael Mozer, an attention§1 .mechanism which acts as a
retinotopic map of locations can!be driven in a stimulus-based
manner, and/or by higher level*expeétations and task demands. This
model, of course, reflects very closely the premises set out by Van
der Heijden. It serves four dfstinct”functions: controlling order
of readout, reducing crosstalk, recovering location information,
and coordinating processing performea by independent modules, all
of which have been identifiéq as among the primary functions of
attention in the brain (see Mazer, 1991, chap. 4). Interestingly,
Mozer discovered that "highly‘familiaf stimuli outside the focus of
attention can work their way throﬁgh éhe system better than other
stimuli" due to the fact that the letter and word recognition
module of the system "is able to recoénize familiar stimuli based
on fewer perceptual features thanbleés familiar stimuli" (pp. 68-
69) . Mozer goes on to comment:'"If;this result is typical, it would
appear that focal attention is less:cfitical for highly familiar
stimuli. Although this probe#ty is uhlikely to distinguish MORSEL
from other theories of atténtion, it is reassuring to verify that
the computational model dogs indeed béhave as!expectéd" (p. 69). As
this last comment highlighfs very Qeli, theré is clearly a concern
on the part of connectionist modeilers to represent attention as
accurately as possible when it‘is explicitly represented in a model

of brain function.
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2.3.4 Conclusions on the validity of connectionism

The detailed and extensive discussions of connectionism and its
underlying cohstraints elaborated in this chapter have been entered
into with but one purpose in mind: to serve as a basis upon which
to come to some conclusions on the validity of cohnectionism as a
method of modelling of how the brain learns. Before making any
decisions on these matters, however, it is necessary to have a
clear understanding of what aspects of "validity" are appropriate
to this situation. There are two separate though mutually dependent
variations of what it means fdr a conéept to be "valid" which are
pertinent here: (1) sound, just, well-founded, and (2) producing
the desiredxeffect. Based on these two understandings of validity,
then, the questions which mus£ be answered in this section are:
(1) To what extent can qohnecpidnism be considered a sound,

just, well-founded model of learning in the brain?

(2) Do connectionist models reproduce effective learning?

Connectionism as a sound, just; well-founded model of learning

As has been argued at lengﬁh’in this chapter, connectionism is
so0lidly founded on neuroscienfific research at every level of brain
organization. Although it .can always be éontended, and is
frequently so among members] of £he neuroscientific research
community, that the resultsqu such research do not speék “the

truth, the whole truth, and‘nothihg but the truth" about how the

brain functions, it does seem safe to say that the insights gained
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by modern day neuroscientists are as detailed and precise as modern
technology allows. Moreover[ the results underpinning these
insights are under constant review with respect to their veracity
and coherence with theAenormous body of data that has been garnered
on brain function to date, not'oniy in the neurosciences but also
in psychology. Suffice it to say, then, that the data base on which
connectionism is founded can hardly be faulted for a lack of

comprehensiveness or fine detail.

Oof course, in order te build its working models, connectionism
abstracts from the biologieel .Qat; physical and mathematical
descriptions of brain function, and in so doing translates the
languages of anatomy, phys1ology, aAd biochemistry into those of
architecture (as it relates to artlflclal 1nte111gence models),
dynamics, and mathematics. None of these could be con51dered a
poorly developed d1501p11ne lacklng a suff1c1ent1y sound empirical
data base or well-tested theoret1ca1 premlses. With -respect to the
"translation" of biological data into a mathematically grounded
model of a system, however, questions could be posed as to which
elements of the biological syetem it is most critical to emulate in
a model. But, as has been‘mentionai in the discussion, these
questions are posed and hotly debated by connectionist modellers
themselves, different de0151ons leadlng to dlfferent models of the
same system which are then compared for their efficacy in mimicking
the system under study, as weli as for their deficiencies. Once the
f ' i

architecture, dynamics, and parameter adjusting procedure of a
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model .have been decided upon, therefore, the soundness of these
decisions is checked against the accuracy of the performance of the
model. Thus we come to a discussion of the second criterion of

validity dealing with the effectiveness of the model.

Do connectionist models effectively reproduce learning as it occurs
in the brain? |

Before getting to the meat of this question, it is useful to remind
ourselves that the basic organization or architecture of the brain
is geared towards the formation of systems, both microscopic and
macroscopic. Antonio Damésio (1994) encapsulates this notion in

these words:

In short, then, the braiﬁ is a supersystem of systems. Each
system is composed of an elaborate interconnection of small but
macroscopic cortical regiéns and subcortical nuclei, which are
made up of microscopic local ciréuits”, which are made up of
neurons, all of which are connected by synapses. (p. 30)
-
Hence, learning in the brain is éssentially learning for the
purpose of producing an effectively organized functional unit. In
spite of the fact that knowledge of the changes that occur during

the learning process at the molecular level is available and is

23 Here Damasio is distinguishing between the terms "system"
and "circuit" (or "network") which are ‘'often used interchangeably
in the literature. "Circuits" he considers to denote microscopic
systems, while "systems" are considered macroscopic.
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incorporated into theorieé of 1earniﬁg at the neuronal level, the
lowest level of simulation of biological learning attempted by
connectionist models is that of the neuronal group or microscopic
module. At the upper end ofjthe scale would be models of entire
sensory systems constructed of‘a number of interacting macroscopic
modules, all based on connectionistyarchitectural and dynamical

principles at the microscopic level.

Since the artificial intelligence literature abounds with
information on such models, and sin?e many of them have already
been referred to in thié chapter, ;A overview of connectionist
accomplishments would seem to be sufficient hére“. Beginning at the
lowest 1level, then, the  p£ysi;16g}ca1 "binding" effect of
oscillations on neuronal activity thoﬁght t6 be due to attention
and therefofe implicated in lgarning has been successfully
mimicked; simple forms of learniné such as the development of the
response properties of celis in the visual cortex, and ocular
dominance columns, both thought tp be the product of competitive

interaction between neurons, have been modelled, as have aspects of

general development in "the brain. such as the formation of

]
\

topographical maps; there are models of object recognition and
categorization; the ability to eﬁcode‘spatial relations using the

principle of population codihg so as to recognize complex objects

: 24 peaders are referred particularly to Rumelhart, McLelland,
& the PDP Group (1986); McLelland, Rumelhart, & the PDP Group
(1986); Churchland & Sejnowski (1992); Kosslyn & Koenig (1992).
References to specific models can be found in these texts.
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like faces rather than just a group of unrelated constituent parts
can now be artificially reproduced; models of sensory motor
integration of the type that occurs in 'the vestibulo-ocular reflex
are now working; the operation;of whole sensofy systems such as the
visual system has been modelled, and through careful lesioning of
specifid modules, the effects of brain damage in these areas have
been reproduced. Perhaps these few examples suffice to give at
leastva glimpse of the achievements of connectionist modellers at
what might be considered the "lower end" of the intellectual scale,
though it must be emphasized that none of these fofms'of learning
is lacking in complexity noriemplo§s principles which would be
foreign to learning at the "ﬁﬁper‘ené“ of intellectual ability.

Accepting for the time being that there is a difference between
these forms of learning aﬁd "higher" learning, what has been
achieved at this "upper end" of the learning scale? To give but a
cursory overview, there are mbdels of the forﬁation of schemata and
general thought processes, the encoding of memories, speech
perception, the learning of past tenses of verbs in English, word
recognition, sentence processiﬁg,.andrfeading. Part of the success
of many of theée models is that they show organizational
principles, and "deficits" or “developmental" errors comparable to
those documented in observations of human learning in the same
areas. Take, for exampie, NETtalk; ; system which learns to read
text aloud without being given any guidelines whatsoever with

respect to the phonetic significance of standard English spelling:
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an analysis of the partitioning of the hidden unit vector space
revealed that it had been split into 79 subspaces each one
corresponding to one of the distinct ietter—to-phoneme associations
in English. Furthermore, the subs;aces were divided into two
distinct classes which effectively distinguished between consonants
and vowels. "Looking further into this hierarchy, into the
consonant branch, for example, we find that there are subdivisions
into the principle consonant types, and that within these branches
there are further subdivisions into the most similar consonants"
(P. M. Chufchland, 1989, p. ‘175; see also a schematic
representation of these divi;ions} iﬁid., p.‘176, or Churchland &

Sejnowski, 1992, p. 119). This type of result is extremely

encouraging, since the organization' the machine memory exhibits

appears logical and, moreovéf, is cbnsisteﬁt with what might be
expected on the basis of a rational, critical thinking approach in
humans. As a consequence, ‘if speaks for the possibility that
"critical thinking" might be the n;tufal order of things iﬁ brains,

rather than a technique that must be learned.

Another method of measuring the validity of connectionist models

which involve "higher" forms of leérning is to examine to what
i

extent they explain psychological ifindings in the same area,

whether dealing with the performance of "normal" brains (that is,

i

undamaged) or those of brain-damaged patients. Connectionist




| .
modellers regularly undertake such explanatory attempts?. In his

discussion of his object recognition model MORSEL, for instance,
Mozer (1991) devotes a chépter to "Psychological Phenomena
Explained by MORSEL", a chapter which deals with topics covering a
range of categories: "basic phenomena," "perceptual errors," "other
perceptual and attentional phenomena," and "neuropsychological
phenomena." Furthermore, connectionist modellers evaluate the
successes and failures of their médels in light of how well
psychological phenomena are’elucidated, and plan extensions or
corrections to the models based on these evaluations (see, for
example, Mozer, 1991, chap.’ 7). The willingness with which
connectionists embrace compariéons;of this soft speaks well for the

i

matter of the validity of their models.

Nevertheless, connectionists themselves would be the first to admit
that the models are not perfectly valid representations of the
workings of biological systems. Inde;d, many discrepancies in the
performance of the models have been marked. In some cases these are
temporal in nature: the models are. too slow. In others, an
inordinate amount of effort is necessary to train up the system as
the number of hidden becomes large: this is referred to as the
"scaling" problem. In still others, the performance of the model is
very good on a certain task, but the algorithm used is not

biologically plausible. Even when the architecture, dynamics, and

\

25 In Kosslyn and Koenig (1992), for example, there are many
comparisons of the performance of models. to psychological data.
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parameter adjusting procedure are maximal in a model, the
performance may not be adequate due to a lack of pertinent data on

the particular brain system under study.

All of these problems are treated serioﬁsly by connectionist
modellers, happily, and progress is being made on all these fronts
and many more. Because of this assiduous attention to detail by
connectionists, not to mention the ever burgeoning body of
neuroscientific data now available, the number of successful models
is growing as is their sqphistication: There is little doubt that
connectionism has achieved,feats of brain modelling that have

| Do :
evaded conventional techniques. There is also little doubt that it

has done so through the care%ul abSﬁraction and translation of
critical- features of brain structuﬁe and function into machine
language. Consideration of tﬁese fécts leads inevitably to the
conclusion that connectionism; théugh still in a relatively early
developmental stage, has already unco&ered some tangible realities
about learning in the brain, and musf, therefore, be considered a

valid methodology to model how the brains of humans and animals

learn.

As was mentioned in the introduction, however, the promise of
connectionism is not just to elucidate the mechanisms behind the
plasticity of the brain, but also to explicate "its intricate

dependence on the extended cultural surround." This issue has not

been broached directly in this chapter, but it will be dealt with
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in some detail in the next, at least as far as its impact on

language learning is concerned.
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2.4 Summary of Chapter Two

The aim of connectionism is to elucidate the nature of conscious
intelligence. Because of this, its theoretical premises fall
partially into the territory qf philosophy, specifically into the
materialist camp due to the fact that its uﬁderlying concepts are
drawn from the disciplines of neuroscience, cognitive psychology,
and artificial intelligence. Connectionism has been severely
criticised by philosophers of the non-materialist persuasion who
believe that the workings of the mind will never be reducible to
those of the brain. It has also received criticism from within the
connectionist camp with respect to what are perceived to be its
overblown clalms to explanatory power. What connectionists are
seeking is explanatory unification of theories through
intertheoretic reduction. However; they point out that if the
theory to be reduced is fundamentally flawed, successful reduction
by a new and more correct theory cannot be expected, and
elimination of the erroneous théory should result. Many
connectionists believe that this w111 be the case with folk
psychology, our common sense understandlng of how the mind works.
Other theorists disagree, nhting that if| folk psychology is
eliminated, this will mean the elimination of all of its premises,
many of which are undoubtedly correct.

Smolensky has established that, within the study of cognition,

connectionism falls into a subsymbolic paradigm rather than the
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symbolic paradigm adopted by traditional artificial intelligence
reseérch. He also points out that it does not operate at the neural
level of neuroscientific research, and therefore connectionist
models should not be termed neural models. Since for traditional
artificial intelligence models, the pfeferred level of analysis is
the conceptual level, connectionist models can be considered to be
operating at a subconceptual level, the activity of a unit or a
group of units haVing no recognizable_meaning for us. A lack of
absolute realism in models does not oVérly concern connectionists,
hpwever. They reason that models do ﬁot have to be 100% realistic
to be good and usefﬁl models. It suffices that care is taken to
include critical elements gf. the functlon of a system under
investigation in a model. The goal of connectlonlst models is not
to achieve an accurate descylptlon of a cognitive systen, but to
give an account of the causeslof inteiligent.behaviour. This it has
done through the constructidn of successful models of many aspects
of brain function relevant to intelligence in biological systems.
An examination of the appropriate classification of connectionism
found it to be a methodology whicn leads to the production of
models, most importantly working modeié, of brain functioning. The

purpose of the chapter is to evaluate connectionism in its capacity

to model how the brain learns.

Since -the aim of connectionist models’is to depict learning in the

1

brain, attention must be pald to the blologlcal constraints 1mposed

by the structure and functlon of the particular system being
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modeled. Special considerat%on should be given to the 1level of
function the 'modei is attempting to elucidate. Churchland and
Sejnowski have identified seven levels of brain organization: a
model aiming at a certain 1e§el must take into account information
pertinent not only to this level, but'also to the levels above and
below so that overall theoretical consistency is maintained. In
connectionist theory, learning is insfantiated in the changing_of
the strengths or weights of synapses between neurons, and this is
seen to be directly related to cell activity. The design of a model

must therefore incorporate elements of the anatomy, physiology, and

¢ i
i .l

processes governing synaptic:change of the system under study. As
the neuron is the basic functional unit in the brain, its general

structure and function must be considered first and foremost in
, o P
models of brain function. Nevertheless, because neurons are

arranged into networks, other levels of brain organization such as
the network and map 1évels must alsoibe taken into accognt when
designing models, as must éréanizafional characteristics within
these levels, for example, layers and cﬁlumns. In spite of the fact
that the brain has many levels of organization, it should not be
considered well-designed in é% engineering sense. It appears to be
more of a "kludge", sdmething thatlwofks in a messy and inefficient
way, but gets the job done. Thé kludgé-like character of the brain
is the result of the evolution;ry prOCéss which generally works to

t l P ' )
improve the anatomic structures already in place rather than start

from scratch.
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Another important feature of bﬁain,fuhction to be represented in a
model is the massive parallelism oflinformation processing. This
arises out of the formation. of specialist subsystems which work
with relative autonomy while still allowing integration of
information to influence output. The main benefit of parallel
processing for an organism is speed of output. Besides these major
considerations listed above, other biological constraints that have
emerged from psychology must be kept in mind: a few of these are
graceful degrédation of brain function, ability to cope with
conflicting or inadequate‘d?pa, andiability to recover function

after damage.

Attention is recognized as a m;jor force in léarning. Its action is
manifested at the neuronal level by either an activation or
inhibition of cellular activity. A clear definition of attention is
hard to come by due to the piethora‘of opinions as to the exact
nature of its action and anatomy, and to the complexity of the
phenomena associated with what has been called the "attention
system." The mechanisms by thch this‘system operates are currently
under intense investigationEand afe‘the subject of hot debate in
attention research circles. In this thesis, the selective phenomena
associated with attention Are taken to be more important than
intensive phénomena such asvarousal and alertness. The selective
mechanism of attention can be either stimulus (world) driven, or
actively directed by the person (or aﬁimal). The former is labelled

passive attention, the latter, active or voluntary attention. The

229 ‘



ability of a stimulus to capture attention even ﬁhen voluntary
attention is in force is related to its "importance™ to the
organism, and is referred to as the saliency of the stimulus. This
importance or value is thoﬁght to be determined largely by an
evaluation of the relevance of the stimulus to the scenario at
hand, an evaluation which is dependent on the emotional state

brought on by the stimulus.

There are several dichotomous concepts associated with attention:
active and passive attention; parallel and serial processing of
information; automatic and _controlled processing; limited and
unlimited capacity. Under cloéé sc;utiny, however, the dichotomous
representation of these conceptg dges not hold water. As a result,
such conceptualizations are considered merely heuristics, rather
than representations of realiﬁy. ?he difficﬁlties encountered in
describing the nature of éttentian has led to the drawing up of
several metaphors. Of these, the most widely used are the "filter",
"spotlight", and Mzoom lens" metaphors. Some newer
conceptualizations are the "gradient", "attention gating", and
"gradient filter" models.. However,rgone of these metaphdrs or
models is considered adeqﬁate at this stage of investigation. A

"system internal" conceptualiéation of attention is put forward as

affording valuable insight into the workings of attention within a

sensory system. The particular system described is the visual
- oL 4

system. In this model, selective attention is considered to be

' i
stimulus driven, and separate from the effects of expectation and
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intention to act, both considered»voluntary aspects of attention.
It is postulated, however,  that ﬁhe three work together " to
integrate bottom-up and top—doWn‘ effects on the attention
mechanism. This model distinguishes itself from others in that
attention is not depicted as being external to the sensory system.
Because the model describes only attention within a sensory systenm,
however, it does not account for the ability of attention to select
a particular ‘"channel" to attend to. Nevertheless, similar
mechanisms can be postulated to be active in attentional selection
- of a channel. The channels attended to may be an individual ear, or
information delivered by the visual §£ auditory systems alone, to
give but twd examples, and higher éenéres in ﬁhe brain important to
expectation and intention to act afe thought to exert control over
the choices made. In spite of this voluntary control, stimuli which
have a high importance weighting may capture attentidn. The high
importance weighting is seen to be closely related to the
familiarity of the stimulus to'the sugject. A working definition of
attention is adbpted: Attention is‘a facilitatory mechanism for the
selection of information for further processing. It operates in
close cooperation with expectaﬁion and intention to act, and can be
driven by voluntary- or stimulus-iniéiated mechanisms.

The basic design of a connectionisé model is that of a net of
neuron—like‘units. The learning pracess in these models, as in
biological systems, is seen aé a procéss of error minimization. In

connectionist models, the architecture, dynamics, and parameter
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adjusting procedure (or algorithm) are chosen to mimic the anatomy,
physiology, and procedures governing éYnaptic change as closely as
possible. However, each of these features of a net is only a gross

i

approximation of the circumétances in the real biological system
i
under study. With respect to how it is that biological systems can
compute, it is proposed that a system in the brain is a
computational system if there is a revealing mapping between the
system's physical states and the‘elements of the function computed.
Typical nets employ electrical units modeled both structurally and
dynamically on neurons. As in the brain, these "neurons" are
arranged into highly intercbnnectéd1 layers. Each unit in a
particular layer processe? the same kind of information
simultaneously before passiﬁg on a'message with fespect to its
activity in a distributed ménnery%o the next layer. The simplest
net architectures consist of an input layer and an output layer,
and are capable of only simple assoc&ative;learning. As in more
complex models, neverthelésé, the: knowledge they contain is
distributed across many unitsLEIt is Qecause of the simultaneous or
parallel processing of informatioﬁ as}well as the distribution of

the knowledge that connectionist models also go under the name of
PDP (parallel distributed érocessiﬂg) models. Nets with hidden
units, units placed between the input and output layers, form more
- powerful models in that they éndow;a g%ébal perspective on the net
in spite of its local connectivityﬂ fhe function of the hidden

units is to discover important regularities in the information

contained in the input. If the information flow in nets is only
. ]
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from the inputs to the outputé, fhe.ﬁet is called a feedforward
net. If on the other hand, informafioﬁ can flow back to a unit from
other units in the net, the net is.said to be recurrent. Recurrent
nets are thought to model a form offshort-term memory. Some nets
are actually systeﬁs of specialist mininets,‘an arrangement which

finds its counterpart in the integration of specialist subsystems

in the brain.

The brain has been described by Luria as a dynamic functional
system. In the same way, connectionist nets are dynamic functional
systems made up of individuél units all working in a coordinated
fashion to give the final outﬁut. The knowledge of such systens,
biological or machine, is ehcéaed in ﬁh; sets of connection weights
between layers of units. The‘benefit of describing a net in these
terms lies in the theoretical power iﬁherited from the physics of .
dynamical systems. Nets with interesting properties can be designed
based on knowledge of the behaviour of the dynamical model adopted.
For similar reasons, nets hav? been designed to mimic the dynamics
of well-known‘thermodynamic sYstems. As has been noted, learning in
nets is accomplished by changing thé connection weights between
units and this is carried out by the learniné algorithm. There are
two basic learning modes in connectionist nets: supervised learning
and unsupervised 1earning.! In the former mode, an external
evaluation of the weight setting job 'is available, while in the
, ‘ :

latter it is not. Models with an internal measure of error are also

possible within both these modes. The goal of any parameter
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adjusting procedure is to produce ‘a. weight configuration that
represents something about the worlé. Thus, the complexity of an
algorithm can range from very‘simple.(e.g. "Hebbian" learning, an
unsupervised algorithm) to very complicated. Some recent
connectionist models employ. combinations of simple and complex
algorithms to attain their learning goals. One well known algorithm
using fairly complex mathematical caleulations is backpropagation
of error, a supervised learning algorithm which has been highly
successful in modelling learning ‘in biological systems. The
backpropagation algorithm, however, as other supervised learning
algorithms, is not cons1dered blologlcally plau51ble, whereas
unsupervised learning algorlthms have much greater blological
validity. Principal compenents learning and competitive learning
are two strategies that have been developed to mimic learning in
some biological systems. Fur£hermore, even more powerful learning
systems can be constructed using algorithmsbthat combine elements
of both these strategies, and they too find resonance with what is
known of the functlon of real systems in the brain. The main point
that connectionist researchers wish so make, then, is that the
disciplines of artificial intelligence, neuroscience, and
psychology should not just eo—existiside by side, but should co-

evolve, each one informing the other for the purposes of furthering

knowledge of the brain.

Given that attention has been shown to be important in the learning

process, it seems necessary to consider where its action is
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represented in connectionist models. In models without an explicit
attentional module, attention-is seen to be active in the selection
of the nature of information processed. In supervised modelé, this
selectivity is incorporated into the correction or "teacher"
function of the algorithm; in dnsupervised models, it 1is the
optimization of the "implicit objective function" of the system
which controls the nature of the infofmatioﬁ encoded. Thus, what is
of value to the system is seen to be imposed explicitly in
supervised learning models, while it is imposed implicitly in
unsupervised models. However, in both types of model, what is of

value at the hidden unit level is left to be discovered by the

hidden units themselves, rathef than being spélled out explicitly.
It is argued that what is imp;rtant for the ofganism at the hidden
unit level is information tha£ is ;egﬁlarly pfesent or familiar in
the input set. In models in which attention!is represented by an

attentional module, many of the results of attention research on

information prdcessing in the brain are repreoduced, including the

ability of familiar information to capture attention.

Finally, the validity of connectionism is evaluated on the basis of
two questions: (1) Is connectionism a sound, just, well-founded
theory of 1learning? (2) Do connectionist models effectively

reproduce learning as it occurs in the brain? On both these counts,

i
i

connectionism is jugded to be valid, though not entirely so.
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Chapter 3. CONNECTIONISM, ACADEMIC ACHIEVEMENT, AND SECOND
z !
LANGUAGE LEARNING IN IMMERSION SITUATIONS
3.1 Introduction: The ‘Chaflengesé-Facing the Connectionist

Perspective

It was established in chapter 1 that a good deal of the criticism
that has been levelled at Cummins' Threshold Hypothesis by the
second language research community is well justified, in spite of
Cummins' evident 1ntentions to aid second language learners and the
benefits that his theor121ng has brought to them. Of particular
concern among the points ralsed by critics were the following:
1. Cummins'’ conceptuaiiaation %f the;nature of cognition,
especially its tight association with language proficiency,
which led to accusations that the Threshold Hypothesis is in
actuality a cognitive def1c1t hypothe51s of language learning'
for second language 1earners at the low end of the language

proficiency scale.

2. A chronic lack of definition ‘of the variables degree of

bilingualism (or language prof1c1ency), cognitive ability, and
threshold of linguistic competence making the hypothesis

impossible to test empirically.

3. The dependence of the hypothesis on studies which have been

|
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shown to be methodologically inadequate.

4. The exclusion of sociological variables either within the

constructs of the hypothesis itself or as variables impacting

on its explanatory power. !

Because of these flaws, as well as others:not listed here, the
Threshold Hypothesis has been judged to be, at best, useful in only
an heuristic fashion, or, at worst, unhelpful. The basic premise of
this dissertation, on the other hand, is tﬂat connectionism can
provide useful insight iﬁto aﬁy cognifive consequendes of second
language learning in immersion situations by virtue of the fact
that it approaches the 'issués from the more finely resolved
perspectives of neuroscience,véogniti;e psychology, and artificial
intelligence, and now that thé foundational tenets of connectionism

have been elaborated upon, the question that must be posed is "Can

it indeed provide such insight?".

While the answer to that quegfion will not be forthcoming until a
connectionist perspective‘on:second language learning has been
fully developed and discussed, the aifferences between Cummins'
perspective/and the connectionist one which touch on.the'above
criticisms can be made clear here. On the issue of the nature of
cognition, for instance, it would abpear that, because of the
importance he accords to language as an influence on cognition,

cummins envisages cognition as active at a conceptual level. It is
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almost certainly for this reason that he proposes that learners who
do not have an adequate command of their second language may be
cognitively disadvantaged. Connectiohism, however, would question
the level at which cognition acts as well as the specialness of
language's ability to sculpt it. On the connectionist view,
cognition is thought to act primarily at the subconceptual level
rather than, or perhaps as well as, the conceptual; connectionism,
then, opens up the possibility that many, and evén all, kinds of
information processing can influence cogﬁition and therefore
reduces the importance of languagé »proce$sing as a means of
altering cognitive abilities.iFurtﬁermdre, the connectionist focus
on learning as central to cognition couplea to the ubiquity of
learning capability (plasticity) in the brain suggests that there
is no locus of cognition per se, thouéh there may be certain brain

structures that are necessafy to our conscious perception of
cognitive processes (see Crick & chh, 1992). It also suggests that
there is little empirical support for the notion of a "basic" core
of cqgnitive abilities, as was proposed by Cummins, if these are
conceived of as independent ofjthe influence of experience. It was
demonstrated in the first half of this century, for example, that
even an osteﬁsibly "non-cognitive" ability such as seeing must be
learned through prolonged egperiencé (see Hebb, 1949; see also
Crick and Koch, 1992, for iﬁéight into seeing as a constructive
process). Thus, if peréeption itself involﬁes learning, then it
seems highly unlikely that any aspeét of méntal processing does

not. One area in which Cummins' approach and the connectionist one
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do agree, however, is the importahce of focused attention in
facilitating-the processinglof unfamiliar information. Since the
effect of attention will belqgéailed iﬁ the following sections, it
will not be dealt with here, énd a more in—deéth examination of the
differences between the two views on cognition will be undertaken

in chapter 4.

With respect to the impossibility of testing the Threshold
Hypothesis due to the lack of definition of the variables degree of
bilingualisn, cogﬁitive ability, and threshold of 1linguistic
compétence, the aim of the connectionist approach is not only to
refine notions on which aspécts, if aﬁy, of tﬁe first two variables
may be covarying', but alsolto explor; the nature of "linguistic
thresholds" with an éye“to clafifying“whether or not they are real
phenonena, and if so, how they may be more accurately
conceptualized. More precisely, it‘will be pfoposed in a new
information pfocessing hypothesis developgd on the ,basis of
connectionism that ﬁcogniti§§ aﬁility" caA be more accurately

represented by "visual proceséing abilitY", and "degree of

bilingualism" by “coﬁprehension of second language". It will also

1 Tt should be noted that the position being taken here is
that, since all aspects of brain processing are almost certainly
influenced by experience, all are cognitive to some degree, even
those that have not traditionally been considered to be so. Hence,
to suggest that some aspect of cognitive ability may be changing
with the acquisition of a second language is not to beg
Reynolds' (1991) question of whether or not there is a relationship
between degree of bilingualism and cognitive ability at all. What
Reynolds was considering as cognitive ability does not appear to be
based on connectionist theorizing and is presumably similar to
Cummins' conceptualization. = -

1
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be proposed that, during the brocéss qf second language learning,
the developmental pattern of'certai? changes that are 1likely to
occur in brain processing in’1ay appeér to have threshold-like
characteristics if they become information processing strategies.
The upshot of this focusing in on only certain features of mental
processing and languége compeﬁenée should be to render the new
hypothesis more readily testable empirically than Cummins'
hypothesis, though it is conceded that decisions as to which
aspects of visual processing ability and second language
comprehension should be measu;ed and how these should be measured

may be contentious.

To speak to thé third criticism of the Threshold Hypothesis listed
above, that of its dependeﬁqe on data from studies which are
methodologically inadequate, ;ﬁe connectionist approach to be taken
here will avoid (or at least minimize) this problem by constructing
a model of the second language;learner from a'bottom—up perspective
dependent largely on empiricai studies from neurobiology, language
psychology, and artificial intelligence research. Though the data
gathered in these studies 'are by no méans immune to experimental
error or philosophical biases (see, for example, Hoyningen-Huene,
1993), they tend to be moré reliably reproducible than those
emanating from educational studies, in part because the subjects of
study are less complex than Fﬁe tota; human being (as is the case
with neurobiology and artificiél iﬁteiligence), and in part because

attention to experimental design is considered of primordial
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importance in these disciplfnes. As a result, they should form a
v ) i

sounder foundation upon which to base a model of brain functioning.

The last major point of criticism oé the Threshold Hypothesis is
that it does not take into account sociological variables as
factors in determining the cognitive consequences of bilingualiém,
and indeed, attempts to screen them ouf altogether‘by focusing on
"child input" variables exclusively. From the connectionist vanfage
point, however, the intricate inter-relationship of all aspects of
brain functioning and experiehée would render any attempt to screen
out environmental influehceé futile. Fof connectionism, the
environment is all pervasive and is being Encoded by the brain
consciously and unconsciously in an integral fashion along with the
learning of a second 1anguagé (or mathematics, or art, or science,
and so on). Moreover, though the information prbcessing hypothesis
forwarded by the connectionistfviewpoint, like Cummins' hypothesis,
will deal with only two variabies, neitﬁer of which would appear to
be related to environmental iﬁfluences, ﬁotivational, attitudinal,
and experiential factors sﬁemming from the environment can all be

1

integrated into the premises gf the hypothesis by means of their
‘interaction with attentionai éllocafion to give an accounting of
ﬁhy different learning circumstanceé lead to different learning
outcomes. If the hypothesis resist? falsification upon testing,

educators can then use the insight it provides to construct optimal

learning environments for different ‘groups of second language

|

learners.




In this chapter, then, the challenges to the connectionist

perspective that will be taken up will be the following:

1. The bottom-up developﬁent of a hypothesis on the changes in
brain processing brought on by second language learning in

immersion situations.

2. An examination of the explanatory power of the
connectionist hypothesis of second language 1learning

devéloped.

3. An examination of thé relevance and implications of the
connectionist  hypothesis for issues surrounding the
interaction of second language learning and acadenmic
achievement, as well as second language teaching in immersion

situations.

In the final chapter, chapter 4, Cummins' Threshold Hypothesis will
be re-examined in the light of the connectionist hypothesis in the

interest of clarifying

i
t

4. The differences between the models of cognition

!

underpinning both hypotheses.

[

5. Whether or not the Threshold hypothesis is a deficit

hypothesis of second language learning.
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6. Whether the connectionist hypothesis can give insight into

the reality and nature of linguistic thresholds.
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3.2 Development of a Connectionist Hypothesis on the Changes in
Brain Processing Initiated by Second Language Learning in Immersion

Situations
3.2.1 Development of a general model of learning in the brain

In developing a connectionist model of learning that will be of use
to educators, the importance of maintaining a theoretical coherence
between levels cannot be overemphasized. This priority falls
natufally out of the theoretical unification goal of connectionism,
what one might call connectionism's “prime directive." Because of
this, the most 1logical starting 'points are the synaptic
(subcellular) and neuronal levels, which have been extensively
studied and are now well understood, while studies of learning at
the more fundamental molecular level are still highly controversial
and obscure. As has been noted previously, it is largely for this

reason that connectionist models of learning take the '"neuronal”

unit as their base level.

At the subcellular 1level, then, 1learning is believed to be
manifested by changes in the weights or strengths of synaptic
connections between neurons, and is a product of neuronal activity
or firing rate. Under normal circumstances, the higher the
activity, the more likely it is that changes in synaptic strength
will occur. Neurons, of course, do‘not acﬁ in isolation but in

association with many other neurons connected into networks.
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Eventually, with persistent association of activity between
neurons, a more stable synaptic state is reached such that further
change becomes difficult, though, of course, change will inevitably
occur if the activity of the cells decreases’. More often than not,
this stable state will be a ceiling condition brought on by the
association of the activities of certain neuronal clusters.
However, as in the case of anti-Hebbian learning, it may be a
bottoming-out of the ability of some neurons to affect others. As
this stabilization of synaptic strengths occurs, a system
(subsystem or circuit) representing the input data is formed. Once
formed, the output of these>systems cen furnish the input, or part
of the input, for neuronal networks fﬁrther downstream which will
themselves be transformed into new knowledge systems given adequate
experience. An important point to reﬁember here is that, since
learning is a product of neuronal firing, and since neurons are
always firing even if only at a baseline level of activity,
learning is always going on, though et a rate commensurate with
neuronal activity. Because leafning is enhanced by high activity in-
the cells, a state of arousal or alertness, a so-called "intensive"
state, will promote learning due to 1ts general ex01tatory effect
on the brain. Any state which brlngs about a reduction in the

activity of the cells, such as drowsinees, would have an opposite

effect on learning capability.

2 A prime instance of the type of’ change being referred to
here, and one with which we are all familiar, is forgetting.
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For similar reasons, emdtional state, whether positive or negative,
is also interactive with the learning‘process, and appears to be
highly influential in directing seiective attention to certain
stimuli in preference to others by assigning a higher value in
terms of relevance to the context at hand to these preferred
stimuli. According to Damasio (1994), this evaluation of the input
data is encoded in the brain as a "somatic marker," a readout of
the body state experienced on the reception of the stimuli. Once
established,.a somatic marker and a representation of input data
are stored in tight association with one another such that any new
processing of the input data activates simultaneously the
corresponding somatic marker. When selective attention is focused,
it provides further activation of ‘the cells whose activity
represenﬁs the selected stimuli, thus increasing the likelihood
that learning will occur in associatipn with them. If Damasio is
correct in his theorizing, the learning that occurs would take
place under a similar body staﬁe and therefore would be associated
with a similar somatic marker, though eﬁotional reactions and hence
body state and somatic markers can be influeﬁced by new experience

as can all learned reactions.

Selective attention, it may be remembered, can be stimulus driven
or voluntarily driven (expectation and intention)® at both the

system internal (local) and system external (global) levels. Though

3 These are sometimes termed exogenous and endogenous
attention respectively. ! '
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these aspects of selective attention are discussed separately, it
is unlikely that they operate entirely autonomously. This notion is
in keeping with the conclusions of the previous discussion with
respect to the falseness of ‘dichotomous representations of
attentional function. In any given 'complex situation, therefore, it
is highly probable that Voth stimulus driven and voluntary
attention are acting cooperatively. On either the local or global
level, there is no doubt_that expectation and intention to act are
dependent to a high. degree on experience, and, as a consequence,
what has been learned in the past must.have some influence on what
is learned in the present,lparticularly in situations in which
attention is voluntarily allocated. However, stimulus driven
attentional selectlon may also be dependent on learning for its
allocation. Damasio (1994) has descrlbed how learning is associated
with emotional response and. how such emotional responses are

individualized in these words:
, , |

T

At a nonconscious 1eve1 networks in the prefrontal cortex
automatically and 1nvoluntarlly respond to signals arising
from the processing of-... 1mages. This prefrontal response
comes from dispositional representations that embody knowledge
pertaining to how certain types of situations usually have
been paired with certainl emotionali responses, in your
individual experience. ih other words, it comes from acquired

~ rather than innate dispositional representations, although, as

discussed previously, the acquired dispositions are obtained
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under the influence of dispositions that are innate. What the
acquired dispositional representations embody is your unique
experience of such relations in your life. Your experience may
be at subtle or at major variance with that of others; it is
yours alone. Although the relations between type of situation
and emotion are, to a great extent, similar among individuals,
unique, personal experience customizes the process for every

individual. (pp. 136-137)

on this view, then, stimulus drlven attentlon, which certainly
operates "automatically and 1nvoluntar11y" and "at a nonconscious
level,"_could quite concelvably be subject to the influence of
experience, even thouéh the iatter ie:developed under the control
of innate mechanisms, because eof vthe steady accumulation of
emotional experience associated with‘all stimuli. Thus, for any
organlsm including human beings, the 1nf1uence of innate mechanisms
on stimulus driven attention would be strongest in the very young,
and would gradually be tempered by experience with age. But when
Damasio speaks of individual experience in humans, he is speaking
in effect of cultural and soeial experience.‘Hence, it would seem
a logical conclusion that,' by means of their relationship to
emotional responses, cultural and social experience are able to
direct and maintain attention and thereby be a force in guiding
further learning. Obviously, experiences or stimuli which have had
positive emotional associations (pleasure or reward) iﬁ the past

will encourage learners to approach the learning situation in a
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positive way, and vice versa fori situations with negative
associations. On a less obvious level, however, it is entirely
plausible that attentional aliqcation itself can be associated with
positive or negative emotionslwith regards to the success of the
alloqational outcome. Remember that an emotional state is an
evaluation of the relevance of input data, and input data can just
as easily be the results of a decision made consciously or
unconsciously with respect to where aftention was allocated. This
is, of course, a "cognitiveﬁ strategy since it is dependent on

learning, and so it is to the effect of this strategic allocation

of attention on learning that it seems appropriate to turn next.

As was mentioned above, seleééive attention éan be active at both
the 1local (system internal) and the glob;l (system external)
levels, and within both attentional mechan;sms caﬁ bring about
activation and/or inhibition of celiular activity. on the 1local
level, the effects will be felt largeiy within a small area of the
brain, while at the global level whble channels, sometimes as
comprehensive as entire sehsory systems, can be activated or
inhibited. In cells withiﬁv the sysfems being activated, the
possibility of leagning is! enhancéd, whereas in cells within
inhibited systems it is suppfessgd. In general, these effects are
short-lived due to the .féét that ;the focus of attention is
constantly moving from éﬁe area of the bfain. to another. If,
however, attention is focused:more regularly on some brain areas,

t

which means that the information processed by these areas is
x |
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processed preferentially to other information, then learning in
these locations and locations)associated with them will occur at a
higher rate than in areas notiselectea;by attention. This would be
equally true whether the effect oféattention is to enhance the
activity of the selected area,;or‘to inhibit the surround. The net
effect of either scenario would be a relatively higher activity in
the selected areas. Now, if a learner consistently arrives at a
successful outcome by selecting a certain information channel, the
visual system or the auditory system, for example, it is highly
likely that allocation of attention to this channel will develop

1 s

into a persistent strategy unless the circumstances which render

this strategy efficacious change. Afpersistent strategy of this
sort would by no means preclnde the allocation of attention to
other channels. It would simply draw attention to certain brain
sites mdre often than to otha;s. A 51m11ar 51tuat10n could arise,
of course, as a result of genatic predlsp051tlons in the individual
‘learner, especially if these are encouraged by environmental
circumstances. At these persiatently selected brain sites, however,
learning should carry‘oniat a higher rate than at those selected
more rarely, all other intensive effects such as emotional state
and arousal being equal, and'if, as has been suggested by some
studies on attention, the selection af one channel involves the
inhibition of other channels, learning in these other channels
should go on at a lower than "normal" (fof the person) rate in

these systems while the strategy per51sts. Even if, on the other

hand, there is no active suppression of activity outside of

i
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selected areas, 1learning in Fhese ﬁon-selected areas should be
slower than that in selected ones. Durihg the time that this global
selection is in action, however, local selective attention will
still be carfying on  within systems such that learning will be
enhanced in these "pockets" of activity whether the area is

globally selected or no.

So far, all the reasoning put forﬁard on learning in this secﬁion
has its roots in biological research rather than machine models.
But as has been discussed in depth inithe previous chapter, machine
models have turned ﬁp some iﬁtérestiﬁg insights into how neural
networks learn. It would seem,ﬁseful, therefore, to return to these
concepts to see how they might dovetail with and perhaps extend the
picture of learning elaborated to date. To recap briefly what has
been diécusséd about learﬁing in tﬂese machine modeis, then,
learning in connectionist systems occurs in two basic modes:
supervised and unsupervisedf In supervised modes, an external
assessment of the pefformanée‘or weight setting job of the model is
made and the results fed back.into tﬁg system. Unsupervised modes
lack this external evaluationzéna depend insgead on the ability of
the system to maximize an implicit obje?tive function particular to
its structure. Within both these modes; neverﬁheless, learning can
be monitored, which means that it can have én internal assessment
of error. It can be seen, theﬁ; tﬁat éhgre are four possible modes,
and since within these the possible éombinations.of architecture,
dynamics and parameter adjuéting procedure are many, the number of

[
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potential model types is high. Althéugh these learning modes are
commonly discussed as separate vandf distinct from one another,
systems with combinations of the th parent modes are often
constructed, the unsupervised learning unitgserving'as the front-
end of the model. The function of the latter is to sort information
into basic components before supplying them to a supervised
learning unit which then picks out the combinations of these
components that are most important to the task at hand. It seems
more appropriate, therefore, to conceptualize learning mode in

these models, and even more so in biological systems, as varying

alongva continuum between fully supervised and fully unsupervised.

In the previous chapter, the extent to which attentional mechanisms
could be said to be involved in learning in these machines was
discussed, and it was decided that the degree of "attentional
focus" that could be ascribed‘to‘them varied according to whether
the learning algorithm was éupervised or unsupervised, supervised
learning showing a higher 1level of attentional focus than
unsupervised. If connectionfst models do offér real insight into
learning in biological systems, it should be possible to reversé
the perspective of that gquestion “to ask to what extent the
supervised/unsupervised learning continuum is reflected 1in
attention directed learning in, forfexample; humans. It was also
noted that attention can be focused or divided (less focused), and
presumably it can vary betwéen the two extremes of these statés

: !
such that there is a continuum of attentional states between fully

1
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focused and fully unfocused7 So, since attentional focus may be
driven voluntarily, that is, 5y gxpectation and intention to act,
or by the stimuli impinging on the system(s), and since expectation
and intention to act are hiéhly expérience dependent, it can be
said that the degree to which attentional focus is driven by
expectatioﬁ and intention equates roughly to the degree to which
there is knowledge external to the system guiding its learning, and
the degree to which it is stimulus driven can be equated roughly to
the degree to which external knowledge is absent’. Thus, learning
carried out under voluntary attention conditions can be considered
"supervised" learning, while lggrning acquired under stimulus
driven attention may be térmed'"uﬁsup?rvised" in the connectionist
senses of these words. | | -

Pushing this analogy a little fgrthef, in a voluntary attention
learning situation, the "teacher" o%levaluation mechanism which
determines how the synaptic weights will change is the experience
base of the learner herself. That is,.the teacher resides inside
the head of the learner. Reiterating the.point made above in
discussing Damasio's insights into at;ention and learning, then, to
say that the evaluation mechanismf&hiéﬁ guidés further learning is

the experience base of the 'learner :-is to suggest that personall

history involving cultural and social milieu as well as

* To say this is not to- contradict prev1ous arguments with
respect to the involvement of experience in stimulus driven
attentional allocation, but merely to emphas1ze the difference in
the magnitude of the contributions of experience in stimulus driven
and voluntary attentional allocatlop.
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characteristics of past 1learning ‘situations are 1in constant
interaction with what is currently being learned. In fact, it would
be interesting, if difficult, to assess to what extent attention
may be directed by external téachingléoufces, especially if these
directions go against those of the "inner teaﬁher." Presumably, if

this inner teacher has a stfong voice (in other words, if the

learner has lots of experience with the task), it will have a

commensurately strong activating efféct on the processing of the
information normally associatéd with the task such that the latter
wili capture attention promptly and be processed very quickly and
without the need for conscioﬁsness,.or, to use the term common in
attention research circles, auéomaticaily. If the inner teacher is
not well informed, however, many séufces gf information may be
approximately equally activated and, as a result, attention will
not be strongly drawn in any one direétion,\and should moreover be
largely stimulus directed. Thus the p:ééessing of information would
be slower in all instances and more susceptible to voluntary
control either through strategic decision-making or through
directions given by an "external" advisor such as a teacher or a
computer help program. This external direction, however, would
still be interactive with éhe intefﬁal difective forces of the
learner. Because the information is’unfamiliar; it would also be
passing through a limited capacity éystem,vso that too much new
information might cause ‘an overload. This scenario is in keeping
with much of attention reseaich on these matters and particularly

with the research of Raichle et al. (1994) which found that
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practised tasks are processed not only more quickly, but by a
different route in the brain than novel/naive ones. It seems
reasonable to assume that the difference in routes taken by these
two categories of tasks is mandated. by the need for thought,
whether conscious or not, with respect to which information is most

relevant to the situation.

In order to clarify these concepts, consider what might happen if
a person is taken out of their normal;social milieu, and put into
one in which the termlnology and manners are unfamiliar, though the
language and culture are the same. Wlth respect to what to say and
how to behave, because expectatlon and intention to act are ill-
informed, information process1ng would be slow and laborious (in
terms of resources available), such that the behaviour and speech
of the person would probably show unoertalnty due to the slowness
of processing of information,:and/or inappropriateness as a result
of false priming of information for processing. Because the
language and culture are the same; however, much information would
still be processed by the fast( capacity unlimited route, making it
unlikely that a major change in finformation gathering or
attentional strategy would result though the unfamiliarity with
the terminology (causing dlfflculty in understandlng what is being
said as well as in what to.say) and manners (a visually observable
behaviour for the most part) might brino about a shift in attention

away from the auditory system and towards the visual system. That

is, the visual system might be allocated attention more often than
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usual.

Consider, now, a situation in which aiperson is unfamiliar with the
language, whatever the social milieu. In such a circumstance,
auditory speech input would provide a minimum of useful information
even in the case of modifiers of semantic content such as
intonation and pitch. Thus, in spite:of the fact that there would
be some familiar speech sounds within the foreign language,
expectation and intention to act (as. far as speech actions are
concerned) would be entirely uninformed on some input, or
inappropriately informed by the native tongue. Attention would be
drawn to all linguistic stimuli according to;past experience, and
decisions as to which sounés.are more impbrtant and should be
allocated attention would be made on an information base which is
not applicable to the new si£ua£ion: Hence{ the outcome of the
attentional allocation based on external stimuli (world driven)
would not be highly informative. Fufthermore, the quantity of
unfamiliar auditory data would alﬁost certainly overload the
novel/naive information proceséing route. In short, little or no
information which could be said to be useful in decision making
with respect'to acting on the world (the mainApurpose of the
attentional system according to many attention researdhers) would
be forthcoming from the auditory system. The most likely result of
this problem would be a sfrategié' (voluntary) allocation of

attention to systems which would afford information that would lead

to good decision making. Moreover, if expectation and intention to
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act are well informed for these other systems, attention may be
automatically drawn to them as a result of the sheer speed of
processing. In other words, focused attentioﬁ may be "captured" byv
these familiar stimuli. The results of such an attention capture
could be many and varied, and would depend on the idiosyncrasies of
the individuals involved: more attention might be allocated to all
other systems in the brain instigating a state of high alertness in
these systems; some systems might be allocated attention
preferentially due to the high relevance of the information they
provide; one system might receive almost'all of the attention.

| !

. ' ! .
Whatever the details of the change, one thing that seems certain 1is
| :

that the auditory system would not be allocated its normal share of

attention while attention is focused elsewhere. It would therefore

suffer from a reduction in neuronal activity as a result, and

learning would not be going on at a normal rate within this
. [

system®. This is not to say that no learning will be going on
{ H
through the auditory system. As has been discussed, it is unlikely

that there is ever é time When learning does not proceed in the
brain at some rate. It is to say, :however, that the rate of
learning will be reduced in this system'while its neuronal activity
is reduced. On the. other hand, leéfning in the systems being

allocated an increased amount of attention will be accelerated. The

consequences of these matters will be dealt with in more detail

5 This statement should hold true whether there is suppression
of activity in the auditory system or not, since the latter would
not be receiving its normal share of activation due to attentional
allocation.
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below.

The point of these examples is to demonstrate that where attention
is allocated is determined by factors such as the experience base
of the person and the situation at hand, and that these factors
interact with information processing systems within the brain to
try to make sense out of a particular circumstance, or complete a
given task. Thus, purely "vbluntary" (in‘ the sense of being
dictated by internal directions or choicé whether externally
initiated or not) control of attention is rare. As has been noted
previously, attention is always subject to "capture" by stimuli
which already have a high relevance‘weighting for a person. The
interest of this dissertation, of cohfse, is to try to figure out
what happens within the information processing Systems of the
brain, and with it attention allédation, in a situation of
immersion in a second language. Hence, a more detailed exploration
of the dynaﬁics of language learning will' be taken up.in the
following section.

Before turning to language learning, however, a summary of the

salient points of this particular connectionist general model of

|
i

learning would seem in order®:

¢ It should be noted that the theorizing on learning put
forward here represents a piecing together after connectionist
principles of information on learning and attention by the author,
and in no way can be taken to represent a definitive connectionist
model of learning. ! ' :
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1. Learning is manifested by changes in the weights of synaptic
connectibns between neurons, and is a product of neuronal activity
or firing rate. Under normgl 'circumstances, the higher the
activity, the more 1likely it is thatléhangeé in synaptic strength

will occur.

2. Neurons are extensively connected to one another in networks.
These networks form systems of stéred knowledge on scales ranging
from the extremely micro to the extremely macro (in brain terms)
after adequate exposure to classes of input data. The output of a
particular system is input‘for systemé further down the information
processing system. | |

3. Emotional state, whether positive gr negative, is interactive
with the learning process. It appears to be highly influential in
directing selective attention, and is thought to act by assigning
value to stimuli according to ﬁast experience. This past experience

is dependent on social and cultural - milieux, as well as

predispositions innate to the learner.

1
i

4. Selective attention can be stimulus driven;or voluntarily driven
at both the local and global levels. When voluntary, attention
allocation is guided by expectatioﬁ and intention which are
sculpted to a high degree by e#perience. Stimulus driven attention
also appears subject to the influence of experience, however. Thus,

what is learned in the present must be guided to some extent by
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what was learned in the past. Attentional allocation itself may be
trainable with experience. | |
5. The action of selective attention at both the local and the
global leveis is to enhance and/or inhibit the activity of neurons.
Where the cellular activity is enhanced, learning should carry on
at a faster than normal rate; where it is not enhanced by normai
attentional allocation or inhibited, the learning rate should be
slower than normal. If a learner develops an attentional allocation
strategy such that certain systems in the brain are persistently
selected more often than others, then learniné through these
" systems should occur more readily‘than through systems not so

selected.

6. Learning in connectionist:systeme occurs in two basic modes,
superviSed and unsupervised, depending on whether an Vexternal
assessment of the output, or "teacher", is available to guide
learning or not. Complex learning systenms, both biological and
machine, generally use combinations of‘these fwo modes, however, so
that learning may be more usefﬁliyjconceptualized as occurring
along a continuum of modes between fully unsupervised and fully
supervised. Highly supervised modes can be considered to have a
greater degree of attentional focus than less supervised or highly

unsupervised modes.

7. Since in voluntary attention attentional focus is driven by
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expectation and intention, and since the latter can be considered
to provide an evaluatioﬁ of the performance of the system, learning
carried out under predominantly voluntary attention allocation may
be thought of as largely supervised léarning, while stimulus driven
attention may‘be considered largely unsupervised. In the absence of
external directions, the '"teacher" which determines how the
synaptic weights will change is the experience base of the learner.
Thus, the teacher resides inside the head of the learner. If the
inner teacher has lots of experience, attention will be allocated
promptly and information procgssing will be automatic; if the inner
teacher is not well inforﬁeé, .atteﬁtion will not be strongly
focused and information proceésiné wili be c&ntrolled. In the case
that direction external to the léarnér’is available (for example,

a real teacher), it will always be ipteractive with the

1
! !

predispositions of the experience base of the learner.

l

3.2.2 Development of a speech-based cénnectionist model of language

learning

Some general considerations o

In this discussion of the learning qf a first language, speech
learning is given primacy since most fi;st languages are learned as
speech, and also because thélmodel of second language learning
towards which this thesis is ptogressing is one of second language

learning in "immersion" situations in which the learner is

surrounded by the speech sounds of the second language. It is also
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assumed that speech comprehension.must be mastered before speech
production proper, although it is recognized that the two processes
will be interactive once speech production has begun, and even as
early as the babbling stage. Hence, the processes involved in
speech comprehension will be emphasized in the following
discussion. The role of reading in language learning will be dealt
with only insofar as it impacts on educational issues surrounding
second language learning. Because the focus of the discussion is on
speech learning, then, only the function of the auditory system
will be described in any deta?l, all other sensory systems being
taken to be subsidiary, thbugh coﬁplementary, to the auditory

system in speech learning.

Architecture of the auditory system

When an auditory signal impinges on the hair cells on the basilar
membrane of the cochlea (the inner eér), it causes them to send a
signal through the auditory‘nerve fibres to the cochlear nucleus
corresponding to each ear. From there, the signal is transmitted
binaurally (that is, with signals froﬁ both ears present) through
several brain centres (the superior olive, thé inferior colliculus,
and the medial geniculate body beiné the most important) to the
primary auditory cortex (Al). There are two such routes, one on
each side of the head, which operate in parallel in auditory
processing‘(see Churchland, 1986, p. 109; or Kosslyn & Koenig,
1992, p. 216, for diagrams.of agditofy system connections). Thus,

there are two primary auditory cortical areas, one in each of the
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superior temporal lobes. As is the case for primary visual cortex
(V1) and the retina, Al preserves the organization of the basilar
membrane, the major sensory receptor area of the ear, which is
1inear1y arranged. In fact, both the brimary auditory cortices and
the inferior colliculus are tonotopically organized; in other
words, they preserve the ffequency sensitivity pattern of the hair
cells. Another way in which the auditory system is similar to the
visual system is that it has extensive feedback connections from
higher to lower centres, allowing information to be passed as far
back through the system as the hair cells themselves. "Although the
function of the recurrent éonnéctions i; not fully understood, they
are thought to be important for regulating selective attention to
particular sounds" (Kandel & Schwartz( 1985,.p. 408). It has been
shown that some critical functi?ns, such as the localization of
sounds, are carried out by thgiinﬁermediate centres of the auditory
system. However, the system§§§ a whoié works to identify incoming
signals which may be of impoffahce t;.the organism:
The auditory system is equipped with a mechanical device, the
cochlea, that performs a Fgurier analysis on incoming éounds,
breaking them down into simpler f#equency components. The hair
cells of the cochiea tare tuned both mechanically and
electrically, properties that enable them to transduce
particular frequencies of sound into activity in auditory

nerve fibers. The auditory pathways of the brain provide us

with the ability to !detect sounds of different pitch,
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loudness, and points of origin in space. We also have the
ability to attend selgctively‘ to. sounds of particular
interest. Thus, the auditory system provides us with all the
sensory ¢apacities necessary to analyze complex sounds such as

human speech. (Kandel & Schwartz, 1985, p. 408)

Since it is in its ability to analyze and selectively attend té
speech that the auditory system is of interest here, notions of
attention allocation and the formation of informed subsystems
within the auditory system will be given priority in the following

discussion.

Dynamics of speech processiné

In recent years, Stephen Kosslyn and 61ivier Koenig have described
(and modelled) in great detail how ianguage is processed in the
brain. Since these researchers are connectionists, and since their
views are highly regarded among connectionists themselves, it seemns
appropriate to examine their vision of speech learning, and then to
relate it to the more general piéture of learning outlined above.
According to Kosslyn and Koenig (1992), then, the primary auditory
cortex acts as an auditory buffer which "stores relatively
unprocessed acoustic cues. These cues organize the amplitudes of
different frequencies at differeﬁt points in time, representing
changes in loudness, pitch, pauses, patterns of rising and falling
amplitudes, and the like" (p.v215). Beéause the auditory buffer can

hold more information than can be processed in detail, however, a
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selection of the most important information to process further is
necessary. This procedure is carried out by selective attention
according to the criteria of saliency detailed in chapter 2, many
of which, it may be remembered, are dependent on experience. The
structure upon which auditory attention allocation depends is the
inferior colliculus, and it is of;interest that some of the neurons
in the inferior colliculus project into the superior colliculus to
cells that are involved with motor production. Since the superior
colliculus 1is a visual refiex centre, this allows vauditory
information to produce a visnal fixation of the source of the
sounds, "[h]ence, one typioali; pays attention to a single object,
registering its appearance and sounds at the‘same time" (ibid., p.
217). Indeed, it has recently!been snggested by Driver and Spence
(1994) that there are spat1a1 synergles between auditory and visual
attention rendering it dlfflcult to attend to visual and auditory
information simultaneously presented 1n different locations. The
information in the audltory' buffer' passes through an auditory
preprocessing subsystem that extracts stable patterns which
underlie combinations of such cues. In the . oplnlon of Kosslyn and
Koenig (1992), this system 1s not devoted to language per se (pp-
217-219), a point which will be d15cuSsed in more detail below. The
subsystem becomes "tuned" by experience such that stimulus
properties that distinguish between words are encoded downstream in

l :
the system, and feedback connectlons relnforce the encoding of

!

those properties in the auditory buffer thereby enhancing their

i
|

perception. As Kosslyn and Koenig note.
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This idea allows us to understand why it is so much easier to
distinguish the sounds speakers make when they are speaking a
familiar language. As an'éside, an intﬁitive understanding of
tﬁis effect may be the reason why people tend to talk loudly
to someone who does not speék theif language very well; the
speakér knows that the person will have trouble encoding the
sounds, and unconsciously tries’ to give him or her every

opportunity to hear them. (p. 220)

More formal corroboration of the difficulties encountered by second
language learners in encodlng the speech sounds of the target
language can be found in a study by Danhauer, Crawford, and
Edgerton (1984). They discovered that predominantly Spanish
speaking sﬁbjects (those with on1y a minimal knowledge of English)
performed significantly more pborly on an English language based
nonsense syllable test thLﬁ' eithér English monolinguals or
English/Spanish bilinguals, méking them susceptible to being judged

hard of hearing.

It has been demonstrated that eﬁen iﬁ early infancy, humans can
distinguish phonemes as cateéories,‘hence ;t would appear that
experience is not necessary for their perceptibn (Kosslyn & Koenig,
1992, p. 221). What experience with a first 1language does,
therefore, is to enhance the perception of phonemes and complex
groupings of phonemes which ére of value in the learner's

environment. If a particular phoneme is not used in the language a
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child is exposed to, it later becomes difficult to perceive, and
this process of the weeding out of valueless phonemes takes place
within the first year of life;(Werker & Tees, 1984; Werker, 1991).
Looking at this issue of value from an interesting perspective,
Kosslyn and Koenig (1992) comment that‘"[a]pparently, our auditory
systems develop certain insensitivities (which lead us not to make
discriminations; i.e., to group within a category) because this is
useful" (p. 222). A possible mechanism for this type of suppression
of certain synaptic connections may bs'long-term depression (LTD).
Cchurchland and Sejnowski (1992) speculate that homosynaptic LTD may
"have a role in culling outilpw—gradegsr 'don't’care' information"

! i H H H
(p. 291). Jenkins (1991) gives a brief and coherent overview of

what is happening in a child's brain during this early period of

exposure to a first language7:

The baby does not have ﬁo "bfeak in" to the acoustic stream in
some magical fashion to gstrinto speech;ithe child is already
sensitive to the phonetis usiversals. fhen, very rapidly in
the first year of lif;,!tse sensitivities are selectively

enhanced or suppressed to yield a pattern that selects the

speech sounds that the ichild hears in the. community. Either

7 The fact that the culling out of sensitivities to phonetic

universals is occurring in the first year of life is important in
that this is a period of very high plasticity in the brain, and
whatever sounds are given a high importance rating during this time
will probably be designated as such for the lifetime of the child.
Nevertheless, it is evident that the development of insensitivities
is by no absolute since it is possible to learn other languages,
even those using very different sets of phonemes, into adulthood.
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peaks are forming, or valleys are being pushed down, to use
Pisoni's metaphor. TQere is, ‘overall, a sharpening of
distinctions that count, and a grouping fogether or collapsing
of the sounds that afe ‘not Eimpértant in the child's

i

environment. (p. 436)

Whatever the mechanism, then, as a result of linguistic experience,
certain combinations of sounds;are stored as valuable while others
are not, and when activated auditorily, these stored
representations can subsequently be perceived preferentially and
understood through the semantic associations that have been
simultaneously picked up during their encoding and storage. Kosslyn
and Koenig (1992) posit that if alword }s familiar, it will trigger
activation of the largest possible unit stored, that is the word
itself. If the word is unfamiliar, however, it will be matched to
its component sounds in a search for recognition. In the case of an
unfamiliar language, even intérmédiate grouéings, not to mention
certain phonémes, may not be available, and the preprocessing
subsystem will be ‘forced to learn new groupings or to encode

previously suppressed phonemes (pp.223-226). Since second language

~ learners would have difficulty in recognizing the speech sounds of

the second language, it can be said that, during the learning
period, they have temporary phonological fdeficits. This would
explain the results mentioned earlier‘of Dahhauer, Crawford, and
Edgerton (1984). In spite 6f the féct that speech processing

subsystems are specialized to process speech sounds, Kosslyn and
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Koenig consider that "there iézsufficient continuity between speech
and nonspeech sounds for fhe samev subsystems to encode both"
(ibid., p. 226), an opinion w?ich is supported by speech perception
research (see Darwin, 1991; iindblom; 1991). This is an important
point, since it implies that %hat happens to the speech processing
system may affect to some degfee the auditory processing system in

general.

As was touched on briefly above, however, the auditory processing
system is not the only sensory §ystem implicated in speech
learning. It has been ého@n thatizthe vibratory and tactual
information of the neck and‘face during articulation, as well as
the visual information of £ﬁe facéfand m&uth, can communicate
language (see Jenkins, 19915. Visugl information appears to be
particularly important to speech perception. Fo¥ instance, Danhauer
and his group (1984) founa that there was an improvement in score
on the nonsense syllable test for all groups when the test was
administered in a face-to-face presentation rather than a
controlled auditory only presentation. Si?nificantly for this
dissertation, this was par;iculérlyf so f@r the predominantly
Spanish speaking group; whereas the improveﬁent in scores for the
monolingual English and biiihgﬁal Spaﬁish/E&glish speakers was of
the order of 6%, the improbement for the Spanish speakers was
approximately 14%. It will be argued later (as was. intimated in the

last section) that second language learners in the early stages of

language learning become more dependent on the visual system for
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processing information, including speech information, than fluent

speakers of the target language.

In other cross-language studies on aaults, it was discovered that
visual information not only affects speech perception, but can
actually override auditory information in situatioﬁs in which the
visual and auditory informatibn do not correspond appropriately.
Furthermore, the alteration of auditory perception in second
language learners resultiﬁq from such uncorrelated visual
informétion is influenced sfrongly by first language prototypes
(see Werker, 1991). The weiéht givén to visual information in
speech perception should not.be surprising in light of the above-
mentioned reflexive mechanisms in force correlating visual and
auditory attention to a sound source. Once a sound is well learned,

l
therefore, it is to be expected on the basis of neural connections

that either auditory input ;lone, or‘visuai input alone (i.e. a
degraded informational input)Imight ge sufficient to complete the
patterﬁ and reproduce what I Will call a “speeph" image; due to the
fact that there is considerable debate in speech research circles

about what is actually perceived in the process of speech

perception®. The main point being made here, is that, under normal

)

® In the opinion of many speech researchers, what are

perceived are "phonetic gestures" which have been defined by Fowler
and Rosenblum (1991) as "organized movements of one or more vocal-
tract structures that realize phonetic dimensions of an utterance"
(p. 34). However, in the opinion of Liberman and Mattingly (1985),
these gestures "must be seen, not as peripheral movements, but as
the more remote structures that control the movements. These
structures correspond to the speaker's iintentions" (p. 23).
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circumstances, the auditory and visual systems work in concert in
locating and perceiving sounas, inc%udingfspeech sounds’, and,
given this fact, it seems rea?dnable fo propose that, when auditory
information is deficient in some way (low intensity, or garbled, or
even not previously encountered and stored), corroborating visual
information Would be sought to boost the signal leading to
perception and identification, and vice versa in the case of poor
visual information. Moreover, in every circumstance, the stored
representation which is activatéd will be strongly dependent on the

balance of informational input from the two systems. Fowler and
| - o

Rosenblum (1991) have commented in this regard:
o ch
L u :
Subjects' identifications of syllables presented in this type

of experiment [a video display of a .face mouthing sounds
A T i

synchronized with an acoustic siénal of a speaker] reflect an
integration of information from the optical and acoustic

sources. Furthermore, as .Libérman ... pointed out, the

integration affects what listeners experience hearing to the

extent that they cannot tell what contribution to their

perceptual experience is made by ﬁhe acoustic signal and what

by the video display. (p. 37)

Indeed, Driver and Spence (1994) repért that, in an experiment of
. {

° With respect to speech, Fowler and Rosenblum (1991) note
that "both sources of information, the optical and the acoustic,
apparently provide information about the same event of talking, and
they do so by providing information about the talkers' phonetic
gestures" (p. 37).
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the type mentioned above, there was "a powerful effect of Speaking-

versus Chewing-lips" (p. 318)‘in a word recognition test, and that
the benefit was evident even when:thefauditory and visual speech
information were coming from different locations. Given the
interdependence of the visual and auditory systems in the
processing of speech, it becomes comprehensible that, under certain
circumstances, especially those in which the information from the
visual system registers strongly with a well learned stored
representation of a speech sound while that from the auditory
system does not, v1sual 1nformatlon mlght override audltory in

LI
speech perception as Werker and her colleagues discovered. This
would be particularly likely to occur 1f there was a predlsp051tlon
towards allocating attention to the visual system in the person

attempting to perceive the sound,

Integration of attention and lanouagejlearnlng model

.The description of speech learning just detailed gives some notion
of what changes and processes are:occurring biologically in a
language learner during the, early stages of learning of a first
language. It is useful however, to couch these concepts in terms
of the general model of learnlng already outlined, that is to say,
in terms of where attention is going and whether the learning is
supervised or unsupervised. Given that, in the very early stages,
a basic sorting of sounds into meaningful "chunks" is taking place,
a job for which unsupervised learning with its ability to seek out

nsystematicities" in the input data would be eminently suited, it
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seems reasonable to suggest that, during: this period of language
learning, the predominant learning mode would be the unsupervised

one, though, of course, superyised learning would always be active

! ]
i

to some extent in the form 6f genéfically encoded behavioural
predispositions. Focused or directed attention to language based on
expectation and intention to act, theﬁ; would be only weakly activé
in these early stages'®’, but would' gradually build up as the
experience base of the learner becomes better informed, and would
be observed to be active once unused phonemes are no longer
properly heard by the learner. As was mentioned above, attentional
allocation during this time would be directed largely by genetic
predispositions more concerned with sﬁrvivai than language. Thus,
the language 1learning mod¢ iwould;{gass gradually from being
generally unsupervised (or supervisea only by genetically encoded
biases) to generally supervised as exﬁérience is gained and systems
of Kknowledge develop. Thei‘mére knowledge gained, the more
supervised the learning becoﬁes, andbfherefore, the more incoming
information is subjected to écreening. Aiding and abetting this
Lo ;
process, would be information from the external environment which
would provide not only the necessary iinguistic input, but a more
global form of evaluation of;prelinguistic‘actions in terms of

!

emotional and linguistic feedback: active teaching from caregivers,
g : i
successful and unsuccessful attempts to mimic speech sounds, and

10 Research has shown that as early as a few days after birth,
infants will show a preference for 'their native language,
indicating that language experience begins in utero (see Werker,

1991, p. 103).
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environmental reactions to these could all be considered types of
supervised learning in which attention is being guided more
directly to favour some sound$ over others. While the processing of
language is taking place, of course, information from the senses
which-relates to the 1linguistic information, that is, general
auditory, visual, tactual, taste, olfactory, and proprioceptive
information, to mention only the beltter known of the sensory
modalities (see Ganong, 1991, p. 107 for a more complete list),
will be stored in tight association with the linguistic information
and will be valuable in both the development of meaning, and the
concomitant evaluation of the_imporggnce of the latter for the
future guidance of attention. | |

;
The result of all of this 1s eventually a highly structured
language system in the braln, one whlch contlnues to be refined
throughout life according to how well one learns the language,
whether one learns two or many languages,‘ and by'_what. means.
Fortunately, neurological researchj has ’reached a stage of
development such that information onlfhe oréanization of language
in the brain is now available. Hence, it is to a brief survey of
this information that we turn‘ne#t.
The microarchitecture of language in the brain
The processing of language input proddces a highly organized system
of knowledge in the brain ﬁade’up ;o'f specialist subsystems or

modules at both cortical and subcortical levels. Indeed, as has
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been mentioned above, the spgech processing system itself would
appear to be a module within;the auditory processing system. In a
recent review of data from various experimental sources .
investigating language organization in the brain, George Ojemann
(1991) has concluded that, in‘light of this new data, some revision
should be made to the traditional model of language organization in
which "language is processed serially from decoding in the
posterior temporal cortex (Wernicke's area) to motor expression in
the posterior inferior front;l lobe (Broca's area)" (p. 2281). He

goes on to comment (ibid.) that

i . :
TR i i
H

While the newer data agree with the older on the importance of
|

the perisylvian cortek of the left hemisphere (of most

individuals) for the generation of langu%ge, they suggest that
models of cortical 1language organizgtion should include
separate systems for différent lénguage functions. Each system
includes localized fronfél and temporoparietal areas as well
as neurons widely disperséd elsewhere in the cortex, with the
entire system being activated ig parallel. In many respects,
these new findings related to language ‘in man are similar to
those described for organization of o;her functions in the
primate association corték .Q; Howe&er, two aspects of
cortical language organiz;tion differ substantially from other
findings made in thei primate cortex: the long-known

lateralization of language to one hemisphere (designated as

"dominant"), and recent findings of a substantial variance in
: ;

1
i
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the individual pattern of organization within that hemisphere.

Several aspects of Ojemann'g conciusion éupport connectionist
conceptions of language leérning and organization: first, the
compartmentalization of lénguége learning into separate systems of
specialized knowledge, for example, naming in general, naming
different categories of objects, reading in general, syntactic
" aspects of language, all of which have been found to be subserved
by separate systems to some dégree, though it is assumed that there
is some manner of interaction between tﬁem which is as  yet
undetermined; second, the parallel éétivation of all areas in a
system rathef than serial processing; and third, the finding that
there is substantial variance in the organization of language from
individual to individual, a feature which may speak to the
importance of experience, though it may equally well be dependent
on genetic predisposition. The two possibilities are not mutually
exclusive, however, and it seems reaéonable to assume that, as is
suggested by Damasio's work, théy interact. That experience can
have a major impact on brain: organlzatlon can be seen from data
demonstrating that, after major 1njury to the left hemisphere of
the brain in infancy, language w111 develop in the right
hemisphere, and that languagefdeficiés may change over time after
a patient has suffered a particular brain lesion (Ojemann, 1991,
pp. 2283-2284). | |

Another finding that is of interest to connectionist theory is
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that, with respect to namiﬁg, the total cortical surface area
devoted to this specialization was smaller in subjects with a
higher verbal IQ than in those with a lower verbal IQ. Thus,
"[tlhere is a relation between organization of the language cortex
and language abilities" (ibid., p. 2284). Speculating on the role
of experience in accounting for individual wvariances in

organization, Ojemann notes:

Although thesé findings%do not indicate a topographic effect
of 1linguistic experience, patterns of localization of two
languages inbthe same subject do suggest some such effect.
Essential areas for nam%ng in a'later-acquired language in
which the subject waé less fluehé were larger than those for

naming in an earlier acquired, more fluent language. (p. 2285)

Thus it would appear that, as is the case for the sensory systems,
related speech information is stored in close proximity, and that

the proximity becomes greater the more strongly related the

] !
H 1

information. The findings on the @rganization of language in
bilinguals being of particular inﬁerest to this thesis, explaining
this lower level of organization of a less fluent second language
is important, as is explaiﬂing how it 1is that, in polyglots,
different languages form discrete systems to the extent that, as a
result of brain lesions, "only one offﬁheir mﬁltiple languages [may
be 1left] intact, one that may not be the mother tongue, the

language most frequently used by the‘subject, or the language of
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the subject's environment" (ibid., p. 2282). In the next section on
second language learning, then, an attempt will be made to
elucidate mechanisms by which such Separation of function might

come about.

3.2.3 Learning a second languége'in immersion situations: Towards
a connectionist hypothesis of the cognitive consequences of

bilingualism

Since second language learning can' take place in a myriad of
different venues, each having its owp.particﬁlar set of contextual
factors and thus spawning a particuiar leafning roﬁte, a choice
must be made as to which secénd languége leafning circumstance to
examine here. In this dissertation, only second language learning
in immersion situations will be cénsidered. Th;re are three major
reasons for this speéificity 6f focus: to begin with, the Threshold
Hypothesis of Jim Cummins, which provided the initial impetus for
this thesis, was based largely on research in language immersiog
situations; secondly, the diqute as to the cognitive consequences
-of bilingualism centres aféund second Ianguage learning in
immersion situations - no one suggests that cégnitive deficits will
result from second language 1earninglin non-immersion situations;
thirdly, the term "immersio# situations" constitutes a class of
learning situations in its dwn right, given that there are early

and late immersion situations, and what have come to be known as

"submersion" situations, situations in which learners are
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surrounded by the second laﬁguage ih both the school and the
dominant culture of the societ§ and in-which the first language of
the learners is neither used nor promoted in the school, hence to
develop a model of second lahguage learning for this one group of
situations will be a difficult enough task in itself. The salient
characteristics of an immersion situation, then, are that the
learner (a) has no or very little knowledge of the target language,
(b) is surrounded auditorily by the language, (c) receives little
direct instruction in the language which is expected to be learned

through content, and (d) is expected to function in a "normal"'!

fashion in the learning env1ronment.

According to the model of leeguage iearning given above and the
information from Ojemann's feQiew, the task whicﬁ the brain must
undertake in learning a seccnd language in order to function in a
society is the development ofea second language system or module,
independent of the first languege sjstem. A;major question ﬁhich
arises here, is whether or not'this wculd take place via the first
language system or entirely ihdependehtly It will be argued that
the most 1likely scenario would 'be that the development of the
second language should occur, at least in the initial stages,
through the first. No matter how the development of the second

language occurs, the fact remains that the auditory specificity of

the speech module for the first language must be broken down, or at

1 By "normal" fashion, I mean that he or she will be expected
to carry out tasks and thereby solve problems dictated by someone
or some circumstances in the env1ronment.
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least opened out, in order for the speech sounds of the second

language to be processed and perceived adequately. And since fluent
speech comprehension generally precedes fluent production, this

aspect of second language learning will be dealt with first.

As was discussed previously,' the first language speech system
functions such that the processimj of certain phonemes, sound
combinations, patterns of intonation, pitch, and pauses |is
selectively enhanced by attentional mechanisms if this auditory
input is con51dered of value to speech, while other auditory input
not thought to be 1mportant 1s selectlvely suppressed. Given this
system of organization, a learner 1mmersed 1n an unfamiliar second
language will not only be unarle to recognize’the unfamiliar speech
sounds but will be unable to hear tnem properly even though his
auditory system is functioning perfectly adequately. In order for
this situation to be corrected the attentlon system operating on
the speech module must be recallbrated to value phonemes which were
previously devalued, as well as sound combinations and patterns of
speech sounds which have not. beenl encountered in the past.
Attention may be initially drawn to the new sounds because of their
very novelty, but novelty' is decioed upon in reference to
background input. When everythlng, or nearly everything, is novel,
then, novelty (except for novelty or ;bruptness of onset) ceases to
be a good criterion for allocating attention. It must be remembered

that the purpose of allocating attention is to impose temporal

order on the processing of input, and that this ordering is decided
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upon in reference to the importance of the input signal. New input
has only its novelty to givé;it importance, and if all input is
novel, there is no basis ugoh which relative importance can be
judged. Another aspect of inférmation'processing that must be taken
into consideration is that all novel input passes by the high
attention demanding, limited capacity, controlled processing route.
It is highly iikely, therefore, that this route will quickly become
overburdened by speech input in a language immersion situation. The
question that must be broachéd now is "Where does attention go in
order to make decisions on which soun@é are important in the second
language input?" |

P :
To answer that question, it is necessary to consider just how
closely the auditory and Visual syétems ére linked in speech

perception. As was noted above, the connections between the

inferior and superior colliculus bring about a synchronizing of

auditory and visual attention to the source of the speech sound,
» : | i

and furthermore, there is an integration of visual and auditory

information in the encoding of'speech: It waslalso pointed out that
the contribution or weight of viéual and auditory input in
controlling output would chaﬁge according to circumstances, but
since each type of input gives lequivalent information with respect
to "speech" gestures, phonetic gestures according to many (see
Mattingly & Studdert-Kennedy, 1991), the one can substitute for the

other to some extent at least. An immersion situation in which the

acoustic input is largely novel and, therefore, difficult to hear
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properly is essentially the same as a situation in which extraneous
noise degrades the acoustic speech signal. In such a circumstance,
then, visual input would become very valuable and may even be
weighted more heavily in importance than in normal first language
speech perception. Summerfield (1991) has postulated that, in
noise, "[t]lhe fact that these [visual and auditory articulatory]
changes are occurring on the same time scale in the two modalities
may allow vision to direct auditory attentioﬁ to the relevant
aspects of the acoustical signal and thus help segregate the
talker's speech from background sounds" (p. 127). In a recent
paper, Niebur and Koch (1994) have prgposed a model of selective
attention in vision based on just such a temporal correlation of
firing in neurons in the visual system. It seems reasonable to
suggest as Summerfield does, therefore, that a temporal correlation
of neuronal firing in the auditory aﬁd visual systems coming from
the same location in space would siﬁilarly tie their activities
together through the attentioh system. On this basis, then, it also
seems reasonable to suggest.that, in a second language learning
situation, vision would directithe‘learner's auditory attention to
relevant aspects of the speech sounds thereby ens&ring that the
information from the two modalities is encoded synchronously and
consequently associated in the brain. In‘ other words, visual
attention to articulatory gestures could aid the overall speech

learning process.

The visual information available to an observer of a speaker's
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face, however, is not restr{cted toéarticulatory gestures. Mood,
expression, intent, sense of goodwill towards the listener, all of
these and more can be gleaned from a face. Normally, of course,
similar information can be garnered from the auditory input of
speech. But the distinctionv between the accessibility of the
information from the two modalltles, is that knowledge of the
complex code upon which the v1sual 1nformatlon is dependent is less
culturally specific than that of the audltory 1nformat10n. Though
visual gestures divulging infcrmation about the person do differ
from culture to culture, these differences:are nowhere near so
diverse nor as complicated‘as in speecu systeus. What this means is
that the information from the speaker's face gathered by the visual
system will be much more famiiiar (i.e. have more meaning and thus
value) to the second language learner than the auditory. Since this
is so, much more of it will pass by the practised information
processing route, thereby lightening khe load on the novel/naive
route taken by unfamiliar,infcrmatio; and making the information
processing task more manageable. Moreover, the familiarity of the
visual information will tend to capture attention through speed of
processing and draw it away from audltory 1nformat10n, especially
given the poor communicative value of the latter. The same
arguments with respect to communlcatlve value and familiarity can
be made for general ylsual 1nformat10n relating to a given
situation or task. If one is shoWn what to do, words are often

superfluous, and body gestures and “language" in general tend to be

more familiar across cultures than language systems. So, for
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reasons of

a) helping to encode articulatory gestures
b) gathering meaningful information

c) reducing the information processing load

it is postulated that, in a second language learning situation,
attention should be drawn to the visual system more often than it
would be if the learner's first language is being spoken, and in
the beginning stages of learning much more often, for as long as
the second language is difficult to understand.

As has been discussed in tﬁe sectioﬁ on géneral learning, this
should mean that visual information pf;cessing would be stimulated
preferentially, while éuditory proceséing would be understimulated
and might be suppressed during this low cémprehension period. This
in turn would predict that learning via the Qisual system would be
enhanced, while learning through the auditory system would be
inhibited. Since other aspecfs of yisual information, not 3just
those related to the encoding of speech, would be of value under
such circumstances, information related to recognition of objects
and semantics for example, it seems'likely that several areas
within the visual system would be seiedtively activated. In the
case of the auditory system, however, it ié possible that only thé
speech module would be affected directly by withdrawal of

attention, and that other auditory information will be processed as
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usual. Music, for example, cou;d be prqcessed in the normal way due
to its familiar content and discretenéss from language. But given
that most immersion language learnimg’situations take piace in a
classroom, and that in most classrooms, speech noises are by far
the most prevalent, it seemS'iikély that, over time, a systematic
strategy of allocating attention to the visual system would be
built up because of the higher value of the information obtained
through it. This is assuming, of course, that the capacity of the
visual system to process iﬁformation is not already at maximum
under normal first 1language classroom circumstances'. In other
words, attention itself will'have béén trained to strategically
choose the visual “channel"}OQer.the auditory because it is more

energetically economic to do so.

But, it may be protested, if this is so, how do learners ever learn
the new speech sounds well enough tolform a. coherent and discrete
system as brain research haslindicated they do? To answer this
question, it is necessary to remind qﬁrselves of the two modes of
learning postulated by connectionism: supervised and unsupervised
learning. When the attention_§ystem seiécts ipformation for further

processing on the basis of familiarity, it is essentially engaging

12 guch a situation seems unlikely, however, since it is the
capacity of the attention system that appears to be the limiting
factor in processing information, and under normal first language
classroom circumstances, attention capacity would be divided
between several sensory and other information processing systems.
In the case of immersion in a second language, therefore, it would
simply be a matter of consolidating resources and directing them
towards the visual system. :
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the supervised learning mode.:fhat is, expectation and intention to
act are well informed and priﬁe the pfocessing of certain stimuli
over others. Thus, the learning that goes on through the visual
system on the basis of familiarity of input would be positioned
towards the supervised end of the unsupervised/supervised
continuum. In the case of the auditory speech information, however,
expectation and intention would be ill-informed in that they would
be priming sounds and combinations of sounds expected in the first
language, and suppressing many sounds and combinations of sounds in
the second language from indiy;dual phonemes on up to words. Hence,
in this case, the "supervisioh" is causing problems for learning
and a return to unsupervised learning would appear to be mandated
so that a new value system can be bﬁ;lt up in the speech module.
This may require an active withdrawal}of voluntary attention from
the auditory systeﬁ in order that attentional selection of
information for further processing can become more stimulus driven

I

for a time in order to aidlthe sorting thfough by the auditory
system of new systematicities in the second language input. Of
course, this withdrawal could be accomplished automatically by a
switch to the visual system as the prlmary information processing
mode, hence a move of focused attentlon to the visual system could
kill several birds with one stone. As'in all unsupervised learning
situations, value would once agaln Pe built up out of the new
systematicitles (i.e. features that are per51stently present) in

the input and, as knowledge of the novel input is acquired, the

learning would become more and more supervised, eventually forming
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novel systems or networks to process the formerly unfamiliar

information.

{
i

During the process of formiﬁg this ﬁéw system, it is likely that
the ;lready established speech syétem will be shaken up. After all,
previously suppressed access to phonemes may have to be
reacfivatéd, and many of tﬁe phonemes needed for the first
language, as well as many of the combinations of sounds, will also
be necessary to the second, thus, some sharing of resources seems

inevitable. This sharing of resources, however, mayvmean that new
| . . . '
connections must be made, or at least that old connection strengths

must be altered, all of which should have some effect on the

processing of information by the first language system, though this
may be minimized by a subdivision of labour through the use of

specialist mininets (see Churchland and Sejnowski, 1992, pp. 125-

130) . The beauty of this unsupervised/supervised learning system is

Iy

that both can be going on at the same time: while attention is
S ,

being allocated to the visual system, whether to encode visually

P
i

accessible aspects of 1an§uage 1éarning or Jjust to gather
contextual clues to help méke'senée put of the language spoken, the
auditory system can be ‘working"away in a‘ low attention, non-
conscious manner on discoveriﬁg thé‘bhonological regularities in
the input. And, of course, ﬁh;ugh pééited to function separately .
here, it is expected that knowledée compiled through the two

learning modes will cross-correlate both temporally and

1 )
semantically in the brain, and in the process eventually form a

287




unified and functionally sepérate speech system.

With respect to the gquestion of whether the second language system
is built upon the first language system or develops entirely
autonomously, it seems likely that whatever ipformation can be used
by the second language will be used quite automatically. For
example, semantic overlap of the lexicons would mandate some form
of associatiqn between words since, in the beginning at least,
words can be considered prototype representations of a class of
objects or situations, and any new way of naming a class or member
of a class would be drawn by its éemantic associations towards the
already formed "state space" gf the familiar word. This attraction
would change as the secoéd language word became more tied
linguistically to the sounds énd structure of the second language,
but it seems unlikely that ali assoéiation between the first and
second language representations of a concept could be ruptured due
to the semantic 1links. What this automatic association would
appear to suggest is that there should be a progression from a
heavy dependence on translati;ﬁ in the beginning stages of learning
to a 1lesser, or even non-existen£ dependence as fluency is
acquired. According to Ojehaﬁn's gindings on the relationship
between verbal IQ and language organization detailed above, the
level of fluency would appear to reflect the level of organization,
and therefore, the degree .to which the 1linguistic system is
specialized for that 1anguége. Howevef, an in depth investigation

of these issues is beyond the scope of this dissertation.
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Since the interest here is in gaining.some insight into potential
implications for education, it is important to consider what some
of the consequénces of a shi%t to a preference for visual
processing, both language and non-language, might mean for the
second language learner. Befd;é going into these métters, however,
it is equally important to remember that, though only immersion
situations will be examined, within this category there are several
different situations each of which will carry with it its own set
of local environmental constraints that will alter the general
picture. All of these will not be dealt with. Indeed, the only

!

problem to which the hypothesis- of second language 1learning

outlined above will be‘ applied inI this thesis 1is that of
explicating the differential resﬁits obtained in acadenic
achievement by minority and maﬁority g:&up seéond language learners
in immersion situations. That'is, onlyjan al?efnate explanation of
the data which gave rise to the Threshold Hypothesis proposed by

cummins will be sought for reasons which should be evident: this

one problem is in and of itself highiy complex.

To summarize the argumentation of this section, then:

It is hypothesized on the basis of a connectionist perspective

1

on how the brain processes information that, during the

initial stages of learning in immersion situations, learners
of a second language will adopt, whether consciously or
subconsciously, a shift in information processing strategy
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such that visual processing of‘%nformation will be favoured
over auditory processing, and that this shift will bring about
an increased ability to learn via the visual system while it

is in effect.

This hypothesis will be termed the shift in information processing
strategy hypothesis®. In the following sections, support for its
premises will be sought in the second language learning literature,
and it will be examined for its abilitf to explicate satisfactorily

differential acadeﬁic achievement for minority and majority group

second language learners.

13 Although the shift in information processing has been
termed a "strategy," it should not be assumed that this shift is
the result of a voluntary decision on the part of the learner. The
strategy may be better conceptualized as stemming from decisions
made by the brain itself and may or may not be accessible to the
conscious perception of the learner.
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3.3 An Examination of the : Explanatory Power of the 8hift in

Information Processing Strategy Hypothesis
3.3.1 Introduction

In the previous section, it was postulated that, for reasons
relating to the multimodal character of language' and information
processing priorities, students in an immersion second language
‘situation would adopt a strategy of a@locating attention more

frequently to the visual system in trying to make sense out of

4
1 Hi

their environmentaln ciréﬁmstances,ﬂfboth Ilinguistic and non-
linguistic, and that, if thisféttentiégal shift does indeed occur,
learning through the visual systemlwilllbe optimized at the expense
of learning through other vsensory systems, most notablyb the
auditory systém as it concerns speech processing. In order to lend
more credibility to this‘hypothesis, however, empirical evidence
from the second language literature which is consistent with it (as
well as any which is inconsistent).should be presented. Before
doiﬁg that, it is nécessafyft? wo?k out what the consequences of

such a shift might be in'information processing terms. Both of

these tasks, then, will be tackled in :this section.

AN : i

! Jacobs (1988, p. 312) has noted: "Language depends on
linguistic information and, as a multimodal sensory system, is not
particular about the mode of input it receives; it will make use of
what is available. In the absence of one mode (e.g., audition), the
other (e.g., vision) will supply the necessary linguistic
information. Language is subserved by the senses insofar as it
depends on the linguistic information they provide, but it also
transcends them because it is not modality specific" (p. 312).
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3.3.2 Information processing donsequences of an attentional shift

towards the visual system

The basic premise upon which a shift:to a greater dependence on
visual processing has been proposed is thaf, for second language
learners in an immersion environment, the auditory information
related to speech does not make sense because it is to a large
~extent unfamiliar, the degreefof unfamiliarity being dependent on
| the particular first and second languages involved. In other words,
the general hypothesis proposes that, during the period of time
that the ability of the lisﬁener to comprehend second language
speech is low, it is to be expected that the dependence on visual
processing for information gthering purposes would be higher than

normal for that person while the learner is in the immersion

i ¢ '
t

environment. As the comprehension 1eve1 of the learner increases,
then, it is equally to be expected that dependence on visual
processing would diminish accordingIQ; Whether it would return to
pre-second language learning levels iegdifficult to predict. There
is good reason to believe it nould noé, however, since a persistent
learning strategy with respecf to atfentionel allocation may have
developed during this prolonged learning period, and sinoe, due to
the enormous plasticity of the braln, new information processing
pathways would almost certalnly have been formed, or at the very

least old pathways would have been altered, to favour a higher

degree of visual processing.
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A corollary to this hypothesis is, of course, that persistent
selection of the visual systeﬁ for information processing by the
brain's attention system would result in higher neuronal activity
in visual cortical areas and hence learning would be expected to go
on at a faster than normal rate (for the individual) via this
system during the period of time that language coﬁprehension is
low, and might continue to operate at a rate higher than the
previous norm for the individual due to strategic changes in
information processing patterns and consequent morphological
changes in the brain. Thus, for each immersion student, there
should be a correlation bet;een the ability of a learner to process
information visually and his or her 1level of 1language
comprehension. Though it is‘postulaged that a shift to a greater
reliance on visual processing ehould eccur for every learner in an
immersion situation, it is recegnized that the dynamics of such an
information processing change would vary from individual to
individual. Nevertheless, it is also posited that the overall
pattern of change over time would be‘similar in every case to the
paﬁtern shown in figure 3.1 (pi294) The general trend postulated,

then, is a gradual increase in the dependency on visual information
processing as the learner becomes accustomed to the consistent lack
of useful audltory speech information in the second 1language
environment, followed by a graduai decrease in dependency as
language comprehension increases,'ﬁheﬁ a levelling off to a steady

dependency with the attainment of an adequately high level of

comprehension. It is to be understood, however, that this
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VISUAL PROCESSING ABILITY

COMPREHENSION OF SECOND LANGUAGE

Figure 3.1 — SHIFT IN INFORMATION PROCESSING
STRATEGY HYPOTHESIS




A"steady“ dependency would in fact be a steady average use of visual
processing, as, under normal circumstances, the latter would be
engaged by the brain in a highly transitory fashion, as would other
sensory systems, when appropriate. Figure 3.2 (p. 296) shows the
dynamics of the development of the relationship between visual
processing ability and level of comprehensidn of the second
language for three hypothetical learners. Béfore discussing these
in greater detail, it should be noted that the visual processing
ability axis in this graphic representation is divided into three
sections, general deficit, nofmal, and benefit ranges®’ as might be
decided upon by studies based‘on large numbers of subjects. This
has been done in order to facilitate éomparisons at a later stage
between theories of second lagguage learning and the development of
cognitive ability. In every case shown in figure 3.2, it is assumed
that the ability of the learner to process information visually is
initially (i.e. at the beginning the immersion langﬁage learning
process) at the mid-point of the normal range. As can be seen, the

general shapes of the graphs in all cases are similar to that in

figure 3.1.

Case 1 of figure 3.2, then, shows the development path of a learner

whose ability to process information visually undergoes a sharp

2 The designations of "deficit" and "benefit" ranges here are
intended only to apply to the brain's ability to process
information visually, and should not be equated with general
cognitive benefits or deficits. It will be argued later that any
"cognitive" benefits or deficits that might accrue are entirely
task dependent, with all of the interactions that that presupposes
between sociological factors and language learning.
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VISUAL PROCESSING ABILITY

NORMAL RANGE BENEFIT

DEFICIT

COMPREHENSION OF SECOND LANGUAGE

Figure 3.2 — SHIFT IN INFORMATION PROCESSING STRATEGY

HYPOTHESIS : THREE SEPARATE CASES
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rise, reaches into the general benefit area, and subsequently
decreases somewhat before levelling out, though it still remains in
the general benefit area for visual processing ability. Case 3
mirrors this progression, but the rise in visual processing ability
is less sharp than in case 1. The learner in this case may be
slower to take strategic decisions with respect to information
processing, or may be more depeﬁdent on auditory processing of
speech than the learner in case 1 to begin with. In both these
cases, then, the learners sustain general benefits in visual
processing ability as a result of learning a second language. The
course of case 2 follows the same general pattern, but the general
benefit area for visual information processing is never attained,
and indeed, though the learner has made gains in visual information
processing ability, that ability never reaches outside the normal
range. Nevertheless, this learner can be said to be in a personal
benefit situation with respect to visual information processing
ability as second laﬁguage comprehension increases. Of course,
collapsing the graphs of all three'cases (and perhaps more of the

same type) into one integrated group study would produce a graph

such as that in figure 3.1. "

Differential pathways for minority and majority group second
language learners

It was suggested above that, within a particular group of second
language learners, individualkdevelopmental pathways would differ

according to predispositions towards information processing
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inherent in the learner’. Essentially, these predispositions would
act as constraints on the developmental sequence of information
. processing. In 1like manner,iit isieptirely possible, and even
highly -probéble, that information pfocessing pathways betweeh
discrete groups would‘ differ according to differing group
constraints. That is, givén two groups of learners with equivalent
ability and educational background, it is to be expected that the
pathwayé carved out during the language learning process would be:
shaped differently accofding to experienced environmental
differences which interact with the language learning. Needless to
say, the greater thé envifohﬁental aifferences, the greater the
disparity between the two;pathways wéﬁld be{ It also goes without
saying that if the two groups;were ﬁot equivalent in ability and
educational background thg differences would be exacerbated. For
simplicity's sake, thereforé, let us cﬁnsider the disparities that
might arise between two grouﬁs.of leafners within the same society,
where the only difference between theﬁ is that one group speaks the
high prevalence majority lanéuage of that society and seeks to
learn a low prevalence minority language, while the other speaks a
'iow prevalence minority 1an§uage and seeks to learn a high

1

prevalence majority language, both in equivalently structured

immersion situations.

3 Notice that there is no suggestion that these "inherent"
predispositions are necessarily "innate," though they may be so.
Such predispositions towards a particular pattern of information
processing may be easily picked up through environmental contact.
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Taking the case of the majority group learners first, the 1low
status of the target language would render motivation towards
learning low, though this could be’aided by parental valuing of the
1anguage4. Thus, the effect 'of the status of the languagé on
learning is uncertain in this instance. The effect of the 1low
prevalence of the target langﬁage, however, would be to render it
unlikely that the learners would have had much exposure to the
(minority) second language before beginning their learning, hence
the language would be almost completely unfamiliar, if not
completely so. This unfamiliarity would tend to promote a very
rapid switch to visual processing while learners are in the
language immersion situation (i.e. the classroom and, to some
extent perhaps, the school intgenerai, though this may not be the
case in schools in which immersion classes are mixed in with
regular first language clasges). Also, once again because of the
unfamiliarity with the secondllanguage, it is to be expected that
the period of intense dependency on visual information processing
will be fairly protracted, tﬁus therélshould be a relatively slow
return to a more normal dependency onvvisual processing (see case
3, figure 3.2, for example). Outside the classroom, however,
majority group learners will have ample opportunity to experience

and use their first language. During such times, the dependency on

visual processing should return to normal levels for the individual

‘ In the case of French immersion programs in Canada, for
example, parents often accord high value to the learning of the
second language for political and/or economic reasons, as was the
case in the St. Lambert Experiment discussed in chapter 1.
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learner. Hence, the external environment will exert a mitigating
effect on the tendency to adopt a general information processing
strategy in favour of a heavier dependency on the visual system.
- ‘
For majority language learrers in' this type of situation,
therefore, though the experience of immersion would certainly cause
some overall changes in information processing strategy due to the
quantity of time spent in circumstances which promote visual
processing, it is possible that the value attached to these
strategic changes would be associated with, and therefore cause

them to be confined to, the classroomn.
{

i

Minority group second language learners whose first language is of

low prevalence and for whom;the taréet language is a majority
Do o
language of high prevalence within the society can be divided into

two major groupings: those Who have been brought up within the
majority language society (e.g. francophone students in English
speaking Canada), and those who have entered the country recently

(e.g. Spanish speaking students from South America who emigrate to

'
I

the United States or Canada). Whlle 1t is recognized that there are
many subgroups experiencing’' varying environmental circumstances
within these groupings, it is considered that some useful
generalities which would have 1nformatlon process1ng consequences
can be identified within each For learners who have been brought
up within the second language society, the high prevalence and
status of the target language would mean that there would be a high

degree of familiarity with certain aspects of the second language
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even if it is not familiar as:a means of communication. At the very
least, phonological aspects of the language would be well encoded
because of the very prevalence of the language in society. It is
highly likely, however, that mdst of these learners would have sone
command of the language as a communicative tool before entering the
immersion 1learning situétion due to its high status and
prevalence®. As a result, the hypothesized'shift towards visual
information processing should occur at a slower pace, and,
depending on the level of expertise iﬁ the second 1anguagé, may not

\

occur to any significant extent. Case 2, figure 3.2 may be a

reasonable representation.of the typical course taken for this kind

of group.

As for majority group learners, minority group second language
learners who have not been loﬁg in tﬁe country and have little or
no knowledge 6f the target language should undergo a rapid shift to
a heavy dependency on visual processing. In contrast to the
majority language group, however, the%r,first language would not be
nearly as prevalent in theAgeﬁeral soCiety as that of the majority
language learner. In fact, because of the low prevalence of their
first language and high prevalence 'and status of the target

language in the society at large, these learners would be in a

5 See Bain and Yu (1987) for some insight on these matters.
They comment that concerned minority parents often find "that by
preschool age the lingua communis (the predominant community
language, in this case English) has become so dominant that it is
but a sentimental fiction to consider the language first spoken as
the 'mother tongue'" (p. 221).
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similar situation with respect to comprehensibility of language
both in and out of the classroom for much of the time. Hence,.the
tendency to shift to and femain in a largely visual mode of
processing would be exacerbated for these students. Due to the
quantity of time spent in the visual. information proceésing mode,
then, the likelihood that these learners would develop a persistent
strategy or bias towards processing information via the visual
system is enhanced. Similarly, the likelihood that they would not
pay enough attention to auditory processing is also enhanced.

|

What might such shifts in 1nformat10n processing strategy mean for
t

these learners? To repeat a p01nt that cannot be made often enough
what shifts in information proeessing strategy of the type
discussed would not mean is that the learners are in some way,
either "cognitively" or in tefms of geﬁeral information processing
ability, deficient. As was no&ed by Clark (1989) in referring to
the brain's "kludge-like" charecter, and Jacobs (1988) in comments
with respect to the "multimodality" of language processing, the
brain is above all a vpragmatic organ which takes whatever
information it can get and uses it as efficiently as possible. And,
as has been illustrated by 1anguage studles, visual information and
audltory information (and presumably 1nformat10n from other sensory
modalities) can often feed 1nto an identical computational module
at the top end of an information precessing system or subSystem.
The hypethesized shifts shouldimean that learners with a pronounced

!
modality preference for the visual system as the predominant mode

!
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of information prdcessing would be better at accomplishing visually
taxing tasks than those withdut such a bias. It might also mean
that these students woﬁld be iessvadept at processing information
auditorily, at least as far as languége tasks are concerned, than
those without such a bias. Furthermore, such students might have
difficulties with tasks that are optimally promoted by a particular
balance between auditory and visual processing. As has been noted
previously, one of these'tasks which is especially important to
academic achievement is reading. It is crucial, therefore, to

examine any evidence from studies of second language learners

1 N
i i B .

academic or cognitive perforﬁanée which might be better explained
by the shift in information pfocessinq strategy hypothesis and thus
lend valiaity .to its premises. If .this hypothesis does have
empirical support, it could bé a useful tool in devising remedial
educational treatments. To this eﬁd, severai sources of pertinent
data will be examined, the first being a study reported by Cummins
himself.

3.3.3 An explanation of étudies o; the academic or cognitive
consequences of second langﬁabe leafning from the perspective of

the shift in information processing strategy hypothesis

(1) An examination of the nature of cognitive tests commonly used

for second language learners

In an attempt to understand the reasons why minority students were
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séen as underachievers and - were frequently recommended for
assessment, psychological( reading, or speech and hearing, Cummins
(1984a, chap. 2) undertook ?an analysis of the referral and
assessment forms for 428 ESL studenté from a mixture of ethnic
backgrounds. 46% of these students héd been bornvin Canada, while
56% came from a variety of countries and socioeconomic situations.
His quantitative analysis of the 11'WiSC-R subtests given to these
students showéd unequivocally that they sdored much better on the

performance (PIQ) than on the verbal (VIQ) subtests:

Several things emerge cleariy from the patterns of WISC-R
subtest scores. First, ;tuaenté perform much closer to the
average range on Performance as comparéd to Verbal subtests.
There is relatively iittié Qariation among Performance
subtests ... In contrast‘éo tﬂe ﬁerformance subtests, there is

considerable variance émbng Verbal subtests. Arithmetic and
Digit Span appear ﬁo be somewhat less culturally/
linguistically biased against ESL students than the other

Verbal subtests. (p. 24)

On close examination, these "performance" subtests prove to be
tests highly dependent on visﬁal prdcessingﬁ picture completion,
picture arrangement, block désign, object assembly, and coding.
Hence, if as has been proposed 'in this &issertation, these students
have adopted an information p;ocessihq stragegy which favours the

visual system, it is not surpfising that they should do better on
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these subtests. Neither shoula:it be ﬁnexpected that these students
performed better on the arithpetic‘anésdigit span verbal subtests.
Numerical symbols are also éésily uﬁéerstood visﬁally and would
therefore be relatively easily learﬁéd and manipulated by these
students, and any verbal direétions given would require a minimal
vocabulary forvcomprehensione; Thus, though Cummins attributes the
difference in scores to the fact that some subtests are
"culturally/linguistically"” siased against ESL students, the
information processing demands of the tasks may be an equally
'important' explanatory factor. Tha; .the ESL students may be
processing these subtests dif?erenﬁlyifrom their monolingual peers
is suggested by the fact §€ha£, fn% general, there 1is a 1low
correlation between arithmgtic and& éigit span scores and the
performance scale, and, for arithmetié, a high correlation with the
information and vocabulary subtests (Sattler, 1982, pp. 174, 179).
In the study carried out by Cummins, however, arithmetic and digit
span were the highest of the verbal subtest scores for ESL

students, while information and Vocabulary were the 1lowest

(Cummins, 1984a, p. 25).

Certainly, in nearly all the Sample{assessments cited by Cummins
there was a discrepancy betwéen the;?IQ and the PIQ, the latter

being higher than the former in all cases, with many discrepancies

¢ This argument with respect to the relative ease with which
mathematical concepts can be understood visually will be supported
below by data from another influential study carried out by Collier
(1987) . For more insight into the mathematics achievement of second

!

language learners see Carey (1993c).
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in the "significant" range (around 19 points) as well as several in
the "extreme" category (ranging from 32 to 44 points)’. The point
that Cummins is making in this anaiysié, is that if these students
can achieve well on these :performahce subtests, they should
certainly not be considered low inﬁgehefal intelligence. On this he
and I are in perfect agreement. Something must be interfering with
these students' ability to perfofm well on the verbal subtests,
however, and, as was discusséd in chapter 1, there is no shortage
of potential interfering factors. As noted above, Cummins believes
that cultural and linguistic factors afe of primary importance and
it does séem logical that #ﬁey should play an important role.
Nevertheless, an alternate explanétipﬁ for the low scores on the
verbal subtests of the WISC-R for ESL:sﬁudents may be that, because

the students are processing information preferentially via the

!
§ H

visual system, the activity of the ahditory system is reduced and

therefore the processing of information by means of this system is

less efficient®. Some anecdotal evidence supporting this
P oo

7 Tt should be noted |that no ‘specific ranges for the
significant and extreme categories were given. The ranges shown
have been taken from comments made by assessors with respect to
certain discrepancies.

1
|- H

® Although this compensatory action between sensory systems
could be considered to be a "balance effect" of sorts, it has no
kinship whatsoever with the "balance effect” hypothesis of
Macnamara (1966), which states that, for bilinguals, a development
in competence in one language will lead to a decrease in competence
in the other. However, the move to greater dependence on visual
information gathering for the 'second language learner does lend
some support to Macnamara's (1974) suggestion that nurseries should
be used as models for language classrooms in that "using facial
expressions, exaggerated tones of voice, gestures and actions" (p.
92) as a mother does automatically with her child should aid the
second language learner in encoding the meaning and sounds of the
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interpretation can be found in comments made by both teachers and
psychologists describing the performance of students recommended
for assessment. Apart from the universal discrepancy in VIQ and

PIQ, specific reference was made' in certain cases to problems with

auditory memory:

"a) He speaks Italian fluently and English well.... His
attention span 1is very short. He is always very easily
distracted. His auditory memory and discrimination skills seem
to be below average but qis Visu&l memory is better, and his
visual discrimination skills seém to be fairly good. (p. 33)

b) While she is progres§ing in éﬁglish, she is still behind,
resulting in a low overail verbai score. Performance (score)
was within the average rénge and this may well be a measure of
the girl's potential.... No real disability is obvious other
than auditory memory and a rather impulsive manner of
attacking her work. (pp;.52-53)

c) His only strength wgs speed in copying designs. His
auditory memory is quiﬁe‘weak thch may be holding back his

" English development. (p. 54)

Since only a small number of excerpts from the referral and testing

documents were cited, it would be interesting to find out just how

target language.
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representative these findings with respect to auditory memory and
discrimination difficulties are as they may be indicative of the
fact that the root df the "linguistic" problems for these students
lies in a reduced ability to pr&cess information auditorily, at

least as far as speech is concerned.

Another interesting finding with respect to VIQ/PIQ discrepancies
brought out by Cummins during his analysis of these results for ESL

children is that

a large proportion of children in a monolingual context who

are characterized as suffering from a specific reading

]
d 1

disability, manifest low scores on the Verbal subtests of the
WISC-R although no impairment is usually detectable in the

surface aspects of interpersonal communication skills. (p. 50)

Using the logic that a VIQ/éIQ discfebancy may denote a shift in
information processing towards the visual, a pbssible explanation
for the problems experienced gy these monolingual students is that
they too are processing information preferentially via the visual
system. Undoubtedly, among the ESL stﬁdents, some of the cases of
the most extreme VIQ/PIQ discrepanciés cited by Cummins have been
referred for testing because of reéaing pfoblems (see Cumnmins,
1984a, p.45, cases 9 and 11, and pp. 50-52). As a consequence of

this well recognized.link between VIQ/PIQ discrepancies and poor

reading ability (see Cummins, 1984a, pp. 49-51), it seems
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reasonable to assume that any situation which would promote such a
discrepancy would also tend to broduce reduced reading ability and
hence, poor academic achievement, among learners. This point will
be taken up again later.

To return to the main thread of this discussion, Cummins has shown
clearly that using general intellidence tests on ESL students holds
problems for iﬂterpretation becausé of the possibility of
"linguistic" demands biasing results. It is precisely for this
reason that many researchers use "nonverbél" measures of cognitive
ability for assessing second l;nguage:learners. As Reynolds (1991)
points out, although there are a“ number of different tests
available, some of them are "used much hore frequently than others,
for example the Peabody Picture Vocabulary Test and thé Coloured
Progressive Matrices" (pp. 159-160). Closer examination of the
Coloured Progressive Matrices test shows that, apart from an
initial verbal explanation, no language knowledge is ﬁecessary to
complete the tasks since they are based on the matching or
completion of visually presented batterns. Reynolds (1991) notes
that the best correlation between this test and the Wechsler
Preschool and Primary Scale of Intelligence is found with the
Picture Completion subtest (.43), andgthat "[b]ecause a respondent
can adopt either a verbal/aﬁalytic ;pproach‘to the test or solve
the matrices through visualvéerceptual discovery, this is not a
'‘pure' test" (p. 161). The ‘fact that many of the claims for

"cognitive advantages" have been based on this test is interesting,
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therefore. Any putative advanféges tha£ may be emerging may simply
be an ability to process information more efficiently through the
visual system. Hence, whether or not this constitutes an
"advantage" rests on the characteristics of the task to be

analyzed.

To summarize briefly, it is élear that second language researchers
have recognized that second language learners are much more adept
at tests which have a minimal dependence on the target language
and/or culture. Whaﬁ they may;not have ;ealized fully is the extent
to which these tests are dépendent ‘on an ability to process
information visually, and therefore fhe extent to which second
language learners are édépting, whether consciously or

unconsciously, a learning strategy which favours visual processing.

(2) A study by Rafael Diaz op‘"Bilinéual Cognitive Development"

A prime example of a stu@y, which claims to havé discovered
“cognitive" advantages for vﬁSL students based in part on CPM
results, and one which relatgs éo pﬁe debéte on the Threshold
Hypothesis proposed by Cumminé’(seeTHawson, in press-a), is that
conducted by Diaz (1985). In this reséarch, Diaz was specifically
interested in testing the effect of degree of bilingualism on
cognitive ability, as lweil as exploring the cause-effect

relationship between the two. Arguing from the logic of the

Threshold Hypothesis, he drew up the following hypotheses:
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As suggested by previous research findings, it was
hypotheéized'that there exists a positive relation between
degree of bilingualism and cognitive ability for those
children possessing ' relatively high = second-language
proficiency. No relation or a negative relation was expected
for children of 1low second—laﬂguage proficiency. It was
hypothesized also that dégree of bilingualism at time 1 would
predict cognitive abilities at time 2, supporting a cause-
effect model in which degree of bilingualism is the causal
factor affecting children's cognitive abilities. (p. 1378)
The children tested in this study were'Hispanic in background, and
were attending kindergartenv and grade one classes. They were'
divided into two groups, a loy Englisﬁ proficiency (LEP) group and
a high English proficiency (HEP) grouﬁ._Both groups had been placed
in bilingual programs due tb%their "inability to participate in
mainstream classes conducted iﬁ English" (p. 1378). They were not,
therefore, "balanced biliﬁguals" of the type represented in the
Peal and Lambert (1962) and other studies which consistently
reported positive comparisonélwith monolingual peers. Students in
the LEP group were indeed very low in English ability, the majority
of them at the beginning of thé school year being able to "produce
only isolated English words, as judged by their performance on a
story-retelling task," while the HEP group "could produce complete
sentences but only few with correct use of prepositions and verb

f

tense" (Diaz, 1985, p. 1378).

311




Tests of cognitive ability were adminiétered to the children on two
separate occasions, one at the;beginning and one at the end of the
school year, and consisted of'dne subtést of'analogical reasoning,
three of metalinguistic awareness, and the CPM test. The results
were indeed interesting and complex. However, it suffices here to
report that there was support for the contention that bilingualism
is causal in its effect on cognitive ability as it was defined by
the tests, and that, within both the LEP and the HEP groups,
English proficiency at time 1 predicted significant proportions of
the CPM test performance at time 2 (p<.001 and p<.01 respectively).
b L

In his summary, Diaz commented: A
r I

Degree of bilingualism.is a strong predictor of cognitive
ability for <children of relatively low second-language
proficiency. On the éther'hand, the relation between degree of
bilingualism and cognitive vériability seems to diminish for

children of relatively ‘high second-language proficiency.

(p.1384)

He noted later (Diaz and Klinger, 1991, p. 178) that this
attenuation in the predictive ébilityiof degree of bilingualism for
cognitive variance was corroborated by the results of a
longitudinal study by Hakuta}(1987). Thus, the predictions of
cummins' Threshold Hypothesis were not suppqrted by Diaz's study,
nor Hakuta's. In fact, the results were éuite the reverse of

expectations. As far as the conclusion with respect to the
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direction of the causal arrow is concerned, this can be explained
by the dependency of the tests on visual processing ability, an

argument which will be elaborated below.

Though the validity of these results was marred by the interference
of socioeconomic variables with degree of bilingualism in between
group comparisons (a confounding which Diaz attributed to
differences in percentage of parental employment, length of
residence in the United States, and degree of stability in this
highly mobile population), the results of within group comparisons
were convincing enough to 1ead him to formulate a new threshold
hypothesis, “namely, that degree of bilingualisnl will predict

Ty
significant proportions of cognitive variance only before a certain

‘level of second-language proficiency has been achieved" (Diaz,

!

1985, p. 1386). Diaz summarized the two threshold hypotheses

1

i i . "l

graphically as shown in figures 3. 3 and 3.4 (p. 314). It is
immediately evident that the shape of the graphic representation of
Diaz s threshold hypothesis is very much in keeping with that of
the shift in information processing hypothesis in figure 3.1. This
correspondence between the two graphs may highllght an information
processing answer to a question raised by Diaz in his summarizing
comments, and repeated by Hakuta a few years later:

i

The present findings lend some support to the claim that

1

bilingualism fosters the development of cognitive abilities,

especially during the 1n1t1a1 period of second-language

4
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learning. These findings, although important, are only'a first
step in understanding the issues at hand. The question remains
as to how bilingualism affects cognitive. abilities, especially
when cognitive ability is measured by performance on nonverbal
tests such as the Raven's Progressive Matrices [CPM]. (Diaz,

1985, p. 1387)

Why should becoming bilingual, a primarily 1linguistic
activity, have an impact on nonverbal cognitive activities and

not on metalinguistic performance? (Hakuta, 1987, p. 1385)

In response to his own question, Diaz later developed an
explanatory model of the interaction between bilingualism. and
cognitive development (Diaz & Klinger, 1991). To that same
question, however, the shift in infofmation processing hypothesis
would propose that, for students newly immersed in learning a
language, the.propensity to depend on the visual system for the
processing of information is much higher than for those students
who already have a working knowledge of the language. As a result
of this, their scores on a test suéh aé the CPM which, it has been
argued, assesses their ability to analyze problems visually would
be only indirectly related to their degree of bilingualism. The
postulated "benefits" which have been observed would then come
about in the following way: the low 1level of ability in (and
particularly the low comprehensionlsf) the language causes an

increase in attention allocation to the visual system, and this in
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turn causes an apparent increase in "cognitive" ability if this is
measuréd using tests dependent on or analyzable by visual analysis
of tasks. Since the boost in attention to the visual system should
be only temporary due to the tempering of the attention effect by
the gradual increase in 1angﬁage ability, slowly but surély the
benefits in visual ("cognitive") processing should decrease, though
whether  the information processing balance Between.the visual and
auditory systems return to pre-second-language levels is uncertain.
Data on ESL students' academic achievement to be examined next tend
té argue against such a return '(see> Collier, 1987 and the
argumentation in secfion 3), a; do somé data on the performance of
bilinguals oﬁ a.Stroop'testv(Biederﬁan & Tsao, 1979; see below).
Thus, the tapering off of "cognitive" benefits for the HEP group in
Diaz's study may reflect at another lével the tapering off of the
heightened dependence on Vis&ai informatioh processing with an

increase in speech comprehension.

What is being suggested, of course, is that the observed “cognitive
advantages" are evidenced because of how cognition and advantage
have been defined by the test, land are therefore circular in their

conception and unhelpful in their explanatory power.
: , i : |
(3) The “Agé and Rate of Acquisition of Second Language for
Academic Purposes" study by Virginia Collier (1987)
This study "analyzed the 1length of time required for 1,548

advantaged limited English proficient (LEP) students to become
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proficient in English for' academic; purposes while receiving
instruction in English in all subject areas" (Collier, 1987, p.
617). It was an American study whicp was intended to test the
validity of the BICS/CALP dichotdmy of language proficiency
proposed by Cummins, and its genefal conclusions supported Cummins'
theorizing. What were analyzed were data on the academic
achievement of these students in several subject areas at various
grades, and the results were broken down to show how Age on Arrival
(AOA) and Length of Residence (LOR) affected performance (see pp.
628 and 629 for graphic represeptations of the results). One very
interesting and unexpected odtcome of the étudy was the finding
that LEP students did extremely well iﬁ mathematics. Collier noted
that "Math achievement of ESL.graduateé in the 11th grade was much
higher than 11th grade achievement in other subject areas, reaching
abéve national averages (53rd-59th NCEs) but still lower than 4th-,
6th-, and 8th-grade LEP students ma;hvachievementﬁ (p. 631), and

later commented:

It is encouraging that advantaged’ LEP students can perform so

well in mathematics, even when portions of the exam include

® Tt should be noted that the meaning of the term "advantaged"
here is specific to the content of the study. Collier explained
that "approximately 65% of the subset of language minority students
who received special ESL instruction qualified for free or reduced-
price lunches, indicating that upon entry, a majority of these
students came from low-income families as measured by U.S.
standards" (p. 620). The advantaged designation seems to have been
decided upon in consideration of the fact that the majority of
these immigrant families were in the upper- or middle-income
category in their country of origin.
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math concepts and problem;solving; which rely more heavily on
language skills. Although the femarkably high matheﬁatics
achievemént was the exception to other content-area
achievement, ESL graduates' scores still followed the same
pattern as that found in the other four content-area tests.

(p. 637) ) |

Even more interesting than the high achievement in mathematics was
the fact that there was a correlation in the pattern of mathematics
results across all grades (with the slight exception already noted

for grade 11 students). Not 6n1y were the math results far higher

]
i

than the results in other areas for all grades as Collier remarked,
but for "the 4th, 6th, aﬁd 8th gradeé the scores were at their
highest average for studenté with éhe shortest LOR, 1-2 years.
Furthermore, as the LOR .increased, the average scores slowly
dropped, while still remaining far above the scores achieved in

other subject areas.

The explanation to the correlated paFterning of these results for
mathematics may be, first;: tﬁgt ;due to the dependency of
mathematics on universally %recogniZable concepts manipulable
through visual symbols, it isjpartiqularly suited to analysis by
means of visual system proceésing, and second, that, in keeping
with the shift in information processiﬂg towards the visual system

hypothesis, students who are new to the country and unfamiliar with

the language process information preferentially via the visual
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system, especially during the initial;few years in thé country but
perhaps on a continuing bas}s. The justification for suggesting
that the preference shown to ;isual processing continues beyond the
first two years comes from the evidence that not only do these
students continue to do well in mathematics, 5ut that reading
scores are consistently the lowest of all academic measures tested
no matter what the LOR of the students. Given the 1link between
VIQ/PIQ discrepancies and poof reading ability for monolingual
students, it seems reasonable to propose that the poor reading
achievement may be indicative of a continuing discrepancy of this
sort for the ESL students. Thus the:pattern of results for these
students would_ tend to support a"developmental pathway for

information processing in keeping with the general pattern shown in

figure 3.1.

To speak to Collier's comments with respect to the necessity of
some language skills in problem solving, the amount and type of
language used in mathematics éroblems tend to be very limited and
would easily be learned givén adequate motivation, the sort and
amount of motivation which ﬁight very well be sparked by initial
success in the subject area with its consequent teacher and
parental approbation. In addition, the familiarity with basic
mathematical concepts which'the stuaents would undoubtedly take
into the classroom at whatever the grade level of entry into the
country would reduce the information processing load, freeing up

the high attention, capacity-limited information processing system
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to tackle both the 1language and .the particular mathematical
concepts involved. It is also intriguing to note that the content
area chosen by Lambert and Tucker in their 1972 study of immersion
students was mathematics precisely because it was a "nonlanguage
subject matter" (p. 152). In their summary of the findings on the
grade 2 classes, they commented: "What was particularly interesting
about the comparison was that the Pilot and Follow-up Experimental
classes scored as well as the English controls on problem
arithmetic and significantly better on computational arithmetic"

(p. 105).

That the expérimental clasées did better than the English controls
in computational arithmetic :would have been predicted by the
premises outlined above, namely thaf mathematics, especially the
language reduced componentsﬂfis a éohtent area which is easily
analyzable visually, and that:secogd language learners in immersion
circumstances develop a ;héightened capability to process

information by means of the visual system.

(4) A note on bilinguals' performance on the Stroop test

A search for data which mlght speak more directly to the visual
processing abilities of blllnguals brought up an interesting study
on the Stroop effect. The study itself (Biederman & Tsao, 1979) was
concerned with the differences 'in proéessing Chinese ideographs and

'
1
'
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English words under Stroop conditions'’. In trying to explain the
results obtained, the authors éxamined data from two experiments by
different authors in which‘ther% were five distinct groups of
bilingual subjects of appréximatélf equal proficiency in both
languages. Their conclusions were that "bilinguals generally show
less Stroop-test interference than monolingual controls" (p. 128).
Since this ability to perform the Stroop test more quickly than
monolinguals means that the bilinguals are reading the word and
then suppressing it more quickly, it may constitute a small piece
of evidence that blllnguals can indeed process certain kinds of
visual information more qulckly than monollnguals even after

t l 1

becoming fluently blllngual. Likewise, the shift in information
| i i

processing strategy hypothesis may bring greater insight into why

it is that bilinguals have this ability.
. ) ] .

1 The normal Stroop test consists of trying to name the
colour of a particular printed word when the coloured ink spells
the name of a conflicting colour. This condition usually brings
about a reduction in speed of response due to the interference
effect of the printed word.
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3.4 Relevance and Implications of the Shift in Information
Processing Strategy Hypothesis for Second Language Learning and

Academic Achievement
3.4.1 General implications

Although the evidence supporting the shift in information
processing strategy hypothesis presented in the previous section is
by no means conclusive, it does lend some support to the contention
that second language learners in immersion situations develop an
increased dependence on information processing via the visual
system, and that this leads to béth ;n eﬁhancement of the ability

to learn through visual analysis of tasks, and a reduction in

information processing ability via the auditory system.

The ihportance of such an insight stems from the diagnostic vision
it affords into informatioﬁ processing broblems. Given the
integrative nature of brain processing, any alteration in the
balance of the contributions of the various sensory modalities will
have repercussions on what is learned and how well that learning is
encoded. Knowing which systems are 1likely to be affected under
certain environmental conditions, therefore, gives clues as to
which kinds of strengths and dif%iculties may occur at the
‘behavioural. level. On the positive side of things, due to the
increase in activation of the system resultin§ from increased

attention allocation, second 1language learners in immersion
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situations may be expected as a group to be exceptionally good at
subjects or activities which can be accomplished by visual
analysis, for example, at mathematics, coﬁputerized learning, art,
and visual observation tasks of any kind. On the negative side,
they should be expected to behave as if they are a little "hard of
hearing" as suggested by Kosslyn and:Koenig.(1992, p. 222) and/or
inattentive to auditory instructions; they would also be easily
distracted due to the overload of the capacity limited attention
 route and perhaps given to "daydreaming", that is withdrawal of
attention from exterior sensory input because too much of it is
unfamiliar. At a mére serious level for academic achievement,

however, a pronounced imbalance between visual and auditory

processing would predictably have an effect on reading which has

been shown to depend on both auditory and visual system processing.

Théugh the original notion put forward by Alvin Liberman, among
others, in the 1late sixties and early seventies that the
acquisition of reading requires some explicit representation of the
phonologicél structure of utterances was received with scepticisn,

Klima (1991) notes that more recently "it has come to be considered

i

self-evident that phonological representations are involved in

reading and learning to read" (p. 414)”, The initial visual input

stimulates processing in two distinct routes, called the

phonological and semantic systems b& Hinton et al. (1993): "Two

pathways in the brain are responsible for the mental processing and

11 1t should be noted that Klima's claim would only be relevant
to alphabetic writing systems.' ' '
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pronunciation of written words. One (the phonological route)
derives pronunciation from spelling, the other (the semantic route)

from meaning” (p. 78).

Another version of the processing of written words, however, has
information from both auditory and visual word form routes being
integrated within the "semantic system" (see McShane, 1991, p. 289
for a graphic representation of the two routes; and, for a more
complex version, see Kosslyﬁ and Koenig, 1992, p. 192). In recent
times, considerable evidence has accumulated from studies of
acquired dysiexia and children with reading difficulties that the
phonological route is extreﬁely important in the development of
good reading (see McShane, 1991, pp. 306-315), and it has been
suggested that the process of learning to read might increase
phonological awareness. Bertelson and de Gelder (1991) have noted
not only that orthographic representation influences how literate
people represent spoken language leading to phenomena such as
"i1spelling pronunciation', in which the pronunciation of words with-
inconsistent spelling is mddified in the direction of a befter

I
match with the orthographic representation" (p. 406), but also that

orthographic representation exerts an influence on auditory
perception acéording to the direction of the writing system of the
language. These examples once again illustrate that auditorily and

visually encoded information are highly interactive in language

perception.
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Hence, learners who fail ﬁo encode thé phonological aspects of a
language adequately may be in double jeopardy linguistically; that
is, they may have difficulties in learning to read well and, as a
consequence, be less able to use their reading ability to refine
their perception of language. Of course, not all second language
learners in immersion situations will become poor readers. After
all, even students with hearing impairments can learn to read well.
Nevertheless, as was mentioned above, there is evidence in
Collier's study (1987) that reading achievement for ESL learners is
low, indeed, the lowest of all achievement measures recorded, well
below school system means, aéross all gradés even after four to
five years residence in the coﬁntry. Neither should it be suggested
that all difficulties in achiéving academically have their source
in language. But if they do, at least one potential route to better

performance, attempting to increase phonological awareness in these

students, is sign-posted.

3.4.2 On the interference effects of sociocultural factors

: .
Although a shift in information processing towards the visual may
explain why many second language 1ea£ners in immersion situations
have greater difficulty achieving aéademically than monolingual
students, it does not éxplain why there are differences in
achievement among the former group. In ordér to explicate these

effects, sociocultural factors of the type discussed previously for

majority and minority second language learners must be called upon.
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It should be evident, nevertheless,’ that, these sociocultural
factors are in intimate interactioﬁ with linguistic factors due to
their determination of not oqu the quantity and type of input
available to the learher, butAalso where attention is directed. In
the case of majority group second language learners, the prevalence
of their first language as well as the value accorded to it by the
society at large would tend to‘counterbalance any swing towards
visual processing which is ‘automatically initiated during class
time. For the minority student, however, the reduced availability
combined with the experienced 1ack»of importance or meaningfulness
of the native tongue w1th1n the communlty would promote the
allocation of attention towards the learnlng and use of the second,
more socially meaningful language. .What is being suggested,
therefore, is that the learning of the high value of the majority
language coupled with the learnino of the lack of worth of their
first language which would be absorbed through myriad societal
interactions, including educational, is encoded "inside the head"
of these students in a very real way, and causes them to turn their
attention away from the learniog of their own first language. Both
thesevsociocultural factors, then, would consolidate the tendency
to process information preferentlally via the visual system, a
tendency which, 1t has been argued, 1t would be better to avoid if
high academic achievement is sought after. Ffom a sociocultural
perspective, therefore, it Qoold seem'particularly important for
the school system to promote the upkeep of the first language and

culture of minority students as a general ploy for tempering or
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even preventing a long-term shift in information processing

strategy with its attendant linguistic influences.

Corroboration of the wisdom of this approach can be found in the
academic success of the private bilingual Cuban ethnic schools in
Dade County, Florida. Garcia and Otheguy (1985) found that, as well

as employing "very extensive use of Spanish" (p. 11),

these schools provide continuity between the home and the
school by recognizing and respecting not only the child's
language but also, most 1mportant1y, the parent's culture and
behavioural norms. What these schools "sell" to parents, then,

is a sound and familiar education. (p. 12)

From the information processing perspective, this would indeed

i

appear to be a sound plan, since the abundance of familiar input
!

and the evident emphasis on the worth of the language and culture
of the students would not only enable the children to process much
of the information via the 1ow attentlon demanding route, freeing
up the capacity 1limited attentlon route for the processing of_
educationally relevant mater}al, but also predispose them to
allocate attention to the 1earning of their own language while also
learning English, therehy reduciné the probability of an
attentional swing to the visual system.

‘
!

Is the answer to helping second language students achieve better,

327




then, simply to load up the schooi and classroom with culturally
familiar input of all kinds and to respect and use the students'
language? It would be nice if thelproblem were that easily solved.
Unfortunately, there is no one answer‘wﬁich would satisfy the great
diversity of second languagé grohp situations. For one thing, in
inner city schools in both canada and the United States, there is
no one language or culture common to all the ESL students. In
Collier's (1987) study, for example, . the data'gathered identified
75 different languages and over 100 countries of origin for the
approximately 1500 students included. To try to do justice to even
a few of these cultural and lingﬁistic backgrounds within a
classroom or a school would be a logistic;l nightmare. But the
basic premise of this disseriatibn is that, by approaching the
study of second languagg ' learning from a computational
neuroscientific (connectionisﬁ) perspective, a deeper level of
understanding of the factors‘involved in second language learning
can be gained so that problems which have resisted solution from a
more traditional approach can be brought to heel. The question that
must be posed 1is the foilowing: How can the connectionist
perspective help the second language immersion student in the more

representative multi-ethnic classroom? Some responses to this

question will be forwarded in the next section.

3.4.3 General recommendations for aiding second language learning
in immersion situations based on the shift in information

processing strategy hypothesis
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Since the basic premise of ‘the shift in information processing
strategy hypothesis is that second language learners in immersion
situations will begin to depend more on visual proéessing of
information thereby reducing auditory information processing, and
that this dependency may become a long term strategy which works
against academic achievement by affecting reading ability, the
essential problem to be addressed here is how to temper the shift
to visual processing. The ansmer to that question does not lie in
discouraging the use of the visual system in my opinion, because
the heightened ability of tnesefstudents to process information

+
"

visually is a source of academic success for them, as has been
seen, for example,‘in the cese of mathematics. Oon the contrary,
their ability to achieve in fields where visual processing might
give them an advantage should be encouraged so that their self
confidence is bolstered during the period in which their ability to
comprehend and use the second .language is low, a period which for
most students will be disorientlng, dlscouraglng, and mentally very
tiring due to the excessive quantity of new information the brain
is required to process. Nevertheless, to avoid the build up of a

long term dependency on the visual system, the students must be

encouraged as much as possibie to attend to auditory information.
How might this be accomplished in the face of a brain whose
inclination is to allocate attention elsewhere? Some suggestions
for promoting'attention to the augitory system are detailed beiow.

As was stated in the general Introduction, the intent here is

merely to suggest general'approaohes to second language teaching

i
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that might redress an auditory/visual imbalance in information

| processing, not to critique second language teaching practices.
Such a critique is beyond the scope of this dissertation.
1. Because it is poséible that the whole auditory system may
| be suppressed by an intense focus on visual processing, tasks
‘ ‘

which are dependent onAhearing, whether linguistic or musical,
or a combination of the iwo, should be set for these students.
In a combination task, iﬁ would be helpful if the music were
familiar so that the infdrmation proceésing demands would be

reduced while, at the same time, attention would be drawn

automatically to the auaitory system.

2. Combiﬁation tasks in which both the visual and auditory
systems must be employed.to reach a successful conclusion may
also aid in restoring énlinformation processing balance. In
this case, it would be helpful if the visual information were
familiar so that it could be processed quickly and information
processing (includingi attentional) resources could be
concentrated on the auditory component. A very simple example
of such a task would be the matching of an auditorily
presented word or sentence to oné’of several familiar pictures

or scenes presented simultaneously.

3. It should be remembered that these learners are not hearing

many features of the second language speech sounds very well
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(fqr instance, phonemes énd syllébles) in the initial stages,
and therefore there is aineed for the intensity or loudness of
the speech sounds directed towards them to be increased for
some time in 6rder for fﬁem to ﬁe perceived adequately, even
if not wunderstood. The readjustment of the perceptual
categories of speech which must be undergone in this initial
learning period may also be promoted by presenting language
input to the students in an "unsupervised learning" type of
situation, that is,.a learning situation in which focused
attention is directed elsewhere while the auditory information
is being encoded. Such a sitﬁation Fould be created if
students were given a.téskldep;ndent on visual information
while being expoéed to good éuality speech'” (on a tape or a
radio) that they were nof requiréd to atténd to. Because of
the low attention allocéted to the auditory information, the
| L

speech would be processed by the brain in an "unsupervised"
l :

manner such that regularities in the speech input, for example

prosodic features 1like variations in pitch, 1loudness, and
phoneme duration as well as other phonological aspects of

speech, could be drawn out as valuable due to their high

prevalence.

2 Tt should be remembered that many of these students may
come from family and/or societal backgrounds in which either the
target language is not spoken, or is not spoken with a high degree
of competence. Thus, exposure to an adequate quantity of good
quality language, as far as the target language is concerned, may
be minimal. '
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4. Specific instfuction of the type given to monolingual poor
readers should be provided for these second lanQuage learners
to increase phonological‘awareness“, thereby helping with both
the encoding of speech sounds and reading. However, since
phonological awareness is not a unitary phenomenon, alll
aspects of it may not be equally important to improved reading
performance. It has been shown, for instance, that Portuguese
illiterates "performed very poorly in all tasks in which they
had to deal with segments, irrespective of the form of the
task ... They attained more substantial levels of performance,
though still inferior to those of ex-illiterates, in rhyﬁe
judgment ... and 1in tasks inQolving the manipulation of
syllabic targets" (Bertelson & dé'Gelder, 1991, p. 399). It is
possible, therefore, that more emphasi; should be placed on
segmental analysis in this phonological instruction of second
language learners. It also seems reasonable to suggest that
reading should be taught to thes? students usiﬁg methods that
are dependent on sound structure or.phonics to encourage
development of their weaker channel as well as by visual
methods which take édvantage of their stronger channel.

In concluding this section, I would like to re-emphasize that under

no circumstances should students in second language immersion

13 The term "phonological awareness" is taken as meaning an
vexplicit representation of the phonological structure of
utterances" in accordance with general practice (see Bertelson & de
Gelder, 1991, p. 395).
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situations be considered "cognitively" deficient, or even deficient
in information processing ability, because they may require
particular teaching approaches. Any "deficiency" assigned to them
is purely a product of the requirements of the education system,
and it is therefore up to the education system to cater to the
alterations in information processing strategy that may be

underlying their inability to .achieve to required standards.
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Chapter 4. CONCLUSION:A RE-EXAMINATION OF THE THRESHOLD
HYPOTHESIS FROM THE PERSPECTIVE OF THE SHIFT IN INFORMATION

PROCESSING STRATEGY HYPOTHESIS
i i

! i
) " H

|

4.1 Introduction

Since this dissertation started with an extensive analysis of the
critiques aimed at the Threshold Hypothesis proposed by Cummins, it
seems only fitting that in the last chapter there should be a

return to the hypothesis. The intent of this chapter, therefore, is

sob
1

to give a final hearing to the tenetsiof the Threshold Hypothesis,

but to do so in the llght of the knowledge gained from

i

connectionism on how learnlng occurs 1n the braln. The analysis of
the critiques in chapter 1 uncovered some serious concerns of
language researchers with respect to the perspectives put forward
by the Threshold Hypothesii. These were listed as a series of
challenges which faced the exp%enatery power of any alternate
hypothesis of second language leaéning,in immersion situations. In
the preceding. chapter, the shift in information processing strategy
hypothesis was developed along the llnes of connectionist reasoning -
and some of the challenges fa01ng the hypothes1s were dealt with.
Some important concerns of crltlcs, and indeed, Cummins' himself,

Lo Pl
remain unclarified, however, namely whether claims that the

o

Threshold Hypothesis is in fact a deficit hypothesis for second
! .

language learners who have acquired only a low level of linguistic
' i

ability can be upheld, and whether linguistic thresholds are real
: ; ' .
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and what their nature might be. In thévopinion of this author, the
elucidation of these matters Ean be qost readily accomplished by
comparing the developmentgl; pathQst pfoposed by the two
hypotheses, as well as the moééls-of cognition which underlie them.
To this end, then, the first task undertaken will be to make
explicit the developmental pathway that is implicit in the
Threshold Hypothesis. This will be done in terms mirroring those of
the shift in information processing strategy hypothesis. The second
task will be the comparison of the two .models of cognition for the
purpose of clarifying differences and‘similarities between the two,
and highlighting' the benefits of a conﬁectionist vision of
cognition. Finally, charges that thelThreshold Hypothesis is 1in

!
fact a "deficit theory in the making"

(Martin-Jones and Romaine,
1986, p. 31) for second language learners at the low end of the

competence scale will be reexamined, and some insight into the

reality and nature of linguistic thresholds will be afforded.
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4.2 An Assessment of the Validity of Deficit Hypothesis Charges

Levelled at the Threshold Hypothesis

4.2.1 An examination of the developmental pathway suggested by the

Threshold Hypothesis

As has been stated previously, there is no doubt that in proposing
his Threshold Hypothesis, Jim Cummins was endeavouring to help
second language learners by tfying to make sense out of the body of
conflicting data which had led to biased interpretations of their
abilities. While acknowledging that socioeconomic andAsociocultural
factors were highly interactive with 1linguistic factors in
determining the outcome of second language education in immersion
situations, he believed that there was a psycholinguistic factor
capable of being teased out of other influences that had a major
role in bringing about academic success or lack thereof. His
thinking appears to have run aloné the 1lines of "without an
adequate grasp of the right kind or level of language, cognitive
functioning will be impaired; ana hence academic achievement will
be compromised." Thus, he offered the notion that a lower threshold
of language ability (the; so-called Basic Interpersonal
Communicative Skills (BICS) ievel) ﬁust be attained to ward off
cognitive deficits, and that a second higher threshold level of
language ability (the Cognifivé/Academic Language Proficiency
(CALP) levei) must be bfeached before tﬂe learner will gain

cognitive advantages due to improved cognitive functioning as a
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result of having learned two languages well. That he conceptualized
the cognitive involvement necessary for BICS to be less than for
CALP is inherent in his use of the label "skills" for the one and

"proficiency" for the other.

Because the ins and outs of the Threshold Hypothesis and the
critiques aimed at it, as well as the concepts of second language
learning which have emerged as a result of this characterization of
the second language learner, have already been dealt with in
considerable depth in chapter 1, ?he intent hgre is not to dwell on

'
i

them. Rather it is to try Eo see them  through a new lens, a
connectionist one, or, more specifically, thé lens of the shift in
information processing stratégy hypofﬁesis detailed in chapter 3.
To facilitate this, a more detailed graphic representation of
cummins' notions of the developmental pathway for second language
learners than was drawn up for his hyﬁothesis in the last chapter
has been drafted (figure 4.1, p. 338). In this graphic
representation, it has beeﬁ assumgd that, because the acquiring of
a second language is a progressive, dynamic process, the change in
"cognitive ability may likewise‘be:repfésented as a progression. It
i
should also be noted that, in the figure(s)'dealing with Cummins'
Threshold Hypothesis, the Qerticalléxis representing cognitive
ability has been divided into three'sections, a deficit range, a
normal range, and a benefit range, as the hypothesis proposes it

can be. This mirrors the division of the visual processing ability

axis in the graphic representations of the shift in information
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processing strategy hypothesis ‘shown in the previous chapter. Since
it seems certain that cummins would not suggest that second

language learners from any backgroundiare in a cognitive deficit

situation to begin with, and Cummius (Cummins and Swain, 1983) has
even argued strongly against any assumption of this sort, the
~cognitive ability starting poiﬁt for these students has been taken

to be the mid-point of the anmal range.

Starting from a position ofé"normal" cognitive ability, then,
Cummins' Threshold Hypothesis implies that, below a certain lower
threshold of b111nguallsm, the cognltlve ability of students will

drop for a period of tlme, d1p into the def1c1t range, and then, as

Hli

more of the second language is learned will recover progressively
. |
until the normal range is regalned w1th the attainment of the lower
! [ !
threshold of bilingualism. Of course, the actual path of this

trajectory and its contlnuatlon may vary from the one shown. It is
possible that, as Dlaz (1985) has proposed there would be no
decline in cognitive ability for students in an additive second

language learning situation (see figure 3.3, p. 314). This would

1

constitute the upper llmltlng case in Cummins' hypothesis since
\ I

there is no suggestion that the cognﬂtlve ab111ty of students in

any circumstance should 1ncrease durlng th&s initial period of

learning. However, it is difficult to rationalize why students in

an additive situation would not be subject to at least some of the

‘ ¢
i .

same kind of intellectual confusion' that is postulated to occur
bt )
with students in a subtractive situation as, during this early




period, their ability to interact with their academic environment
would be similarly impoverished. The segment OX of the degree of
bilingualism axis, therefore, delineates the range of subtractive
bilingualism. Once the lower threshold is attained, an increase in
cognitive ability, presumed gradual, would have to take place if
the students were to reach an additive bilingualism situation in

which cognitive benefits ére éccrued,:that is, beyond the second
threshold of bilingual ability. Thus'XY represents the range of
bilingual ability in which no cognitive benefits are seen because
students are within the normal fange of cognitive ability, and from
the point Y on, students would expefience the cognitive benefits
ascribed to additive bilingualism. ft is interesting to note,
however, that in the "no discernable cognitive effects" range, the
students must at some point cfossitheir starting ability (the mid-
point of the normal range), and hence could be considered as being
in a cognitive benefit position from that point on (that is from Y'
on). What this interpretatioh presﬁpposesﬁ'of course, 1is that
cognitive benefits and deficiés can bé related to the specific case
(the individual or small group) rathéf than to generalities based
on averaged data. This mightlbe viewed as a "weak" interpretation
of cummins' hypothesis which its dependence on standard test data
does not warrant (see Edelsky et al., 1983). It is fascinating to
note, nevertheless, that if this wegk interpretation is adopted,

t

the two thresholds coalesde into one positioned at Y' on the

i

horizontal axis, and the middle range of bilingualism in which no
i {

discernable cognitive effects are observed drops out of the picture
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|
(figure 4.2, p. 342). Another feature of this interpretation is

that the cognitive effects of'bilingualism qeed never pass out of
the normal range (case 2’. In;other;words, the students could be
seen as being in a "rela#fve" deficit or benefit situation
cognitively if the basic reference point is taken to be their own
ability at the beginning of the second languége learning, but may
not be perceived as being within the range of "general" cognitive
deficit or benefit. That is to say, they may be experiencing quite

normal fluctuations in cognitive ability, as it is defined by the

measures used.

There are some important insigﬁés £é be gained from examining
Cummins' Threshold Hypothe$is in térms of its developmental
pathway. First of all, the éravity ;f the non-attainment of the
first threshold 1level of Pilinguaiism becomes very apparent.
According to the ThresholdJHYpofheéis, the learners may become
locked into a cognitive deficit situation. However, it is equally
apparent from the discussion above that the position of a language
threshold is not immutable,]and, mo;;over, is not determined by
language ability at all but by how the threshold is being defined.
In reality, the thresholds ih this hypothesis are specified by
changes in cognitive abiiity father éhan language ability. It is
only because of the importancé accredited tollanguage as a driving
force in Cummins' view of Fognitiﬂﬁ that the two are seen as

virtually synonymous here. This will be discussed further below.

Clearly, then, it becomes of the utmost importance to clarify to
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what extent the possibility of ia cognitive deficit is real, and, in
order to do this, it is nécessary to examine how valid the

4|

conceptualization of: cognltlon whlch underplns the hypothesis is,

as well as whether or not llngUlSth thresholds actually exist,
and, if they do, what their nature mlght be.
4.2.2 Comparison of the model of cognition underpinning the

Threshold Hypothesis with the connectionist model

As was detailed in the first chapter (section 1.3.2), it would

;
appear from analysis of Cummins' work that cognition was thought to

consist of a set of "basic" ahilities‘which could be applied to the
learning of particular tasks,!and’éhat§the knowledge gained through
environmental interaction could be: fed back into these basic
cognitive abilities to alte; them. éertain tasks were considered
intrinsically more cognitively demanding than others, and cognitive
abilities themselves were thought to be hierarchical in nature. The
processing of familiar information was con51dered less cognitively
demanding than the processing of unfamiliar information. Language
was seen to be an especially effectlve force 1n altering cognitive
abilities, w1th bilingual speech actlons generatlng a qualitatively
different kind of feedback‘for cognltlon to act upon. It was
through the medlatlon of language that s001ocu1tural educational
and political factors were thought to’ 1nteract with cognition. In

short, cognition was conceptualized as a global feature of brain

functioning which operates relatively autonomously but can be
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affected by specific environmental input, even thbugh' the

i ! 4

. representation of the knowledge acquired can maintain its own

functional integrity. An outcome of this view of cognition was that

performance on psychological tasks which purport to test a specific

.ability was taken to be indicative of global cognitive competence.

Though there are several‘aspects‘of_the view of cognition implicit
in the Threshold Hypothesis which fesonate with those of
connectionists, notions on “the processing of familiar and
unfamiliar '.information, for example, or the ability of
environmental input to havgjaa ﬁrofdund effect in influencing
cognitive abilities, there is much in the two perspectives that is
at odds. On the connectionist view, fér instance, a global concept
of cognition is seen as-poténtiallf hisleading. The perspective
taken is that not enough is known about cognitive functioning to
conceptualize it adequately, and so the best approach to take is

one of deconstruction of brain functioning into aspects that are

known to be involved, and to proceed cautiously from there.

Y A
1

Undoubtedly, learning and memory are at the heart of cognition,
hence it is believed that investigation of how these function holds
good potential for elucidafing other aspects of what has been
defined as cognitive functioniﬁg. In this dissertation, then, since
learning is basic to memory, ieafnihg was considered the best
starting point for probing how cognition works. Upon examination of
how learning itself occurs in the brain, it was discovered thaﬁ

even this one aspect of cognition is not a unitary concept, but can
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be deconstructed into various modes of learning, some directed by
top-down and others by bottom-up mechanisms depending on
attentional involvement. Attentional allocation to input was seen
to be an‘important determinantiof what was learned and how well it
was learned. But attentional;allbcation in turn is known to be
dependent on the allocation of vaiue to input, and the encoding of
value in its turn is considéred depéndent on present and past
emotional state, relevance of the input, and its prevalence in the
environment. That is to say, learning in one system in the brain
cannot and should not be concgpfualizea as occurring independently

of the function of other systems, and the function of these systens

: |
cannot be considered to be independent of learning. Furthermore,

t

neither learning nor information processing in general can be
; : i

considered free from the influences of sociocultural factors of all

types quite simply because these are sources of input at large in

the environment and are effective not only in directing attention

| '
t

but in determining which information is most readily available in
the environment. Moreover, if is erroneous in the connectionist
view to perceive the processing of s;me tasks to be intrinsically
more cognitively demanding fhaniothefs. What seems to determine
what constitutes a high cognifive load in any task is whether or
not it is unfamiliar and theréﬁore deﬁanding of a high quantity of

[

attention. Thus, if one has adequate knowledge and practice in
i ¢ ’l )
dealing with what are considered extremely difficult problems, they

will not be highly cognitive;yldemﬁnding. That is to say, the

cognitive demands of any task are relative to the knowledge base of

[8
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the individual. It is also erfoneohs from the connectionist
perspective to separate mind or men;al functioning frbm body, as
emotional state, which is infiuéntial;in directing attention, is a
readout of body state, and consciousneés is dependent on attending

to what the brain is processing.

The structure of cognition that emerges from this investigation
into the connectionist vision of how learning occurs in the brain
is that of an immensely interactive dynamical system of systems,

sensory systems, attentional systems, memory systems, motor

systems, preprocessing systems, subcortical systems, 1n short,

systems of knowledge many of which would never have been considered

by ;

to be involved in cognitive functioning in traditional models.

i

Although it would seem that there is hierarchical organization in

" the brain, it does not appear to function at the level of the

exclusion of the phylogenetically older structures from involvement
in cognitive functioning. indeed, tﬁe functioning of cognition
cannot be considered independent of that of its gOnstituent
systens, thé basic language. of operation of which is better
characterized in connectio;ism as’“subcoﬁceptual_ rather than
conceptual or linguistic as ;t has been reputed to be in
traditional models of cognitigﬂ. ihus;?though language as a system
of knowledge is seenAto be an;important‘influence on cognition just
as in the model of cognition implicit in Cummins' work, it is only

in its capacity to convey condensed information to the brain that

it wields its power, and not as a privileged source of data more
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worthy of attention than others.

One of the benefits of reconcéptualiziné cognition in connectionist
terms is that it can be viewed as a state space of a multitude of
interacting variables (systems, and within them mini-systems) all
intent on proffering information for the brain to act upon. Out of
this new vision, then, comes £he realization fhat any alteration in
the contribution of one variable may bring about compensatory
changes in the contributioﬁs‘of others so that the amount of
information feeding into processes such as thinking designated as
cognitive may be relatively uﬁchanged, though the conclusions come

to may differ from those basea on different informational input.
. Lo Foh ;

For example, it is suggested that, in the case of second language
o :

learners in immersion situations, ;the change in language situation
i : y ol
! v

brings about an alteration of visual and auditory functioning as

’\

information gatherers, the visual system . providing a greater

proportion than normal, and the. auditory system a lesser

i
t

proportion, This does not mean that the cognitive functioning of
) , - ,

these learners is either imprbved or diminished, but only that the

decision making processes that are central to cognition as it has

been defined are using a different mix of information to reach

: . b .
their conclusions. Any benefits or' deficits ascribed to the

performance of these students’ can tHeh be seen to be constructed

out of what have been declared benefits and deficits by society,

whether the educational, psychologicai,for cultural cohorts therein
o {V" .

or society at large.

347




4.2.3 Deficit hypothesis charges revisited

It is clear from the developnental péthway for Cummins' Threshold
Hypothesis that this theoretigal construct ie, in part at least, a
deficit hypothesis. In»generai, second language learners who have
not reached the first language threshold are considered to be in a
cognitive deficit position. As was discussed previously in both
chapter 1 -and chapter 3, this point of view hae been vigorously
criticised, firstly on the basis of the methodologicel problems
inherent in the research de51gns of the studies used to support
such a contention (MacNab, 1979, Reynolds, 1991), and secondly, as
a result of the insight gained from mo:e recent studies pointing to
cognitive benefits being evident in the early stages of second

language immersion (Diaz, 1985'| Hakuta, 1987; Diaz & Klinger,
1991) . The shift in 1nformat10n proce551ng strategy hypothesis, on
the other hand, does not make predlctlons as to what might happen
to cognitive functioning per se, and zeros in instead on what might
i
be happening to certain aspeets of cognltlve functioning, namely
visual and.auditory information‘processing. To be specific, it
predicts an enhancement of the st&dents' ability to process

information visually, espe01ally 1n the early stages of second

- language learning, but- also a concomltant reduction in their

ability to process 1nformat10n auditorily, particularly as it is

i

related to the second language.

1

But, it may be countered, is this not also in part a deficit
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hypothesis? The short answer is "Qes, it is." The difference
between the two hypotheses, however, is that Cummins' is predicting
a non-specific cognitive deficit, that is one affecting the whole
of cognitive functioning, while the other is predicting an auditory
system deficit only, and one which should only be operative under
certain environmental situations. In the shift in information
processing strategy hypothe51s, moreover, that predicted deficit in
. the auditory processing system is couhterbalanced by the predicted
enhancement of visual system processing. It is not a case of a
deficit period being followed by e behefit one as in the Threshold
Hypothesis, but of deficit and Ehenefit periods going on
simultaneously in two different areas of the learners brain so that
a deficit in overall cognltlve functlonlng may not occur. Hence,
once again, it is suggested by this hypothe51s that any deficit in
performance perceived through the eiucatlonal testing of these

students is a construct of what 1s valued by educators rather than

a reflection of how well their bralns are worklng

1 v
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4.3 Some Insight into the Reality and Nature of Thresholds of

‘

Linguistic Competence

It was demonstrated in the discussion of Cummins' Threshold
Hypothesis above that not only are the positions of the postulated
thresholds of bilingual competence dependent on the interpretation
of the theoretical constructs, but they are defined by changes in
cognitive ability rather than linguistic ability. And since the
close coupling between cognitive ability and .language_ at the
conceptual level has been disputea, this raises the question of how
real these thresholds are. Of course, Cummins is not alone in
proposing the notion of thresholds of.linguistic competence: Diaz
has proposed an alternate threshold hypothes1s that is llkew1se
linked to cognltlve ability as has been noted, and even the shift
in information proce551ng strategy hypothe51s suggests that after
a certain level of comprehen51on of the second language has been
attained there will be a reduction in the dependency of the learner
on visual processing. Does this net constitute a 1linguistic
threshold of sorts? And does this not also constitute a consensus

of sorts that the concept of linguistic thresholds as a real:

phenomenon has some validity?

Obviously, the answer to both these questions is "Yes, it does."
The problem of linguistic thresholds as it emerges from these
hypotheses seems to centre not so mueh around whether they exist,

but what their nature is (see Hawson, in press=-a). In the first
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place, the data seem to support the existence of only one
linguistic threshol@ rather than the two proposed by Cummins, and,
according to the shift in informetion processing strategy
hypothesis, that one would‘ appear to be 1linked to level of
comprehension of the second language rather than linguistie ability
per se. Secondly, instead of the linguistic threshold being tied to
changes in cognitive competence, it should be related in a more
specific fashioﬁ to changes in information processing strategy
along the proposed auditory/visual information processing continuum
outlined in chapter 3. Thlrdly, the attalnment of a linguistic
threshold may not be ea51ly deflned temporally In the past, there
has been an association of the thresholds within the schema of the
BICS/CALP dichotomy with definite tlme periods to the onset of
these thresholds (see Colller, 1987). However, the period of time
necessary for any individual (or individual groups) to reach the

level of comprehension necessary to alter their information
[

proce551ng strateqgy should depend on thelr motivation to learn,
| .

their emotlonal state, thelr famlllarlty with the 1learning
i

environment and the culture" assoc1ated with the second language,

the quantity and quality offlenguage ‘input they receive, and the

N
innate information processing predispositions of the learners, to
a o

name only a few of the interacting variables. Furthermore, the kind
‘ f

of language learned during the initial 'stages should be that which

is most prevalent in the students' environment and which is

|
b

therefore most useful in comprehending what is going on around

them. If this is basic interpersonal communication, that is what
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i will be learned; if it is academic language, that is what will be
} learned!. In most cases, of course, it will be a goodly mixture of
the two. The point being made here is that, since the brain does
not operate on linguistic but on mathematical principles, it is
unlikely that it would adhere to theshierarchical progression of
difficulty in language (or any othér subject) that has been defined
by 1linguists. It learns what must; be iearned for adequate
functioning in the new environment,‘ahd will take its cues as to
what is of value from the kind and level of language it is exposed
to. As has been said many times before,.the brain is nothing if not
prégmatic, and its pragmatismﬁiS-rooFed in its function as keeper

of the mind/body for survival purposes.

! For example, there was considerable variation in the levels
of second language competence among adults who had entered the
country at different ages and presumably had different needs and
motivations in learning the target language (Johnson & Newport,
1989), and there are results showing that late immersion grade 10
students scored equally well on French language tests as early
immersion students in spite of the latter being exposed to
approximately three times the number of hours of instruction (see
Collier, 1989).
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4.4 Concluding Remarks i
SR i
Although the impetus for wrifing thigzdissertation was to protest
the cognitive implications éf Cumminé' Threshold Hypothesis for
second language learners who did not manage to attain a high level.
of second language ability, .it is to be hoped that the ideas set
out here will have a longer reach than merely altering perspectives
on this hypéthesis, or even altering perspectives on second .
language learning. The concept of cognitive functioning that is
emerging from computational neurosdiende, cognitive psychology, and
artificial intelligence as; it is construed in connectionism

deserves a wider audience than that. It merits being heard

: [ i
throughout the educational world: academics and teachers alike

would benefit from at least some exposure to its basic tenets.

|

It is true that this newer vision of the strﬁcture of cognition is
complex, straddling many so-cailed ‘discrete disciplines, and
demanding a willingness to léarn a good measure of biological and
psychological; as well as mathematicaiﬁ'concepts for comprehension.
It is also true that as a thgéreticai'(and experimental) approach
to the study of the nature Iand st%ucture of cognition it is
incomplete, and moreover, is iﬁ alstaté.of constant flux due to the
ever-increasing flow of new'infofmaEfbn sweiling its data banks.
Does this alone not constitute good reason to avoid applying it to
educational matters? Of course, my answer to this would be very

strongly in the negative. My reasons are simple: firstly, no theory
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(or theoretical approach) can be considered 100 percent correct
since it is dependent not only on thé validity of the data base
which supports it, Dbut aiso oﬁ the correctness of the
interpretation of the data; secondly, the data base which underpins
connectionism is nothing if not detailed, carries with it the
precision of thinking andi concern for reproducibility that
preoccupies scientific research, and is therefore of greater
reliability than many} and thirdly, as has been pointed out by
Churchland and Sejnowski, thé best way for developing theories
which cover overlapping territories to progress is thfough co-
evolution, the one influencing the otﬂers. Surely no one is going
to deny that neuroscientific résearchérs, cogﬁitive psychologists,
educators, and even artificial inteiligence researchers are all
interested in finding out héw the bfain works, how intelligent
creatures learn. Should we not, then{{at least be conversant with
one another's perspectives on issue%loficentral importance to us
all? I firmly believe that we sﬂoﬁld, in spite of all the

difficulties and hard work that such an assertion implies.

The benefits for educators that an invdlvement in these areas which
{

have previously been considered "beyond our ken" would yield are

I

not merely those that would arise from having access to analytical

tools which would arm us with a higher resolving power'to probe

[

educational problems. With a clear understanding of what is being

)

said within these other disciplines, &e would be able to contribute

to the debate, to use educational research data to constrain
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thinking in these other areas -and ; perhaps initiate research
projects which would be tailored to some extent to address issues
of critical interest to educators. This would indeed mark the

beginning of a new era in education.!
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GLOSSARY

additive bilingualism: the adding on of a second language to a
well-developed first majority language with no loss to that first
language. ‘

algorithm: a systematic procedure or recipe for carrying out a
computation. An instantiation of a rule specifying a computable
function. ' '

approach: the method used or'steps taken in setting about a task.

. attention: [folk psychological] the act or faculty of mentally
concentrating on a single object, thought, or event, especially in
preference to other stimuli; a state of consciousness characterized
. by such concentration.

attention: [as defined in this dissertation] a fa0111tatory
mechanism for the selection of information for further processing.
It operates in cooperation with expectation and intention to act,
and can be driven by voluntary- or stimulus-initiated mechanlsms.
: !

cognition: [psychological] a’broad (almost unspecifiably so) term
which has been tradltlonally used to refer to such activities as
thinking, conceiving, reasoning, etc.; any class of mental
"behaviours" (using that term' very loosely)'where the underlying
characteristics are of an abstract nature and involve symbolizing,
insight, expectancy, complex rule use, imagery belief,
intentionality, problem-solving, and so forth.

[
cognition: [connectionist, as developed in this dissertation] any
form of mental activity that has learnlng (in its broadest sense)
as its basis. : -

l ' |
cognitive: [psychological] of or pertaining to mental processes
such as perception, memory, judgement complex rule use, reasoning
and so forth; [connectionist,'as developed in this thesis]) of or
pertaining to any mental processes that involve learning.

computer: a phy51ca1 system computlng some functlon where the
inputs and outputs are taken to- represent the states of some other
system by an external advisor. Bt .
connectionism: a recently developedlapproach to the phenomena of
human cognition that is at once a) naturallstlc, b) reductionistic,
and c) capable of explalnlng both thelradical plasticity of human
consciousness, and its intricate -dependence on the extended
cultural surround (Churchland, P. M., 1989, p. 130); parallel
distributed processing (Clark, 1989, p. 83).

deficit: a disadvantage or handicap L;
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: -
!

deficit theory: [in educatlon] ‘a theory which posits that a learner
or group of learners is educatlonally dlsadvantaged in some manner,

particularly cognitively. ;' : o

!

heuristic: an argument intended to stlmulate interest as a means of
furthering investigation. ‘

hypothesis: a provisional theory set forth to explain some class of
phenomena, either accepted as a gulde for future investigation
(working hypothesis) or assumed for the sake of argument and
testing.

immersion language 1earn1ng situation: a language 1learning
situation in which learners are surrounded by the speech sounds of
only the target language and are expected to be able to function
normally. In immersion language learning situations, the second
language is taught through content rather than direct language
instruction, and is delivered at a level approprlate to the
knowledge of the learner. That is, the)second language is delivered
in a simplified fashion.
R .

information proce551ng. the 'pass1ng'.on of messages from one
computational unit (biological or artificial) to others. The
information processing approach to the study of learning is an
attempt to specify the processes that operate to extract
information from the sources of environmental i stimulation available

to the learner.

law: a ratified research hypothe51s whlch has been shown to have
generality and has been replicated in a wide variety of situations.

learning: [folk psychologlcal] the act or process of acquiring
knowledge or skill. . ‘

!

learning: [psychologlcal] the modlflcatlon ‘of behaviour through
practlce, training, or experlence, any ‘reasonably permanent change
in behaviour.

learning: [connectionist] the long- lastlng changlng of synaptic
weights; the outcome of long lasting changes in synaptic weights.
majority language group: a group whose language enjoys a high
status and often, but not always, a hlgh prevalence within society.

minority language group: a group whose language has a low status
and usually, but not always, a low prevalence within society.

methodology: a set or system of methods, principles, and rules used
in a given discipline.

model: a simplified representatlon of a system or phenomenon, with
any hypotheses required to. describe the system or explain the
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phenomenon.

neurocomputation: the computational function carried out by a
neuron in its capacity as information processor; the computational
function carried out by networks of neurons. ‘

. i . ‘ '

neurophilosophy: a philosophical stance which views the mind/brain
as a single unified entity; an investigatory approach .which
attempts to unite basic neurobiology and behavioural sciences into
a single operational framework. (adj.) neurophilosophical.

neurophilosopher: a proponent of neufophilosophy.

paradigm: a disciplinary matrix encompassing everything subject to
professional consensus in a given K scientific community; an
exemplary problem solution. o
positron emission tomography, (PET): an imaging technique based on
detection of radiation emitted by radioactive isotopes inhaled by
(or injected into) the subject. Blood flow (containing isotope)
increases at the sites of increased electrical activity, so a
dynamic picture of neural processing is possible. Resolution is
limited to a few minutes and a few millimetres.

‘strategy: a plan or method (not necessarily conscious) for

achieving a specific goal. Strategies are essentially problen
solving devices. - _ :

S : !
subtractive bilingualism: a reduced oral communicative ability and
written literacy in two languages due to the learning of a second
majority language after incompletely: learning a first minority
language. : . _ _ : o

supervised learning: [as employed in this dissertation] a
characteristic of some types of learning algorithms for setting
weights in neural networks, meaning that the weight change in the
network is influenced by an externally generated report on its
performance - an error signal. 'Unsupervised nets can monitor their
own performance through internal feedback.

synaptic weight: the strength of a connection between two neurons.
! S

synapse: a functional contact between two cells, consisting of a
presynaptic terminal bouton separatediby a narrow gap, called the
synaptic cleft, from an area of postsynaptic membrane containing’
receptors. Electrical synapses are physical connections between
cells, usually allowing bidirectional flow of ions.

theory: a scheme or system of ideas or statements held as an
explanation or account of a group of facts or phenomena.

weight: [in machine models] the strength of connection between one
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unit and another in an artificial, neural network - often variable;
tweaking weights is the most common method of network training. It
has some properties of a blolqglcal synapse.

!
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