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Abstract

The substantial volumes of gas hydrates found in the Arctic and in marine sediments are both a possible source of global climate change, and a potential future energy resource. The rate at which a hydrate layer forms, and the spatial distribution of hydrate in the layer are controlled by the physical conditions of the formation environment. To better understand the physical conditions that affect hydrate layer characteristics, I present a quantitative model for the formation of hydrates in a porous medium. The theory is tested using the results of laboratory simulations of the modelled conditions.

Conservation principles are used to derive the full set of governing equations using the minimum number of assumptions and simplifications. Scaling arguments, based on estimates of physical parameters in marine sediments, show that both heat and mass transport are dominated by diffusive processes, so advection may be neglected in most formation environments. Analytical solutions to the leading-order set of equations are obtained for the case of a porous half-space cooled on its boundary. These solutions provide estimates of the growth-rate of a hydrate layer and the volume fraction of hydrate present. The model predicts that the layer grows on the thermal diffusion timescale with the phase-change interface moving at a rate which is proportional to the square root of time. The predicted hydrate volume fraction is determined by the rate at which compositional diffusion can supply gas to the moving interface. For the formation of a methane hydrate layer, the model generally predicts a hydrate volume fraction that is less than 1%.

The modelled conditions are simulated in a reaction chamber constructed from a cast acrylic tube, 0.7 m in length, with an inner diameter of 0.14 m. To test the apparatus,
experiments were conducted in which the growth-rate of an ice layer in the sand-filled reaction chamber was monitored using RTD temperature probes. These experiments demonstrate that a simplified version of the hydrate formation model describes the formation of an ice layer in a porous medium. CO₃ was used as the hydrate former to test the predictions for the growth-rate of a hydrate layer and the layer's hydrate content. CO₂ has a high solubility in water, and the model predicts a much greater hydrate volume fraction for a CO₂ hydrate layer than that for a low solubility gas such as methane. During hydrate formation experiments, the temperature probes were unsuccessful at detecting the position of the hydrate phase-change interface. At the end of some experiments, the pressure was reduced to dissociate the hydrate so that the presence of hydrate might be detected. However, the temperature probes failed to definitively identify the associated consumption of latent heat. This is despite the recovery of an ice-hydrate mixture following one such experiment. Additional instrumentation employing acoustic or electrical techniques may be necessary to quantitatively assess the model predictions.
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Chapter 1

Introduction

1.1 Background

Natural gas hydrates belong to the class of nonstoichiometric compounds known as clathrate hydrates (hereafter referred to simply as hydrates). These crystalline structures consist of ice-like lattices of water molecules stabilized at high pressures and low temperatures by "guest" gas molecules occupying cavities between the water molecules. An important property of hydrates is their ability to store large amounts of gas in a relatively small volume. One cubic meter of methane hydrate, the most commonly occurring variety in the shallow subsurface, may contain the equivalent of up to 164 m$^3$ of methane gas at standard temperature and pressure conditions [Kvenvolden, 1993]. Total worldwide hydrate reserves are estimated to contain $10^{18}$ g of carbon; about twice the carbon in all the conventional coal, oil, and gas reserves on land [Appenzeller, 1991]. Despite these impressive statistics, many questions remain unanswered as to the origin and distribution of naturally occurring hydrates.

Upon discovery early in the last century, hydrates were regarded mainly as a laboratory curiosity, with initial studies concentrating on finding new hydrate formers and characterizing hydrate properties, lattice structures, and phase diagrams [see Jeffrey and McMullen, 1967, for a review]. Hammerschmidt, [1934] was the first to realize the potential impact of hydrates on the oil and gas industry when he showed that they could
form and disrupt pipeline flows. A further problem arose when exploratory drilling penetrated methane hydrate deposits, causing them to dissociate and release large volumes of flammable gas. A field of research opened into the effects on hydrate phase equilibria of "inhibitors" which can help prevent disruption of gas flows through pipelines, and reduce the drilling hazard [Englezos and Bishnoi, 1988; Bishnoi and Dholabhai, 1993; Lederhos et al., 1993].

Recently, seismologists have identified vast reserves of hydrates located in the Arctic [Collett, 1993], and beneath the sea floor off continental margins [Collins and Watkins, 1985; Ginsburg et al., 1989; Hyndman and Spence, 1992]. Much of the current hydrate research is motivated both by the desire to extract the natural gas component for use as a clean-burning fuel [Cherskii and Bondarev, 1972; Collett, 1992], and to determine the effect that a possible release of the trapped greenhouse gas, methane, may have on the global climate [Nisbet, 1990; Paull et al., 1991; Loehle, 1993]. It has also been proposed that hydrates be used in such engineering applications as the storage of natural gas in subterranean reservoirs, the filtering of septic waste, and the desalination of drinking water [Sloan, 1990]. Before these potentials may be properly assessed, one must first understand the processes involved in hydrate formation.

In order for formation to occur, there must be an adequate supply of gas and water molecules coexisting within the appropriate temperature and pressure regime. In the case of marine sediments, the sea floor temperature is relatively constant at a few degrees above zero. Since methane is the main guest constituent in naturally occurring hydrates, the methane hydrate phase diagram suggests that an excess of 300 m of hydrostatic head is necessary for hydrates to be stable at the sea floor. The pressure rises as the distance below the sea floor is increased, bringing about a corresponding increase in the hydrate equilibrium temperature. The base of the stability field is determined by the geothermal gradient; at some depth the temperature rises above the equilibrium temperature at that
pressure, and hydrates may no longer exist. This depth is commonly associated with a discontinuity in acoustic impedance between partially hydrated sediment with a relatively high elastic velocity, and fluid saturated sediment, possibly including a small amount of free gas. The resulting seismic reflection, termed the BSR or bottom simulating reflector, is often used to map the extent of marine hydrate deposits [e.g. Hyndman and Spence, 1992].

Although most of the ocean floor is within the hydrate stability field, sufficient organic material for gas production is normally restricted to the continental shelf area. Natural gas may be produced either by the biogenic degradation of this organic material or by thermogenic production as a result of chemical reactions at greater depths [Claypool and Kaplan, 1974]. One theory of hydrate formation holds that the gas contained in these deposits comes exclusively from in situ biogenic production, with negligible transport of gas into the stability field. Proponents of the in situ formation theory [e.g., Kvenvolden and Barnard, 1983] refer to geochemical data to justify their position. Isotopic analysis of methane from samples of hydrated sediments suggests that it is primarily biogenic in origin; furthermore, the concentrations of higher order hydrocarbons such as ethane and propane are lower than might be expected from natural gas of a thermogenic origin [e.g. Pflaum et al., 1985]. This suggests that gas migration from depths where thermogenic hydrocarbons are produced is insignificant. However, Hyndman and Davis, [1992], have argued that the relatively high hydrate volume fractions inferred from seismic observations are incompatible with plausible levels of in situ gas production, implying that there must be some mechanism for concentrating the gas within the stability field. In their formation model, gas is carried by the pore fluid into the stability field where it is incorporated into the hydrate structure. While this theory appears to contradict the geochemical evidence, it is possible that some process such as isotope fractionation has biased the analysis of the recovered methane to make it appear to have a purely biogenic
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origin [Minshull et al., 1994]. In addition, the higher buoyancy of methane may allow it to be transported further than heavier hydrocarbons thus making the mixture of gases rich in methane. As yet no quantitative analysis of the implications of these competing theories on the properties of hydrate deposits has been reported.

To be stable, a hydrate crystal must surpass some critical size or it will diffuse away. Once this size is reached, new hydrate may nucleate onto the existing structure much more easily. Some have argued that the low solubility of hydrocarbons in water requires that free gas be present for hydrate formation [e.g., Sloan, 1990]. However, while free gas should facilitate initial hydrate nucleation, its absence merely decreases the probability of nucleation. For systems operating on geological timescales this should not pose a problem. In addition, the porous media may play a role in collecting dissolved gas molecules. Laboratory research has revealed that once primary nucleation occurs, kinetic effects are not particularly important in subsequent hydrate growth [Sloan, 1990]. Indeed Mashirov et al., [1991] have reported success in simulating hydrate formation from dissolved gas.

To date, aside from thermodynamic predictions of hydrate equilibrium conditions [e.g. Englezos, 1992], mathematical analysis in this field has been mainly restricted to predicting the dissociation rates of hydrate deposits [Selim and Sloan, 1989; Tsypkin, 1991; 1992a; 1992b]. For the most part this research has been motivated by a desire to assess the viability of various methods of gas recovery in Arctic locations. The dissociation is forced to proceed rapidly so that large amounts of free gas are liberated and this gas phase becomes more important than the liquid phase to the dynamics of heat and mass transport. In contrast, formation probably occurs from small amounts of gas dissolved or suspended in liquid, so the system is expected to be dominated by heat and mass transport within the liquid. Major physical differences between the slow formation and the rapid dissociation of hydrate deposits necessitate the development of a new formulation to understand the generation and growth of a hydrate layer. In the dissociation
problem, the forcing conditions which promote the phase change are imposed and hence well known. The in situ hydrate formation conditions are not well known, but comparisons between theoretical predictions and observations will help to resolve some of this ambiguity.

1.2 Scope of Study

The goal of this work is to develop a quantitative model of hydrate formation and accumulation within a porous medium. Such models are needed to properly assess the amount and distribution of hydrate that may be expected to exist under varying physical conditions, and the time required for a layer to form. Seismic investigations are normally able to detect only the BSR, which marks the base of the stability field. Model predictions may be used to improve estimates of the total hydrate content above the BSR, which is largely unconstrained by seismic data, but vital in the assessment of the hydrate resource potential.

The timescale required for layer formation has important implications for global change and ice-age dynamics. It has been argued that global warming might warm the sea floor, leading to a release of methane from hydrates, which would accelerate the greenhouse effect. On the other hand, global warming would melt polar ice caps, which would raise sea level and allow larger regions of the continental shelf to support hydrate growth, providing a sink for methane and a lessening of the greenhouse effect. During an ice age, the drop in sea level could destabilize hydrate deposits, and the corresponding release of greenhouse gasses could help to end the ice age. In another scenario, the increased pressure in polar regions beneath ice sheets might allow more hydrates to form, and less methane would escape from the tundra, resulting in lower concentrations
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of greenhouse gases in the atmosphere, and a prolonged ice age. These competing hypotheses motivate several questions. Which, if any, of these processes is important? Can a hydrate layer be reformed during the interglacial period? If the sea level drops by 100 m, what volume of hydrate becomes unstable? These are the types of problems that may only be properly addressed if the spatial distribution of hydrate in the sediment column and the time required for a hydrate layer to form are first determined.

The approach taken towards investigating the problem of hydrate formation is to compare theoretical formulations based on conservation principles with data from laboratory simulations. Several difficulties are apparent from the outset. The mechanics of hydrate formation are not well understood. Is it an in situ formation process, or does the gas migrate from below? Is free gas required, or can hydrates form from gas dissolved in the liquid? Even if these processes do occur in nature, is it possible to simulate them in the laboratory and to accurately detect what is happening? Is the mathematical problem even tractable? If these difficulties are overcome and the modelling is successful we will have developed quantitative tools to contribute to the study of more fundamental problems.

The second chapter begins with a simple physical model describing a plausible hydrate formation environment. This is then translated into a set of mathematical conditions which must be satisfied in order to uphold the conservation laws. Simplifications are made based on scaling arguments, and dimensionless equations are presented. In Chapter 3 the solution to a reduced set of equations is presented for a scenario which may be easily replicated within the laboratory. A description of the laboratory apparatus and measurement techniques is found at the beginning of Chapter 4. Experimental methods and results are then produced for a related problem, the development of an ice layer in a porous medium. To complete the chapter, the results of laboratory efforts to simulate the modelled hydrate formation conditions are presented. Chapter 5 contains a discussion
of the implications of the theoretical predictions and laboratory simulations. The work is summarized in Chapter 6, along with a few brief recommendations on the course of future research efforts.
Chapter 2

Theoretical Development

2.1 A Physical Model

A physical model of the hydrate formation process must be adopted prior to the derivation of the governing equations. Figure 2.1 shows a schematic diagram of a plausible hydrate formation environment based on conditions found in marine sediments. The pressure $P$ increases with depth primarily due to the increased hydrostatic pressure, although there may also be a small non-hydrostatic component of the pressure gradient $\nabla P'$ which drives fluid flow. The temperature $T$ increases with depth because of the geothermal gradient, and causes the temperature to surpass the equilibrium hydrate temperature at some level. A boundary results between sediments which may contain hydrate, above, and sediments which may not, below.

Gas is transported through the sediment column by advection, along with or separate from the pore liquid. The gas will travel at a rate which differs from the liquid transport velocity $u$ only if a significant portion of the pore space is occupied by free gas [Honarpour et al., 1986]. If it is dissolved, or if only a few percent of the pore volume contains free gas, it will travel at $u$. Since gas concentrations are normally thought to be quite low, the mixture of liquid and gas is modelled as an incompressible fluid, travelling at velocity $u$ through the homogeneous, stationary porous medium. Gradients in gas concentration $c$ also drive the transport of gas by diffusion and dispersion.

Once the gas crosses the base of the stability field, hydrate nucleates and begins to fill
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Fluid and Sediment Mixture

\[ \nabla P \downarrow \hspace{2cm} \downarrow \nabla T \]

Moving Boundary

Fluid, Sediment, and Hydrate Mixture

Base of Stability Field

\[ u \uparrow \hspace{2cm} \downarrow \nabla c \]

Fluid and Sediment Mixture

Figure 2.1: Physical Model of Hydrate Formation
The hydrate formation environment is modelled as a homogeneous sediment column. A hydrate layer begins to form at the base of the stability field where the pressure \( P \) and temperature \( T \) permit it to develop. Gas may be brought to the layer by the fluid moving with velocity \( u \), and by chemical diffusion down the concentration gradient \( \nabla c \).
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a portion of the pore space. The hydrate saturation level $h$ should affect both the bulk thermal properties, and the effective permeability of the fluid, sediment, and hydrate mixture. A hydrate layer develops as gas is transported up the sediment column. The position of the moving boundary and the hydrate pore fraction distribution are controlled both by the system's ability to discharge the latent heat of formation, and the speed with which gas can be supplied to the hydrate structure.

2.2 Mathematical Formulation of Problem

The unknown fields in this problem, such as the fluid velocity $u$, temperature $T$, pressure $P$, and gas concentration $c$ are governed by conservation equations. The conservation laws for momentum, mass, energy, and gas may be applied to the physical model to generate a mathematical representation of the system. An attempt has been made to keep the derivations as general as possible, leaving simplifications for section 2.3. A list of symbols is contained in Appendix A.

2.2.1 Conservation of Momentum

The momentum conservation equation takes the form of Darcy's law [e.g., Phillips, 1991, p. 27],

$$u = -g(h)\frac{k}{\eta} \nabla P', \quad (2.1)$$

which states that the fluid velocity $u$ is proportional to the non-hydrostatic pressure gradient $\nabla P'$. The constants of proportionality are the permeability of the sediment $k$ and the dynamic viscosity of the fluid $\eta$. The function $g(h)$ is a relative permeability function which includes the effects of changes in the volume fraction of hydrate in the pore space $h$. No fluid may flow when the pore space is completely cemented by hydrate so $g(1)$ must be 0. At the other extreme, when no hydrate is present the flow is restricted
by \( k \), the intrinsic permeability of the sediment, so \( g(0) \) must be 1.

In deriving the remaining three conservation equations, the balance relations are applied to a fixed arbitrary representative volume \( \Omega \) with surface element \( dS \). The enclosed material is treated as a continuum of solid grains, pore fluid, and hydrate.

### 2.2.2 Conservation of Mass

Any change in mass within the fixed volume \( \Omega \) must be accounted for by net mass flux across its boundaries. The total mass is simply the sum of the masses of the individual components contained within the volume, which is expressed as

\[
\int_{\Omega} [\rho_f \phi (1-h) + \rho_h \phi h + \rho_s (1 - \phi)] \, d\Omega ,
\]

where \( \phi \) is porosity, \( h \) is the fraction of the pore space occupied by hydrate, and \( \rho_f, \rho_h, \) and \( \rho_s \) are the densities of the fluid, the hydrate, and the solid grains, respectively.

Since the sediment matrix and the hydrate remain stationary, the only way for mass to escape the volume is through the fluid. The net mass transport across the boundary depends on the orientation of the interstitial fluid velocity vector \( \mathbf{v} \) relative to the boundary. The surface element \( dS \) is a vector with unit outward normal, so the velocity with which the fluid exits \( \Omega \) is \( \mathbf{v} \cdot dS \). Thus, the mass flux into \( \Omega \) is given by

\[
\int_{S} \rho_f \phi (1-h) \mathbf{v} \cdot dS \equiv -\int_{S} \rho_f \mathbf{u} \cdot dS ,
\]

where \( \mathbf{u} \) is the macroscopic transport velocity appearing in Darcy's law, equation (2.1).

This surface integral may be transformed into a volume integral using the divergence theorem to give

\[
-\int_{S} \rho_f \mathbf{u} \cdot dS = -\int_{\Omega} \rho_f \nabla \cdot \mathbf{u} \, d\Omega .
\]

The mass balance becomes

\[
\frac{\partial}{\partial t} \int_{\Omega} [\rho_f \phi (1-h) + \rho_h \phi h + \rho_s (1 - \phi)] \, d\Omega = -\int_{\Omega} \rho_f \nabla \cdot \mathbf{u} \, d\Omega .
\]
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The volume \( \Omega \) is arbitrary, and the two integrands are continuous functions, so the integrands themselves can be equated, yielding

\[
\frac{\partial}{\partial t} [\rho_f \phi (1 - h) + \rho_h \phi h + \rho_s (1 - \phi)] = -\rho_f \nabla \cdot \mathbf{u}.
\]  

(2.6)

The incompressibility condition means that the densities \( \rho_f, \rho_h, \) and \( \rho_s \) are constant; thus the mass conservation equation reduces to

\[
\phi (\rho_f - \rho_h) \frac{\partial h}{\partial t} = \rho_f \nabla \cdot \mathbf{u}.
\]  

(2.7)

Equation (2.7) reveals that a density difference between the hydrate and fluid, will result in a divergence of flow whenever hydrate is produced. However, when the density difference is small, and the rate of hydrate production \( \partial h / \partial t \) is small, the resulting fluid flow will be approximately solenoidal (e.g. \( \nabla \cdot \mathbf{u} \approx 0 \)).

2.2.3 Conservation of Energy

The first law of thermodynamics [e.g. Denbigh, 1981, p. 19]

\[
dU = dQ - dW + \mu dc,
\]  

(2.8)

states that changes in a system's internal energy \( dU \) must be balanced by heat flux into the system \( dQ \), work done by the system \( dW \), and the change in chemical energy \( \mu dc \) associated with mixing system components. In the hydrate formation problem, the mixing term \( \mu dc \) is expected to be small since only small amounts of gas are available, and the change in gas concentration \( dc \) must therefore be small. If the work done against viscous forces is also negligible, only pressure work need be considered, and (2.8) may be rewritten as

\[
dU = dQ - PdV.
\]  

(2.9)
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Hydrate formation in nature occurs at roughly constant pressure; consequently it is useful to rewrite (2.9) in terms of the enthalpy of the system $H$ which is defined as

$$H = U + PV .$$  \hfill (2.10)

In differential form (2.10) becomes

$$dH = dU + PdV + VdP$$  \hfill (2.11)

and, upon substitution into equation (2.9), it gives

$$dH = dQ + VdP .$$  \hfill (2.12)

Thus, for constant pressure processes, conservation of energy may be written as

$$dH = dQ ,$$  \hfill (2.13)

which indicates that changes in enthalpy must be balanced by heat flux.

This principle may be applied to the control volume $\Omega$ where the change in total enthalpy is equivalent to the sum of the enthalpy changes for the individual components. With the specific enthalpies of the fluid, hydrate, and solid grains represented by $H_f$, $H_h$, and $H_s$, the total enthalpy change within $\Omega$ is equal to

$$\frac{\partial}{\partial t} \int_{\Omega} [\rho_f H_f\phi(1 - h) + \rho_h H_h\phi h + \rho_s H_s(1 - \phi)] \, d\Omega .$$  \hfill (2.14)

Heat flux across the boundary $dS$ may result from energy carried by the advecting fluid, or from conduction of energy through the bulk material. The amount of energy transported across the boundary by the advecting fluid is a function of the relative orientations of the velocity vector $\mathbf{v}$ and the surface element $dS$. The total advective transport into $\Omega$ is

$$- \int_{S} \rho_f H_f\phi(1 - h)\mathbf{v} \cdot dS \equiv - \int_{\Omega} \nabla \cdot (\rho_f H_f \mathbf{u}) \, d\Omega ,$$  \hfill (2.15)
where the divergence theorem has been used once again to convert the surface integral into a volume integral.

The thermal conductivity of the bulk mixture is a function of the volume fraction of hydrate in the pore space $h$. Defining the effective thermal conductivity as $K_e(h)$ enables Fourier's law for the conductive energy flux into $\Omega$ to be written as

$$\int_S K_e(h) \nabla T \cdot dS \equiv \int_\Omega \nabla \cdot (K_e(h) \nabla T) \, d\Omega \quad (2.16)$$

Once again, the integrals in equations (2.14), (2.15), and (2.16), are calculated on the same arbitrary volume $\Omega$ and the integrands are continuous, so equation (2.13) becomes

$$\rho_f \phi (1 - h) \frac{\partial H_g}{\partial t} + \rho_h \phi h \frac{\partial H_h}{\partial t} + \rho_s (1 - \phi) \frac{\partial H_f}{\partial t} + \rho_s (H_h - H_f) + \rho_f (\rho_h - \rho_f) \frac{\partial h}{\partial t}$$

$$+ \rho_f H_f \nabla \cdot u = -\rho_f u \cdot \nabla H_f + K_e(h) \nabla^2 T + \frac{dK_e(h)}{dh} \nabla T \cdot \nabla h \quad (2.17)$$

This version of the energy conservation equation, while complete, is not immediately useful because the enthalpy of a substance is not directly measurable. Instead it is desirable to rewrite (2.17) in terms of temperature. For a constant pressure process, the change in specific enthalpy is related to the change in temperature by

$$dH = C_p dT \quad (2.18)$$

where $C_p$ is the specific heat capacity at constant pressure. The fluid, hydrate, and solid grains are characterized by different values of $C_p$. In addition, the heat capacity itself varies with temperature, however this thermal dependence may be ignored for small temperature changes. The difference between the enthalpy of the fluid and the enthalpy of the hydrate is equivalent to the latent heat of formation of the hydrate. If the latent heat per unit mass of hydrate is represented as $L_h$ then

$$L_h = H_f - H_h \quad (2.19)$$
Using equations (2.18) and (2.19), the energy balance becomes

\[\frac{\partial T}{\partial t} + \nabla \cdot \mathbf{u} = -\nabla \cdot \mathbf{T} \quad \text{(2.20)}\]

where the specific heats of the fluid, the hydrate, and the solid grains at constant pressure are given by \(C_f\), \(C_h\), and \(C_s\).

The notation may be simplified by defining the functions \(\Gamma(h)\) and \(\kappa_e(h)\) as

\[\Gamma(h) = \frac{\rho_f C_f \phi(1 - h) + \rho_h C_h \phi h + \rho_s C_s (1 - \phi)}{\rho_f C_f}, \quad (2.21)\]

and

\[\kappa_e(h) = \frac{K_e(h)}{\rho_f C_f}, \quad (2.22)\]

where \(\Gamma(h)\) is a normalized bulk heat capacity, and \(\kappa_e(h)\) is the effective thermal diffusivity. Furthermore, the divergence of velocity may be eliminated by using the expression for conservation of mass from equation (2.7). The final form of the energy conservation equation becomes

\[\Gamma(h) \frac{\partial T}{\partial t} = \kappa_e(h) \nabla^2 T - \mathbf{u} \cdot \nabla T + \frac{\rho_h \phi L_h \partial h}{\rho_f C_f} \frac{\partial h}{\partial t} + \frac{dK_e(h)}{dh} \nabla T \cdot \nabla h, \quad (2.23)\]

The term on the left is the change in heat content with time. The first two terms on the right account for diffusion and advection of heat, respectively. The third term is the heat production resulting from formation or dissociation of hydrate. The final term is present because any change in thermal properties due to variations in hydrate concentration will affect the manner in which heat is transported by conduction, much like changes in electrical resistivity affect the conduction of electrical energy.

### 2.2.4 Conservation of Gas

The final governing equation is based on conservation of gas. In this problem, changes in the gas content within \(\Omega\) may occur due to advection, diffusion, and dispersion. If the
mass fraction of gas in the fluid is $c$, and the concentration of gas in the hydrate is $c_h$, then the change in mass of gas within $\Omega$ is given by

$$\frac{\partial}{\partial t} \int_\Omega [\rho_f c \phi (1 - h) + \rho_h c_h \phi h] \, d\Omega . \quad (2.24)$$

In general, since hydrates are nonstoichiometric compounds, the ratio of gas to water molecules may vary within them. In practice, however, the ratio is nearly constant [Sloan, 1990] and thus $c_h$ may be treated as a constant.

The hydrate is stationary, but the pore fluid may carry gas. The term for advective gas flux is similar to equation (2.15) for advective energy flux, namely

$$-\int_S \rho_f c \phi (1 - h) \mathbf{v} \cdot d\mathbf{S} \equiv -\int_\Omega \nabla \cdot (\rho_f c \mathbf{u}) \, d\Omega . \quad (2.25)$$

Gas may also be transported by molecular diffusion. When the gas concentration is small, the effects of the temperature gradient on the diffusive flux are small in comparison to those of the gradient of the chemical potential $\mu$ of the fluid mixture [Landau and Lifshitz, 1987, p. 232]. The diffusive flux $i_c$ may then be written as

$$i_c = -\phi (1 - h) \nabla \mu \quad (2.26)$$

where the gradient of the chemical potential is given by

$$\nabla \mu = \left( \frac{\partial \mu}{\partial c} \right)_{P,T} \nabla c + \left( \frac{\partial \mu}{\partial T} \right)_{c,P} \nabla T + \left( \frac{\partial \mu}{\partial P} \right)_{T,c} \nabla P . \quad (2.27)$$

The partial derivatives in (2.27) are replaced with the chemical diffusion coefficient $D_c$ and the barodiffusion coefficient $k_P$ defined as

$$D_c = \frac{1}{\rho_f} \left( \frac{\partial \mu}{\partial c} \right)_{P,T} , \quad (2.28)$$

and

$$k_P = P \left( \frac{\partial \mu}{\partial P} \right)_{T,c} \left( \frac{\partial \mu}{\partial c} \right)_{P,T}^{-1} \quad (2.29)$$
Using these definitions, and neglecting the effects of temperature gradients gives

\[ i_c = -\rho_f \phi (1 - h) D_c (\nabla c + \frac{k_P}{P} \nabla P) . \tag{2.30} \]

The term involving the pressure gradient is retained because of the large hydrostatic gradient.

The dispersive flux \( i_d \) depends on the dispersion coefficient \( D_d \) which is proportional to the fluid velocity, and to a correlation length which is comparable to the grain size of the sediment. This dispersive flux is expressed as

\[ i_d = -\rho_f \phi (1 - h) D_d \nabla c . \tag{2.31} \]

The combination of diffusive and dispersive flux of gas out of the control volume amounts to

\[ -\int_S (i_c + i_d) \cdot dS = -\int \nabla \cdot (i_c + i_d) \, d\Omega \]

\[ = \int \rho_f \phi \nabla \cdot \{(1 - h)[(D_c + D_d) \nabla c + D_c \frac{k_P}{P} \nabla P]\} \, d\Omega . \tag{2.32} \]

The change in gas content, (2.24), is equal to the sum of the two transport terms from (2.25) and (2.32), so that

\[ \rho_f \phi \frac{\partial}{\partial t} [c(1 - h) + \frac{\rho_h}{\rho_f} c_h h] = -\rho_f c \nabla \cdot u - \rho_f u \cdot \nabla c \]

\[ + \rho_f \phi \nabla \cdot \{(1 - h)[(D_c + D_d) \nabla c + D_c \frac{k_P}{P} \nabla P]\} . \tag{2.33} \]

Rearranging terms and using conservation of mass, (2.7), to eliminate the term involving the divergence of velocity gives

\[ (1 - h) \frac{\partial c}{\partial t} = (1 - h)(D_c + D_d) \nabla^2 c - \frac{1}{\phi} u \cdot \nabla c + \frac{\rho_h}{\rho_f} c_h (c - c_h) \frac{\partial h}{\partial t} - \]

\[ (D_c + D_d) \nabla c \cdot \nabla h + D_c k_P \nabla \cdot \left( \frac{1 - h}{P} \nabla P \right) . \tag{2.34} \]
This equation is quite similar in form to the energy conservation equation. Changes in the fluid's gas content are caused by diffusion and dispersion, advection, transfer into the hydrate structure, and spatial variations in the hydrate volume fraction. One additional term appears, the final term on the right hand side which reflects the contribution of pressure driven gas diffusion.

2.2.5 Summary

To summarize, the governing equations for the formation of gas hydrates in a homogeneous porous medium are:

\[ \mathbf{u} = -g(h) \frac{k}{\eta} \nabla P', \]  
\[ \rho_f \nabla \cdot \mathbf{u} = \phi (\rho_f - \rho_h) \frac{\partial h}{\partial t}, \]  
\[ \Gamma(h) \frac{\partial T}{\partial t} = \kappa_e(h) \nabla^2 T - \mathbf{u} \cdot \nabla T + \frac{\rho_h \phi L_h}{\rho_f C_f} \frac{\partial h}{\partial t} + \frac{d \kappa_e(h)}{d h} \nabla T \cdot \nabla h, \]  
and

\[ (1 - h) \frac{\partial c}{\partial t} = (1 - h)(D_c + D_d) \nabla^2 c - \frac{1}{\phi} \mathbf{u} \cdot \nabla c + \frac{\rho_h (c - c_h)}{\rho_f} \frac{\partial h}{\partial t} \\
-(D_c + D_d) \mathbf{c} \cdot \nabla h + D_c k_P \nabla \cdot \left( \frac{1 - h}{P} \nabla P \right). \]  

Analytical solutions to this set of four coupled nonlinear partial differential equations are not expected to exist in most circumstances, so in general numerical techniques would be required to solve the system in this form. However, scaling arguments may be used to reduce the complexity of the system by identifying and eliminating insignificant terms. In the following section, simplifications based on estimated physical parameters are used to help generate the final set of leading order nondimensional equations used in subsequent analysis.
2.3 Nondimensional Equations

In marine sediments, the temperature, gas concentration, pressure, and fluid velocity profiles are often only dependent on the depth below the sea floor. Restricting our attention to 1-D problems simplifies the mathematics considerably without neglecting any of the essential physics of the problem. The approximations which follow are used to further reduce the difficulty of the problem and produce a set of leading order equations to which analytical solutions may be found. Terms which are neglected are expected to have only a minor influence on the hydrate formation process, and their effects may be accounted for using perturbation techniques.

As mentioned earlier, the mass conservation equation, (2.36), indicates that volume changes associated with hydrate production will produce fluid flow. However, the difference in density between hydrate and water is less than 10%, so the volume change is not very large. Provided the rate of hydrate production $\partial h/\partial t$ is not too high the flow will be solenoidal, and I can approximate (2.36) by

$$\nabla \cdot \mathbf{u} = 0 .$$  \hfill (2.39)

In one dimension this implies that the velocity does not depend on position (i.e. $\partial u/\partial z = 0$).

To further aid in the analysis, a number of characteristic, or representative scales are used to help assess the relative importance of the various terms in the energy and gas conservation equations (equations (2.37) and (2.38)). While the choice of scales is not unique, the physical processes involved in the problem render some scales more useful than others. Both energy and gas are transported by advective and diffusive mechanisms. The relative importance of advection and diffusion may be assessed by introducing a
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diffusive time scale,

\[ t_r = \frac{z_r^2}{\kappa_e(0)} = \frac{z_r^2}{\kappa_e}, \]  

(2.40)

and the corresponding velocity scale,

\[ u_r = \frac{z_r}{t_r} = \frac{\kappa_e}{z_r}. \]  

(2.41)

Physically, \( u_r \) is the velocity required to traverse the length scale \( z_r \) in the time scale \( t_r \); if \( u \) is small compared with \( u_r \), then transportation by advection will be small. The associated nondimensional variables \( \tilde{t}, \tilde{z}, \) and \( \tilde{u} \) are defined as

\[ \tilde{t} = \frac{t}{t_r}, \quad \tilde{z} = \frac{z}{z_r}, \quad \text{and} \quad \tilde{u} = \frac{u}{u_r}. \]  

(2.42)

The temperature and composition are made nondimensional using typical variations, \( \Delta T \) and \( \Delta c \), as representative scales. Thus the dimensionless temperature \( \bar{T} \) and composition \( \bar{c} \) may be written as

\[ \bar{T} = \frac{T - T_0}{\Delta T}, \]  

(2.43)

and

\[ \bar{c} = \frac{c - c_0}{\Delta c}, \]  

(2.44)

where \( T_0 \) and \( c_0 \) are constant values which provide a convenient origin for these nondimensional quantities.

With this choice of scales, the one-dimensional energy and gas conservation equations (refer to (2.37) and (2.38)) become

\[ \Gamma(h) \frac{\partial \bar{T}}{\partial \tilde{t}} = \frac{\kappa_e(h)}{\kappa_e} \frac{\partial^2 \bar{T}}{\partial \tilde{z}^2} - \bar{u} \frac{\partial \bar{T}}{\partial \tilde{z}} + S_{Th} \frac{\partial h}{\partial \tilde{t}} + \frac{1}{\kappa_e} \frac{d \kappa_e(h)}{dh} \frac{\partial \bar{T}}{\partial \tilde{z}} \frac{\partial h}{\partial \tilde{z}}, \]

(2.45)

and

\[ \phi (1 - h) \frac{\partial \bar{c}}{\partial \tilde{t}} = (1 - h) \frac{\partial^2 \bar{c}}{\partial \tilde{z}^2} - \tilde{u} \frac{\partial \bar{c}}{\partial \tilde{z}} + \phi \frac{\rho h}{\rho_f} (\bar{c} - \bar{c}_h) \frac{\partial h}{\partial \tilde{t}} \]

\[ - \frac{\partial \bar{c}}{\partial \tilde{z}} \frac{\partial h}{\partial \tilde{z}} + \frac{k_p D_c}{(D_c + D_d) \Delta c \partial \tilde{z}} \left( \frac{1 - h}{P} \frac{\partial P}{\partial \tilde{z}} \right), \]

(2.46)
where the nondimensional parameters $S_{Th}$, $\alpha$, and $\tilde{c}_h$ are defined as:

$$S_{Th} = \frac{\rho_h \phi L_h}{\rho_f C_f \Delta T},$$

(2.47)

$$\alpha = \frac{\kappa_e}{\phi (D_c + D_d)},$$

(2.48)

and

$$\tilde{c}_h = \frac{c_h - c_0}{\Delta c}.$$  

(2.49)

The Stefan number $S_{Th}$ measures the importance of the heat produced by hydrate production relative to the heat required to raise the system’s temperature. If $S_{Th}$ is large, for instance, the phase change should proceed slowly as the system struggles to transport away the latent heat. The Lewis number $\alpha$ indicates the relative ease with which heat and gas are transported by diffusion. The hydrate gas concentration parameter $\tilde{c}_h$ describes the amount of gas required to stabilize the hydrate structure. The importance of these three dimensionless quantities will be illustrated in Chapter 3.

The coefficients of equations (2.45) and (2.46) reveal the relative importance of the various terms. In the temperature equation, for example, if $\tilde{u}$ is much greater than $\kappa_e(h)/\kappa_e$ (e.g. the coefficient of the diffusive term), then advection dominates. Using the definition of the effective thermal diffusivity from (2.22), the coefficient of the diffusive term in (2.45) may be expressed as

$$\frac{\kappa_e(h)}{\kappa_e} = \frac{K_e(h)}{K_e(0)},$$

which is roughly order unity because the thermal conductivities of pure hydrate and pure water are quite similar [Sloan, 1990]. Thus, advection dominates the heat transport when $\tilde{u}$ is large compared to unity; equivalently, the dimensional transport velocity $u$ must be large compared with the reference velocity $u_r$. Using the definitions of $u_r$ and $t_r$ from (2.41) and (2.40), advection dominates in the thermal equation when

$$u >> \frac{\kappa_e}{z_r}.$$  

(2.50)
A similar argument for the gas conservation equation, (2.46), indicates that advection dominates if the coefficient, $\alpha \bar{u}$, of the advective term is much greater than unity. Thus advection dominates if

$$\bar{u} \gg \frac{1}{\alpha(1-h)} , \quad (2.51)$$

or

$$u \gg \frac{\phi(D_c + D_d)}{z_r(1-h)} . \quad (2.52)$$

In the submarine environment, hydrate layers are of the order of 100 m thick. The typical changes in the temperature and gas concentration which are used to define $\tilde{T}$ and $\tilde{c}$ occur over this length scale. Typical thermal diffusivities are of the order of $10^{-6}$ m$^2$/s. This implies that thermal diffusion dominates if

$$u \ll \frac{\kappa_c}{z_r} \approx 10^{-8} \text{ m/s} ,$$

and advection dominates if

$$u \gg \frac{\kappa_c}{z_r} \approx 10^{-8} \text{ m/s} .$$

A typical porosity for unconsolidated marine sediments containing hydrates is 50% [Yuan et al., 1994]. Experimental measurements of the chemical diffusivities of light hydrocarbons in sedimentary rocks have been reported with values ranging from the order $10^{-8}$ to $10^{-12}$ m$^2$/s [Kroos and Leythaeuser, 1988]. The diffusivity tends to be higher for smaller gas molecules and higher porosity sediments. Since methane is the smallest hydrocarbon molecule, and the porosity of marine sediments is high, a chemical diffusivity on the order of $10^{-8}$ m$^2$/s is taken for this analysis; this suggests that provided the hydrate volume fraction is not close to one, chemical diffusion and dispersion are the dominant gas transport mechanisms if

$$u \ll \frac{\phi(D_c + D_d)}{z_r(1-h)} \approx 5 \times 10^{-11} \text{ m/s} ,$$
and advection dominates if

\[ u >> \frac{\phi(D_e + D_d)}{z_e(1 - h)} \approx 5 \times 10^{-11} \text{m/s}. \]

Values given in the literature for fluid transport velocities in marine sediments vary widely and hydrate layers are formed in different types of velocity regimes. Hyndman et al. [1993] report an upper bound of \( 4 \times 10^{-11} \text{ m/s} \) on the fluid velocity in the Cascadia accretionary margin where large deposits of hydrates are located. This suggests that diffusion certainly dominates in the temperature equation, and since this velocity is an upper bound, advection may be neglected in the gas conservation equation in most regions as well.

The final term in (2.46) reflects the role of pressure driven diffusion of gas on the dynamics of the problem. Unfortunately the value of the barodiffusion coefficient \( k_P \) is poorly constrained, and hence the relative importance of this process cannot be assessed. The following analysis proceeds on the assumption that compositional gradients dominate the diffusion of gas. In this case the nondimensional 1-D energy and gas conservation equations become

\[
\Gamma(h) \frac{\partial \bar{T}}{\partial \bar{t}} = \frac{\kappa_e(h)}{\kappa_e} \frac{\partial^2 \bar{T}}{\partial \bar{z}^2} + S_{Th} \frac{\partial \bar{h}}{\partial \bar{t}} + \frac{1}{\kappa_e} \frac{d \kappa_e(h)}{dh} \frac{\partial \bar{T}}{\partial \bar{z}} \frac{\partial \bar{h}}{\partial \bar{z}},
\]

and

\[
\phi(1 - h) \alpha \frac{\partial \bar{e}}{\partial \bar{t}} = (1 - h) \frac{\partial^2 \bar{c}}{\partial \bar{z}^2} + \phi \frac{\rho_h}{\rho_f} \left( \bar{c} - \bar{c}_h \right) \frac{\partial \bar{h}}{\partial \bar{t}} - \frac{\partial \bar{c}}{\partial \bar{z}} \frac{\partial \bar{h}}{\partial \bar{z}}.
\]

In Chapter 3, solutions to these equations are presented for a problem which may be simulated in the laboratory to test the theory and the validity of the assumptions.
Chapter 3

An Analytical Model of Hydrate Formation

3.1 Problem Description

In this chapter, solutions to the governing equations are presented for the hydrate formation problem described below. This specific problem was chosen to satisfy a number of criteria. In order for the theoretical model to be quantitatively evaluated, it was important that laboratory simulations of the problem were possible. Model conditions were chosen to be similar to those occurring in nature, so that the results would have practical merit. Finally, the boundary conditions and initial conditions were chosen to permit analytical solutions. These requirements are met by the problem depicted in Figure 3.1.

I solve for the volume fraction of the pore space occupied by hydrate, and the rate of progression of the phase change boundary when a homogeneous porous half-space saturated with a gas-rich fluid is cooled on its boundary. Initially, there is sufficient gas present to form hydrate, but the temperature is too high to allow such structures to be stable. The initial conditions are uniform throughout the half-space with \( T = T_\infty \) and \( c = c_\infty \). At \( t = 0 \), the temperature at the bottom boundary is dropped below the equilibrium temperature and maintained at \( T = T_0 \). The developing hydrate-fluid interface at \( z = a(t) \) is in thermodynamic equilibrium, implying that its temperature \( T_{eh} \equiv T_{eh}(P) \) is known as a function of pressure. Throughout the hydrate layer, the gas dissolved in the fluid is maintained at the equilibrium concentration \( c_e \equiv c_e(P) \). If the concentration were to exceed this equilibrium value within the stability zone, additional
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Figure 3.1: Modelled Formation Conditions

The modelled hydrate formation environment is a homogeneous half-space with porosity $\phi$, initially at a constant temperature $T_\infty$ and high gas concentration $c_\infty$. The boundary is cooled to temperature $T_0$ below the equilibrium temperature $T_{eh}$ and a layer begins to develop with the moving interface at $a(t)$ and a hydrate pore volume fraction of $h$. 
hydrate would be formed. Alternatively, if the gas concentration were to drop below \( c_e \), hydrate would dissociate until the system equilibrated.

This problem is well-suited to the experimental apparatus described in Chapter 4. The uniform initial conditions and constant boundary temperature at \( z = 0 \) facilitate the derivation of analytical solutions. The conditions on the moving interface at \( z = a(t) \) are somewhat more complicated, but may be dealt with using the techniques described below. Pressure driven chemical diffusion is assumed to be unimportant, and the fluid is stationary within the porous medium so the problem is diffusively limited and equations (2.53) and (2.54) for conservation of energy and gas are valid. The implications of the predictions of this model on the natural formation of hydrates in marine sediments are discussed in Chapter 5.

### 3.2 Method of Solution

The moving phase-change interface divides the half-space into two regions. The partially hydrated region between \( z = 0 \) and \( z = a(t) \) grows as the sediment column cools from below. In the region overlying \( z = a(t) \) hydrate is not permitted to form because the temperature exceeds the equilibrium temperature \( T_{eq} \).

Working with the nondimensional equations can simplify the algebra if the appropriate temperature and gas composition scales are chosen. The following definitions ensure that the nondimensional temperature \( \tilde{T} \) and gas concentration \( \tilde{c} \) introduced in (2.43) and (2.44), range between values of 0 and 1 throughout the half-space:

\[
\tilde{T} = \frac{T - T_0}{T_\infty - T_0},
\]

and

\[
\tilde{c} = \frac{c - c_e}{c_\infty - c_e}.
\]
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The form of the nondimensional equations in (2.53) and (2.54) are unaffected by these definitions, but the expressions for the nondimensional parameters are dependent on (3.1) and (3.2). Explicitly, the Stefan number $S_{Th}$ and the hydrate gas concentration parameter $\tilde{c}_h$ become

$$S_{Th} = \frac{\rho_h \phi L_h}{\rho_f C_f (T_\infty - T_0)}, \quad (3.3)$$

and

$$\tilde{c}_h = \frac{c_h - c_e}{c_\infty - c_e}. \quad (3.4)$$

The phase diagrams of common hydrates show that the equilibrium temperature is dependent on pressure, but for the pressure variations anticipated in the laboratory simulations the equilibrium temperature is nearly constant. The equilibrium gas concentration $c_e$ may also be a function of pressure but it will be treated as a constant. When $c_e$ is a constant, (2.54) reduces to

$$\frac{\partial h}{\partial \tilde{t}} = 0, \quad 0 < \tilde{z} < \tilde{a}(\tilde{t}) \equiv \frac{a(t)}{z_r} \quad (3.5)$$

so that for the hydrated region to be in chemical equilibrium, the hydrate volume fraction must be constant in time.

Conservation of mass, (2.36), may be invoked to show that the flow velocity $u$ must be solenoidal (i.e. $\partial u/\partial z = 0$). Using this result and taking the spatial derivative of equation (2.35) for conservation of momentum reveals the following dependence of the hydrate volume fraction on position:

$$\frac{\partial h}{\partial z} = \frac{k}{\eta} \left( \frac{dg(h)}{dh} \right)^{-1} \frac{\partial^2 P'}{\partial z^2}. \quad (3.6)$$

Since the fluid is initially at rest throughout the half space, the non-hydrostatic pressure gradient must initially be uniformly zero. The only mechanism by which this gradient can change is through the volume change associated with hydrate production at the phase
boundary. However, when the volume change due to hydrate formation is sufficiently small to assume $\nabla \cdot u = 0$, the non-hydrostatic gradient will remain negligibly small for all time. Consequently, the hydrate volume fraction is constant throughout the stability zone.

Applying this result to the conditions for conservation of energy and gas, (2.53) and (2.54), gives

$$\Gamma_h \frac{\partial \tilde{T}}{\partial t} = \frac{\partial^2 \tilde{T}}{\partial \tilde{z}^2} , \quad 0 < \tilde{z} < \tilde{a}(\tilde{t})$$

$$\Gamma_0 \frac{\partial \tilde{T}}{\partial t} = \frac{\partial^2 \tilde{T}}{\partial \tilde{z}^2} , \quad \tilde{z} > \tilde{a}(\tilde{t})$$

$$c = c_e , \quad 0 < \tilde{z} < \tilde{a}(\tilde{t})$$

and

$$\phi \rho \frac{\partial \tilde{c}}{\partial t} = \frac{\partial^2 \tilde{c}}{\partial \tilde{z}^2} , \quad \tilde{z} > \tilde{a}(\tilde{t})$$

where the constants $\Gamma_h$ and $\Gamma_0$ are defined as

$$\Gamma_h \equiv \frac{\Gamma(h) \kappa_e}{\kappa_e(h)} ,$$

and

$$\Gamma_0 \equiv \Gamma(0) .$$

The initial conditions are:

$$\tilde{T}(\tilde{z},0) = 1 ,$$

$$\tilde{c}(\tilde{z},0) = 1 ,$$

and

$$\tilde{a}(0) = 0 .$$

The boundary conditions at $\tilde{z} = 0, \tilde{a}(\tilde{t})$, and $\infty$ are:

$$\tilde{T}(0,\tilde{t}) = 0 ,$$
Two additional interface conditions are found from the application of the conservation
equations in integral form across the moving phase-change boundary. The analysis,
detailed in Appendix B, reveals that discontinuities in the temperature gradient and the
gas concentration gradient must arise from the jump in the hydrate volume fraction from
just below the interface at \( \bar{z} = \bar{a}^- \) to just above it at \( \bar{z} = \bar{a}^+ \). The volume fraction of
hydrate in the layer \( h \) and the speed of the moving interface \( \frac{da}{dt} \) are related to the
gradient discontinuities by

\[
\frac{\partial \tilde{T}(\bar{a}^+, \bar{t})}{\partial \bar{z}} - \frac{\kappa_e(h)}{\kappa_e} \frac{\partial \tilde{T}(\bar{a}^-, \bar{t})}{\partial \bar{z}} = -S_{Th}h\frac{da}{dt}, \tag{3.21}
\]

and

\[
\frac{\partial \tilde{c}(\bar{a}^+, \bar{t})}{\partial \bar{z}} = \frac{\rho_h \tilde{c}_h \phi \alpha h}{\rho_f} \frac{da}{dt}. \tag{3.22}
\]

Equations (3.7) through (3.10) along with the initial conditions, (3.13) through (3.15),
boundary conditions, (3.16) through (3.20), and interface conditions, (3.21) and (3.22)
form a complete mathematical description of the problem. General solutions for the
temperature and gas concentration are used with the interface conditions to solve for the
unknown hydrate volume fraction \( h \) and the growth rate of the hydrate layer \( \frac{da}{dt} \).

An examination of the equations and boundary conditions reveals that there is no
inherent length scale in this problem. These are simply diffusion equations, and it should
be possible to find similarity solutions in the variable \( \xi \) defined by

\[
\xi = \frac{\bar{z}}{2\sqrt{\bar{t}}}. \tag{3.23}
\]
Furthermore, it is convenient to search for solutions where the interface motion is described by

$$a(t) = 2\lambda \sqrt{t},$$

(3.24)
such that the interface position in terms of the similarity variable is $\xi = \lambda$. With this representation, the problem of determining $a(t)$ is reduced to that of determining the unknown constant $\lambda$.

Substitution of the similarity variable reduces the energy conservation equations, (3.7) and (3.8), to second order ordinary differential equations,

$$2\Gamma_0 \xi \frac{d\tilde{T}}{d\xi} + \frac{d^2\tilde{T}}{d\xi^2} = 0, \quad 0 < \xi < \lambda$$

(3.25)

$$2\Gamma_0 \xi \frac{d\tilde{T}}{d\xi} + \frac{d^2\tilde{T}}{d\xi^2} = 0, \quad \xi > \lambda$$

(3.26)

with associated boundary conditions

$$\tilde{T}(\infty) = 1,$$

(3.27)

$$\tilde{T}(0) = 0,$$

(3.28)

and

$$\tilde{T}(\lambda) = \tilde{T}_{eh},$$

(3.29)

and the interface condition

$$\frac{d\tilde{T}(\lambda^+)}{d\xi} - \frac{\kappa_e(h)}{\kappa_e} \frac{d\tilde{T}(\lambda^-)}{d\xi} = -2S_{T_h} h \lambda.$$  

(3.30)

Integrating (3.25) and (3.26) twice and using the boundary conditions, (3.27), (3.28), and (3.29), to solve for the integration constants, yields the following temperature profile solution:

$$\tilde{T}(\xi) = \tilde{T}_{eh} \frac{\text{erf}(\sqrt{T_h \xi})}{\text{erf}(\sqrt{T_h \lambda})}, \quad 0 < \xi < \lambda$$

(3.31)
and

\[ \bar{T}(\xi) = \text{erf}(\sqrt{\Gamma_0 \xi}) + \frac{T_{eh} - \text{erf}(\sqrt{\Gamma_0 \lambda})}{\text{erfc}(\sqrt{\Gamma_0 \lambda})} \text{erfc}(\sqrt{\Gamma_0 \xi}) , \quad \xi > \lambda \]  

(3.32)

where the error function \( \text{erf}(x) \), and complimentary error function \( \text{erfc}(x) \) are defined by [Abramowitz and Stegun, 1972, p. 297]

\[ \text{erf}(x) = \frac{2}{\sqrt{\pi}} \int_0^x e^{-u^2} du , \]  

(3.33)

and

\[ \text{erfc}(x) = \frac{2}{\sqrt{\pi}} \int_x^\infty e^{-u^2} du = 1 - \text{erf}(x) . \]  

(3.34)

The interface condition, (3.30), relates the discontinuity in the temperature gradient to the hydrate volume fraction and the speed of the moving interface. Differentiating (3.31) and (3.32) allows (3.30) to be rewritten as

\[ \sqrt{\frac{\Gamma_0}{\pi}} e^{-\Gamma_e \lambda^2} \frac{1 - \bar{T}_{eh}}{\text{erfc}(\sqrt{\Gamma_0 \lambda})} - \sqrt{\frac{\Gamma_h}{\pi}} e^{-\Gamma_h \lambda^2} \frac{\kappa_e(h)\bar{T}_{eh}}{\kappa_e \text{erf}(\sqrt{\Gamma_h \lambda})} = -S_{Th} h \lambda ; \]  

(3.35)

which is a transcendental equation for the two unknowns, \( \lambda \) and \( h \).

The same similarity transformation is used to solve (3.9) and (3.10) for the gas concentration. The equations become

\[ \bar{c} = 0 , \quad 0 < \xi < \lambda \]  

(3.36)

and

\[ 2\phi \alpha \xi \frac{d\bar{c}}{d\xi} + \frac{d^2\bar{c}}{d\xi^2} = 0 , \quad \xi > \lambda \]  

(3.37)

with boundary conditions

\[ \bar{c}(\infty) = 1 , \]  

(3.38)

and

\[ \bar{c}(\lambda) = 0 , \]  

(3.39)
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and interface condition

$$\frac{d\tilde{c}(\lambda^+)}{d\xi} = 2\rho_h \tilde{\phi} \phi \alpha h \lambda .$$

(3.40)

The gas concentration in the fluid can therefore be written as

$$\tilde{c}(\xi) = 0 , \quad 0 < \xi < \lambda$$

(3.41)

and

$$\tilde{c}(\xi) = \text{erf}(\sqrt{\phi \alpha \xi}) - \frac{\text{erf}(\sqrt{\phi \alpha \lambda})}{\text{erfc}(\sqrt{\phi \alpha \lambda})} \text{erfc}(\sqrt{\phi \alpha \xi}) . \quad \xi > \lambda$$

(3.42)

The jump condition on the concentration gradient, equation (3.40), becomes

$$\sqrt{\frac{\phi \alpha}{\pi}} \frac{e^{-\phi \alpha \xi^2}}{\text{erfc}(\sqrt{\phi \alpha \lambda})} = \frac{\rho_h}{\rho_f} \tilde{c}_h \phi \alpha h \lambda ,$$

(3.43)

which is a second equation for the two unknowns, $\lambda$ and $h$.

All that remains is to solve (3.35) and (3.43) for the hydrate volume fraction, and the parameter $\lambda$, which is a measure of the interface velocity. Isolating $h$ in (3.43) gives

$$h = \frac{\rho_f e^{-\phi \alpha \lambda^2}}{\rho_h \sqrt{\pi \phi \alpha \tilde{c}_h \lambda} \text{erfc}(\sqrt{\phi \alpha \lambda})} .$$

(3.44)

Substituting (3.44) into (3.35) yields

$$\frac{(1 - \tilde{T}_{eh}) \sqrt{\tilde{T}_0}}{e^{T_0 \lambda^2} \text{erfc}(\sqrt{\tilde{T}_0 \lambda})} - \frac{\kappa_e(h) \tilde{T}_{eh} \sqrt{\tilde{T}_h}}{\kappa_e \sqrt{\tilde{T}_h \lambda^2} \text{erf}(\sqrt{\tilde{T}_h \lambda})} + \frac{\rho_f S_{Th}}{\rho_h \sqrt{\phi \alpha \tilde{c}_h e^{\phi \alpha \lambda^2} \text{erfc}(\sqrt{\phi \alpha \lambda})}} = 0 ,$$

(3.45)

which is a transcendental equation involving $\lambda$ only. The value of $\lambda$ is found by plotting the left hand side of (3.45) and finding the zero crossing. Equation (3.44) gives the corresponding hydrate volume fraction, which is independent of position and time, as required.

The temperature and gas concentration profiles described by equations (3.31), (3.32), (3.41), and (3.42), along with equations (3.44), and (3.45) constitute a complete solution to the problem. However, the complicated form of (3.45) makes it difficult to visualize
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Table 3.1: Physical Properties

<table>
<thead>
<tr>
<th>Property</th>
<th>Nominal Value</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_{eh} - T_0$</td>
<td>2.5</td>
<td>°C</td>
</tr>
<tr>
<td>$T_{cc} - T_0$</td>
<td>10.0</td>
<td>°C</td>
</tr>
<tr>
<td>$\rho_f$</td>
<td>1000</td>
<td>kg m$^{-3}$</td>
</tr>
<tr>
<td>$\rho_s$</td>
<td>2650</td>
<td>kg m$^{-3}$</td>
</tr>
<tr>
<td>$\alpha \rho_h$</td>
<td>930</td>
<td>kg m$^{-3}$</td>
</tr>
<tr>
<td>$bC_f$</td>
<td>4200</td>
<td>J kg$^{-1}$ °C$^{-1}$</td>
</tr>
<tr>
<td>$cC_s$</td>
<td>2200</td>
<td>J kg$^{-1}$ °C$^{-1}$</td>
</tr>
<tr>
<td>$dC_h$</td>
<td>2080</td>
<td>J kg$^{-1}$ °C$^{-1}$</td>
</tr>
<tr>
<td>$\phi$</td>
<td>0.5</td>
<td></td>
</tr>
<tr>
<td>$dL_h$</td>
<td>$430 \times 10^3$</td>
<td>J kg$^{-1}$</td>
</tr>
<tr>
<td>$\kappa_e$</td>
<td>$10^{-6}$</td>
<td>m$^2$ s$^{-1}$</td>
</tr>
<tr>
<td>$D_c + D_d$</td>
<td>$10^{-8}$</td>
<td>m$^2$ s$^{-1}$</td>
</tr>
<tr>
<td>$e_{ch}$</td>
<td>0.134</td>
<td></td>
</tr>
<tr>
<td>$f_{ce}$</td>
<td>0.0003</td>
<td></td>
</tr>
<tr>
<td>$g_{c_\infty}$</td>
<td>0.001</td>
<td></td>
</tr>
</tbody>
</table>

Sources of Information: $^a$ methane hydrate [Hyndman and Davis, 1992]; $^b$ water at 5°C [Lide, 1990]; $^c$ measured in laboratory; $^d$ methane hydrate [Sloan, 1990, pp. 387, 389]; $^e$ composition $CH_4 \cdot 5.75H_2O$ (8.4 moles methane/kg); $^f$ take equilibrium composition 1/3 of solubility after Claypool and Kaplan, [1974]; $^g$ solubility of methane at 880 PSI (6.06 MPa), 25 °C [Fogg and Gerrard, 1991, p. 116].

how the various parameters effect the dynamics of the process. In section 3.3, graphs are provided for the growth rate parameter $\lambda$ and the hydrate volume fraction $h$ to test the sensitivity of the calculations to parameter values.

### 3.3 Theoretical Predictions

Table 3.1 contains values for the physical properties which determine the nondimensional parameters appearing in equations (3.44) and (3.45). Table 3.2 includes both the nominal values for each of these model parameters, and a range of values which is used to test the sensitivity of the solution to parameter variations.


<table>
<thead>
<tr>
<th>Parameter</th>
<th>Where Defined</th>
<th>Definition</th>
<th>Nominal Value</th>
<th>Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>( T_{eh} )</td>
<td>(3.19)</td>
<td>( \frac{T_{eh} - T_0}{T_\infty - T_0} )</td>
<td>0.25</td>
<td>0-1</td>
</tr>
<tr>
<td>( \Gamma_0 )</td>
<td>(2.21), (3.12)</td>
<td>( \frac{\Gamma(h)\kappa_e}{\Gamma_0 \kappa_e(h)} )</td>
<td>1.19</td>
<td>0.65-1.25</td>
</tr>
<tr>
<td>( \lambda(h) )</td>
<td>(3.11)</td>
<td>( \frac{\Gamma(h)\kappa_e}{\Gamma_0 \kappa_e(h)} )</td>
<td>1.19</td>
<td>0.65-1.25</td>
</tr>
<tr>
<td>( S_{Th} )</td>
<td>(3.3)</td>
<td>( \frac{\rho_h \phi L_h}{\rho_f C_f(T_\infty - T_0)} )</td>
<td>4.6</td>
<td>1-20</td>
</tr>
<tr>
<td>( \phi \alpha )</td>
<td>(2.48)</td>
<td>( \frac{D_c + D_d}{c_h - c_e} )</td>
<td>100</td>
<td>10-1000</td>
</tr>
<tr>
<td>( \bar{c}_h )</td>
<td>(3.4)</td>
<td>( \frac{c_h - c_e}{c_\infty - c_e} )</td>
<td>200</td>
<td>50-300</td>
</tr>
</tbody>
</table>

Table 3.2: Dimensionless Model Parameters

Note that the values adopted for \( \Gamma_0 \) and \( \Gamma_0 \) in Table 3.2 are identical. Provided that the hydrate volume fraction is only a few percent, the phase change will have no noticeable effect on the thermal properties of the bulk matrix and \( \Gamma_0 \) should be approximately equal to \( \Gamma_0 \). By the same reasoning, the ratio of the effective thermal diffusivities \( \frac{\kappa_e(h)}{\kappa_e} \) which is defined to be equivalent to the ratio of the effective thermal conductivities, is taken to be 1.

In each of the following five figures \( \lambda \) and \( h \) are graphed as a function of one of the parameters in equations (3.44) and (3.45). The axis on the left side pertains to the growth rate parameter \( \lambda \), while the axis on the right pertains to the hydrate volume fraction \( h \) expressed as a percentage. In each case \( h \) is quite small; the calculation using the nominal parameter values from Table 3.2 yields \( h \approx 0.591\% \) and \( \lambda \approx 0.205 \).

Figure 3.2 shows the importance of \( \bar{c}_h \) on the dynamics of the problem. The value of \( \bar{c}_h \) is typically large because the concentration of dissolved gas in the fluid is much less...
than the gas concentration in the hydrate. Lower values of $\tilde{c}_h$ result when the initial gas concentration $c_\infty$ is close to the saturation limit. This means that more gas is available for hydrate production and consequently $h$ increases. The dependence of $\tilde{c}_h$ on $c_h$ may be illustrated by considering the case where there is no gas transport and all of the in situ gas which exceeds the equilibrium concentration is converted to hydrate. In this limit, the gas balance condition is

$$\rho_f c_\infty = \rho_h c_h h + \rho_f c_e (1 - h),$$  \hspace{1cm} (3.46)

so that the hydrate pore volume fraction becomes

$$h = \frac{\rho_f c_\infty - \rho_f c_e}{\rho_h c_h - \rho_f c_e} = \frac{\rho_f (c_\infty - c_e)}{\rho_h (c_h - c_e) + (\rho_h - \rho_f) c_e}. \hspace{1cm} (3.47)$$

Since in practice the density difference between hydrate and water is small, and the hydrate gas concentration $c_h$ is much greater than the equilibrium gas concentration $c_e$, the second term in the denominator of (3.47) may be ignored, and $h$ can be approximated by

$$h \approx \rho_f \frac{\rho_h c_h}{c_h}. \hspace{1cm} (3.48)$$

Equation (3.48) gives the minimum possible hydrate volume fraction for a given initial gas concentration. For the purposes of comparison, (3.48) yields a value for $h$ of 0.538% using the nominal value of $\tilde{c}_h = 200$, whereas the modelled value of $h$ is 0.591%. The fact that (3.48) closely approximates the modelled value for $h$ is a result of the low nominal value adopted for the Lewis number $\alpha$. The growth-rate parameter $\lambda$ is also affected by the value of $\tilde{c}_h$. Since low values of $\tilde{c}_h$ produce large values of $h$, the associated latent heat release retards the growth of the interface. Consequently low values of $\tilde{c}_h$ cause low values of $\lambda$ as shown in Figure 3.2.

The product $\phi \alpha$ is the ratio of the thermal and chemical diffusivities. Figure 3.3 demonstrates that as this ratio gets large, it becomes increasingly difficult to transport
gas towards the stability field. The hydrate front moves quickly into the sediment column by converting the in situ gas into hydrate with little transport from the overlying gassy region. The hydrate volume fraction $h$ is limited by the in situ gas concentration $c_\infty$ and tends to the value given by (3.48) in the limit where $\phi\alpha$ tends to infinity. In this extreme case, (3.45) reduces to

$$
\sqrt{\frac{\Gamma_0}{\pi} e^{-\Gamma_0 \lambda^2} \frac{1 - T_{eh}}{\text{erfc}(\sqrt{\Gamma_0 \lambda})}} - \sqrt{\frac{\Gamma_h}{\pi} e^{-\Gamma_h \lambda^2} \frac{\kappa_e(h)T_{eh}}{\kappa_e \text{erf}(\sqrt{\Gamma_h \lambda})}} = \frac{\rho_f S_{Th} \lambda}{\rho_h \tilde{c}_h},
$$

(3.49)

which is simply the interface condition from energy conservation (3.35) with $h$ replaced using (3.48). In (3.49), the layer growth rate parameter is independent of $\phi\alpha$, and hence the graph of $\lambda$ as a function of this product is flat on the right hand side of Figure (3.3). When the magnitude of the chemical diffusivity starts to approach that of the thermal diffusivity on the left hand side of the graph, gas is transported more efficiently towards the phase change boundary as it is converted to hydrate, and consequently $h$
Figure 3.3: Dependence of $h$ and $\lambda$ on $\phi \alpha$

The axis on the left is for the layer growth rate parameter $\lambda$, where the interface position is $\tilde{a}(\tilde{t}) = 2\lambda \sqrt{\tilde{t}}$. The axis on the right is for the hydrate volume fraction $h$ expressed as a percentage. Recalling equation (2.48), $\phi \alpha = \kappa_e/(D_e + D_d)$.

must increase in order to maintain the layer's gas concentration at $c_e$. The associated increase in latent heat is responsible for the modest drop in the growth rate parameter for low values of $\phi \alpha$.

$\Gamma_0$ is proportional to the heat capacity of the bulk mixture. Figure 3.4 shows that higher values of $\Gamma_0$ translate into a slower growth rate since a larger heat flux is required to reduce the temperature to the hydrate equilibrium value $T_{eh}$. The slower growth rate results in a somewhat enhanced hydrate volume fraction because more gas can be transported by diffusion into the stability region.

The Stefan number is a measure of the importance of the energy released due to the change in phase relative to the energy required to change the temperature. The larger this parameter becomes, the more difficult it is for the system to carry away the latent heat. Figure 3.5 shows how this translates into a slower rate of growth for the hydrate
Chapter 3. An Analytical Model of Hydrate Formation

Figure 3.4: Dependence of $h$ and $\lambda$ on $\Gamma_0$

The axis on the left is for the layer growth rate parameter $\lambda$, where the interface position is $\tilde{a}(\tilde{\ell}) = 2\lambda \sqrt{\tilde{\ell}}$. The axis on the right is for the hydrate volume fraction $h$ expressed as a percentage. $\Gamma_0$ is defined in (2.21) as $\Gamma_0 = (\rho_f C_f + \rho_s C_s (1 - \phi))/(\rho_f C_f)$.

layer and a slight increase in the hydrate volume fraction. Since the nominal hydrate volume fraction is so low, however, changes in $S_{Th}$ have little effect on either $h$ or $\lambda$ in this region of parameter space.

The role that $T_{eh}$ plays on the dynamics of the system is shown in Figure 3.6. As the initial temperature is reduced towards the equilibrium temperature and $T_{eh}$ increases, the phase change is driven more rapidly because less heat must be extracted from the overlying porous medium. Consequently, the layer growth rate increases dramatically as $T_{eh}$ increases. If the initial temperature were equal to the equilibrium temperature (i.e. $T_{eh} = 1$), the entire region would be within the stability field and $\lambda$ would only be limited by the need to remove latent heat. At low values of $T_{eh}$ the layer evolves slowly enough that despite the high nominal value of the Lewis number $\alpha$, gas has time to diffuse towards the interface and bring about an increase in the hydrate volume fraction.
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The axis on the left is for the layer growth rate parameter \( \lambda \), where the interface position is \( \tilde{a}(\bar{t}) = 2\lambda \sqrt{\bar{t}} \). The axis on the right is for the hydrate volume fraction \( h \) expressed as a percentage. From (3.3), \( S_{Th} = (\rho_h \phi L_h) / \{ \rho_f C_f (T_\infty - T_0) \} \).

The axis on the left is for the layer growth rate parameter \( \lambda \), where the interface position is \( \tilde{a}(\bar{t}) = 2\lambda \sqrt{\bar{t}} \). The axis on the right is for the hydrate volume fraction \( h \) expressed as a percentage. In (3.19), \( \bar{T}_{eh} \) is defined as \( \bar{T}_{eh} = (T_{eh} - T_0) / (T_\infty - T_0) \).
The problem has been solved with the assumption that the interface is planar and the geometry is completely one dimensional. In nature there are always small inhomogeneities which can cause perturbations in the planar interface. If these perturbations grow with time then a planar interface is unlikely to be realized in nature. To test how the solution would react to interface perturbations, a stability analysis was performed and is outlined in Appendix C. The results show that the solution is stable to short wavelength perturbations and only becomes unstable at long wavelengths. The fastest growing instabilities are those with the longest wavelengths; since the planar solution may be regarded as the infinite wavelength solution, the theoretical predictions presented here are expected to be realized in practice. To test whether this is indeed the case, an experimental apparatus was designed to simulate the conditions illustrated in Figure 3.1. This apparatus and the experimental method are described in the following chapter.
Chapter 4

Experimental Work

4.1 Experimental Apparatus

In order to test the hydrate formation model presented in Chapter 3, an apparatus was constructed to simulate the conditions considered in the theoretical analysis. Although this study is mainly motivated by an interest in naturally occurring methane hydrate, the analysis was carried out in a general manner, and should be relevant to the formation of any other type of clathrate hydrate. To avoid the logistical difficulties associated with the high pressures required to stabilize methane hydrate, a substitute hydrate former was sought for use in the experiments. Propane is favorable in this regard since propane hydrate is stable at approximately 30 PSI (0.21 MPa) at temperatures slightly above 0°C. However, the low solubility of propane in water results in a modeled hydrate volume fraction that is well below 1%; thus to facilitate experimental detection of the hydrate phase, a guest molecule which dissolves more readily in water is preferred. Carbon dioxide was chosen because of its high solubility and relatively low hydrate stability pressure above the freezing point of water. CO₂ has the further advantage that it is not flammable and hence is less hazardous to work with than hydrocarbons.

In designing the apparatus in which experiments are performed, a number of criteria had to be met. The CO₂ hydrate phase diagram, shown in Figure 4.1 [from Bozzo et al., 1975], indicates an equilibrium pressure of 151 PSI (1.04 MPa) at −1.5 °C. This is the quadruple point with ice, so to keep ice from forming, the operating temperature is

\[14.7 \text{ PSI} = 0.1013 \text{ MPa} = 1\ \text{atm.}\]
Figure 4.1: CO₂ Hydrate Phase Diagram
This portion of the CO₂ — H₂O phase diagram is based on a best fit equation to experimental data in the temperature range -1.5 °C to +9 °C [Bozzo et al., 1975]. The reported average deviations from this line for experimental equilibrium pressures is 0.24%. The equilibrium line is based on CO₂ concentration levels in excess of its solubility. The invariant point with ice is at -1.5 °C, and 151 PSI (1.04 MPa).

constrained to be greater than -1.5 °C; thus the minimum operating pressure is 151 PSI (1.04 MPa). Since the theory is derived for a one dimensional half-space, the reaction chamber in which the experiments are performed has to be sufficiently large to keep this approximation valid; if the sediment column were too short, the temperature at “infinity” would change significantly over the duration of the experiment. The chamber also has to be wide enough that the effects of lateral heat flux are not appreciable. The temperature of the chilled boundary has to be maintained at a constant value for several hours despite variations in the ambient temperature. In addition, although visual observations of the sediment column yield no quantitative information, they are helpful in some aspects of apparatus testing and may provide insight in future experimental work.

With these concerns in mind, the reaction chamber was constructed from a 9.5 mm (3/8 inch) thick, clear acrylic tube, 0.7 m long with inner diameter 0.14 m, capped at each
end by an aluminum lid in which coolant is circulated to maintain a boundary temperature (see Figure 4.2). A pressure gauge situated on top of the container has shown that the vessel can be subjected to pressures of 300 PSI (2.07 MPa). The characteristic thermal diffusion time for 0.7 m of water saturated sand (from (2.40) with $\kappa_e = 10^{-6} \text{ m}^2/\text{s}$) is in excess of 5 days, so end effects should be unimportant for these experiments, which are typically completed within a 24 hour period. The acrylic tube is a poor thermal conductor and it is insulated with foam to further reduce lateral heat loss. Coolant is circulated with a Haake D8GH refrigeration unit capable of maintaining the temperature of its internal bath to within a few tenths of a degree Celsius. The hoses in which the coolant is transported, the coolant reservoirs, and the 6 aluminum bars which hold the chamber together are also insulated, to isolate the system from variations in the ambient temperature.

To detect the position of the phase change interface, temperature is measured using RTDs (resistive thermal devices) which utilize the temperature dependence of the electrical resistance of platinum. The RTDs are held in place by aluminum sheaths which are glued to a plastic rod in the centre of the cylinder. The metal sheaths serve to increase the surface area over which ohmic heat is dissipated, thus minimizing the effects of temperature measurements on the in situ conditions. The leads, which are coated with a water resistant toluene-based compound, are ushered out through the base of the cylinder to some amplifying circuits and on to an A/D card connected to a 386 personal computer. The temperature at each RTD position is found by comparing the resistance across the leads once they are brought outside the chamber to that of a nominal precision resistor at ambient temperature. Temperature data is dumped to a file which is later accessed for analysis and plotting. A more complete description of the data acquisition system is found in Appendix F.

Versatility was also a major consideration in the apparatus design. While the desired
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Figure 4.2: Experimental Apparatus

The reaction chamber is used in the CO₂ hydrate experiments and the water freezing experiments. Pressure is maintained by a regulated gas cylinder which is normally connected to the flexible hose on the top of the chamber while an external valve is used to block the hose exiting its base. The mixing chamber is designed for experiments with low solubility gases and is not used in this study.
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4.2 Formation of an Ice Layer

Before performing hydrate formation experiments, an investigation was made into a related problem, the formation of an ice layer in a sediment column. An examination of this somewhat simpler process provides an opportunity to test the apparatus and refine the experimental method before introducing the additional complications of elevated pressures and the presence of gas. Moreover, these water freezing experiments enable an assessment of whether factors not considered in the theoretical analysis, such as pore scale phenomena, play a significant role in this related problem. The development of
either an ice layer or a hydrate layer should obey the same conservation laws for momentum, mass, and energy. The freezing of water in sediments may be thought of as an end member of the hydrate formation problem with an ice pore volume fraction near 1.

4.2.1 Experimental Method

To begin the water freezing experiments, water is added to the sand filled reaction chamber and allowed to sit for several hours to enable the bulk mixture to equilibrate at the ambient temperature \( T_\infty \). The refrigeration unit is then turned on to bring its internal coolant bath below the desired reaction chamber base temperature \( T_0 \). This ensures that once the coolant circulating pump is turned on, the time required for the base temperature to reach a constant value of \( T_0 \) is minimized. A data acquisition program on the personal computer is used to collect temperature measurements at intervals as short as 3 s from the four RTDs which are located within the bottom 0.1 m of the container. Data is normally collected until all four probes are within the frozen layer, at which time the refrigeration unit is turned off and the reaction chamber is allowed to warm to ambient temperature once more. By repeating this process several times using different base temperatures, a database was acquired for comparison with theoretical predictions.

4.2.2 Results

The data from a typical experiment is shown in Figure 4.3. Each line displays the temperature record at the distance above the cold base plate indicated in the bottom right-hand corner of the graph. When the temperature falls below the freezing point, ice formation and the associated release of latent heat result in an abrupt change in the slope of the temperature vs. time curve. The precise time at which freezing occurs is determined from a plot of the slope of the temperature record, which is found using the five point derivative filter described by Abramowitz and Stegun [1972, p. 883].
Figure 4.3: Temperature Measurements During Ice Formation
Temperature measurements at the four RTD probes during an ice formation experiment. The initial temperature $T_\infty$ was uniform at 19 °C, and the base temperature $T_0$ was -7 °C. Probes were located at 20, 40, 60, and 80 mm above the base. Data from this experiment is labelled “run 4” in Tables 4.1 and 4.3 and in Figure 4.4.
Table 4.1 summarizes the results of five experimental runs with different initial temperatures $T_\infty$ and base temperatures $T_0$. Problems with the cooling system were encountered during runs 1 and 5, causing those experiments to be aborted before the frozen layer encompassed all four probes. The temperature probes were calibrated at 0 °C, and slight differences in the electrical resistance of the circuitry connected to each probe are responsible for errors in the initial temperature $T_\infty$. More confidence is given to the probes’ ability to detect variations in the rate of temperature change than to the absolute accuracy of the temperature measurements themselves. The base temperature was calculated by assuming a linear gradient in the frozen layer several hours after the freezing front had passed all of the probes. Inaccuracies in the probe positions arise from the finite width of their metal casings, which tend to average the temperature measurements over their surface area. The interface crossing time becomes more difficult to pinpoint as the thermal gradient becomes shallower at later times.

As mentioned previously, the dynamics of ice layer formation and hydrate layer formation are governed by the same conservation equations for momentum, mass, and energy. A modified form of the interface condition from energy conservation, (3.35), with the hydrate pore volume fraction $h$ replaced by the ice pore volume fraction $i$, enables predictions of the interface velocity parameter $\lambda$. The frozen volume fraction of the pore space $i$ should be close to 1, so (3.35) becomes

$$\sqrt{\frac{\Gamma_0}{\pi}} e^{-\Gamma_0 \lambda^2} \frac{1 - \tilde{T}_{ei}}{\text{erfc} (\sqrt{\Gamma_0 \lambda})} - \sqrt{\frac{\Gamma_{i}}{\pi}} e^{-\Gamma_{i} \lambda^2} \frac{\kappa_e(i) \tilde{T}_{ei}}{\kappa_e \text{erf} (\sqrt{\Gamma_{i} \lambda})} = -S_{T_i} \lambda, \quad (4.1)$$

where $\kappa_e(i)$ is the thermal diffusivity of the icy sediments, and $\Gamma_i$ has a definition similar to that of $\Gamma_h$ in equation (3.11), namely

$$\Gamma_i = \frac{\rho_i C_i \phi + \rho_s C_s (1 - \phi)}{\rho_f C_f} \frac{\kappa_e}{\kappa_e(i)}. \quad (4.2)$$
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Table 4.1: Ice Layer Data

<table>
<thead>
<tr>
<th>Run Number</th>
<th>Initial Temperature $T_\infty$ (°C)</th>
<th>Base Temperature $T_0$ (°C)</th>
<th>Interface Position $a$ (mm)</th>
<th>Freezing Time $t$ (min.)</th>
<th>$10^4 a/(2\sqrt{t} \text{ m s}^{-1/2})$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>19.0 ± 0.5</td>
<td>-4.3 ± 0.2</td>
<td>20 ± 2</td>
<td>70 ± 10</td>
<td>1.54 (1.30 - 1.83)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>40 ± 2</td>
<td>280 ± 15</td>
<td>1.54 (1.43 - 1.67)</td>
</tr>
<tr>
<td>2</td>
<td>13.8 ± 0.3</td>
<td>-4.4 ± 0.1</td>
<td>20 ± 2</td>
<td>95 ± 10</td>
<td>1.32 (1.13 - 1.54)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>40 ± 2</td>
<td>270 ± 10</td>
<td>1.57 (1.47 - 1.68)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>60 ± 2</td>
<td>550 ± 50</td>
<td>1.65 (1.53 - 1.86)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>80 ± 2</td>
<td>1075 ± 50</td>
<td>1.58 (1.50 - 1.65)</td>
</tr>
<tr>
<td>3</td>
<td>18.5 ± 0.5</td>
<td>-5.6 ± 0.1</td>
<td>20 ± 2</td>
<td>67 ± 5</td>
<td>1.58 (1.37 - 1.80)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>40 ± 2</td>
<td>205 ± 10</td>
<td>1.80 (1.67 - 1.94)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>60 ± 2</td>
<td>460 ± 15</td>
<td>1.81 (1.72 - 1.90)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>80 ± 2</td>
<td>840 ± 15</td>
<td>1.78 (1.72 - 1.85)</td>
</tr>
<tr>
<td>4</td>
<td>19.0 ± 0.5</td>
<td>-7.0 ± 0.2</td>
<td>20 ± 2</td>
<td>40 ± 5</td>
<td>2.04 (1.73 - 2.4)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>40 ± 2</td>
<td>150 ± 10</td>
<td>2.11 (1.94 - 2.29)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>60 ± 2</td>
<td>330 ± 15</td>
<td>2.13 (2.02 - 2.25)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>80 ± 2</td>
<td>545 ± 20</td>
<td>2.21 (2.12 - 2.31)</td>
</tr>
<tr>
<td>5</td>
<td>14.9 ± 0.2</td>
<td>-7.25 ± 0.1</td>
<td>20 ± 2</td>
<td>40 ± 5</td>
<td>2.04 (1.73 - 2.40)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>35 ± 2</td>
<td>95 ± 10</td>
<td>2.32 (2.08 - 2.60)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>50 ± 2</td>
<td>190 ± 15</td>
<td>2.34 (2.16 - 2.54)</td>
</tr>
</tbody>
</table>

The freezing times and probe positions for five experimental runs are presented here. The final column gives $a/(2\sqrt{t})$ for comparison with the modelled value of $\lambda/\kappa_e$. The brackets contain the range of values for $a/(2\sqrt{t})$ using the errors on $a$ and $t$. 
The Stefan number in (4.1) is defined by

\[ S_{Ti} = \frac{\rho_i \phi_i L_i}{\rho_f C_f (T_\infty - T_0)} \]  

(4.3)

and the nondimensional ice equilibrium temperature is

\[ \hat{T}_{ei} = \frac{T_{ei} - T_0}{T_\infty - T_0} \]  

(4.4)

In Table 4.2 the physical properties of the materials used in the experiments are listed. The thermal diffusivities \( \kappa_e \) and \( \kappa_e(i) \) were determined experimentally using the methods outlined in Appendix D. Table 4.3 summarizes the predictions of equation (4.1) for the growth-rate parameter \( \lambda \) in each experimental run. The ice equilibrium temperature \( T_{ei} \) was found to be \( 0.0 \pm 0.1 \, ^\circ \text{C} \), so the effects of pore scale phenomena on the water freezing point appear to be negligible.

The theoretical results in Table 4.3 may be compared with the observational results in Table 4.1. The theoretical interface position is given by

\[ a = 2 \lambda \sqrt{\kappa_e} t \]  

(4.5)

so that experimental data for \( a \) and \( t \) may be used to determine the factor

\[ \lambda \sqrt{\kappa_e} = \frac{a}{2 \sqrt{t}} \]  

(4.6)

The advantage of this representation involving \( \sqrt{\kappa_e} \) is that the term on the right of (4.6) depends solely on the experimental observations and not on the material properties used in the model. Separate estimates of \( \lambda \sqrt{\kappa_e} \) may be obtained from each of the four probes, which are located at different positions \( a \). These experimental results are listed in the final column of Table 4.1 and may be compared directly with the theoretical results in the final column of Table 4.3. A chart displaying both sets of results is displayed in Figure 4.4.
### Table 4.2: Properties used for Modelling Experiments

<table>
<thead>
<tr>
<th>Property</th>
<th>Nominal Value</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\rho_f$</td>
<td>1000</td>
<td>kg m$^{-3}$</td>
</tr>
<tr>
<td>$\rho_s$</td>
<td>2650</td>
<td>kg m$^{-3}$</td>
</tr>
<tr>
<td>$\alpha \rho_i$</td>
<td>916</td>
<td>kg m$^{-3}$</td>
</tr>
<tr>
<td>$\beta \rho_i$</td>
<td>1110</td>
<td>kg m$^{-3}$</td>
</tr>
<tr>
<td>$c C_f$</td>
<td>4200</td>
<td>J kg$^{-1}$ °C$^{-1}$</td>
</tr>
<tr>
<td>$d C_s$</td>
<td>2200</td>
<td>J kg$^{-1}$ °C$^{-1}$</td>
</tr>
<tr>
<td>$e C_i$</td>
<td>2100</td>
<td>J kg$^{-1}$ °C$^{-1}$</td>
</tr>
<tr>
<td>$f C_h$</td>
<td>2080</td>
<td>J kg$^{-1}$ °C$^{-1}$</td>
</tr>
<tr>
<td>$d \phi$</td>
<td>0.4</td>
<td></td>
</tr>
<tr>
<td>$a L_i$</td>
<td>$333.6 \times 10^3$</td>
<td>J kg$^{-1}$</td>
</tr>
<tr>
<td>$b L_h$</td>
<td>$448 \times 10^3$</td>
<td>J kg$^{-1}$</td>
</tr>
<tr>
<td>$k_e$</td>
<td>$(6.5 \pm 0.6) \times 10^{-7}$</td>
<td>m$^2$ s$^{-1}$</td>
</tr>
<tr>
<td>$k_e(i)$</td>
<td>$(9 \pm 3) \times 10^{-7}$</td>
<td>m$^2$ s$^{-1}$</td>
</tr>
<tr>
<td>$\Gamma_0$</td>
<td>1.23 ± 0.05</td>
<td></td>
</tr>
<tr>
<td>$\Gamma_i$</td>
<td>$(1.02 \pm 0.05) k_e / k_e(i)$</td>
<td></td>
</tr>
<tr>
<td>$i_{ch}$</td>
<td>0.298</td>
<td></td>
</tr>
<tr>
<td>$j c_e$</td>
<td>0.01</td>
<td></td>
</tr>
<tr>
<td>$k c_{\infty}$</td>
<td>0.03</td>
<td></td>
</tr>
</tbody>
</table>

Sources of Information: 

- $^a$ ice at 0 °C, [Hobbs, 1974, p. 348]; 
- $^b$ [Bozzo et al., 1975]; 
- $^c$ water at 5 °C [Lide, 1990] (the presence of dissolved gas affects the fluid heat capacity, but only by about 1%, hence this effect is neglected); 
- $^d$ measured in the laboratory; 
- $^e$ at 0 °C [Hobbs, 1974, p. 361]; 
- $^f$ assume same as methane hydrate [Sloan, 1990, p. 387]; 
- $^g$ at 0 °C [Hobbs, 1974, p. 362]; 
- $^h$ CO$_2$ hydrate at 3.9 °C [Takenouchi and Kennedy, 1965]; 
- $^i$ hydrate composition CO$_2$·5.75H$_2$O; 
- $^j$ assume equilibrium composition 1/3 of solubility after Claypool and Kaplan, [1974]; 
- $^k$ solubility of CO$_2$ at 250 PSI (1.72 MPa), 15 °C, [Stewart and Munjal, 1970].
Chapter 4. Experimental Work

Table 4.3: Ice Layer Predictions

<table>
<thead>
<tr>
<th>Run</th>
<th>$\tilde{T}_{ei}$</th>
<th>$S_{Ti}$</th>
<th>$10^4 \lambda \sqrt{\kappa_e}$ (m s$^{-1/2}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.18 ± 0.01</td>
<td>1.25 ± 0.03</td>
<td>1.23 ± 0.40</td>
</tr>
<tr>
<td>2</td>
<td>0.24 ± 0.01</td>
<td>1.59 ± 0.02</td>
<td>1.48 ± 0.43</td>
</tr>
<tr>
<td>3</td>
<td>0.23 ± 0.01</td>
<td>1.21 ± 0.03</td>
<td>1.52 ± 0.46</td>
</tr>
<tr>
<td>4</td>
<td>0.27 ± 0.01</td>
<td>1.12 ± 0.03</td>
<td>1.76 ± 0.51</td>
</tr>
<tr>
<td>5</td>
<td>0.33 ± 0.01</td>
<td>1.31 ± 0.02</td>
<td>2.01 ± 0.53</td>
</tr>
</tbody>
</table>

The nondimensional parameters, $\tilde{T}_{ei}$ and $S_{Ti}$, in the second and third columns are for the data shown in Table 4.1. The values of $\lambda \sqrt{\kappa_e}$ are found by solving (4.1) using $\tilde{T}_{ei}$, $S_{Ti}$, and the physical properties listed in Table 4.2.

Figure 4.4: A Comparison of Ice Interface Motion With Predictions

This chart displays model predictions to experimental data for the five ice formation runs summarized in Tables 4.1 and 4.3. The experimental data for each probe position is shown with light grey error bars while the model results are displayed with dark grey error bars.
In each experimental run \( a/(2\sqrt{t}) \) varies from probe to probe. Some of this variation can be explained by inaccuracies in the probe positions and in the timing of the interface arrival. The experimental data generally shows faster layer growth rates than the model predictions using the nominal parameter values, however in each case the model results match the observations within the error bars. Much of this offset could be explained by errors in the thermal diffusivity of the icy sediment \( \kappa_e(i) \), though uncertainties in the other model parameters, such as \( S_T \) and \( T_e \), may also play a role. Another possibility is that some of the liquid in the pore space might remain unfrozen so that the latent heat released is less than otherwise expected. An attempt to quantify the ice pore volume fraction using the melting rate is outlined in Appendix E. The results were inconclusive due to large error sources, however, since the Stefan numbers for these experiments are all relatively low (see Table 4.3), the presence of a small unfrozen volume fraction could only produce a modest effect on the results. The freezing time at the bottom probe's location is quite sensitive to the time required to bring the base temperature to \( T_b \). In practice, the base temperature is not imposed as a step function in time (as is assumed in the model), but is applied over a finite length of time. The delay in achieving the final base temperature likely responsible for the comparatively lower growth rates inferred from its interface crossing times.

Referring to Table 4.1, the initial temperatures for runs 2 and 5 (13.8 °C, and 14.9 °C respectively) were below room temperature. In both of these cases, the sediment column was not given time to reach a uniform temperature before the experiments were started. The warmer upper regions of the sediment column should have resulted in a slower layer growth rate than that which would have been realized if \( T_\infty \) were uniform. The modelled growth-rates for runs 2 and 3 are almost identical \( (\lambda\sqrt{\kappa_e} = (1.48 \pm 0.43) \times 10^{-4} \text{ m/}\sqrt{s} \) and \( (1.52 \pm 0.46) \times 10^{-4} \text{ m/}\sqrt{s}, \) respectively). The fact that the experimental data for run 2 shows the frozen layer to have grown significantly slower than in run 3 is easily
explained by additional heat flux from above due to the nonuniform initial temperature in run 2. For run 5, the experimental data indicates a layer growth rate which is faster than the model prediction with the nominal parameter values to approximately the same degree as those runs with a near room temperature value of $T_\infty$ (runs 1, 3, and 4). The short duration of this experiment, only about 3 hours compared to about 18 hours in run 2, likely allowed the layer to grow with minimal influence from the effects of the nonuniformity of $T_\infty$.

This set of experiments has demonstrated that equation (4.1) adequately describes the formation of an ice layer in initially fluid saturated sediments. With the nominal parameter values, the model tends to underestimate the layer growth-rate, however, much of the difference can be ascribed to the value used for the thermal diffusivity of the ice layer $\kappa_e(i)$. This error source is not important for hydrate formation because the thermal diffusivity of the hydrate layer $\kappa_e(h)$ is expected to be very close to the thermal diffusivity of the fluid saturated sediments $\kappa_e$ since the volume fraction of hydrate is expected to be small, and the thermal conductivity of hydrate is close to the thermal conductivity of water ($\kappa_e(h) \propto K(h)$). The relatively low growth-rates derived from the data of the first probe highlight the fact that the base temperature is not dropped from $T_\infty$ to $T_0$ instantaneously at the start of the experiment as the analysis assumes, but that a finite amount of time elapses during which the apparatus components cool down. This suggests that some aspects of the apparatus design could be improved upon, but if these limitations are kept in mind there is no reason not to proceed to the focal point of this study, the formation of hydrates.
4.3 Formation of a Hydrate Layer

4.3.1 Hydrate Detection

Before beginning the hydrate formation experiments, it is expedient to first perform some simple calculations to estimate the magnitude of the thermal signature that the RTD probes are required to detect. Equation (3.48) for the hydrate volume fraction

\[ h = \frac{\rho f}{\rho_h \bar{c}_h} \]

approximates the hydrate volume fraction when there is negligible gas transport. As such, (3.48) yields the minimum hydrate volume fraction that should be present for a given value of \( \bar{c}_h \), which was defined in (3.4) as

\[ \bar{c}_h = \frac{c_h - c_e}{c_\infty - c_e} \]

where \( c_h \) is the gas concentration in the solid hydrate, \( c_e \) is the equilibrium gas concentration, and \( c_\infty \) is the initial gas concentration in the sediment column. Using the parameter values listed in Table 4.2, \( \bar{c}_h \) is found to be approximately 14.4. Employing this result and using the densities of \( CO_2 \) hydrate and water given in Table 4.2, (3.48) returns \( h \approx 0.06 \); thus the equipment must be able to detect hydrate occupying as little as 6% of the pore space.

During experiments, the reaction chamber temperature is monitored so the obvious question is: "What effect will hydrate formation have on the thermal profile?". The model developed in Chapter 3 predicts that the temperature during hydrate formation will be governed by (3.31) and (3.32), namely

\[ T(z,t) = (T_\infty - T_0) \frac{\tilde{T}_h}{\text{erf} \left( \frac{\Gamma_h z}{\kappa_d \sqrt{2}} \right)} \frac{\text{erf} \left( \frac{\sqrt{\Gamma_h \lambda}}{\sqrt{\kappa_e t}} \right)}{\text{erf} \left( \frac{\sqrt{\Gamma_h \lambda}}{\sqrt{T_0 \lambda}} \right)} + T_0 \quad , \quad 0 < z < 2\lambda \sqrt{\kappa_e t} \]
and
\[ T(z, t) = (T_\infty - T_0) \left[ \text{erf} \left( \frac{\Gamma_0 z}{\kappa \sqrt{t}} \right) + \frac{\tilde{T}_{\text{eh}} - \text{erfc} \left( \frac{\sqrt{\Gamma_0} \lambda}{\kappa} \right)}{\text{erfc} \left( \frac{\sqrt{\Gamma_0} \lambda}{\kappa} \right)} \right] + T_0, \quad z > 2\lambda \sqrt{\kappa t} \]

(4.8)

where the similarity variable has been replaced using its definition, \( \xi = z/(2\sqrt{\kappa t}) \), and the temperature is given in dimensional form. With an approximate hydrate volume fraction of 6%, \( \lambda \) may be estimated from the interface condition from energy conservation, (3.35), which becomes
\[ \sqrt{\frac{\Gamma_0}{\pi}} e^{-\Gamma_0 \lambda^2} \frac{1 - \tilde{T}_{\text{eh}}}{\text{erfc} \left( \frac{\sqrt{\Gamma_0} \lambda}{\kappa} \right)} - \sqrt{\Gamma_h e^{-\Gamma_h \lambda^2} \frac{\kappa_e(h) \tilde{T}_{\text{eh}}}{\kappa_e \text{erf} \left( \frac{\sqrt{\Gamma_h} \lambda}{\kappa} \right)}} = -S_{T_h} \lambda(0.06). \]

The values of \( \tilde{T}_{\text{eh}} \) and \( S_{T_h} \) depend on the initial temperature \( T_\infty \), the base temperature \( T_0 \), and the equilibrium hydrate temperature \( T_{\text{eh}} \). The initial temperature for most experiments is the ambient temperature of the laboratory, so \( T_\infty \approx 20 \, ^\circ\text{C} \). To avoid forming ice, the base temperature is constrained by the freezing point of water, thus \( T_0 \approx 0 \, ^\circ\text{C} \). The cast acrylic tube is rated for a maximum working pressure of 350 PSI (2.4 MPa), so allowing a safety margin of 100 PSI (0.69 MPa) gives a gauge pressure of 250 PSI (1.72 MPa), for a total pressure (total pressure = gauge pressure + atmospheric pressure) of about 265 PSI (1.83 MPa). The phase diagram in Figure 4.1 indicates a corresponding equilibrium temperature of \( T_{\text{eh}} \approx 3.4 \, ^\circ\text{C} \). Therefore with the parameter values compiled in Table 4.2, equation (3.19) gives \( \tilde{T}_{\text{eh}} \approx 0.17 \), and equation (2.47) gives \( S_{T_h} \approx 1.91 \). Assuming that the small volume of hydrate has a negligible effect on the thermal properties of the bulk material so that \( \kappa_e(h) \approx \kappa_e \approx 6.5 \times 10^{-7} \), and \( \Gamma_h \approx \Gamma_0 \approx 1.23 \), results in an estimated growth rate parameter from (4.9) of \( \lambda \approx 0.13 \) (\( \lambda \sqrt{\kappa_e} \approx 1.1 \times 10^{-4} \, \text{m}/\sqrt{s} \)). Figure 4.5 displays the corresponding modelled temperature records for probes at 20, 35, 50, and 65 mm above the base of the reaction chamber.

Figure 4.5 demonstrates that for the conditions outlined above, the hydrate phase would produce only a very small thermal signal which would be difficult to detect using
Figure 4.5: Predicted Temperature Records for Hydrate Formation Above 0 °C
This graph shows the predicted temperature records at 20, 35, 50, and 65 mm above the base of the reaction chamber during a hydrate formation experiment when $T_0 = 0$ °C, $T_\infty = 20$ °C, $T_{eh} = 3.4$ °C, and $D_e + D_d << \kappa_e$. The equilibrium hydrate temperature is indicated with the horizontal bar on the right. The hydrate volume fraction is 6%.

temperature measurements alone. The temperature record at each of the four positions shows no significant deviation from a diffusive cooling pattern as the hydrate interface passes. A protracted time period is required before the hydrate stability field encompasses all four locations, so the rate of temperature change is relatively low when the interface passes. During the ice formation experiments it was observed that the interface was more easily detected when the rate of temperature change was high. In Appendix G predictions are made for the hydrate formation rate when the base temperature is brought below the ice formation temperature. It was found that the hydrate phase should still produce only a small thermal signal.

An alternative method of hydrate detection could be based on the pressure dependence of its phase equilibrium. If hydrate is initially present in the pore space, and the pressure is suddenly decreased to beneath the hydrate equilibrium pressure, the hydrate should
dissociate. In order to accomplish this, it must consume latent heat, which should cause a reduction in the temperature of the surrounding material. The change in enthalpy caused by the dissociation of hydrate is

\[ \Delta H_{\text{dis}} = -h \phi \rho_h L_h , \]  

(4.10)

and the resulting change in temperature is given by

\[ \Delta T_{\text{dis}} = \frac{\Delta H_{\text{dis}}}{\rho_f C_f \phi + \rho_s C_s (1 - \phi)} = \frac{\Delta H}{\Gamma_0 \rho_f C_f} . \]

(4.11)

Substituting (4.10) into (4.11) gives

\[ \Delta T_{\text{dis}} = \frac{-h \phi \rho_h L_h}{\Gamma_0 \rho_f C_f} , \]

(4.12)

which for \( h \approx 0.06 \) gives \( \Delta T_{\text{dis}} \approx -1.9 \, ^\circ C \). Such a large temperature change should be easily detected by the RTD probes.

### 4.3.2 Experimental Method

Some care was exercised to obtain a high gas concentration in the fluid before conducting the hydrate experiments. To maximize the contact of the gas with the pore liquid, the pore space was filled with \( CO_2 \) prior to the addition of water. This was accomplished by connecting the regulated \( CO_2 \) cylinder to the top of the reaction chamber and applying a modest pressure to blow the fluid initially present out the bottom (refer to the diagram of the apparatus in Figure 4.2). Water was injected through the base of the reaction chamber so that some \( CO_2 \) could dissolve as the chamber was filled; the remaining gas was either left trapped as bubbles in the pores or pushed out through the top. Once the liquid was added, the exhaust valve was closed and \( CO_2 \) gas was percolated up the sand column until the desired pressure was achieved. Gas-liquid contact was maximized by introducing the gas from below, to enable more of it to dissolve before it reached the
top of the vessel. In addition, some of the gas should have been trapped in the pore space due to surface tension effects, and could thus provide an opportunity for the gas concentration in the fluid to increase as this trapped gas dissolved with the application of increased pressure and decreased temperature, and with the passage of time.

Once gas bubbles were no longer seen rising in the fluid above the sediment column, the valve at the base of the chamber was closed, and the gas cylinder was reconnected to the top of the chamber to maintain the pressure at its elevated state while the CO₂ dissolved. Because the solubility of gas increases at lower temperatures, coolant was circulated through the bottom reservoir at a few degrees above zero to aid in the dissolution of gas remaining in the pore space. After leaving the chamber in this state for several days, the refrigeration unit was shut off and the chamber allowed to warm to ambient temperature.

With the temperature and gas composition uniform throughout the reaction chamber at $T_\infty$ and $c_\infty$, the remaining experimental procedure is much the same as for the ice freezing experiments. The temperature at the base was brought to a constant value of $T_0$, below the equilibrium hydrate temperature $T_{eh}$. Data was collected using the four temperature probes, located at 20, 35, 50, and 65 mm above the reaction chamber base. The thermal conditions were monitored until all four probes returned temperatures several degrees below the expected value of $T_{eh}$.

4.3.3 Analysis of Results

Figure 4.6 displays the results of an experiment for which the base temperature $T_0 \approx -7.6 \, ^\circ C$. The gauge pressure was 225 PSI (1.55 MPa) for a total pressure of 240 PSI (1.65 MPa), which corresponds to an equilibrium hydrate temperature $T_{eh}$ of about 2.5 °C. By comparison, ice forms from the water-gas mixture at $T_{ei} \approx -1.5 \, ^\circ C$, thus both ice and hydrate should have formed in this particular experiment. The ice interface crossing
Figure 4.6: Temperature Records From a Hydrate Formation Experiment

The temperature records from the bottom three probes are shown here for a hydrate formation experiment in which the base temperature $T_0 \approx -7.6$ °C is less than the ice formation temperature $T_{ei} \approx -1.5$ °C, which is in turn less than the hydrate equilibrium temperature $T_{eh} \approx 2.5$ °C. An equipment problem corrupted the data from the fourth probe.

Times are clearly visible on the temperature record, at approximately 55, 130, and 255 min. The hydrate interface crossing times, however, are not discernable.

Repeated attempts to track the motion of the hydrate phase change interface failed, since the temperature measurements during these simple cooling experiments did not reveal the presence of hydrate. The initial experimental goal of testing the model predictions of the layer growth rate was set aside and an effort was mounted to determine whether in fact any hydrate was indeed present in the pore space. To this end, experiments were performed in which the pressure in the reaction chamber was suddenly reduced to put the hydrate out of equilibrium and cause it to dissociate. The data in Figure 4.7 was collected when the pressure was dropped to the atmospheric level several hours after the data displayed in Figure 4.6 was collected. The particular record shown is from the second lowest temperature probe, the records from the other probes are similar.
Figure 4.7: Temperature Record From a Depressurization Experiment

The temperature data from the second lowest temperature probe is shown here for a depressurization experiment in which the gauge pressure was dropped from approximately 225 PSI (1.55 MPa) to 0 PSI (0 MPa) over a period of several tens of seconds. Any hydrate present should have dissociated at the reduced pressure.

in form and amplitude.

Since the temperature record for the depressurization experiment depicted in Figure 4.7 is for a probe that is located within the icy layer, the hydrate should dissociate into gas and ice rather than gas and aqueous solution. Thus the expected temperature change is given by a modified form of (4.12), namely

\[
\Delta T_{dis} = \left( h + h^* \right) \phi \kappa_e \rho_h (L_h - L_i) \over \Gamma_i \kappa_e(i) \rho_f C_f ,
\]

where the latent heat required for dissociation is the difference between the heat of formation of hydrate from aqueous solution and gas, and the heat of formation of ice from aqueous solution, and the thermal diffusivity ratio \( \kappa_e / \kappa_e(i) \) appears because of the definition of \( \Gamma_i \) in (4.2). The parameter \( h^* \approx 0.028 \) is the additional hydrate volume fraction expected to form due to the exclusion of gas from the ice structure, as explained in Appendix G. Substituting the appropriate parameter values from Table 4.2 into (4.13)
gives $\Delta T_{\text{dis}} \approx -0.72 \, ^\circ\text{C}$. The data in Figure 4.7 shows that the region surrounding the probe initially cools and reaches a minimum approximately eight minutes later of about 0.02 °C below its initial value, then warms to reach a peak of about 0.1 °C above its initial value some thirty minutes later, before beginning to cool again. Obviously this is not the behavior that was expected, so some of the essential physics of the problem must have been neglected.

Aside from hydrate dissociation, other sources of temperature change that might be associated with a rapid pressure release in the reaction chamber include the exsolution of gas; the decompression of ice, aqueous solution, sand grains, or gas; and the advective mixing that accompanies the exsolution of gas. The temperature change associated with the adiabatic compression of a material is given by $[\text{Anderson, 1989, p. 90}]

$$\Delta T_{\text{comp}} = \frac{\alpha_T T \Delta P}{\rho C_p} , \quad (4.14)$$

where $\alpha_T$ is the coefficient of thermal expansion, $\Delta P$ is the pressure change, $\rho$ is the density, and $C_p$ is the specific heat. For ice that completely fills the pore space $\Delta T_{\text{compi}}$ becomes

$$\Delta T_{\text{compi}} = \frac{\alpha_{Ti} T \Delta P \phi \kappa_e}{\Gamma_i \kappa_e(i) \rho_f C_f} . \quad (4.15)$$

For a pressure drop of 225 PSI (1.55 MPa), at a temperature of $-5$ °C (268 K), and with a thermal expansion coefficient of $\alpha_{Ti} \approx 60 \times 10^{-6} \, \text{K}^{-1}$ $[\text{Hobbs, 1974, p. 347}]$, this gives $\Delta T_{\text{compi}} \approx -0.002 \, ^\circ\text{C}$. If the pore filling fluid were water at 0 °C, $\alpha_{Tf} \approx -68 \times 10^{-6} \, \text{K}^{-1} \approx -\alpha_{Ti}$ $[\text{Weast, 1975}]$, and the temperature would be expected to increase by a few thousandths of a degree.

The enthalpy change associated with gas coming out of solution is calculated as

$$\Delta T_{\text{exs}} = \frac{\Delta H_{\text{exs}} \Delta c_{\rho f} \phi}{\Gamma_o \rho_f C_f} . \quad (4.16)$$

To get the largest possible effect, all the gas would have to come out of solution from
a gas-rich pore fluid that completely filled the pore space. This is not a feasible scenario considering that the temperature record displayed in Figure 4.7 shows that the temperature is below freezing, but nevertheless it useful to get an idea of the magnitude of temperature change that exsolution could cause. Using $\Delta H_{\text{dis}} \approx -441 \text{ kJ/kg} \quad (-19.43 \text{ kJ/mole})$ [Sloan, 1990, p. 76], and assuming that virtually all of the gas is exsolved from a saturated solution, so that $\Delta c \approx -0.03$, then $\Delta T_{\text{exs}} \approx 1 \degree C$. Clearly, if there were even a small amount of fluid in the vicinity of the temperature probe that unfrozen, then exsolution of some of its dissolved gas could raise the temperature by a significant amount.

It is possible that a combination of mechanisms might be responsible for the temperature record shown in Figure 4.7. Thus the temperature signature due to hydrate dissociation may be present, but it is obscured by other effects. It is also possible, however, that there is no hydrate present to dissociate. In an attempt to clarify which processes are more important in these depressurization experiments and to improve visual observations, the sand was removed from the reaction chamber for another set of hydrate detection experiments.

Without the presence of sand, and with the gas cylinder connected to the top of the chamber to maintain the pressure, there is no possibility of free gas in the bottom of the chamber. An ice layer was formed by cooling the base temperature to below the ice freezing temperature $T_{\text{e}}$. In these experiments the thermal profile in the reaction chamber is not diffusive since thermal convection occurs. This was not the case when the sand was present because the Rayleigh number was lower since the fluid had to maneuver around the sand grains (see Appendix C). The hydrate crystals are expected to bind themselves to the ice at the base of the reaction chamber. Since the volume of hydrate which forms from dissolved gas is generally small, only a fraction of the ice surface will be covered with hydrate. Thus the hydrate should be intermixed with ice
crystals as the icy layer grows from the base of the reaction chamber.

Once the frozen layer was formed, the pressure was released to dissociate the hydrate. Bubbles of $CO_2$ formed in the fluid as the pressure dropped and the gas solubility was lowered correspondingly. In many experiments, once the gauge pressure was reduced from 250 PSI (1.72 MPa) to about 100 PSI (0.69 MPA), the exsolution of bubbles was so vigorous that visual observation of the ice surface was no longer possible. The turbulent motion caused the fluid to circulate so that warmer water from the upper regions of the reaction chamber was brought down to the ice surface and facilitated the rapid melting of the icy layer. The temperature change near the melting boundary was quickly detected at the RTD probe locations. No definitive evidence of hydrate dissociation was acquired, but the large temperature change associated with the circulation of fluid may have hidden the effects of the dissociation enthalpy change.

One final experiment was performed in which the chamber was left for one week with the gauge pressure held constant at about 290 PSI (2.00 MPa) to allow the gas to dissolve. After this time span, the base temperature was dropped from approximately 0 °C to −2 °C to allow the growth of a thin icy layer. Approximately 28 hours later, the acrylic tube failed causing a rapid pressure decrease to the atmospheric level, and a discharge of the reaction chamber’s fluid contents. The frozen layer at the bottom of the chamber remained intact, and upon close inspection was found to be releasing gas. The observed white, icy structure was interpreted to be a mixture of hydrate and ice. Occasionally as the gas was released, pieces of the bulk structure were discharged several centimeters into the air. This was taken as evidence that as the gas component was freed from its water cages, it was sometimes trapped by the ice surrounding it and pressure was able to build up before it could be exhausted to the atmosphere. The substance continued to dissociate for at least ten minutes, after which observations were discontinued.

In the following chapter the implications of the hydrate formation model and the
experimental results are discussed.
Chapter 5

Discussion

One of the questions posed in the introduction was whether or not free gas is required in order for hydrate to form. The experimental results presented here have shown that hydrate does form from an aqueous $CO_2$ solution without the presence of free gas when the temperature is below the ice formation temperature. No clear evidence was found, however, for hydrate formation from solutions above the solution freezing temperature. This is not to say that the hydrate did not form, merely that if it did, it escaped detection. There are several plausible explanations that promote each of these possibilities.

Several authors [eg. Sloan, 1990] have reported that kinetic effects can play a large role in the formation of hydrates from water and free gas. If the phase change is rate-limited by kinetic processes it is conceivable that once the equilibrium temperature was reached, an insufficient length of time was allowed for a significant volume of hydrate to crystallize. In addition, if phase change kinetics were to play a dominant role, the moving interface might be characterized by a gradational increase in the hydrate concentration, which would make it difficult to detect. Cha et al. [1988] observed that the formation rate of methane hydrate was greatly enhanced by the presence of a bentonite surface. They argue that the solid surface provides a nucleation sight to which the hydrate crystal can bind during its initial formation stages. In this study, Lane Mountain sand, which consists almost exclusively of quartz grains, was used as the sediment component, and it is possible that hydrate formation might have been facilitated by the presence of more clay.
The concentration of $CO_2$ in equilibrium with its hydrate is not well constrained. Claypool and Kaplan [1974] report that for the methane-water system, the equilibrium concentration is about one third of the methane solubility limit immediately outside the hydrate stability field. The abruptness of the reported change in solution gas content once the methane hydrate stability field is reached suggests that it is reasonable to approximate $c_e$ as a constant. It was assumed in this study that the $CO_2 - H_2O$ system has a similar behavior, however if in fact the equilibrium concentration were closer to the initial concentration in the experiments, the expected hydrate volume fraction would be correspondingly reduced. If future experiments are successful in determining the amount of hydrate that forms under different conditions, this data may be used to refine the estimates of $c_e$.

Before beginning each hydrate formation experiment, an attempt was made to ensure that a high concentration of gas was dissolved in the liquid. Despite these efforts, some of the experiments may have been performed with initial gas concentrations well below the solubility level. It is possible that in some cases the initial gas concentration was also below the equilibrium gas concentration, which would leave no opportunity for hydrate to form above the melting point of ice. To determine the initial gas concentration in future experiments, the pressure could initially be reduced slightly until gas bubbles are seen rising from the sediment column at which point the gas concentration may be taken from the solubility tables.

The slow dissociation rate of the hydrate and ice sample which was removed from the reaction chamber may provide an explanation for the failure of the temperature probes to detect hydrate during earlier depressurization experiments. The observations suggest that the latent heat consumed during dissociation is removed from the hydrate's surroundings over a protracted time period. This would significantly reduce the magnitude of the associated thermal signature and allow it to be masked by the effects of other
processes. Future depressurization experiments might be more successful at detecting hydrate if the pressure is gradually decreased to just under the stability pressure so that the mixing of pore fluids and the heat generated by the exsolution of gas would be minimized.

An alternative method for hydrate detection using its dissociation characteristics could be based on the temperature dependence of its phase equilibria. In a series of ice melting experiments outlined in Appendix E, it was found that when the base temperature was increased to above 0 °C, the temperature measured by each of the probes was constant at the ice melting temperature for an extended time period. In a similar set of experiments aimed at dissociating a hydrate layer, the probe measurements might remain constant at the hydrate equilibrium temperature for a significant length of time. In this type of experiment, the base temperature and the equilibrium temperature may be used to estimate the heat flux that balances the latent heat; this could enable quantitative estimates of the hydrate volume fraction.

The error bars on Figure 4.4, which compares the experimentally determined ice layer formation rate to the model results, highlight the need for more accuracy both in the values of the model parameters and in the experimental measurements. The most significant source of experimental error is the finite width of the aluminum sheaths which surround the temperature probes. These casings tend to average the measurements over their surface area and make precise interpretations of the interface crossing times ambiguous. Their purpose is to provide a sink for the approximately 1.4 mW of ohmic heat flux generated by the current that is driven through the RTD probes. They also serve to hold the probes in place and protect them when sand is dumped into the reaction chamber. A better method of holding the probes in place could be devised, and the probes themselves could be coated with a thermally conductive metallic paint so that only their width is an error source in interpreting the origin of the temperature data. The errors
on the experimentally determined thermal diffusivities would also be greatly reduced by more accuracy in the probe locations.

If hydrate is detected in future dissociation experiments, confirmation will be provided that hydrate formation from solution is feasible without the presence of free gas. In itself this is important since there are doubts as to whether there is sufficient organic material in the marine sediment column to produce concentrations of methane that exceed the solubility limit. However, for the purposes of testing the model predictions, the most that can be hoped for from dissociation of experiments is a quantitative estimate of the volume fraction of hydrate present in the developing layer. Temperature measurements alone have thus far proved unsuccessful in tracking the progression of the moving phase change interface, thus further instrumentation of the reaction chamber's interior may be necessary to determine the layer growth-rate. Techniques which make use of changes in the bulk electrical properties or acoustic properties associated with the formation of hydrate are two promising alternatives. The success of such measurements would be greatly influenced by the spatial distribution of the hydrate crystals in the pore space. Acoustic velocities, for example, are controlled by the density and the elastic properties of the propagating medium. The density differences between hydrate and the pore fluid are minor, however the change in elastic properties could be significant if the hydrate formed at grain contacts and served to increase the rigidity of the bulk structure. Electrical properties are greatly influenced by the interaction between the surface charge on pore walls, and ions in the pore fluid. If hydrate were to coat a large portion of the pore surface area, its effect on the bulk resistivity could be substantial. Alternatively, if the pore throats were blocked by hydrate, the impediment to ion motion could produce a large electrical response. The model predictions might best be tested by combining the use of temperature measurements to determine the hydrate volume fraction, and electrical or acoustic techniques to monitor the interface position.
The formation model presented here makes a number of simplifications to the complete set of equations. Scaling arguments were used to suggest that the thermal and gas concentration profiles are dominated by diffusive processes so that advection plays only a secondary role. Laboratory experiments revealed that the model is successful in describing the growth-rate of an ice layer. Contributions from neglected effects, such as those due to the volume change from water to ice, were found to be small. Similarly, the effect of the porous medium on the freezing temperature was found to be small. Even though hydrate was observed after one experiment, attempts to remotely detect the presence of hydrate using temperature probes failed. Further experimental efforts are therefore necessary before the validity of the model and its underlying assumptions may be quantitatively evaluated.

At this point a review of the major features of the model is in order. The volume fraction of hydrate and the layer growth-rate are determined by the interplay between the need to remove the latent heat associated with the phase change and the efficiency with which gas can be supplied to the moving interface. Generally speaking, since heat transport is normally more efficient than compositional transport, the layer grows at a thermally controlled rate and converts the available gas into hydrate. The amount of gas available, and hence the hydrate volume fraction, is influenced by the ability of compositional diffusion to bring gas to the moving interface. Since hydrate production releases latent heat, which must be removed to allow the layer to grow, the hydrate volume fraction in turn affects the layer growth-rate. Several nondimensional parameters that determine the relative importance of these processes have been identified. The Lewis number $\alpha$ is proportional to the ratio of the thermal and chemical diffusivities. Its high nominal value is reflected in the growth-rate of the hydrate layer, which occurs on the thermal diffusion timescale. The hydrate gas concentration parameter $\tilde{c}_h$ measures the amount of gas that hydrate crystals contain relative to the amount of gas in the pore
fluid that is available to form hydrate. Since the solubility of gases in water is low in comparison to the gas concentration contained in hydrate, the hydrate gas concentration parameter must necessarily be much greater than one. With a high Lewis number, the layer develops more quickly than chemical diffusion can supply additional gas to its interface, thus the high value of $\bar{c}_h$ imposes strict limits on the fraction of the pore volume that can be occupied by hydrate. The Stefan number $S_{Th}$ compares the amount of latent heat that can be released by hydrate production to the amount of energy required to change the temperature. Despite the fact that the Stefan number can be quite high, the dynamics of layer growth are relatively insensitive to this parameter because of the low volume of hydrate that the gas solubility will allow. The specific heat ratio $\Gamma_0$ is the heat capacity of the bulk mixture normalized by the heat capacity of water. Its value is related to the amount of energy required to change the temperature of the bulk mixture, so it acts as a scaling factor and the dependence of the layer velocity and hydrate content on $\Gamma_0$ is nearly linear. The initial temperature, boundary temperature, and hydrate equilibrium temperature together determine the value of $T_{en}$, the nondimensional equilibrium temperature. Its magnitude strongly influences the layer growth-rate, and at low values it can also have a large effect on the volume fraction of hydrate by retarding the motion of the interface and allowing chemical diffusion to supply additional gas for the phase change process. Equilibrium conditions are assumed to prevail on the interface of the developing hydrate layer, and the constant value of the equilibrium gas concentration implies a constant hydrate volume fraction throughout the layer.

If the hydrate formation model presented here can be shown to accurately describe the growth of a hydrate layer under controlled laboratory conditions, an obvious question is: “What are the implications for hydrate formation in marine sediments?” Both the model environment and the marine sediment column are described by the same laws of conservation of momentum, mass, energy, and gas. Scaling arguments have shown
that in both situations the fluid velocity is less important than thermal and chemical
diffusion to the dynamics of heat and mass transport. Therefore the diffusion equation
provides a leading order description of the thermal conditions and the gas concentration
profile in both of these systems. Some of the physical conditions upon which the model
is based are somewhat different from those which prevail beneath the sea floor. The
initial state in the model is one with a constant temperature and gas concentration
throughout. In continental shelf sediments, the thermal conditions are dominated by the
geothermal gradient, with an essentially constant heat flux measured at the sea floor over
extensive regions of hydrate-bearing sediments [Hyndman et al., 1993]. The distribution
of gas in the sediments is often not well constrained, but it might be reasonable to
suspect that it could be relatively uniform beneath the hydrate stability field. These
differences are embodied within the initial conditions and boundary conditions for the
two problems, however, and it must be emphasized that the physics involved in the two
problems is the same. If the model presented here compares favourably with future
laboratory simulations, the path will be cleared to apply the same equations to the more
complicated problem of hydrate formation in marine sediments.
Chapter 6

Conclusions

The primary goal of this study was to develop a quantitative model of hydrate formation within a porous medium. This was accomplished for the case of a porous half-space which is cooled on its boundary. Prior to cooling, the temperature and gas concentration are assumed to be uniform throughout the half-space. As the boundary is cooled, a hydrate region grows into the porous half-space on the thermal diffusion timescale. The model predicts that the interface between the hydrated and fluid saturated sediments moves with the square root of time. The volume fraction of the pore space occupied by hydrate is constant throughout the developing layer, and is predominantly controlled by the initial gas concentration, though chemical diffusion may enhance the hydrate concentration by supplying additional gas to the hydrate region.

The governing equations for this problem are derived from on conservation of momentum, mass, energy, and gas. The governing equations contain transport terms which describe both advective and diffusive process. Scaling arguments show that advective transport is dominated by diffusive transport of heat and mass. Since advective transport may be neglected, there is no inherent length scale in the problem and similarity solutions may be obtained for the evolution of the temperature and gas concentration profiles as a function of time. The modelled values of the interface velocity and the hydrate volume fraction are found by solving a transcendental equation which results from the conservation of energy and gas on the moving boundary.

A laboratory apparatus was constructed to simulate the conditions considered in
the model. The reaction chamber is made from a 0.7 m long, 0.14 m inner diameter cast acrylic tube. The ends are capped with aluminum lids through which coolant is circulated in order to control the boundary temperatures. The rate of growth of an ice layer was monitored using RTD temperature probes and shown to conform to the model predictions. This lends additional support to the validity of neglecting advection in the energy conservation equation.

To test the model predictions for hydrate formation, carbon dioxide was chosen as the gas component because of its high solubility and relatively low hydrate stability pressure. Repeated attempts to detect the position of the hydrate interface using temperature measurements failed. This is interpreted to be a result of both the low hydrate volume fraction present during the experiments, and a combination of other thermal signals which were larger than the effects of the latent heat released during hydrate formation. Hydrate was removed from the reaction chamber after one experiment when the base temperature was low enough to promote ice formation, but the RTD probes failed to detect its presence.

In order to test the formation model, improvements to the apparatus instrumentation will be needed to facilitate hydrate detection. Using the results of further laboratory tests, the validity of the model may be more properly assessed. If results are unfavourable, a review of the primary assumptions and simplifications inherent in the model may be in order. If, however, the model predictions agree with the experimental evidence, future analysis should focus on applying the governing equations to the task of determining the formation characteristics of hydrate in marine sediments. Developing a quantitative model of hydrate formation in marine sediments will be complicated by the geothermal gradient, which imposes a length scale on the problem so that similarity solutions of the governing equations will not be possible. In addition, hydrate layers in marine sediments occur over a vertical extent on the order of 100 m, and this may result in a significant
depth dependence for both the equilibrium temperature and the equilibrium gas concentration. These mathematical difficulties must be overcome to further contribute to our understanding of hydrate layer characteristics and their implications for more fundamental problems.
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Appendix A

Nomenclature

The following is a list of symbols used throughout the text.

- \(a(t)\) ................................................................. interface position
- \(\bar{a}(t)\) ............................................................ dimensionless interface position
- \(c\) ................................................................. fluid gas concentration
- \(c_e\) ................................................................. equilibrium gas concentration
- \(c_\infty\) ............................................................... initial gas concentration
- \(c_h\) ................................................................. hydrate gas concentration
- \(\bar{c}\) ................................................................. dimensionless gas concentration
- \(\bar{c}_h\) ............................................................. hydrate gas concentration parameter, see (2.49)
- \(C\) ................................................................. specific heat capacity at constant pressure
- \(D_c\) ................................................................. chemical diffusion coefficient
- \(D_d\) ................................................................. chemical dispersion coefficient
- \(dS\) ................................................................. surface element outward normal unit vector
- \(g(h)\) ............................................................... relative permeability function, see (2.21)
- \(h\) ................................................................. hydrate pore volume fraction
- \(h^*\) ................................................................. additional hydrate formed below ice melting temperature
- \(H\) ................................................................. specific enthalpy
- \(\Delta H_{exs}\) ......................................................... enthalpy change on exsolution of gas
- \(i_c\) ................................................................. diffusive gas flux
- \(i_d\) ................................................................. dispersive gas flux
Appendix A. Nomenclature

- $k$ ................................................................. sediment permeability
- $k_p$ ............................................................. barodiffusion coefficient
- $K_e(h)$ ......................................................... effective thermal conductivity
- $L$ ............................................................... latent heat of formation
- $u$ ............................................................... macroscopic transport velocity
- $\tilde{u}$ ......................................................... dimensionless transport velocity
- $v$ ................................................................. interstitial fluid velocity
- $P$ ................................................................. total pressure
- $P'$ .............................................................. non-hydrostatic pressure component
- $Q$ ............................................................... heat flux
- $S_T$ ............................................................. Stefan number, see (2.47)
- $t$ ................................................................. time
- $\tilde{t}$ .......................................................... dimensionless time
- $T$ ................................................................. temperature
- $T_e$ ............................................................ equilibrium temperature
- $T_0$ ............................................................. base temperature
- $T_\infty$ ........................................................ initial temperature
- $\tilde{T}$ ........................................................ dimensionless temperature
- $\tilde{T}_e$ ....................................................... dimensionless equilibrium temperature
- $\Delta T_{\text{comp}}$ ........................................ temperature change from adiabatic compression
- $\Delta T_{\text{dis}}$ .............................................. temperature change from dissociation of hydrate
- $\Delta T_{\text{eas}}$ ............................................... temperature change from exsolution of gas
- $U$ ............................................................... internal energy
- $V$ ............................................................... volume
- $W$ ............................................................... work
- $z$ ............................................................... position
Appendix A. Nomenclature

\[ z \] dimensionless position
\[ \alpha \] Lewis number, see (2.48)
\[ \alpha_T \] coefficient of thermal expansion
\[ \Gamma(h) \] heat capacity ratio, see (2.21)
\[ \Gamma_0 = \Gamma(0) \] heat capacity ratio for fluid saturated sediments
\[ \Gamma_h = \frac{\Gamma(h)\kappa_e}{\kappa_e(h)} \] heat capacity ratio for hydrated sediments
\[ \Gamma_i = \frac{\Gamma(i)\kappa_e}{\kappa_e(i)} \] heat capacity ratio of icy sediments
\[ \eta \] dynamic viscosity
\[ \kappa_e(h) \] effective thermal diffusivity, see (2.22)
\[ \kappa_e = \kappa_e(0) \] thermal diffusivity of fluid saturated sediments
\[ \lambda \] growth-rate parameter, see (3.24)
\[ \mu \] chemical potential
\[ \xi \] similarity variable, see (3.23)
\[ \rho \] density
\[ \phi \] porosity
\[ \Omega \] fixed representative volume

subscripts
\[ f \] fluid
\[ h \] hydrate
\[ s \] sediment grain
\[ i \] ice
\[ r \] representative quantity
Appendix B

Interface Conditions

In Chapter 2, the conservation laws are applied over a continuum of solid grains, pore fluid, and hydrate to derive the governing equations. As a hydrate layer is formed, the interface at the top of the layer is defined by a discontinuity in the hydrate volume fraction $h$. This discontinuity in $h$ will introduce discontinuities in the temperature gradient and the gas concentration gradient. The conservation laws may be applied in integral form across the interface to determine how the magnitudes of these discontinuities and the velocity of the moving phase change interface are related. In the following derivation, the interface is represented as a surface $z = z_i(x, y, t)$ with unit outward normal $\hat{n}$.

As shown in Chapter 2, the conservation laws may be represented in terms of surface integrals and volume integrals applied over some fixed region. To evaluate these integrals over a region where the integrands are discontinuous, consider a fixed box which is constructed to enclose part of a mobile interface in such a way that its top and bottom surfaces, $\sigma^+$ and $\sigma^-$, are parallel to the interface and equal in area. The other sides of the box have a much smaller surface area so their contribution to any surface integral over the box is negligible compared to the contributions from $\sigma^+$ and $\sigma^-$. The normal component of a vector field $q$ may be integrated over the surface of the box to obtain

$$\int_S q \cdot dS \approx \int_{\sigma^+} q \cdot \hat{n} d\sigma + \int_{\sigma^-} q \cdot (-\hat{n}) d\sigma.$$  \hspace{1cm} (B.1)

If the box is made small enough that the component of $q$ perpendicular to the interface
is uniform over each surface integral, then (B.1) may be simplified to

\[ \int_S \mathbf{q} \cdot d\mathbf{S} \approx [\mathbf{q} \cdot \mathbf{n}]^+ \int_\sigma d\sigma = [\mathbf{q} \cdot \mathbf{n}]^+ \sigma , \quad (B.2) \]

where the notation \([\mathbf{q} \cdot \mathbf{n}]^+\) is used to denote the magnitude of the discontinuity in the normal component of \(\mathbf{q}\) across the interface.

The time derivative of the volume integral of a scalar function \(F\) over the box, may be rewritten as

\[ \frac{\partial}{\partial t} \int_\Omega F \, d\Omega = \frac{\partial}{\partial t} \int_\sigma \int_w F \, d\sigma , \quad (B.3) \]

where the surface \(\sigma\) is again parallel to the interface, and \(w\) is the width of the volume \(\Omega\). The differentiation may be performed within the surface integral since its limits are fixed in time and the integrand is continuous along every surface parallel to the interface \(z_i\). However, \(F\) may be discontinuous across the interface, so it is useful to split the integral over \(w\) into parts above and below \(z_i\) so that

\[ \frac{\partial}{\partial t} \int_\sigma \{ \int_w F \, dz \} d\sigma = \int_\sigma \frac{\partial}{\partial t} \{ \int_w^z F \, dz \} d\sigma = \int_\sigma \{ \int_w^z F \, dz \} d\sigma , \quad (B.4) \]

where \(w^-\) and \(w^+\) indicate the top and bottom of the box. The line integrals may be evaluated using Leibnitz' rule, which states that for a function \(\Phi\) which is continuous over the interval from \(b_1\) to \(b_2\),

\[ \frac{\partial}{\partial t} \int_{b_1}^{b_2} \Phi \, dz = \Phi|_{b_2} \frac{\partial}{\partial t} b_2 - \Phi|_{b_1} \frac{\partial}{\partial t} b_1 + \int_{b_1}^{b_2} \frac{\partial \Phi}{\partial t} \, dz \quad (B.5) \]

The lower bound of the first integral and the upper bound of the second integral on the right hand side of (B.4) are fixed, only their common bound at \(z_i\) moves. If the values of \(F\) on either side of the interface are given by \(F^+\) and \(F^-\), then

\[ \frac{\partial}{\partial t} \int_\Omega F \, d\Omega = \int_\sigma \{ F^+ \frac{\partial z_i}{\partial t} - F^- \frac{\partial z_i}{\partial t} \} d\sigma + \int_w \frac{\partial F}{\partial t} \, dz \, d\sigma . \quad (B.6) \]
The box is considered to be thin enough that $F$ may be treated as a constant on each side of the moving interface, so (B.6) becomes

$$\frac{\partial}{\partial t} \int_\Omega F \, d\Omega = -[F]^+ \frac{\partial z_i}{\partial t} \sigma + \int_\Omega \frac{\partial F}{\partial t} \, d\Omega . \tag{B.7}$$

As the width of the box tends to zero, the volume integral on the right hand side of (B.7) becomes much smaller than the first term since the volume shrinks more rapidly than the surface area, leaving

$$\frac{\partial}{\partial t} \int_\Omega F \, d\Omega \approx -[F]^+ \frac{\partial z_i}{\partial t} \sigma . \tag{B.8}$$

Equations (B.2) and (B.8) may be applied to obtain interface conditions for the hydrate formation problem from the conservation laws. The integral form of the condition for conservation of mass may be stated as (see (2.4) and (2.5))

$$\frac{\partial}{\partial t} \int_\Omega [\rho_f \phi (1 - h) + \rho_h \phi h + \rho_s (1 - \phi)] \, d\Omega = - \int_\Sigma \rho_f u \cdot dS . \tag{B.9}$$

Evaluating these integrals over the box on the interface gives

$$-[\rho_f \phi (1 - h) + \rho_h \phi h + \rho_s (1 - \phi)]^+ \frac{\partial z_i}{\partial t} \sigma = -[\rho_f u \cdot \hat{n}]^+ \sigma . \tag{B.10}$$

This equation may be simplified to

$$\rho_f [u \cdot \hat{n}]^+ = \phi (\rho_h - \rho_f) [h]^+ \frac{\partial z_i}{\partial t} , \tag{B.11}$$

because the incompressibility conditions imply that the porosity and the densities of the three components cannot change. Notice that if the density difference between the hydrate and fluid is small, and the magnitude of the discontinuity in the hydrate volume fraction is small, the velocity field will be continuous across the moving interface.

The same type of analysis can be used to find an interface condition from the energy conservation condition. The balance requirement in this case is (see (2.14), (2.15), and
The temperature must be continuous across the boundary since any discontinuity would require an infinite thermal gradient and, by extension, infinite heat flux. Thus the temperature dependence of enthalpy from (2.18) implies that the enthalpies of the individual components are continuous, so only the hydrate volume fraction, the temperature gradient, the fluid velocity, and the effective thermal conductivity may be discontinuous. Using (B.2) and (B.8), the equation can be re-written as

\[
\phi (\rho_f H_f - \rho_h H_h)[h]^+ \frac{\partial z_i}{\partial t} \sigma = (-\rho_f H_f [u \cdot \hat{n}]^+ + [K_e(h)\nabla T \cdot \hat{n}]^+)\sigma .
\]

(B.13)

The definition of latent heat from equation (2.19), and the interface condition from conservation of mass (B.11) may be invoked to show that

\[
\frac{\rho_h \phi L}{\rho_f C_f}[h]^+ \frac{\partial z_i}{\partial t} = [K_e(h)\nabla T \cdot \hat{n}]^+ ,
\]

(B.14)

where the effective thermal diffusivity \( K_e(h) \) is defined as in (2.22).

Conservation of gas on the boundary requires that (see (2.24), (2.25), and (2.32))

\[
\frac{\partial}{\partial t} \int_\Omega [\rho_f c \phi (1 - h) + \rho_h c_h \phi h] \, d\Omega = - \int_\Omega \rho_f c [u \cdot \hat{n}]^+ \, dS + \int_\Omega \rho_f \phi [(1 - h)[(D_e + D_d)\nabla c + D_e \frac{k_P}{P} \nabla P]] \cdot \hat{n}^+ \, dS .
\]

(B.15)

The pressure and the concentration of gas in the fluid must be continuous across the boundary to avoid infinite gradients. Equation (B.15) may therefore be written as

\[
-\phi (\rho_h c_h - \rho_f c)[h]^+ \frac{\partial z_i}{\partial t} = -\rho_f c [u \cdot \hat{n}]^+ \\
+ \rho_f \phi [(1 - h)[(D_e + D_d)\nabla c + D_e \frac{k_P}{P} \nabla P] \cdot \hat{n}]^+ .
\]

(B.16)
Substituting in the interface requirement from mass conservation, (B.11), and dividing by porosity gives

$$-\rho_h (c_h - c)[h]^+ \frac{\partial z_i}{\partial t} = \rho_f [(1 - h)(D_e + D_d) \nabla c \cdot \hat{n}]^+ + \rho_f [(1 - h)D_e \frac{k_p}{P} \nabla P' \cdot \hat{n}]^+ . \tag{B.17}$$

In (B.17), the pressure gradient $\nabla P$ has been replaced by its non-hydrostatic component $\nabla P'$. Using momentum conservation, (2.1), to replace $\nabla P'$ allows (B.17) to be rewritten as

$$-\rho_h (c_h - c)[h]^+ \frac{\partial z_i}{\partial t} = \rho_f [(1 - h)(D_e + D_d) \nabla c \cdot \hat{n}]^+ + \frac{\rho_f D_e k_p \eta}{P k} \left[ \frac{1}{g(h)} u \cdot \hat{n} \right]^+ . \tag{B.18}$$

While the form of the relative permeability function $g(h)$ depends on the location of the hydrate in the pore space, it might be reasonable to approximate it as a linear function of $h$ (i.e., $g(h) = 1 - h$). This function has the desired properties that it returns an effective permeability of 0 when the pore space is completely clogged with hydrate, and the intrinsic permeability $k$ when there is no hydrate present. This choice for $g(h)$ results in the final term in (B.18) being directly proportional to the jump in the normal component of the fluid velocity. Provided that either this velocity jump is small, or the coefficient of this final term is small, (B.18) may be approximated by

$$-\rho_h (c_h - c)[h]^+ \frac{\partial z_i}{\partial t} = \rho_f [(1 - h)(D_e + D_d) \nabla c \cdot \hat{n}]^+ . \tag{B.19}$$

The jump conditions on the temperature gradient, (B.14), and the gas concentration gradient, (B.19), may now be modified for the geometry considered in Chapter 3 and transformed to dimensionless form using the variables introduced in (3.1) and (3.2). The interface is planar so the gradients of the temperature and gas concentration are normal to the moving phase change interface at $z_i = a(t)$. The hydrate volume fraction $h$ is zero above the moving boundary, and some finite value beneath it. The gas concentration within the hydrated region is at $c_e$. With these substitutions the nondimensional interface
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conditions become

\[ -S_{Th} \frac{d\tilde{a}}{dt} = \frac{\partial \tilde{T}(\tilde{a}^+, \tilde{t})}{\partial \tilde{z}} \frac{\kappa_e(h)}{\kappa_e(0)} \frac{\partial \tilde{T}(\tilde{a}^-, \tilde{t})}{\partial \tilde{z}}, \]

(B.20)

and

\[ \frac{\rho_h \bar{c}_h \alpha h}{\rho_f} \frac{d\tilde{a}}{dt} = \frac{\partial \tilde{c}(\tilde{a}^+, \tilde{t})}{\partial \tilde{z}}, \]

(B.21)

where the Stefan number \( S_{Th} \), the hydrate gas concentration parameter \( \bar{c}_h \), and the Lewis number \( \alpha \) are defined by equations (3.3), (3.4), and (2.48), respectively.
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Stability Analysis

The hydrate layer formation model presented in Chapter 3 is based on a simplified view of nature. In reality a medium always contains small inhomogeneities which may cause instabilities that magnify with time. A stability analysis is necessary to determine whether perturbations to the phase change interface are likely to magnify or decay. Another effect that requires investigation is that of thermal convection driven by density contrasts in the interstitial fluid. If transport by convection were important, the model presented in Chapter 3 would require the addition of convective transport.

C.1 Interface Stability

In some moving boundary problems, perturbations to a planar interface may lead to the growth of dendrites which invalidate one dimensional model formulations. To test the effect of perturbations on the model presented in Chapter 3, solutions to the governing equations are sought for a modified phase change interface geometry described by

\[ \tilde{z} = \tilde{A}(\tilde{z}, \tilde{t}) = a(\tilde{t}) + \delta \tilde{a} e^{ik\tilde{z} + \sigma \tilde{t}}. \]  

(C.1)

The interface \( \tilde{A} \) is described by a planar component \( \tilde{a} \) and a component with a low amplitude periodic spatial dependence. If the growth parameter \( \sigma \) is positive for a given spatial wave number \( k \), the amplitude of the perturbation will increase exponentially with time \( \tilde{t} \) suggesting that the planar interface model found in Chapter 3 is unlikely to be physically realized. If \( \sigma \) is negative, however, the disturbance will decay so the model
is stable to interface perturbations with that particular spatial wave number $k$.

The nondimensional governing equations for this problem are

\[ \Gamma_h \frac{\partial \bar{T}}{\partial \bar{t}} = \frac{\partial^2 \bar{T}}{\partial \bar{z}^2} + \frac{\partial^2 \bar{T}}{\partial \bar{z}^2}, \; 0 < \bar{z} < \bar{A}(\bar{x}, \bar{t}) \]  

\[ \Gamma_0 \frac{\partial \bar{T}}{\partial \bar{t}} = \frac{\partial^2 \bar{T}}{\partial \bar{z}^2} + \frac{\partial^2 \bar{T}}{\partial \bar{z}^2}, \; \bar{z} > \bar{A}(\bar{x}, \bar{t}) \]  

\[ \bar{c} = 0, \; 0 < \bar{z} < \bar{A}(\bar{x}, \bar{t}) \]  

and

\[ \phi \frac{\partial \bar{c}}{\partial \bar{t}} = \frac{\partial^2 \bar{c}}{\partial \bar{z}^2} + \frac{\partial^2 \bar{c}}{\partial \bar{z}^2}, \; \bar{z} > \bar{A}(\bar{x}, \bar{t}) \]  

which are the same as (3.7) through (3.10) with extra terms to account for diffusion in the $\bar{z}$ direction. The boundary conditions and initial conditions become (see (3.13) through (3.20))

\[ \bar{T}(\bar{x}, \bar{z}, 0) = 1, \; \bar{c}(\bar{x}, \bar{z}, 0) = 1, \; \bar{T}(\bar{x}, 0, \bar{t}) = 0, \]  

\[ \bar{T}(\bar{x}, \infty, \bar{t}) = 1, \; \bar{c}(\bar{x}, \infty, \bar{t}) = 1, \]  

\[ \bar{T}(\bar{x}, \bar{A}, \bar{t}) = \bar{T}_{eh}, \; \text{and} \; \bar{c}(\bar{x}, \bar{A}, \bar{t}) = 0. \]  

The changing orientation of the outward normal $\hat{n}$ causes the interface conditions, (B.14) and (B.19), to become

\[ \bar{\nabla} \bar{T}(\bar{x}, \bar{A}^+, \bar{t}) \cdot \hat{n} - \frac{\kappa_e(h)}{\kappa_e} \bar{\nabla} \bar{T}(\bar{x}, \bar{A}^-, \bar{t}) \cdot \hat{n} = -S_{Th} \frac{\partial \bar{A}}{\partial \bar{t}}, \]  

and

\[ \bar{\nabla} \bar{c}(\bar{x}, \bar{A}^+, \bar{t}) \cdot \hat{n} = \frac{\rho_h}{\rho_f} \bar{c}_h \phi a h \frac{\partial \bar{A}}{\partial \bar{t}}, \]  

where the symbol $\bar{\nabla}$ is used to denote the nondimensional gradient.

The strategy is to break the temperature and gas concentration fields into zeroth- and first-order components, and look for solutions for each component separately in the form

\[ \bar{T}(\bar{x}, \bar{z}, \bar{t}) = \bar{T}_0(\bar{z}, \bar{t}) + \delta \bar{T}(\bar{z}, \bar{t}) e^{i\bar{a} \bar{z} + \sigma \bar{t}}, \]  

\[ \bar{c}(\bar{x}, \bar{z}, \bar{t}) = \bar{c}_0(\bar{z}, \bar{t}) + \delta \bar{c}(\bar{z}, \bar{t}) e^{i\bar{a} \bar{z} + \sigma \bar{t}}, \]
and

\[
\tilde{c}(\tilde{z},\tilde{z},\tilde{t}) = \tilde{c}_0(\tilde{z},\tilde{t}) + \delta \tilde{c}(\tilde{z}) e^{i k \tilde{z} + \sigma \tilde{t}}, \tag{C.12}
\]

with the hydrate volume fraction given by

\[
h = h_0 + \delta \tilde{h} e^{i k \tilde{z} + \sigma \tilde{t}}. \tag{C.13}
\]

The perturbation quantities, \(\delta \tilde{a}, \delta \tilde{T}, \delta \tilde{c},\) and \(\delta \tilde{h},\) are assumed to be small enough that second-order contributions may be ignored. For boundary conditions on \(\tilde{A}(\tilde{z},\tilde{t})\) a Taylor series expansion about \(\tilde{a}(\tilde{t})\) is used so that for a function \(f,\)

\[
f(\tilde{A}) = f(\tilde{a}) + \delta \tilde{a} e^{i k \tilde{z} + \sigma \tilde{t}} \frac{\partial f(\tilde{a})}{\partial \tilde{z}} + O(\delta \tilde{a})^2. \tag{C.14}
\]

Substituting (C.11) and (C.12) into (C.2) through (C.5) and collecting the zeroth-order terms gives

\[
\Gamma_h \frac{\partial \tilde{T}_0}{\partial \tilde{t}} = \frac{\partial^2 \tilde{T}_0}{\partial \tilde{z}^2}, \quad 0 < \tilde{z} < \tilde{A}(\tilde{z},\tilde{t}) \tag{C.15}
\]

\[
\Gamma_0 \frac{\partial \tilde{T}_0}{\partial \tilde{t}} = \frac{\partial^2 \tilde{T}_0}{\partial \tilde{z}^2}, \quad \tilde{z} > \tilde{A}(\tilde{z},\tilde{t}) \tag{C.16}
\]

\[
\tilde{c}_0 = 0, \quad 0 < \tilde{z} < \tilde{A}(\tilde{z},\tilde{t}) \tag{C.17}
\]

and

\[
\phi \frac{\partial \tilde{c}_0}{\partial \tilde{t}} = \frac{\partial^2 \tilde{c}_0}{\partial \tilde{z}^2}, \quad \tilde{z} > \tilde{A}(\tilde{z},\tilde{t}) \tag{C.18}
\]

while the associated boundary conditions, (C.6) through (C.8), become

\[
\tilde{T}_0(\tilde{z},0) = 1, \quad \tilde{c}_0(\tilde{z},0) = 1, \quad \tilde{T}_0(0,\tilde{t}) = 0, \tag{C.19}
\]

\[
\tilde{T}_0(\infty,\tilde{t}) = 1, \quad \tilde{c}_0(\infty,\tilde{t}) = 1, \tag{C.20}
\]

\[
\tilde{T}_0(\tilde{a},\tilde{t}) = \tilde{T}_{ch}, \quad \tilde{c}_0(\tilde{x},\tilde{a},\tilde{t}) = 0. \tag{C.21}
\]

Equations (C.13) and (C.14) are used to produce the zeroth-order interface conditions from (C.9) and (C.10) giving

\[
\frac{\partial \tilde{T}_0(\tilde{a}^+,\tilde{t})}{\partial \tilde{z}} - \frac{\kappa_e(h)}{\kappa_e} \frac{\partial \tilde{T}_0(\tilde{a}^-,\tilde{t})}{\partial \tilde{z}} = -S_{Th} h_0 \frac{d \tilde{a}}{d \tilde{t}}, \tag{C.22}
\]
and
\[ \frac{\partial \bar{c}_o(a^+, \bar{\tau})}{\partial \bar{z}} = \frac{\rho_f}{\rho_h} \phi \alpha \bar{c}_h \frac{d \bar{a}}{dt} \tag{C.23} \]

This problem is identical to that considered in Chapter 3, with the solution described by equations (3.31), (3.32), (3.41), and (3.42), which may be written with the similarity variable \( \xi \) replaced using its definition from (3.23) as
\[ \tilde{T}_0(\bar{z}, \bar{\tau}) = \frac{\text{erf}(\sqrt{\Gamma_h \frac{\bar{z}}{2\sqrt{\bar{\tau}}}})}{\text{erf}(\sqrt{\Gamma_h \lambda})}, \quad 0 < \bar{z} < \bar{A} \tag{C.24} \]
\[ \tilde{T}_0(\bar{z}, \bar{\tau}) = \text{erf}(\sqrt{\Gamma_0 \frac{\bar{z}}{2\sqrt{\bar{\tau}}}}) + \frac{\tilde{T}_{eh} - \text{erf}(\sqrt{\Gamma_0 \lambda})}{\text{erf}(\sqrt{\Gamma_0 \lambda})} \text{erfc}(\sqrt{\Gamma_0 \frac{\bar{z}}{2\sqrt{\bar{\tau}}}}), \quad \bar{z} > \bar{A} \tag{C.25} \]
\[ \tilde{c}_o(\bar{z}, \bar{\tau}) = 0, \quad 0 < \bar{z} < \bar{A} \tag{C.26} \]

and
\[ \tilde{c}_o(\bar{z}, \bar{\tau}) = \text{erf}(\sqrt{\phi \alpha \frac{\bar{z}}{2\sqrt{\bar{\tau}}}}) - \frac{\text{erf}(\sqrt{\phi \alpha \lambda})}{\text{erfc}(\sqrt{\phi \alpha \lambda})} \text{erfc}(\sqrt{\phi \alpha \frac{\bar{z}}{2\sqrt{\bar{\tau}}}}), \quad \bar{z} > \bar{A} \tag{C.27} \]

The interface conditions, (C.22) and (C.23), lead to
\[ h_0 = \frac{\rho_f e^{-\phi \alpha \lambda}}{\rho_h \sqrt{\pi \phi \alpha \bar{c}_h \lambda \text{erfc}(\sqrt{\phi \alpha \lambda})}}, \tag{C.28} \]

and
\[ \frac{(1 - \tilde{T}_{eh})\sqrt{\Gamma_0}}{e^{\Gamma_0 \lambda \text{erfc}(\sqrt{\Gamma_0 \lambda})}} - \frac{\kappa_o(h)\tilde{T}_{eh} \sqrt{\Gamma_h}}{\kappa_o e^{\Gamma_h \lambda \text{erfc}(\sqrt{\Gamma_h \lambda})}} + \frac{\rho_f S_{Th}}{\rho_h \sqrt{\phi \alpha \bar{c}_h e^{\phi \alpha \lambda \text{erfc}(\sqrt{\phi \alpha \lambda})}}} = 0, \tag{C.29} \]

which determine \( h_0 \) and \( \lambda \).

The first-order terms from the substitution of (C.11) and (C.12) into (C.2) through (C.5) describe the conditions on the perturbation quantities, namely
\[ \Gamma_h \sigma \delta \tilde{T} = \frac{d^2 \delta \tilde{T}}{d \bar{z}^2} - k^2 \delta \tilde{T}, \quad 0 < \bar{z} < \bar{A}(\bar{z}, \bar{\tau}) \tag{C.30} \]
\[ \Gamma_0 \sigma \delta \tilde{T} = \frac{d^2 \delta \tilde{T}}{d \bar{z}^2} - k^2 \delta \tilde{T}, \quad \bar{z} > \bar{A}(\bar{z}, \bar{\tau}) \tag{C.31} \]
\[ \delta \tilde{c} = 0, \quad 0 < \bar{z} < \bar{A}(\bar{z}, \bar{\tau}) \tag{C.32} \]


and

\[ \phi \alpha \sigma \delta \tilde{c} = \frac{d^2 \delta \tilde{c}}{d \tilde{z}^2} - k^2 \delta \tilde{c}, \quad \tilde{z} > \tilde{A}(x, \tilde{t}) \]  

while the associated boundary conditions, (C.6) through (C.8), become

\[ \delta \bar{T}(\infty) = 0, \quad \delta \bar{c}(\infty) = 0, \quad \delta \bar{T}(0) = 0, \]  

\[ \delta \bar{T}(\tilde{a}^+) = -\delta \bar{a} \frac{\partial \bar{T}_0(\tilde{a}^+, \tilde{t})}{\partial \tilde{z}}, \quad \delta \bar{c}(\tilde{a}^+) = -\delta \bar{a} \frac{\partial \bar{c}_0(\tilde{a}^+, \tilde{t})}{\partial \tilde{z}}, \]  

\[ \delta \bar{T}(\tilde{a}^-) = -\delta \bar{a} \frac{\partial \bar{T}_0(\tilde{a}^-, \tilde{t})}{\partial \tilde{z}}, \quad \delta \bar{c}(\tilde{a}^-) = -\delta \bar{a} \frac{\partial \bar{c}_0(\tilde{a}^-, \tilde{t})}{\partial \tilde{z}}, \]

and the interface conditions, (C.9) and (C.10), become

\[ \frac{d}{d \tilde{z}} \delta \bar{T}(\tilde{a}^+) = \frac{\kappa_e(h)}{\kappa_e} \frac{d}{d \tilde{z}} \delta \bar{T}(\tilde{a}^-) = -S_{T h}(h_0 \sigma \bar{a} + \delta \bar{h} \frac{d \bar{a}}{d \bar{t}}), \]

\[ -\delta \bar{a} \left( \frac{\partial^2 \bar{T}_0(\tilde{a}^+, \tilde{t})}{\partial \tilde{z}^2} - \frac{\kappa_e(h)}{\kappa_e} \frac{\partial^2 \bar{T}_0(\tilde{a}^-, \tilde{t})}{\partial \tilde{z}^2} \right), \]  

and

\[ \frac{d}{d \tilde{z}} \delta \bar{c}(\tilde{a}^+) = \frac{\rho_h \phi \alpha}{\rho_f} \frac{\partial \bar{c}_0(\tilde{a}^+, \tilde{t})}{\partial \tilde{z}} - \frac{\rho_f \phi \alpha}{\rho_f} \frac{\partial \bar{c}_0(\tilde{a}^+, \tilde{t})}{\partial \tilde{z}} \]  

The solutions for \( \delta \bar{T} \) and \( \delta \bar{c} \) are found in terms of exponential functions and the coefficients are evaluated using the boundary conditions, (C.34) through (C.36), to give

\[ \delta \bar{T} = -\frac{\partial \bar{T}_0(\tilde{a}^-, \tilde{t}) \delta \bar{a} e^{\sqrt{k^2 + \Gamma_0 \sigma} \tilde{z}} - e^{-\sqrt{k^2 + \Gamma_0 \sigma} \tilde{z}}}{e^{\sqrt{k^2 + \Gamma_0 \sigma} \tilde{a}} - e^{-\sqrt{k^2 + \Gamma_0 \sigma} \tilde{a}}}, \quad 0 < \tilde{z} < \tilde{A} \]  

\[ \delta \bar{T} = -\frac{\partial \bar{T}_0(\tilde{a}^+, \tilde{t}) \delta \bar{a} e^{-\sqrt{k^2 + \Gamma_0 \sigma} (\tilde{z} - \tilde{a})}}{\delta \bar{a} e^{-\sqrt{k^2 + \phi \alpha \sigma} (\tilde{z} - \tilde{a})}}, \quad \tilde{z} > \tilde{A} \]  

\[ \delta \bar{c} = 0, \quad 0 < \tilde{z} < \tilde{A} \]

and

\[ \delta \bar{c} = -\frac{\partial \bar{c}_0(\tilde{a}^+, \tilde{t}) \delta \bar{a} e^{-\sqrt{k^2 + \phi \alpha \sigma} (\tilde{z} - \tilde{a})}}{\delta \bar{a} e^{-\sqrt{k^2 + \phi \alpha \sigma} (\tilde{z} - \tilde{a})}}, \quad \tilde{z} > \tilde{A} \]  

All that remains is to evaluate the interface conditions, (C.37) and (C.38), to obtain two transcendental equations involving the unknown perturbation hydrate volume
fraction $\delta h$ and the exponential growth factor $\sigma$. Algebraic manipulations eliminate $\delta h$ to yield $\sigma$ as a function of the wave number $k$. Evaluating (C.37) while making use of the zeroth-order interface condition from energy conservation, (C.22), and the location of $\tilde{a}(\tilde{t})$ from the zeroth-order solution ($\tilde{a}(\tilde{t}) = 2\lambda \sqrt{\tilde{t}}$), gives the following result:

\[
\frac{\partial T_0(\tilde{a}^-, \tilde{t})}{\partial \tilde{z}} \frac{\kappa_e(h)}{\kappa_e S_T h_0} \left\{ \sqrt{k^2 + \Gamma_0 \sigma} + \sqrt{k^2 + \Gamma_h \sigma \coth(\sqrt{k^2 + \Gamma_h \sigma \tilde{a}})} + (\Gamma_h - \Gamma_0) \frac{d\tilde{a}}{dt} \right\}
\]

\[
- \sqrt{k^2 + \Gamma_0 \sigma} \frac{d\tilde{a}}{dt} + \Gamma_0 \left( \frac{d\tilde{a}}{dt} \right)^2 = -\sigma - \frac{\delta h}{h_0} \frac{d\tilde{a}}{dt}.
\]  

(C.43)

The interface condition from gas conservation, (C.38), may also be evaluated to give

\[
- \sqrt{k^2 + \phi \alpha \sigma} \frac{d\tilde{a}}{dt} + \phi \alpha \left( \frac{d\tilde{a}}{dt} \right)^2 = -\sigma - \frac{\delta h}{h_0} \frac{d\tilde{a}}{dt}.
\]  

(C.44)

Equating the left hand sides of (C.43) and (C.44) produces

\[
\frac{\partial T_0(\tilde{a}^-, \tilde{t})}{\partial \tilde{z}} \frac{\kappa_e(h)}{\kappa_e S_T h_0} \left\{ \sqrt{k^2 + \Gamma_0 \sigma} + \sqrt{k^2 + \Gamma_h \sigma \coth(\sqrt{k^2 + \Gamma_h \sigma \tilde{a}})} + (\Gamma_h - \Gamma_0) \frac{d\tilde{a}}{dt} \right\}
\]

\[
+ (\sqrt{k^2 + \phi \alpha \sigma} - \sqrt{k^2 + \Gamma_0 \sigma}) \frac{d\tilde{a}}{dt} - (\phi \alpha - \Gamma_0) \left( \frac{d\tilde{a}}{dt} \right)^2 = 0,
\]  

(C.45)

which is a transcendental equation relating $\sigma$ and $k$. Since the hydrate phase is not expected to occupy a significant portion of the pore space, the thermal properties of the hydrate layer and the overlying region should be relatively uniform. Making the approximation that

\[
\Gamma_h = \Gamma_0 = \Gamma
\]  

(C.46)

and

\[
\kappa_e(h) = \kappa_e
\]  

(C.47)

allows (C.45) to be rewritten as

\[
\frac{\partial T_0(\tilde{a}^-, \tilde{t})}{\partial \tilde{z}} \frac{1}{S_T h_0} \left( \sqrt{k^2 + \Gamma \sigma} + \sqrt{k^2 + \Gamma \sigma \coth(\sqrt{k^2 + \Gamma \sigma \tilde{a}})} \right)
\]
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\[(\sqrt{k^2 + \phi \alpha \sigma} - \sqrt{k^2 + \Gamma \sigma}) \frac{d\tilde{a}}{dt} - (\phi \alpha - \Gamma_0) \left( \frac{d\tilde{a}}{dt} \right)^2 = 0. \]  \hspace{1cm} (C.48)

Equation (C.48) indicates a rather complicated relationship between the exponential growth factor \( \sigma \) and the wave number \( k \). Since the purpose of this analysis is only to determine whether the disturbance grows or decays for a given wave number, the next step is to determine the condition for marginal stability. This is found by setting \( \sigma \) equal to zero in (C.48) giving

\[\frac{\partial \tilde{T}_0(\tilde{a}, \tilde{t})}{\partial \tilde{z}} \left| \frac{k_m}{S_T h_0} (1 + \coth(|k_m| \tilde{a})) \right) - (\phi \alpha - \Gamma_0) \left( \frac{d\tilde{a}}{dt} \right)^2 = 0. \]  \hspace{1cm} (C.49)

The first term on the left hand side of (C.49) is always positive whereas the term involving the square of the zeroth-order velocity \( d\tilde{a}/dt \) is always negative since \( \phi \alpha \) is much larger than \( \Gamma \); thus there should be at most one root to this equation. However, using the nominal parameter values from Table 3.2 it was found that a plot of the left-hand side of (C.49) as a function of \( k_m \) was always positive for a given time \( \tilde{t} \). This suggests that for the nominal parameter values, there is no interface perturbation wave number that is marginally stable. If the ratio of the thermal and chemical diffusion coefficients is increased so that \( \phi \alpha \) takes a value of 5000, there is a solution to (C.49) which is plotted in Figure C.1 as a function of time.

The stable and unstable regions may be assigned by evaluating (C.48) using small positive and negative values of \( \sigma \). Examining equation (C.48), the third term on the left-hand side is the only term which is always negative. The second term may be positive or negative, but it should be small for a small magnitude of \( \sigma \). The first term involves both \( k \) and \( \sigma \) in groupings of the form \( (k^2 + \Gamma \sigma) \), hence an increase in \( k \) above the marginal value \( k_m \) decreases the exponential growth parameter \( \sigma \) (e.g. makes \( \sigma \) negative) in order to balance the third term, which is not a function of \( k \) or \( \sigma \). Figure C.2 shows a plot of the wave number \( k \) as a function of \( \sigma \) at \( \tilde{t} = 2 \) using \( \phi \alpha = 5000 \) which indicates that
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Figure C.1: Wave Number for Marginal Stability as a Function of Time
The wave number for which $\sigma = 0$ is plotted as a function of nondimensional time $\tilde{t}$ with the parameter $\phi \alpha = 5000$. The region above the line is stable (i.e. $\sigma < 0$) and the region below is unstable (i.e. $\sigma > 0$). Decreasing the value of $\phi \alpha$ shifts the marginal stability line down to the left making smaller wave numbers stable at any give time.

Wavenumbers $k < k_m$ correspond to unstable perturbations. When $\sigma = 0$, the solution to (C.48) defines $k_m$. For values of $\sigma$ greater than 0, the wave number drops below $k_m$ so the lower region in Figure C.1 is unstable, while the upper region is stable. The increase in the growth rate $\sigma$ with decreasing wave number means that the longest wavelength interface perturbations are the most unstable. Since the case where $k = 0$ corresponds to the infinite wavelength perturbation, and this mode has the fastest growth rate, the model of Chapter 3, which is in effect an infinite wavelength interface model should be valid at these high values of $\phi \alpha$.

The nominal value for $\phi \alpha$ from Table 3.2 was 100. The solution to (C.49) may be found as a function of $\phi \alpha$ to determine what happens to $k_m$ as $\phi \alpha$ is lowered, or equivalently as the rate of gas transport by diffusion becomes closer to the rate of diffusive heat transport. Figure C.3 is a plot of $k_m$ as a function of $\phi \alpha$ at $\tilde{t} = 2$. It shows that $k_m$ decreases to 0 when $\phi \alpha \approx 2750$. This means that the graph of $k_m$ as a function of time in Figure C.1
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Figure C.2: Wave Number as a Function of Growth Rate
The wave number is plotted as a function of growth rate for $\phi \alpha = 5000$ at $\bar{t} = 2$. Marginal stability is achieved when $\sigma = 0$, at $k_m \approx 2.3$.

moves down and to the left as chemical diffusion of gas becomes more efficient, allowing increasingly longer wavelength perturbations to fall within the stability zone above the marginal stability line. Once $\phi \alpha$ is reduced below 2750 at this particular time $\bar{t} = 2$, perturbations at all wave numbers are stable.

C.2 The Importance of Thermal Convection

The criteria for the onset of thermal convection in porous media are well established [e.g. Phillips, 1991, pp. 140-148] and will not be rederived here. The Rayleigh number, defined by

$$Ra = \frac{\rho f \alpha_T g \Delta T kl_r}{\eta \kappa_e},$$

is a nondimensional parameter which represents the ratio of buoyancy forces caused by the temperature dependence of the pore fluid density, to dissipative effects which tend to retard the motion. In the laboratory experiments described in Chapter 4, cooling
Figure C.3: Wave Number for Marginal Stability as a Function of $\phi \alpha$
This graph shows how the marginal stability wave number decreases with decreasing $\phi \alpha$ at $\tilde{\nu} = 2$. If $\phi \alpha$ is less than about 2750, all perturbations are stable.

the base of the reaction chamber below 4°C results in a buoyancy force because of the unusual coefficient of thermal expansion $\alpha_{T_f}$ of water at these temperatures (e.g. $\alpha_{T_f} \approx -68 \times 10^{-6} \text{ K}^{-1}$ [Weast, 1975]. The temperature change $\Delta T$ across the region which can convect is $-4 \degree C$, and the depth of this region, denoted by $l_r$ is typically $10^{-1} \text{ m}$ in the experiments. Using nominal values for the fluid viscosity $\eta$, density $\rho_f$, and thermal diffusivity $\kappa_e$, and an upper bound on the sediment permeability $k$, the Rayleigh number in the experiments is

$$Ra \leq 5.$$ \hspace{1cm} (C.51)

The minimum Rayleigh number required for the onset of convection is [Phillips, 1991]

$$Ra^* = 4\pi^2.$$ \hspace{1cm} (C.52)

In this case $Ra \ll Ra^*$ so that the fluid is convectively stable, and the assumption of diffusive heat and gas transport should be valid.
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Effective Thermal Diffusivities

The effective thermal diffusivities of the various mixtures of sand, water, ice, and hydrate present in the experiments discussed in Chapter 4 can be approximated using mixing laws and published values for the thermal properties of each component. It is also possible to obtain the effective diffusivity directly from experiments. This appendix describes the experiments that were performed on sediments both above and below the freezing point of water in order to find the effective thermal diffusivity in each case.

D.1 Fluid Saturated Sediments

To calculate the thermal diffusivity of fluid saturated sediments, consider a semi-infinite sediment column at constant initial temperature $T(z,0) = T_\infty$. If the base temperature is changed to and maintained at some new value $T(0,t) = T_0$ the temperature profile will adjust with time in a predictable manner which is only dependent on the bulk thermal diffusivity $\kappa$. Mathematically, this problem may be stated as

$$\frac{\partial T}{\partial t} = \kappa \nabla^2 T, \quad z > 0$$

subject to

$$T(0,t) = T_0, \quad \text{and} \quad T(\infty,t) = T_\infty = T(z,0).$$

The solution is found by integrating (D.1) twice and applying the initial condition and boundary conditions, (D.2), to give

$$T(z,t) = T_\infty \text{erf}(\frac{z}{\sqrt{4\kappa t}}) + T_0 \text{erfc}(\frac{z}{\sqrt{4\kappa t}}).$$
Note that the bulk thermal diffusivity $\kappa$ used in (D.1) is somewhat different than the effective thermal diffusivity $\kappa_e$ used in the earlier analysis (i.e. refer to (2.37)). These two parameters are related through the heat capacity ratio $\Gamma(h)$, so that in this case

$$\kappa_e = \Gamma(h)\kappa = \Gamma_0\kappa.$$  \hspace{1cm} (D.4)

An obvious method for determining $\kappa$ is to compare experimental data to the predictions of (D.3) and see which value gives the best agreement. It was found, however, that better results were obtained by observing the times at which probes at two different locations record their maximum rate of temperature change. This method has the advantage that it is insensitive both to small calibration errors in the absolute temperatures of separate probes. It is also insensitive to the exact temperature difference between $T_{\infty}$ and $T_0$. Setting the second temporal derivative of (D.3) equal to zero reveals that the maximum rate of temperature change will occur at

$$t_m(z) = \frac{z^2}{6\kappa}.$$  \hspace{1cm} (D.5)

Using data from two probes removes any time-zero offset from the experimental data giving

$$\kappa = \frac{z_2^2 - z_1^2}{6(t_m(z_2) - t_m(z_1))}.$$  \hspace{1cm} (D.6)

A series of experiments was carried out to find the maximum values of the time derivative of temperature measured at fixed locations in the fluid saturated sediment column. An example of the time derivative of the data from one such experiment is shown in Figure D.1. The times $t_m(z_i)$ of the maximum rate of temperature change at each of the three probes. Using these times and the probe locations $z_i$ in equation (D.6), I obtain a value for $\kappa$ of $(5.3 \pm 0.5) \times 10^{-7}$ m$^2$/s which best fits the data. The corresponding effective thermal diffusivity $\kappa_e$ of the fluid saturated sediments, using $\Gamma(0) = 1.23$, is $(6.5 \pm 0.6) \times 10^{-7}$ m$^2$/s.
Figure D.1: Rate of Temperature Change vs. Time in Fluid Saturated Sediments
Derivative of temperature data during experiments to determine $\kappa_e$. Equation (D.6) is used along with the times of the minimum rates of temperature change $t_m(z_1)$, $t_m(z_2)$, and $t_m(z_3)$ at probes located at $z_1 = 20$ mm, $z_2 = 35$ mm, and $z_3 = 50$ mm.

D.2 Sediments Containing Ice

In order to experimentally determine the effective thermal diffusivity of sediments containing ice, the base plate of the reservoir was first cooled to some fixed temperature $T_0$ below freezing. Once the temperatures measured at the probes reached near constant sub-zero values, it was inferred that the frozen layer had achieved its maximum extent. The temperature profile in the layer at this time is approximated by

$$T(z, 0) = T_0 + \frac{T_{eh} - T_0}{a} z , \quad (D.7)$$

where $T_{eh}$ is the freezing point of the pore fluid, and $a$ is the thickness of the frozen layer. The next step was to change the base temperature to some new value $T_0 + \Delta T$ and monitor the temperature response at each probe. The temperature within the layer is described by

$$\frac{\partial T}{\partial t} = \kappa \nabla^2 T , \quad 0 < z < a \quad (D.8)$$
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subject to

\[ T(0,t) = T_o + \Delta T, \quad T(a,t) = T_{eh}, \quad (D.9) \]

and

\[ T(z,0) = T_o + \frac{T_{eh} - T_o}{a} z. \quad (D.10) \]

To solve this problem, the steady state solution is first found and subtracted from the temperature \( T \) to produce homogeneous boundary conditions in the residual problem. Separation of variables is then used to express the temperature profile in terms of a sine series giving

\[ T(z,t) = T_o + \Delta T + \frac{T_{eh} - T_o - \Delta T}{a} z + \sum_{n=1}^{\infty} \frac{2\Delta T}{n\pi} e^{-\frac{n^2\pi^2t}{a^2}} \sin\left(\frac{n\pi z}{a}\right). \quad (D.11) \]

Of course in reality, the boundary at \( a \) must move, but by comparing (D.11) with the data from the lower probes at early times, the effects of this motion should not be appreciable. Once again it was found that comparing the times of the peak rate of temperature change at two or more probes to the predictions using the time derivative of equation (D.11) gave the best results. The maximum rate of temperature change should occur when the second temporal derivative of (D.11) equals 0. This condition is satisfied when

\[ \sum_{n=1}^{\infty} n^2 e^{-\frac{n^2\pi^2t}{a^2}} \sin\left(\frac{n\pi z}{a}\right) = 0. \quad (D.12) \]

A plot of the time derivative of the temperature data from the bottom two probes in one experiment is shown in Figure D.2. The time difference between the peak rate of change at the two probes is about 2.9 ± 1.2 minutes, and the ice layer thickness was inferred to be about 75 ± 3 mm. Figure D.3 is a plot of the predicted times of the maximum rate of temperature change found using (D.12) at the two probe positions, \( z_1 = 20 \) mm and \( z_2 = 35 \) mm, as a function of \( \kappa \). The value of \( \kappa \) determined from a number of different experimental runs using temperature data from the bottom three
Appendix D. Effective Thermal Diffusivities

Figure D.2: Rate of Temperature Change vs. Time in Sediments Containing Ice

Data is from the bottom two temperature probes at $z_1 = 20$ mm and $z_2 = 35$ mm, with the interface at $a \approx 75$ mm. The shaded areas denote the uncertainty in the times of the peak rate of temperature change $dT/dt$ at the two locations. The elapsed time between these peaks is $\Delta t = 2.9 \pm 1$ minute.

Probes is $(9 \pm 3) \times 10^{-7}$ m$^2$/s. Using $\Gamma(i) = 1.02$ this translates to a value for $\kappa_e(i)$ of $(9 \pm 3) \times 10^{-7}$ m$^2$/s.
Figure D.3: Predicted Times of Maximum Rate of Temperature Change

These predictions derive from equation (D.12) and are for probes at $z_1 = 20$ mm and $z_2 = 35$ mm with the interface at $a = 75$ mm. The shaded region encompasses the range of $\kappa$ that corresponds to the observed time difference of $\Delta t = 2.9 \pm 1$ minute as shown in Figure D.2.
Appendix E

Ice Saturation Level

In applying the mathematical model to the freezing of water in the pore space in Chapter 4, I assumed that ice would completely fill the pores. There is the possibility, however, that the effects of salts dissolved in the water or the curvature of the pore walls or some other pore-scale phenomenon could limit the fraction of the pore space occupied by ice. To test whether any of these processes might be important, experiments were conducted in which the base temperature of the reaction chamber was cooled below 0°C and the frozen layer was allowed to form. After the frozen layer had encompassed all 4 temperature probes, the base temperature was brought above freezing and the resulting temperature profiles were monitored. At each probe position the change in base temperature caused a rapid increase in temperature until the freezing point \( T_{ef} \) was reached. The temperature then stayed relatively constant for several tens of minutes, before beginning to rise again. By modelling this data, it is possible to estimate the frozen volume fraction.

The form of the experimental melting curves in Figure E.2 suggests the following series of events, which are shown in the diagrams of Figure E.1. Initially the temperature gradient in the icy layer is essentially linear. Warming the base causes the temperature to rise rapidly to the melting point and the layer begins to erode from both top and bottom. The temperature quickly adjusts to become nearly uniform throughout the layer so that virtually all of the heat transported to its upper and lower boundaries must be consumed in the melting of ice. The lower regions are melted by heat transport from below, and the upper regions are melted by heat transport from above. The low magnitude of the
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thermal gradient within the layer implies negligible heat flux between the two interfaces, so the melting rates of the upper and lower boundaries are independent of each other. The heat flux available for melting the lower boundary may be calculated from the known base temperature and the measured melting temperature at the probe locations. Observations of the times at which two or more probes are freed from ice may then be compared to provide estimates of the frozen volume fraction.

The temperature profile in the melted region will be approximately linear so that if the temperature of the base is $T_1$, the melting temperature is $T_{ei}$, and the position of the layer bottom is $s(t)$, then

$$T(z,t) \approx T_1 - \frac{T_1 - T_{ei}}{s}z \quad 0 < z < s \quad \text{(E.1)}$$

The heat flux $Q$ is related to the temperature gradient via the thermal conductivity $k$ of the fluid saturated sediments so that

$$Q = -k \frac{\partial T}{\partial z} \approx k \frac{T_1 - T_{ei}}{s} \quad \text{(E.2)}$$

This heat flux must balance the latent heat required to melt the layer, giving

$$k \frac{T_1 - T_{ei}}{s} \approx L_i \phi_i \frac{ds}{dt} \quad \text{(E.3)}$$

where $i$ is the pore volume fraction of ice $\rho_i$ is the ice density, and $L_i$ is the latent heat of melting per unit mass. The position of the moving boundary may therefore be represented as

$$s(t) \approx \sqrt{\frac{2k(T_1 - T_{ei})}{L_i \phi_i}} t + s(0) \quad \text{(E.4)}$$

where $s(0)$ is the unknown position of the boundary when the layer reaches a nearly uniform temperature and its internal heat flux becomes small. Using data from two probes at positions $s(t_1)$ and $s(t_2)$, the pore volume fraction of ice may be calculated as

$$i \approx \frac{2\kappa \rho_f C_f(T_1 - T_{ei})(\sqrt{t_2} - \sqrt{t_1})^2}{L_i \phi_i (s(t_2) - s(t_1))^2} \quad \text{(E.5)}$$
The melting of an ice layer when the base temperature is warmed to $T_1 > T_{ei}$ seems to proceed in a number of stages. To begin with, in stage 1, the thermal gradient in the ice layer is essentially linear, and the layer growth rate is small. The base temperature is warmed in stage 2, but has yet to achieve its constant value of $T_1$. The layer begins to melt from below in stage 3, and the thermal gradient within the relaxes towards the melting temperature $T_{ei}$. In stage 4, the gradient within the ice layer is negligible, and the temperature profile below the interface $s(t)$ is essentially linear.
where the thermal conductivity $k$ has been replaced with the product of the effective thermal diffusivity $\kappa_e(i)$ and the heat capacity $\rho_f C_f$. Defining a Stefan number as

$$S_{T1} = \frac{\rho_i \phi L_i}{\rho_f C_f (T_1 - T_{ei})} \quad (E.6)$$

allows (E.5) to be rewritten in the form:

$$i \approx \frac{2\kappa_e(\sqrt{t_2} - \sqrt{t_1})^2}{S_{T1}(s(t_2) - s(t_1))^2} \quad (E.7)$$

The form of (E.7) indicates that larger values of $S_{T1}$ will tend to separate the melting times, $t_1$ and $t_2$. This is reasonable since $S_{T1}$ is large if the base temperature $T_1$ is only slightly above $T_{ei}$. The small temperature difference reduces the heat flux and slows the melting rate. In order to ensure that for at least two probe positions the ice has melted from below rather than above, there are some limitations on how close to the melting temperature $T_0$ may be. Keeping these concerns in mind, the data shown in Figure E.2 was acquired. The fact that the third probe stayed at $T_{ei}$ longer than the second is inferred to mean that the bottom two probes did indeed melt from below. Using the parameter values summarized in Table E.1, in equation (E.7), the frozen volume fraction was found to be about 0.9. It was expected to be around 1, indicating a fully ice saturated sand, and this calculated value is certainly in the proper range considering that extreme parameter values using the errors listed in Table E.1 give a range of 0.4 to 1.9 for $i$. The large error in the ice saturation level calculated in this manner is disappointing, however the long time during which the equilibrium temperature was maintained is suggestive of a possible basis for a means to detect small hydrate volumes.
Figure E.2: Melting Experiment to Determine Ice Saturation Level
The data shown here is from the bottom three probes. The ice surrounding the two lower probes melted before the ice around the third probe did, so the assumption that the ice at the bottom two probe positions was melted through heat transport from below is valid. The shaded areas indicated error bars on the melting times, $t_1$ and $t_2$.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Error</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_1 - T_{ei}$</td>
<td>1.0</td>
<td>0.2</td>
<td>°C</td>
</tr>
<tr>
<td>$S_{T1} \cdot (T_1 - T_{ei})$</td>
<td>29.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\kappa_e$</td>
<td>$6.5 \times 10^{-7}$</td>
<td>$0.6 \times 10^{-7}$</td>
<td>m²/s</td>
</tr>
<tr>
<td>$s(t_2) - s(t_1)$</td>
<td>0.02</td>
<td>0.002</td>
<td>m</td>
</tr>
<tr>
<td>$t_1$</td>
<td>46</td>
<td>8</td>
<td>min.</td>
</tr>
<tr>
<td>$t_2$</td>
<td>337</td>
<td>12</td>
<td>min.</td>
</tr>
</tbody>
</table>

Table E.1: Data For Calculating Approximate Ice Volume Fraction
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Data Acquisition

The voltage drop across each pair of leads connected to an RTD probe must be converted into a temperature measurement and dumped to a data file. The first step in this task is accomplished using the circuit shown in Figure F.1.

The resistance of each probe is 100 Ω at 0 °C, and it increases with temperature at the rate 0.39 Ω/°C. Each probe is in series with a 1.5 kΩ resistor and each resistor-RTD pair is connected in parallel to a battery with output voltage $V_B$. A precision 100 Ω resistor which is insensitive to temperature fluctuations is connected in the same way as the RTDs. Leads from each of nodes 1 through 4 on the circuit diagram are brought to one input of four separate AM 502 Tektronix differential amplifiers. A lead from node 0 is brought to the second input of each amplifier. The difference between the voltages measured at node 1 and node 0 with respect to the common ground is

$$V_1 - V_0 = V_B \left( \frac{R_1}{R_1 + 1.5 \text{ kΩ}} - \frac{100 \text{ Ω}}{100 \text{ Ω} + 1.5 \text{ kΩ}} \right) \quad (F.1)$$

Since the RTD resistance is nominally 100 Ω, and the temperature variations cause changes that are much smaller than the combined 1.6 kΩ series combination, (F.1) can be approximated as

$$V_1 - V_0 = V_B \left( \frac{R_1 - 100 \text{ Ω}}{1.6 \times 10^3 \text{ Ω}} \right) \quad (F.2)$$

Equation (F.2) applies to nodes 2 through 4 with $R_1$ replaced by $R_2$, $R_3$, and $R_4$ respectively. The differential amplifiers are used to boost these signals $G_D$ times, and the outputs are sent to channels 0 through 3 on an A/D card.
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1. The four RTD probes are connected to this circuit via leads which pass through the base of the reaction chamber as shown in Figure (4.2). Nodes 1 through 4 are each connected to one input of four separate differential amplifiers, which have node 0 as their second input. Node 5 is connected directly to an A/D card to monitor the battery output voltage $V_B$.

To account for variations in the battery output voltage $V_B$, the voltage at node 5 is measured relative to the common ground. The leads are attached directly to channel 4 on the A/D card, which has a maximum input voltage of 5 volts. A 6 volt gel-cell battery is used, hence the parallel 1.5 kΩ resistors.

A program on a 386 personal computer is used to collect data from the A/D card and convert the readings at channels 0 through 3 into temperature measurements. The leads which carry the current from the circuit board through the base of the reaction chamber and on to the RTD probes have some finite resistance $r_n$ (where $n$ runs from 1 through 4). The resistance of each of the probes themselves behaves in a predictable way with temperature $T$ so that for the first probe for example

$$R_1 = 100 \, \Omega + 0.39T_1 \, \Omega/°C + r_1.$$  

(F.3)

If the signal at each of channels 0 through 4 is defined as $V_{cn}$ (where $n$ runs from 0
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through 4), equation (F.3) may be used along with (F.2) to show that

\[ V_{c_0} = 2V_{c_4}G_D \left( \frac{0.39T_1 \, ^\circ C^{-1} + r_1 \, \Omega^{-1}}{1.6 \times 10^3} \right), \]  

(F.4)

which may be solved for \( T_1 \) to give

\[ T_1 = \frac{1}{0.39} \left( \frac{1.6 \times 10^3 V_{c_0}}{2V_{c_4}G_D} + r_1 \, \Omega^{-1} \right) \cdot ^\circ C. \]  

(F.5)

To find the lead resistance, the probe is put in ice water and (F.5) is solved for \( r_1 \) using the observed values of \( V_{c_0} \) and \( V_{c_4} \), and the known values of \( T_1 \) and \( G_D \). Values for \( r_1 \) through \( r_4 \) were all less than 2 \( \Omega \). The gain on the differential amplifiers \( G_D \) was normally set at 100 times, so the temperatures at the four probes are

\[ T_1 = \frac{1}{0.39} \left( \frac{8V_{c_0}}{V_{c_4}} + r_1 \, \Omega^{-1} \right) \cdot ^\circ C, \]  

(F.6)

\[ T_2 = \frac{1}{0.39} \left( \frac{8V_{c_1}}{V_{c_4}} + r_2 \, \Omega^{-1} \right) \cdot ^\circ C, \]  

(F.7)

\[ T_3 = \frac{1}{0.39} \left( \frac{8V_{c_0}}{V_{c_4}} + r_3 \, \Omega^{-1} \right) \cdot ^\circ C, \]  

(F.8)

and

\[ T_4 = \frac{1}{0.39} \left( \frac{8V_{c_0}}{V_{c_4}} + r_4 \, \Omega^{-1} \right) \cdot ^\circ C. \]  

(F.9)

The form of (F.6) through (F.9) reveals that the precise determination of the temperature at each probe is dependent not only on the precision of the RTD itself, but on the precision of the 1.5 k\( \Omega \) and 100 \( \Omega \) resistors, the amplifier gain \( G_D \), and an accurate determination of the lead resistance \( r_n \). For measurements of the change in temperature with time, however, the lead resistance \( r_n \) becomes unimportant, and only the circuit board resistors and the amplifier gain are relevant. In actual fact, the resistances of the supposedly 1.5 k\( \Omega \) resistors varied between 1.494 k\( \Omega \) and 1.498 k\( \Omega \), and the “100 \( \Omega \)” resistance was measured at 99.72 \( \Omega \). These inaccuracies affect the magnitude of the inferred change in temperature slightly, but should not affect the determination of the rates of these changes.
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Hydrate Layer Formation Above a Developing Icy Layer

The analytical model of hydrate formation presented in Chapter 3 involved imposing a temperature $T_0$ lower than the equilibrium hydrate temperature $T_{eh}$ on the boundary of a warm gas-rich porous half-space. If $T_0$ is also below the freezing point of the aqueous pore solution however, this model is no longer valid since ice formation will occur, releasing latent heat and changing the thermal properties of the lower regions of the sediment column. A modified model which includes the development of an ice layer is outlined here.

Figure G.1 gives a physical description of the formation scenario. The conditions are much the same as those considered in Chapter 3. The initial conditions are uniform with $T = T_\infty$ and $c = c_\infty$ throughout the half-space. At $t = 0$ the temperature at $z = 0$ is dropped to $T_0$. Here $T_0$ is below the freezing point of the aqueous solution $T_{ei}$, which is itself below the equilibrium temperature of the hydrate $T_{eh}$. The developing hydrate-fluid interface at $z = a(t)$ is in thermodynamic equilibrium at $T = T_{eh}$ and the entire hydrate layer is in chemical equilibrium at $c = c_e$. The interface at $z = b(t)$ between the hydrate layer and the icy layer beneath it is also in thermodynamic equilibrium at the eutectic temperature $T = T_{ei}$. The ice structure is assumed to reject the gas component so that all of the gas remaining in solution after the passage of the hydrate-fluid interface is incorporated into the hydrate structure to increase the hydrate volume fraction by some amount $h^*$. This is equivalent to assuming that the ice solidus is vertical in the temperature composition phase diagram of the gas-water system.
Appendix G. Hydrate Layer Formation Above a Developing Icy Layer

High Initial Temperature $T = T_\infty$

High Initial Gas Concentration $c = c_\infty$

\[ z = a(t) \quad T = T_{eh} \]

Cold Boundary $z = 0 \quad T = T_0$

Figure G.1: Physical Model of Hydrate Formation Above an Icy Layer
At $t = 0$ the boundary is chilled to $T_0 < T_{ei} < T_{eh} < T_\infty$, a hydrate layer develops with its interface position at $z = a(t)$ above an icy layer with its interface position at $z = b(t)$. 
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The method of solution is essentially identical to that for the model in Chapter 3. Once again the nondimensional temperature $\tilde{T}$ and gas concentration $\tilde{c}$ from (3.1) and (3.2), are used, namely

$$\tilde{T} = \frac{T - T_0}{T_\infty - T_0} \quad \text{and} \quad \tilde{c} = \frac{c - c_e}{c_\infty - c_e}.$$  

This problem requires the use of both the hydrate and ice Stefan numbers from (3.3) and (4.3), which were

$$S_{Th} = \frac{\rho_h \phi L_h}{\rho_f C_f (T_\infty - T_0)}$$
and

$$S_{Ti} = \frac{\rho_i \phi L_i}{\rho_f C_f (T_\infty - T_0)}.$$  

The hydrate gas concentration is defined as in equation (3.4) as

$$\tilde{c}_h = \frac{c_h - c_e}{c_\infty - c_e},$$

and the nondimensional length and time variables are again

$$\tilde{t} = \frac{t}{t_r}, \quad \text{and} \quad \tilde{z} = \frac{z}{z_r}, \quad \text{where} \quad t_r = \frac{z_r^2}{\kappa_e}.$$  

The nondimensional equation for conservation of energy in each of the three regions is the diffusion equation

$$\gamma \frac{\partial \tilde{T}}{\partial \tilde{t}} = \frac{\partial^2 \tilde{T}}{\partial \tilde{z}^2},$$  

where the constant $\gamma$ is defined as

$$\gamma = \Gamma_i = \frac{\Gamma(i) \kappa_e}{\kappa_e(i)}, \quad 0 < \tilde{z} < \tilde{b}(\tilde{t})$$

and

$$\gamma = \Gamma_h = \frac{\Gamma(h) \kappa_e}{\kappa_e(h)}, \quad \tilde{b}(\tilde{t}) < \tilde{z} < \tilde{\alpha}(\tilde{t})$$

and

$$\gamma = \Gamma_0 = \Gamma(0), \quad \tilde{z} > \tilde{\alpha}(\tilde{t})$$.
with $\Gamma(i)$, $\Gamma(h)$, and $\Gamma(0)$ defined as the ratio of the heat capacity of the bulk mixture to that of water in the ice and hydrate, fluid and hydrate, and fluid containing regions respectively. The conditions for conservation of gas are as in (3.9) and (3.10), namely

$$c = c_e, \quad b(\hat{t}) < \hat{z} < \hat{a}(\hat{t})$$

and

$$\phi \alpha \frac{\partial \hat{c}}{\partial \hat{t}} = \frac{\partial^2 \hat{c}}{\partial \hat{z}^2}, \quad \hat{z} > \hat{a}(\hat{t})$$

where the product of porosity with the Lewis number $\phi \alpha$ is again the ratio of the thermal and chemical diffusivities. Since it is assumed that no fluid is present beneath the ice interface and all the gas is contained in the hydrate, a condition on the gas concentration beneath $\hat{z} = b(\hat{t})$ would be meaningless.

From the problem description come the following initial conditions and boundary conditions:

the initial temperature $T(z, 0) = T_\infty \Rightarrow \tilde{T}(\hat{z}, 0) = 1$; \hspace{1cm} (G.5)

the initial gas concentration $c(z, 0) = c_\infty \Rightarrow \tilde{c}(\hat{z}, 0) = 1$; \hspace{1cm} (G.6)

the hydrate interface is initially at $z = 0 \Rightarrow \hat{a}(0) = 0$; \hspace{1cm} (G.7)

the ice interface is initially at $z = 0 \Rightarrow \hat{b}(0) = 0$; \hspace{1cm} (G.8)

the base temperature $T(0, t) = T_0 \Rightarrow \tilde{T}(0, \hat{t}) = 0$; \hspace{1cm} (G.9)

the temperature at infinity $T(\infty, t) = T_\infty \Rightarrow \tilde{T}(\infty, \hat{t}) = 1$; \hspace{1cm} (G.10)

the gas concentration at infinity $c(\infty, t) = c_\infty \Rightarrow \tilde{c}(\infty, \hat{t}) = 1$; \hspace{1cm} (G.11)

the hydrate interface temperature $T(a, t) = T_{eh} \Rightarrow \tilde{T}(\hat{a}, \hat{t}) = \tilde{T}_{eh} = \frac{T_{eh} - T_0}{T_\infty - T_0}$ \hspace{1cm} (G.12)

the ice interface temperature $T(b, t) = T_{ei} \Rightarrow \tilde{T}(\hat{b}, \hat{t}) = \tilde{T}_{ei} = \frac{T_{ei} - T_0}{T_\infty - T_0}$; \hspace{1cm} (G.13)

and the interface gas concentration $c(a, t) = c_e \Rightarrow \tilde{c}(\hat{a}, \hat{t}) = 0$. \hspace{1cm} (G.14)

Again, these are identical to those presented in (3.13) through (3.20), with (G.8) and
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(G.13) added to describe the temperature and initial position of the ice layer interface. There are interface conditions on the temperature gradient discontinuities which follow from (B.20) at both $\tilde{z} = \tilde{a}$ and $\tilde{z} = \tilde{b}$, namely

$$\frac{\partial \overline{T}(\tilde{a}^+, \tilde{t})}{\partial \tilde{z}} - \frac{\kappa_e(h)}{\kappa_e} \frac{\partial \overline{T}(\tilde{a}^-, \tilde{t})}{\partial \tilde{z}} = -S_{TH} \frac{d\tilde{a}}{d\tilde{t}}, \quad (G.15)$$

$$\frac{\partial \overline{T}(\tilde{b}^+, \tilde{t})}{\partial \tilde{z}} - \frac{\kappa_e(i)}{\kappa_e(h)} \frac{\partial \overline{T}(\tilde{b}^-, \tilde{t})}{\partial \tilde{z}} = -(S_{TH} + S_{TH} h^*) \frac{d\tilde{b}}{d\tilde{t}}, \quad (G.16)$$

where $i$ is the ice pore volume fraction, which is assumed to be $(1 - h - h^*)$. Note that the increased hydrate production on freezing necessitates the inclusion of a second term in the factor multiplying the ice layer growth rate in (G.16). The interface condition on the gas concentration gradient discontinuity at $\tilde{z} = \tilde{a}$ is given by (3.22) which was,

$$\frac{\partial \overline{c}(\tilde{a}^+, \tilde{t})}{\partial \tilde{z}} = \frac{\rho_h c_h \phi \alpha h}{\rho_f} \frac{d\tilde{a}}{d\tilde{t}}.$$

The similarity variable $\xi$ from (3.23), is used to convert the partial differential equations into ordinary differential equations, and solutions are sought for the case where the interface positions are given by

$$\tilde{a}(\tilde{t}) = 2\lambda_h \sqrt{\tilde{t}}, \quad (G.17)$$
and

$$\tilde{b}(\tilde{t}) = 2\lambda_i \sqrt{\tilde{t}}. \quad (G.18)$$

Under the similarity transformation (G.1) becomes

$$2\gamma \frac{d\overline{T}}{d\xi} + \frac{d^2\overline{T}}{d\xi^2} = 0, \quad (G.19)$$

where (G.2) through (G.4) indicate the value $\gamma$ takes in each of the three regions.

The temperature and gas concentration profiles are found in terms of error functions and complimentary error functions, with the coefficients determined from the initial conditions and boundary conditions given above in (G.5) through (G.14). Working through
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the algebra yields the following result for the temperature profile:

\[ \hat{T}(\xi) = \frac{\hat{T}_{ei}}{\text{erf}(\sqrt{T_i} \xi)} \text{erf}(\sqrt{T_i} \xi), \quad 0 < \xi < \lambda_i \]  
\[ \text{erfc}(\sqrt{T_i} \xi) \]

and

\[ \hat{T}(\xi) = A \text{erf}(\sqrt{T_h} \xi) + B \text{erfc}(\sqrt{T_h} \xi), \quad \lambda_i < \xi < \lambda_h \]  
\[ \text{erfc}(\sqrt{T_h} \xi) \]

The algebraic expressions for the temperature and gas concentration profiles, (G.20) and (G.21), namely

\[ \hat{T}(\xi) = \text{erf}(\sqrt{T_0} \xi) + \frac{\hat{T}_{eh} - \text{erf}(\sqrt{T_0} \lambda_h)}{\text{erfc}(\sqrt{T_0} \lambda_h)} \text{erfc}(\sqrt{T_0} \xi), \quad \xi > \lambda_h \]  
\[ \text{erfc}(\sqrt{T_0} \xi) \]

where

\[ A = \frac{\hat{T}_{ei} \text{erfc}(\sqrt{T_h} \lambda_h) - \hat{T}_{eh} \text{erfc}(\sqrt{T_h} \lambda_i)}{\text{erfc}(\sqrt{T_h} \lambda_h) \text{erf}(\sqrt{T_h} \lambda_i) - \text{erfc}(\sqrt{T_h} \lambda_i) \text{erf}(\sqrt{T_h} \lambda_h)} \]  
\[ \text{erfc}(\sqrt{T_h} \lambda_i) \]

and

\[ B = \frac{\hat{T}_{ei} \text{erfc}(\sqrt{T_h} \lambda_h) - \hat{T}_{eh} \text{erfc}(\sqrt{T_h} \lambda_i)}{\text{erfc}(\sqrt{T_h} \lambda_h) \text{erf}(\sqrt{T_h} \lambda_i) - \text{erfc}(\sqrt{T_h} \lambda_i) \text{erf}(\sqrt{T_h} \lambda_h)} \]  
\[ \text{erfc}(\sqrt{T_h} \lambda_i) \]

The gas concentration profile is given by (3.31) and (3.32), namely

\[ \hat{c}(\xi) = 0, \quad 0 < \xi < \lambda_h \]

and

\[ \hat{c}(\xi) = \text{erf}(\sqrt{\phi_{\alpha}} \xi) - \frac{\text{erf}(\sqrt{\phi_{\alpha}} \lambda_h)}{\text{erfc}(\sqrt{\phi_{\alpha}} \lambda_h)} \text{erfc}(\sqrt{\phi_{\alpha}} \xi), \quad \xi > \lambda_h \]  
\[ \text{erfc}(\sqrt{\phi_{\alpha}} \xi) \]

Now substituting these expressions for the temperature and gas concentration profiles into the interface conditions from energy conservation, (G.15) and (G.16), and the interface condition from gas conservation, (3.22), yields the following three transcendental equations involving the unknown interface velocity parameters \( \lambda_h \) and \( \lambda_i \), and the unknown hydrate volume fraction \( h \):

\[ \sqrt{\frac{\Gamma_0}{\pi}} e^{-\Gamma_0 \lambda_i^2} \cdot \frac{1 - \hat{T}_{eh}}{\text{erfc}(\sqrt{T_0} \lambda_h)} - \sqrt{\frac{\Gamma_h}{\pi}} e^{-\Gamma_h \lambda_i^2} \frac{\kappa_e(h)(A - B)}{\kappa_e} = -S_{Th} h \lambda_h, \]  
\[ \text{erfc}(\sqrt{T_0} \lambda_i) \]

\[ \sqrt{\frac{\Gamma_h}{\pi}} e^{-\Gamma_h \lambda_i^2} (A - B) - \sqrt{\frac{\Gamma_i}{\pi}} e^{-\Gamma_i \lambda_i^2} \frac{\kappa_e(h) \hat{T}_{ei}}{\kappa_e(h) \text{erf}(\sqrt{T_i} \lambda_i)} = -(S_{Ti}(1 - h - h^*) + S_{Th} h^*) \lambda_i, \]  
\[ \text{erfc}(\sqrt{T_i} \lambda_i) \]
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and

$$\sqrt{\frac{\phi \alpha}{\pi}} \frac{e^{-\phi \alpha h^2}}{\text{erfc}(\sqrt{\phi \alpha h})} = \frac{\rho_h}{\rho_f} \tilde{c}_h \phi \alpha h \lambda_h \ . \ \ \ \ (G.27)$$

Equations (G.23) and (G.24) may be algebraically manipulated to show that

$$A - B = \frac{T_{eh} - T_{ei}}{\text{erf}(\sqrt{T_h \lambda_h}) - \text{erf}(\sqrt{T_h \lambda_i})} \ . \ \ \ \ (G.28)$$

Equations (G.25), (G.26), and (G.27) are coupled through their dependence on $h$, $\lambda_h$, and $\lambda_i$. It was shown in Chapter 3 that if the chemical diffusivity is small in comparison to the thermal diffusivity (i.e. $\phi \alpha \rightarrow \infty$), the hydrate volume fraction may be calculated using (3.48), which was

$$h \approx \frac{\rho_f}{\rho_h \tilde{c}_h} \ .$$

The amount of additional hydrate which must form at $b(t)$ is found using conservation of gas, which requires that

$$h^* = (1 - h) \frac{\rho_f c_e}{\rho_h c_h} \ . \ \ \ \ (G.29)$$

Adopting these values for $h$ and $h^*$ leaves (G.25) and (G.26) dependent only on the two interface velocity parameters $\lambda_h$ and $\lambda_i$. The resulting system is nonlinear, and must be solved iteratively. The strategy is to solve (G.25) with a starting value of $\lambda_i = \lambda_{i1}$, calculated using the transcendental equation for ice layer formation from (4.1), namely

$$\sqrt{\frac{\Gamma_0}{\pi}} e^{-\Gamma_0 \lambda_{i1}^2} \frac{1 - \tilde{T}_{ei}}{\text{erfc}(\sqrt{\Gamma_0 \lambda_{i1}})} - \sqrt{\frac{\Gamma_i}{\pi}} e^{-\Gamma_i \lambda_{i1}^2} \frac{\kappa_e(i) \tilde{T}_{ei}}{\kappa_e \text{erf}(\sqrt{\Gamma_i \lambda_{i1}})} = -S_T; \lambda_{i1} \ .$$

The root of (G.25) gives $\lambda_h = \lambda_{h1}$, which is used in (G.26) to solve for an updated value of $\lambda_i = \lambda_{i2}$, and the process is continued until further iterations no longer alter the values for $\lambda_h$ and $\lambda_i$.

Table G.1 contains the parameters used for one such calculation of $\lambda_i$ and $\lambda_h$. The intermediary values for the growth rates using the above procedure are tabulated in Table G.2. The resulting interface velocity parameters are $\lambda_i = 0.171$ and $\lambda_h = 0.319$;
Table G.1: Model Parameters for a Hydrate Layer Above a Developing Icy Layer

The physical properties of Table 4.2 were used to calculate the values tabulated above. The Stefan numbers and nondimensional equilibrium temperatures are for $T_\infty = 20 ^\circ C$, $T_{eh} = 3.4 ^\circ C$, $T_{ei} = -1.5 ^\circ C$, and $T_0 = -7 ^\circ C$.

Further iterations produced no changes past the 6th decimal place. Figure G.2 displays the interface positions for the ice and hydrate layers as a function of time. As time progresses, the two interfaces become increasingly separated so it should be relatively easy to distinguish between them.
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<table>
<thead>
<tr>
<th>Iteration</th>
<th>$\lambda_i$</th>
<th>$\lambda_h$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.173897</td>
<td>0.321135</td>
</tr>
<tr>
<td>2</td>
<td>0.171766</td>
<td>0.319339</td>
</tr>
<tr>
<td>3</td>
<td>0.171043</td>
<td>0.318729</td>
</tr>
<tr>
<td>4</td>
<td>0.170796</td>
<td>0.318522</td>
</tr>
<tr>
<td>5</td>
<td>0.170684</td>
<td>0.318427</td>
</tr>
<tr>
<td>6</td>
<td>0.170674</td>
<td>0.318419</td>
</tr>
<tr>
<td>7</td>
<td>0.170670</td>
<td>0.318416</td>
</tr>
<tr>
<td>8</td>
<td>0.170669</td>
<td>0.318415</td>
</tr>
<tr>
<td>9</td>
<td>0.170669</td>
<td>0.318415</td>
</tr>
</tbody>
</table>

Table G.2: Sample Calculation of Growth Rates
Further iterations yielded no changes in $\lambda_i$ or $\lambda_h$ past the sixth decimal place.

Figure G.2: Interface Positions of Ice and Hydrate Layers
The interface positions for a developing hydrate layer above an evolving ice layer are shown as a function of time for the model parameters summarized in Table G.1.