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Abstract

A crustal scale seismic refraction experiment was conducted over the Kapuskasing Structural Zone, Northern Ontario, in 1984. The zone cuts obliquely across the east-west structural grain of the Superior Province in the Canadian shield and has been proposed as a cross-section of Archean crust exposed by thrust faulting along the Ivanhoe Lake Cataclastic Zone during early Proterozoic time. Five seismic refraction lines of 360–450 km in length were shot over the area to obtain a velocity structure for the uplift region. There were 18 profile shots and two fan shots with a recorder spacing of 2 to 5 km.

Single trace processing has been developed for enhancement of secondary arrivals. Homomorphic filtering was used to obtain an estimate of the wavelet and then spectral division and cross-correlation with that wavelet were implemented to enhance the later arrivals on the trace. The improved secondary arrivals were used to locate lower crustal refracted phases and wide-angle reflections which were combined with the first arrivals to construct the velocity models. The wide-angle reflections were also correlated with events from coincident Vibroseis reflection data.

The travel-times and amplitudes of the data from the profile lines have been modeled using asymptotic ray theory methods. We have imaged a low velocity zone, ranging from 4–5 km to 9–12 km depth, under the Abitibi greenstone belt; it is underlain by a highly reflective zone. There is a considerable deepening of the Moho from 40–43 km to 50–53 km under and to the west of the southern end of the Kapukasing Structural Zone. Analysis of wide-angle reflections on the fan shots has corroborated this thickening of the crust under the structure. A high velocity anomaly of 6.5–6.6 km/s has been imaged in the upper crust down to 20 km depth beneath the Kapuskasing structure with a suggested dip of 15° ± 2° to the west. High Poisson’s ratio values (0.26), determined from shear
wave arrivals, were imaged in the structure, suggesting a high mafic content for that material.

Gravity profile modeling has been performed along the five seismic lines. The observed Bouguer anomaly variations have been matched using the structure as delineated by the seismic modeling and velocity-density values that fall within the scatter of the Nafe-Drake set of data points. 2d frequency domain filtering techniques have been applied to the regional gravity and magnetic data. Directional, bandpass, continuation and derivative filtering have been used to locate faults and terrane boundaries. The main thrust fault, the Ivanhoe Lake Cataclastic Zone (ILCZ), has been more clearly delineated by this filtering and agrees well with the surface geological mapping. An extension of the Lepage Fault has been outlined and indicates that this normal fault may have been important in the post-thrust stabilising period.

Seismic estimates of the soling depth for the ILCZ were further constrained by considering the rheological properties of the constituent lithologies. From the results of previous heat flow and heat production work in this region and the structures inferred from the seismic interpretation, geotherms and strength curves were constructed for the present, a period after the stabilisation of the Superior craton, and the time of uplift. Present day heat flows were successfully matched using a mantle heat flow of 20 mW m$^{-2}$. The formation pressures and temperatures of the Kapuskasing granulites were achieved using only a 25 % increase in the mantle heat flow. From analysis of the strength curves for the time of uplift, estimates of the depth to the brittle-ductile transition for dry quartz ranged from 17 to 21 km. This depth is corroborated by the results of the seismic refraction and reflection analysis.

The results of this thesis support the Percival and Card thrust model but with a soling depth of 17–21 km. This corresponds to a granulite zone thrust up from the mid to lower crust and is indicative of large scale horizontal tectonic processes in late Archean to early Proterozoic times.
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Chapter 1

Introduction

Since the 1960's, many of the features and movements of the Earth's crust that we have observed in our geological and geophysical analyses have been explained using the concepts of plate tectonics. To have a better understanding of the Earth's formational history, it is important to obtain a link between its accretion and these modern day plate motions. Information on Archean continental growth mechanisms is limited as the wealth of our knowledge pertains to events in the Phanerozoic. Two fundamental questions are: did the cratons behave as rigid plates; and did a vertical or horizontal style of tectonics dominate the crustal growth process? An opportunity to study these problems is afforded to us through analyses of the limited large scale, Archean exposures which provide snapshots of crustal deformation episodes. An example of such a large scale exposure is found in Northern Ontario and enables us to study several metamorphic grades of Archean crust and an associated tectonic feature.

The Kapuskasing Structural Zone (KSZ) cuts obliquely across the predominantly east-west structural grain of the Archean Superior Province (Figure 1.1). The surface metamorphic assemblages and gravity profile modeling across the zone suggest that the structure is an exposed cross-section of Archean crust (Figure 1.2) [Percival and Card, 1983]. Similar cross-sections of the crust have been observed in other parts of the world: the Pikwitonei belt of northern Manitoba, the Ivrea zone of northern Italy, the Musgrave Block of central Australia, the Kasila group in western Africa, the Limpopo belt in southern Africa, and the southern edge of the Dharwar Craton in southern India [Fountain and Salisbury, 1981; Coward and Fairhead, 1980; Raase et al., 1986]. In July of 1984, as part of the multidisciplinary LITHOPROBE program, a regional scale seismic refraction
Figure 1.1. Schematic geology map for the Kapuskasing region in the central Superior Province of the Precambrian Shield after Percival and Fountain [1989]. The Kapuskasing Structural Zone (KSZ) and the four subprovinces of Wawa, Abitibi, Quetico, and Opatica are shown. Several important features are indicated: the Ivanhoe Lake Cataclastic Zone (ILCZ), the Lepage fault (LF), the Saganash Lake fault (SLF), the Wakusimi River fault (WRF), the Fraserdale–Mosoonee block (FMB), the Groundhog River block (GRB), the Chapleau block (CB) and the Val Rita block (VRB). AA’ is the location of the geological cross-section shown in Figure 1.2.
Figure 1.2. Proposed geological cross-section for Kapuskasing uplift after Percival and Fountain [1989]. Location is shown in Figure 1.1.
experiment was conducted over the KSZ to obtain a velocity structure for this exposed Archean cross-section.

The Kapuskasing structure cuts across the east-west striping of greenstone and gneiss belts in the Superior craton. The tectonic evolution of these Archean greenstone and gneiss terranes is poorly understood. Most greenstone belts are severely tectonized [de Wit and Ashwal, 1986] which suggests an active environment during and after their formation. A knowledge of the deep structure and geometry of these greenstone/gneiss belts is fundamental to our understanding of Archean tectonic processes and the formation of continental cratons. Thus, the geophysical structural analysis presented here provides critical information at depth about these Precambrian structures.

1.1 Formation of the Precambrian Crust

Tectonic models for the formation of greenstone and gneiss belts fall into two broad accretionary categories: vertical and horizontal. Implicit in these models is belief in the existence of a dominating tectonic mechanism in Archean and Proterozoic times. A uniformitarian assumption can be made which carries modern day processes back into the Archean with the only modifications being the scale and speed [eg. Sleep and Windley, 1982]. Alternatively, we can assume a different, i.e. vertical, tectonic regime whereby the crust grew by magma injection and basaltic underplating [e.g. Kröner, 1985]. Common to all Precambrian terranes is the presence of large scale greenstone belts with associated gneiss belts. The relationship of these two belts to each other and to the lesser exposed, high grade granulite terranes is and has been the subject of great interest [Windley, 1975; Goodwin, 1978; Sinitsyn, 1979; Kröner, 1981; deWit and Ashwal, 1986].

Models for Greenstone and Gneiss Belts

The following models are examples of vertical accretion in both simatic and sialic environments. Anhaeusser et al. [1969] and Anhaeusser [1971] proposed that the greenstone
belts formed from gravitational down-sagging of a thin sialic crust due to volcanic piles (Figure 1.3). This downwarp was then further loaded by sediments. Finally, the volcano-sedimentary basin was stopped around its margins by granitic invasion. This explanation does not account for the presence of the associated gneiss belts. Glikson [1972] suggested that the evolution of the cratons was intertwined with the generation of greenstone belts from simatic or oceanic crust. In this model, the oceanic crust is deformed into large scale folds (Figure 1.4). The resulting zones of partial melting result in plutonism which accentuates the topographical variations of the folds. The erosion of the topographic highs leads to sedimentary infill of the basins with volcanism associated with the down-sagging. Further orogenic activity leads to deformation of both the basin and gneiss terranes. However, the geochemistry of greenstone basins does not agree with a purely simatic origin [Windley, 1986]. Further developments of the down-sagging model [Glikson, 1976; Goodwin, 1981] characterise the gneiss and granulite sequences as the coeval roots of greenstone belts that have been exposed by uplift and erosion (Figure 1.5). The initial formation of the greenstones occurred in a failed rift environment on sialic crust.
Figure 1.4. Development of greenstone and gneiss belts from simatic origins (from Glikson, 1972). See text for explanation.

and was accompanied by the development of a highly metamorphosed root.

However, a more common approach to the greenstone/gneiss formation problem is to make certain uniformitarian assumptions and look for a horizontal accretionary environment to explain the observations. Tarney et al. [1976] suggested a back-arc location for the greenstones as found today in the Rocas Verdes of Chile. A regular subduction environment can result in extension in the back-arc region. This rifting is not always sufficient to open up an ocean, but it does thin the crustal layer and provide passages for volcanic extrusions to the surface. The resultant basin is downwarped by the volcanic piles, continentally derived sediments and lavas and sediments from the volcanic arc. Then, basin closure deforms the volcano-sedimentary belt with possible stoping by granites at a later stage (Figure 1.6). Windley [1986] further developed this idea to explain the formation of stable continental cratons. He considered the model of Tarney et al. to
describe the processes on each mini-plate or micro-continent. Then, if one considered the surface of the earth to consist of many mini-plates moving around, their accretion led to cratonisation (Figure 1.7). The deformation at their boundaries gave rise to high grade terranes of interthrusted tonalitic and basement gneisses with adjacent greenstone/gneiss belts. These horizontal tectonic interpretations for the cratonisation period (3.0 to 2.5 bya) have been common [eg. Fyfe, 1974; Bickle et al., 1980; Glikson, 1981; Sleep and Windley, 1982; Nisbet and Fowler, 1983]. However, it can be argued that these processes do not adequately account for the significant growth rates of the late Archean and that magma injection and crustal underplating must contribute considerable volumes to the continental crust [Kröner, 1985].

**Formation of Granulite Terranes**

The above model of Windley [1986] predicts that high grade granulite zones develop at depth in the gneiss terranes during metamorphism in the collision of micro-continents. However, it is difficult to link all occurrences of granulites with such a specific setting.
Newton [1987] presented the main mechanisms for high grade metamorphism from consideration of their petrological features. The main features of note are: accompanying crustal thickening, thermal perturbations at depth outlasting causative tectonic events, low water activity preventing melting, and mappable isograds analogous to younger orogenic metamorphic belts. There are four main models for the formation of granulites (Figure 1.8). The first model has a hot spot source for the metamorphic event. Mafic magmatic underplating of a stretched and thinned crust is the dominant process. Anatectic plutons, rising from the heated lower crust, pond at mid-crustal levels (Figure 1.8a). The lower crustal addition is predominantly gabbro and should result in a gravity high.
Chapter 1. Introduction

Figure 1.7. A series of micro-continents which develop back-arc basins are accreted horizontally on to each other to form a craton (from Windley, 1986). See text for explanation.

A second model [Dewey and Burke, 1973] advocates accordion style thickening of the foreland arising from a continent-continent collision. Magma from the subduction zone provides heat to the thickened crust and creates the conditions for granulite metamorphism (Figure 1.8b). This process does not explain the horizontal strain structures prevalent in granulites. The final two models involve continental subduction at collision

Figure 1.8. Four models for high pressure and temperature granulite metamorphism (from Newton, 1987). See text for explanation.

zones. The subducted continental mass undergoes melting and supplies magma and heat to the base of the overriding plate [Hodges et al., 1982]. The thickened crustal section produces more radioactive heating and thus may elevate lower crustal temperatures to
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the granulite field (Figure 1.8c). This model adequately explains the pressures and temperatures required for the granulite metamorphism and can account for the horizontal strain patterns. Also, after erosion, isostatic rebound can uplift the granulites. A variation of this model is the A-type subduction of Kröner [1981]. The overriding plate is split and the lower lithosphere is dragged down into the mantle (Figure 1.8d). The consequences are the same as for the above model with the additional advantage that this type of event can take place in an intra-cratonic setting.

1.2 Geological and Tectonic Setting of the KSZ

The nucleus of the North American continental craton is the Superior Province which is the world’s largest contiguous area of exposed Precambrian rock to remain tectonically stable since the early Proterozoic. The greenstone belts of its metavolcanic-plutonic subprovinces contain most of the mineral deposits for which the Superior Province is known.

The KSZ is a zone of high grade metamorphic assemblages, trending SSW–NNE for approximately 500 km, that obliquely transects the predominant east-west structural grain of the central Superior Province (Figure 1.1). There is a continuous transition in metamorphic grade from low grade greenschist facies of the Michipicoten belt to the west of the map region, through the amphibolite facies of the Wawa domal gneiss terrane to the high grade upper amphibolite and granulite facies gneisses of the Kapuskasing structure. The Ivanhoe Lake Cataclastic Zone marks the abrupt return to lower grade greenschist and amphibolite facies in the Abitibi subprovince to the east [Percival and Card, 1983].

Previous tectonic interpretations have postulated that the KSZ is a suture [Gibb, 1978], a failed arm of a triple rift junction [Burke and Dewey, 1973], a broad sinistral transcurrent fault zone [Watson, 1980] and an intracratonic basement uplift [Percival and Card, 1983; Ernst and Halls, 1984; Percival and Fountain, 1989]. Wilson [1968],
Gibb and Walcott [1971], and Gibb [1978] have all discussed the Kapuskasing structure in connection with the Circum-Superior suture zone. This suggested a link between the KSZ and the early Proterozoic collision of the Superior and Churchill cratons. Wilson [1968] took the Ungava suture along the prominent Kapuskasing structure but Gibb and Walcott [1971] followed the northern periphery of the Superior Province (Figure 1.9). Later, Gibb [1978] related the Kapuskasing gneisses to rifting due to the inferred dextral slip on the Winisk and Kenyon fault structures. Burke and Dewey [1973] postulated that the KSZ had been the failed arm of a triple-rift junction on two occasions. Firstly, it was the failed southerly arm of the Ungava rift circa 1700 Ma and, secondly, as a failed arm of the Keweenawan rifting episode at 1100 Ma. Both of these examples were considered to be plume generated triple rift junctions resulting in two active rifts and one failed arm or aulacogen, the KSZ. Watson [1980] reexamined the existing geological and geophysical evidence and proposed that the main faulting was a sinistral transcurrent motion that occurred shortly after the formation of the Superior Province, 2700 Ma. She postulated that the fault penetrated to the mantle and had been a zone of weakness over an extended period between the formation of the Superior craton and the Keewenawan rifting episode at 1100 Ma. Misalignments of the fault with the predominant strike direction resulted in strips of granulite being uplifted to the surface in a similar manner to the Great Glen fault of Scotland. However, by the mid-1980’s, the geological and geophysical evidence presented below, strongly supported the model of an intracratonic basement uplift with an unknown vertical displacement [Percival and Card, 1983].

The ages of the metasedimentary and metavolcanic suites in the Abitibi and Wawa subprovinces have been determined from zircon dates on deformed metamorphosed volcanics and post–metamorphic plutons [Percival and Krogh, 1983]. The supracrustal sequences and early intrusions developed between 2750 and 2700 Ma followed by deformation and regional metamorphism between 2700 and 2680 Ma. The mafic gneisses of the Kapuskasing structure give concordant dates of 2650 and 2627 Ma from rounded
Figure 1.9. Location map of previous seismic experiments in the region. The thick solid lines are Precambrian province boundaries. The thick dashed line are the inferred locations of these province boundaries under the Phanerozoic cover. The boundary between the Superior and Churchill provinces is also called the Ungava suture zone. The medium dashed line is the U.S./Canada border. The thin dashed lines are the provincial boundaries. The dotted lines are the locations of seismic profiles from previous experiments.
zircons of metamorphic origin. The common geochronological features of the greenstone belts in the Abitibi and Wawa subprovinces, allied with their lithological similarities, suggest that the two are part of a formerly continuous belt that was disrupted by the Kapuskasing uplift. The uplift is inferred to precede 1907 Ma from the age of alkaline plutons that cut post-thrust normal faults [Percival and McGrath, 1986]. From analysis of isotopic systems in the KSZ region, the major thrust is constrained to the early Proterozoic [Percival et al., 1988]: in the 2250–2200 Ma range from biotite/argon data or in the 1950–1900 Ma age range from Rb/Sr biotite data.

Geobarometric analysis techniques, using garnet–orthopyroxene–plagioclase–quartz assemblages [Newton and Perkins, 1982], were utilized by Percival [1983] and Percival and McGrath [1986] to determine the formation pressures of the various petrological suites. The above west–east transition is marked by an increase in final mineral equilibrium pressures from 2–3 kb in the greenschists through 4–6 kb in the amphibolites to 7–9 kb in the granulites. These values suggest a formation depth difference of approximately 20 km between the greenschists and the granulites. The amphibolite/granulite transition corresponds to an increase in average density from 2700 to 2820 kg m⁻³ [Percival, 1986] and in seismic velocity, at 600 MPa confining pressure, from 6.55 to 6.90 km/s [Fountain and Salisbury, 1986]. This transition may correspond to the Conrad or other similar discontinuities as imaged seismically at depth in the Superior Province [Berry and Fuchs, 1973; Hall and Hajnal, 1973; Green et al., 1979] and combined with the lithological observations and geobarometric results suggests that the KSZ is an uplifted oblique cross-section through the upper two-thirds of the Archean crust [Percival and Card, 1983; Percival and Fountain, 1989]. Thus, defining a geophysical model for the structure will increase our understanding of the formation and deformation of the central Superior Province and its relationship to the surrounding Archean plate motions.
1.3 Previous Geophysical Studies

The KSZ was first recognized as a positive gravity anomaly [Garland, 1950; Innes, 1960] and a positive magnetic anomaly [MacLaren and Charbonneau, 1968]. The variable character of the anomalies suggest considerable structural and lithological changes along the strike of the zone. Percival and McGrath [1986] have divided the Kapuskasing uplift region into 3 main blocks, each with their own geopotential field and geobarometric characteristics. Figure 1.1 shows the relationship of these blocks to the KSZ. The Fraserdale-Moosonee Block (FMB) is the granulite facies outcrop to the north of the study area. The main granulite exposure is split by the Wakusimi River fault into the Groundhog River Block (GRB) to the north and the Chapleau Block (CB) to the south. The Fraserdale-Moosonee and Chapleau Blocks have coextensive positive aeromagnetic and gravity anomalies whereas in between, over the Groundhog River Block, the anomalies diverge by up to 45 km. In this central region, the positive gravity anomaly runs over the Val Rita Block (VRB) to the west while the aeromagnetic high strikes along the northern part of the zone over the GRB. These differences have been explained by on-strike variations of post-thrust normal faulting. Percival and McGrath [1986] have found similarities between the KSZ faulting geometries and those of the Wind River thrust system [Lynn and Thompson, 1983].

Previous seismic studies in the area (Figure 1.9) have concentrated on the Lake Superior Basin, 300 km to the south-west, the Ontario-Manitoba border area, 700 km to the west, and the Grenville Front, 300 km to the south-east. Halls [1982] produced a summary of the work in and around the Lake Superior Basin that showed the crust to be of the order of 50 km thick under the center of the basin, but shallowing towards the Kapuskasing region. Green et al. [1979] produced velocity/depth profiles for the southern region of the Ontario-Manitoba border from expanding spread reflection profiles. Their results showed mid-crustal reflective zones at 19 and 22 km and a crustal thickness of 38 km. Hall and Hajnal [1973], from data collected in the southern Ontario-Manitoba
border region and north of Lake Winnipeg, imaged reflective zones at $18.2 \pm 4.8$ km and estimated a crustal thickness of $34.3 \pm 2.8$ km. Berry and Fuchs [1973] obtained velocity/depth profiles for the eastern Superior Province from 1d modeling of refraction data. Their data suggested the possibility of a low velocity zone at 5.0 km. The main results included imaging of the Conrad discontinuity at 13 to 16 km and the Moho at 40 to 45 km depth. Mereu et al. [1986] analyzed data from the Grenville Province and the Grenville Front and showed the province to have crustal thicknesses between 35 and 40 km with thickening under the Front. Parker [1984] suggested the existence of a low velocity zone at 12 to 17 km depth and obtained crustal thicknesses of 33 to 40 km for the southern Abitibi region.

At the same time as the KSZ refraction experiment in 1984, a 10 km long seismic reflection line was shot. This pilot line was located over the high grade metamorphic zone of the CB and across the ILCZ. Cook [1985] has interpreted a set of dipping reflectors as being related to the depth extent of the Ivanhoe Lake Cataclastic Zone. These events dip approximately 40° to the west at depths of 6 to 12 km along the short section.

1.4 Present Geophysical Studies

As mentioned above, the seismic refraction experiment was part of a multidisciplinary investigation of the region. Geophysical and geochemical projects, as part of the Canadian geoscience program, LITHOPROBE, were conducted over the zone to obtain a comprehensive geoscientific insight into this anomalous structure. Data from these research programs are still being interpreted.

A Vibroseis reflection survey was conducted over the Kapuskasing Structural Zone and the southern Abitibi belt between November 1987 and February 1988. The interpretation of these data is still at a preliminary stage. As part of this survey, several high resolution profiles were included to investigate interesting features in the upper crust. The high resolution data over the ILCZ [Geis et al., 1988] images reflections, associated with the
ILCZ, from the surface down to 4.0 s two-way travel-time. Also, there are reflections that are probably related to the Shawmere anorthosite complex within the KSZ and to a zone of décollement beneath the structure itself. The regional data set confirms these results and indicates that the ILCZ soles at 4.0 to 5.0 s two-way vertical travel-time. The apparent dips of the lower crustal sections suggest a structural east-west trend similar to that of the southern Superior Province [West et al., 1988]. There is no evidence of significant reflectivity associated with the Moho.

Both natural and controlled source electromagnetic experiments have been run over the KSZ. Kurtz et al. [1988] have examined the magnetotelluric (MT) and UTEM responses of the CB and the ILCZ. As is typical for crustal profiles, they observed an increase in conductivity at 25 to 35 km depth. In general, they imaged a uniform horizontal electrical structure for the region except for a weakly conductive zone, dipping to the west in the top 3.0 to 3.5 km, at the ILCZ. A controlled source experiment using the UTEM method [Bailey et al., 1989] has also investigated the CB and ILCZ area. They imaged two near surface subhorizontal conductive zones at 2 and 5 km depth associated with the ILCZ. There was also an increase in conductivity at 15 to 20 km depth. These conductive zones do not appear to correlate with the seismic reflections or the lithology. Most of the crust appears to be extremely resistive (in the \(10^5\)Ωm range) and the conductive zones may relate to post-thrust activities in a sub-horizontal stress field.

Chouteau et al. [1988] and Mareschal et al. [1988] have examined the MT response of the GRB further to the north. Their preliminary results indicate that there is not a zone of conductivity associated with the ILCZ, but there is one along the Saganash Lake fault. They have observed an increase in conductivity in the 15 to 30 km depth range.

Nkwate and Salisbury [1988] have conducted a detailed gravity survey over the GRB. They have confirmed that the GRB does not have an associated anomalous field but that the high grade surface rocks do have high densities. Thus, the granulites of the GRB form a thin layer at the surface. The Val Rita block (VRB) has an anomalous gravity
high but the surface densities are not unusually high. This implies a buried causative body for this anomaly. From preliminary modeling of their data, they infer a crustal thickness of 51 km under the GRB and the VRB.

A palaeomagnetic analysis of samples from sites within the CB requires westward tilting of the block, in the post 2550 Ma period, in order that the palaeopoles fall on existing polar wander curves [Constanzo-Alvarez and Dunlop, 1988]. Similar analysis of samples from the dyke swarms in the Wawa, KSZ, and Abitibi terranes also require crustal tilting within the KSZ to obtain consistent results for dykes of similar ages [Ernst and Halls, 1984; Halls and Palmer, 1988].

1.5 The 1984 Seismic Refraction Experiment

As part of phase I of LITHOPROBE, five reversed refraction lines of lengths 360 to 450 km were shot, three parallel to the strike of the structure and two in a cross-strike direction (Figure 1.10). In addition, Lines 1 and 4 were fan shot from sites F and J, respectively, and Lines 3, 4 and 5 were center shot. Lines 2 and 5 were shot in two parts in order to reduce the recording spacing and thus obtain better coverage on these important profiles. Thus, with 60 instruments deployed for each shot, this provided 3 km recorder spacing on these two lines and 5 km spacing on Lines 1, 3 and 4. Twenty shots, varying in size from 800 to 2000 kg, were used as the sources. To reduce costs, the shots were detonated in six small lakes and four flooded mine pits. Thus, the shot sites were limited in availability and this factor, combined with the line access difficulties, influenced the selection of geometries for the profiles. Each shot was loaded into several 150 liter plastic barrels and detonated typically at 20 m below the water surface. These explosions were recorded by vertical component seismometers on six different designs of instrument. Each instrument had similar flat responses in the 1 to 14 Hz range and thus were only scaled for differences in amplitude response in that range. Additional information about the experiment is provided in Northey and West [1985].
Figure 1.10. Locations of shot points and receiver lines in the 1984 seismic refraction experiment over the KSZ. The dotted lines represent the mid-points of the shot-receiver offsets for the fan shots from F and J into lines 1 and 4, respectively. Inset shows the location of the study area in North America.
Figures 1.11 to 1.25 show the 13 profile and 2 fan shot lines. They are presented in a trace-normalised, reduced time format. No filtering of the data has been performed. The distances on the profile shots are measured as offset from the northern shot points on lines 1, 2 and 3 and from the western shot points on lines 4 and 5. The fan shots are measured azimuthally in a clockwise direction from due south.

The character of the refracted and reflected phases is highly variable over all the sections. This is most likely a result of variable shot site conditions (lakes and flooded quarries) and the petrological and structural differences between the terranes. The refracted first arrivals from the upper crust ($P_g$) range from strong (Figure 1.11) to moderate (Figure 1.12) to very weak (Figure 1.21) amplitudes. This indicates a variation in velocity gradients over the region. However, in the case of shot H of Line 5 (Figure 1.21), the amplitudes were excessively low and could possibly be the result of diffracted energy arriving first at those receivers. The refracted first arrivals from the mid and lower crust ($P_c$) exhibit the same amplitude variations from strong (Figure 1.17) to weak (Figures 1.11 and 1.15). The upper mantle refracted phases also vary in strength from strong (Figure 1.23) to weak (Figure 1.15) as well as varying in signal to noise ratio depending on the spectral characteristics of the shot. These mantle phases arrive at distances greater than 200 km and were clearest when the shots had a predominantly low frequency character (c.f. Figure 1.21 to Figure 1.23). The intracrustal reflectivity is highly variable in amplitude and reverberatory nature. Some sections show a few distinct events (Figures 1.11 and 1.15) while others show continuous back-scattering from all levels in the crust (Figures 1.13 and 1.14). The reflections from the crust-mantle boundary vary from a strong and clear arrival (Figure 1.18) to a more diffuse arrival (Figure 1.11). The variations in intracrustal and Moho reflectivity indicate that the terranes vary not only in petrological structure, as seen above in the refracted arrivals, but also in the fine-scale layering of their gneissic structures and shear zones.
Figure 1.11. Profile shot for Line 1 from shotpoint B. This section, and each of the following ones, shows a schematic representation of the experiment layout and a fan of the velocities associated with the slopes of the travel-time branches.
Figure 1.13. Profile shot for Line 2 from shotpoint C.
Figure 1.14. Profile shot for Line 2 from shotpoint J.
Figure 1.15. Profile shot for Line 3 from shotpoint D.
Figure 1.16. Profile shot for Line 3 from shotpoint G.
Figure 1.17. Profile shot for Line 3 from shotpoint K.
Figure 1.18. Profile shot for Line 4 from shotpoint A.
Figure 1.19. Profile shot for Line 4 from shotpoint C.
Figure 1.20. Profile shot for Line 4 from shotpoint E.
Figure 1.21. Profile shot for Line 5 from shotpoint H.
Figure 1.22. Profile shot for Line 5 from shotpoint G.
Figure 1.23. Profile shot for Line 5 from shotpoint E.
Figure 1.24. Fan shot for Line 4 from shotpoint J.
Figure 1.25. Fan shot for Line 1 from shotpoint F.
Figure 1.26. Location of receivers in 1984 refraction experiment.
The receivers for the fan shots were at distances greater than 230 km and so the phases of interest are the $P_n$ (e.g. Figure 1.25) first arrivals and the later $P_mP$ (e.g. Figure 1.24) arrivals. Both these phases show variability in travel-time and amplitude across the two fans. This is indicative of significant structure on the crust-mantle boundary.

Due to the access problems, receivers and shot points were not always colinear (Figure 1.26) and thus the crooked line geometry has led to intrinsic uncertainties in the travel-times and amplitudes due to out-of-plane effects. Along any given profile, the azimuthal variation was approximately ±10°. These uncertainties cannot be quantitatively accounted for in the 2d forward modeling of these data and thus can only be kept under consideration when assessing the possible parameter variations of the final models. The different types of shot location resulted in varying seismic spectral characteristics (e.g., compare Figures 1.21 and 1.23) and thus different transmission properties. The character of the data also reflects the lithological and structural complexity of the region. Localized geological features and different footings for the seismometers, ranging from swamp to hard rock, caused some travel-time and amplitude variations that were more dependent on the local effects (e.g., 170 to 190 km in Figure 1.11 and 90 to 110 km in Figure 1.15) than the general crustal structure and thus were not resolvable by the data. Therefore, only the broad trends in the amplitudes were considered in the modeling of the data.

1.6 Gravity and Magnetic Data Acquisition

Regional gravity and magnetic data sets were obtained from the Geological Survey of Canada (GSC) in order to integrate information from these data with results from the analysis of the seismic data.

The gravity data consisted of 19,000 measurements from an 8 by 6 degree region around the Kapuskasing Structure with irregular station spacing varying from 100–200 m to 5–7 km. A data grid with a 5 km digitisation interval was constructed from these
points using a 2d Lagrangian and splined interpolation scheme. The Lagrangian component ensured that no false peaks were introduced and the splined component created a smoother surface. The magnetic data were collected along flight lines 800 m apart at an altitude of 300 m and were then digitised by the GSC onto a regular grid with a spacing of 812.5 m. These data were regridded onto the same base grid as the gravity data to facilitate direct comparisons. The region covered by the grid was 80°– 85° W longitude and 46°– 51° N latitude. Figures 1.27 and 1.28 show the Bouguer gravity and aeromagnetic anomaly maps, respectively, for this regridded region. An overlay is provided in a pocket at the back of the thesis to facilitate relating of potential anomalies to their causative geological terranes. The main features are gravity highs associated with the Chapleau, Val Rita, and Fraserdale-Moosonee blocks and a magnetic high associated with the Groundhog River block. The east-west boundaries between the Wawa/Abitibi and Quetico/Opatica subprovinces are also prevalent on both anomaly maps.

During the gridding procedure, the effects of 2d aliasing had to be considered. The problem is more complex than the 1d case as it cannot be viewed as simple folding. The discrete data sets obtained are the result of the true field multiplied by a 2d comb filter with spacing $\delta x$. This is equivalent to the convolution of the true spectrum with a 2d comb filter with a spacing of $\frac{1}{\delta x}$. Thus, our spatial sampling was such that the overlap of the repeated spectra was minimised [Clement, 1972]. Because the gravity data were irregularly sampled originally, the new gravity grid was optimised by a careful balance of the Lagrangian and splined interpolation schemes. However, to guard against aliasing effects in the magnetic data, the power spectra of the original data sets were studied to ensure that large amounts of high frequency energy were not aliased into the desired passband. When the gridding had been completed, the results were contoured and compared carefully to master GSC maps\(^1\) to ensure that no obvious aliasing had occurred. Inspection of the new power spectra revealed that the magnetic data, because

\(^1\)Preliminary magnetic anomaly map (residual total field), National Earth Science series [1:1,000,000], Dept. of Energy, Mines, and Resources.
of their high frequency nature, may exhibit some small aliasing effects.

1.7 Outline of Thesis

In this thesis, I shall present the methods, analyses and results of seismic, geopotential and rheological investigations of the Kapuskasing Structural Zone. This chapter has outlined the geological background to this anomalous structure, the importance of understanding these features, their role in Precambrian tectonics, and previous geophysical work in the region. Chapter 2 details the theory and practice of the processing applied to the seismic data to enhance the phases of interest and discusses the shortcomings of the various techniques. Chapter 3 contains the seismic interpretation of both the P-wave and S-wave arrivals. The method of modeling and the interpretational approach are discussed, followed by a description of the analysis of each line. Chapter 4 presents the 2d and 3d analyses of the geopotential field data. Gravity profile modeling was performed along the seismic lines using the velocity models obtained in Chapter 3 as constraints. A brief outline of the formulation of the 3d analysis is then presented, followed by the design of the frequency domain filters. The application of these filters to the real data is then discussed with a presentation of the results. Chapter 5 discusses the seismic and potential field results and relates them to each other and to the constraints imposed on the faulting by geothermal and geostrength considerations. Finally, the tectonic implication of these geophysical models is discussed for the KSZ and the cratonisation of the Superior province in Precambrian times.
Figure 1.27. Bouguer corrected gravity anomaly map for the KSZ region. The units are in mgals.
Figure 1.28. Aeromagnetic anomaly map for the KSZ region. The units are in nanotesla.
Chapter 2

Seismic Data Processing

Regional scale seismic refraction experiments are conducted to obtain a broadscale velocity structure for the crust and upper mantle. These data sets typically have consisted of one to five profiles of 200 to 400 km length, one to three shots per line, and receiver station spacing of 2 to 10 km. This poor spatial sampling renders the data unsuitable for automated inversions or multi-trace attribute analyses (e.g. $f$-$k$, $tau$-$p$ transformations) which use information from the whole data set [Bessanova et al., 1974; McMechan and Fuis, 1987]. So, in general, only the travel-times and amplitudes for the first arrivals (refractions), the Moho reflection and possibly one intracrustal reflection are used to obtain a velocity structure for the earth [e.g. Meltzer et al., 1987; Zeyen et al., 1985].

More recently, experimental shot and receiver spacings have decreased with the result that more sophisticated inversion techniques can be employed [Kanasewich and Chiu, 1985; Chapman, 1987].

In the last fifteen years, crustal refraction analysis has been performed using travel-times and amplitudes in trial and error 2d forward modeling techniques using synthetic seismograms [e.g. Červený et al., 1977]. There has been modeling of the general character of secondary arrivals by one dimensional full reflectivity techniques [e.g. Sandmeier and Wenzel, 1986] but little effort has been devoted to examining these later phases individually. In 2d modeling, the suites of wide-angle intracrustal reflections (secondary arrivals) in the data are usually not analyzed even though they can provide additional knowledge about the structure under examination. This lack of analysis is primarily due to poor spatial sampling, trace amplitudes dominated by first arrivals, and reverberatory waveforms; but, more importantly, it is due to lack of processing applied to the traces.
Even when the travel-times for the secondary events are analyzed [e.g. Klemperer and Luetgert, 1987; Grad and Luosto, 1987; Catchings and Mooney, 1988], very little processing is applied to enhance these arrivals. In recent years the number of coincident seismic reflection/refraction surveys and reflection profiles over regions previously investigated by refraction studies has increased considerably [Mooney and Brocher, 1987]. Thus, the importance of relating the secondary reflected arrivals on refraction surveys to the prominent events on the reflection profiles has become evident.

In this chapter, we show examples of filtering to enhance secondary arrivals and help in travel-time picking. Firstly, the variable spectral characteristics of the data and the usefulness of bandpass filtering will be shown. Then, we will present methods for the enhancement of secondary arrivals by adaptation and application of simple existing reflection data processing techniques as applicable to single traces. In particular, we have adapted homomorphic filtering [Oppenheim, 1965; Ulrych, 1971] to wavelet extraction and subsequent deconvolution with that estimated wavelet. These processes make no assumptions about the phase character of the wavelet or the spectral character of the earth structure and succeed in enhancing crustal refraction data. Single trace processing was chosen because the spatial sampling in this type of data was too poor for multi-trace attribute analysis. Averaging phase or cepstral properties over several traces to improve the wavelet extraction has been employed previously [Clayton and Wiggins, 1976; Otis and Smith, 1977; Lane, 1982]. However, the recorded seismic waveform depends greatly on the receiver's local environment [Cormier and Spudich, 1984] and in typical crustal scale refraction experiments the footing for the seismometers can vary from solid outcrop to marsh, sometimes from one station to the next. Thus, a stacking approach for these data was deemed unsuitable.
2.1 Spectral Characteristics and Bandpass Filtering

In order to improve the general character of the seismic sections and to help in phase identification, bandpass filtering was applied to each section. Spectral tests were performed on each section to estimate the seismic signal frequency band. This was then used to choose the optimum filter for the whole section. Both non-zero and zero phase 8-pole Butterworth filters were utilised for this procedure [Kanasewich, 1981].

The spectral character of the sections varied considerably due to different shot sizes and locations and due to variations in lithology. The signal frequency band of the sections varied from 2-7 Hz (Figure 2.1b,d), to 3-10 Hz (Figure 2.2b,d), to 2-17 Hz (Figure 2.3b,d). The medium and high frequency range examples also show the expected downward shift of the passband from near offsets (40-60 km) to far offsets (240-260 km). However, for a low frequency signal (Figure 2.1), there is little change in the frequency content with offset. In general, the crystalline terranes of the region have a high Q (1000 to 1200) as evidenced by the small shift of 2-4 Hz in the peak of the amplitude spectrum.

Examinations of individual traces, such as above, were used to choose suitable bandpass filters for portions of or whole sections. An example of a filtered section is shown in Figure 2.4 for Shot E of Line 4. A non-zero phase filter with a 1.0 to 9.5 Hz passband was applied to improve the lateral phase coherency and improved the general appearance of the section. The sets of arrivals marked 1 and 2 have improved lateral coherency. This filtering was also used as an aid in the picking of travel times through noisy portions of the data. An example of this is shown by the sets of arrivals marked 3 and 4.

2.2 Enhancement of Secondary Arrivals

The filtering method of the previous section did not always help and, in particular, the later arrivals (both refracted and reflected) were not enhanced. Thus, some effort was made to emphasize these later phases by using single trace filtering techniques that are
Figure 2.1. Seismic traces (a and c) and their corresponding periodograms (b and d) for approximate offsets of 60 km and 240 km. Data are from Shot E of Line 5.
Figure 2.2. Seismic traces (a and c) and their corresponding periodograms (b and d) for approximate offsets of 60 km and 240 km. Data are from Shot A of Line 4.
Figure 2.3. Seismic traces (a and c) and their corresponding periodograms (b and d) for approximate offsets of 60 km and 240 km. Data are from Shot H of Line 5.
Figure 2.4. (a) Raw data for Shot E of Line 4 shown in common maximum amplitude format. (b) Bandpass-filter (1.0 to 9.5 hz) applied to section from (a).
more common in the processing of reflection data. A brief overview of the convolutional model is presented, followed by a description of the basis to the wavelet extraction technique, and finally the application of the method to synthetic and real data examples.

2.2.1 Convolutional Model

One class of seismic reflection analysis is based on the convolutional model. In this model, the recorded signal \( s(t) \) is the convolution of a source wavelet \( w(t) \) with the primary impulse responses of a one dimensional plane layer earth \( r(t) \). It disregards multiples and the effects of anelastic attenuation and dispersion on the propagating waveform. For our purposes, the impulse responses of the earth structure are both reflected and refracted events.

The mathematical basis of the convolutional model is

\[
s(t) = w(t) * r(t) \tag{2.1}
\]

but more realistically the recorded data \( d(t) \) are represented by

\[
d(t) = w(t) * r(t) + w(t) * \psi(t) + n(t) \tag{2.2}
\]

where \( w(t) * \psi(t) \) is convolutional noise such as multiples and conversions and \( n(t) \) is added noise from local receiver effects. To look at amplitude and phase spectra we need to Fourier transform, whereby we obtain

\[
D(f) = W(f)R(f) + W(f)\Psi(f) + N(f) \tag{2.3}
\]

where \( D(f), W(f), R(f), \Psi(f), \) and \( N(f) \) are the Fourier transforms of the data, wavelet, reflectivity, noise impulses, and added noise respectively. Clearly, we must
make assumptions about the type and magnitude of the noise in order to obtain a good estimate of the desired wavelet or reflectivity.

The process of deconvolution is the recovery of the earth structure from the seismic data, $d(t)$, by making assumptions about the convolutional model and the spectral characteristics of its signal, $s(t)$, and noise, $\psi(t)$ and $n(t)$, components. If the source wavelet is known then the problem is simplified but, in general, all components are unknown. Existing techniques such as Wiener filtering, spiking, predictive, adaptive and zero phase deconvolution have varying degrees of success when certain assumptions are valid [Claerbout, 1976; Yilmaz, 1988]. Often, the autocorrelation of the wavelet is assumed equivalent to that of the data which requires that the reflectivity and noise are white. Also, from experience with reflection data and the modeling of explosive sources, the wavelet is assumed minimum phase. In the case of crustal refraction data, we are generally interested in post-critical reflections and so the reflectivity whiteness [Fokkema and Ziolkowski, 1987] may be a valid assumption. However, visual inspection of the data show that most of the source functions recorded are not minimum phase but are variable mixed phase wavelets. Thus, an alternative to the above deconvolutional techniques was required that allowed for a mixed phase wavelet.

These standard deconvolutional processes attempt to improve the temporal resolution of the data by compressing the source signature to a spike. In our case, the resolution of secondary arrivals is poor due to emergent phases, low frequency content and the interference effects of fine scale layering on pulse shapes. So, we seek only to emphasize these previously obscured events. The secondary refracted phases can then be used as additional constraints in the travel-time modeling of the first arrivals and the wide-angle reflections can be compared to corresponding near vertical ones on coincident Vibroseis reflection data.
2.2.2 Homomorphic System

It is analytically convenient to look at signals that have been added together. A linear filtering system may then be employed to separate the signal components. Such a system, $L$, is said to obey a principle of superposition

$$L[a x_1(t) + x_2(t)] = a L[x_1(t)] + L[x_2(t)]$$  \hspace{1cm} (2.4)

where $x_1(t)$ and $x_2(t)$ are the two signal components and $a$ is a constant. But in our case the signals have been convolved, so we would like a system matched to the principle of superposition. Let us consider a class of non-linear system that obeys a generalized principle of superposition, $H$, such that

$$H[x_1(t) \triangleleft x_2(t)] = H[x_1(t)] \triangleleft H[x_2(t)]$$  \hspace{1cm} (2.5a, b)

$$H[a \odot x_1(t)] = a \odot H[x_1(t)]$$

where $\triangleleft$, $\bullet$, $\odot$ and $\odot$ are arbitrary operations. This is a homomorphic system [Oppenheim and Schafer, 1975]. Now, we must define our vector spaces and transformations for the convolutional model. We need a characteristic system to transform our data to a domain where the components are linearly separable and an inverse characteristic system to bring us back to the time domain. For our purposes the $z$ transform is the key to the characteristic system. It allows the transformation from a convolutional system to a multiplicative one, then the log function can be used to produce an additive system

$$x(t) = x_1(t) \star x_2(t)$$

$$X(z) = X_1(z) X_2(z)$$  \hspace{1cm} (2.6a, b, c)

$$\log[X(z)] = \log[X_1(z)] + \log[X_2(z)]$$
Taking the log calculation we have

\[ \hat{X}(z) = \log|X(z)| \]

\[ = \hat{X}_R(z) + j\hat{X}_I(z) \]  

(2.7a, b)

where \( \hat{X}_R(z) \) and \( \hat{X}_I(z) \) are the real and imaginary components of the log of the z transform and \( j = \sqrt{-1} \). If \( \hat{X}(z) \) is also a z transform then it must be analytic in a region that includes the unit circle. Here, Equation 2.7b becomes,

\[ \hat{X}(e^{j\omega}) = \hat{X}_R(e^{j\omega}) + j\hat{X}_I(e^{j\omega}) \]

The analyticity of \( \hat{X}(z) \) also implies that \( \hat{X}(e^{j\omega}) \) is a continuous function of \( \omega \). Since

\[ \hat{X}(e^{j\omega}) = \log|\hat{X}(e^{j\omega})| + j\text{arg}[\hat{X}(e^{j\omega})] \]

then \( \hat{X}_R(e^{j\omega}) \) is defined provided no zeros exist on the unit circle in the complex z plane and the continuity of \( \hat{X}_I(e^{j\omega}) \) depends on the definition of the complex logarithm. In general, the principal value \( \text{ARG}[X(e^{j\omega})] \) will be used which is discontinuous and, in that form, does not satisfy the continuity requirement of the z transform. \( \text{ARG}[X(e^{j\omega})] \) is a multi-valued function with jumps of \( 2\pi \) caused by wrap-around in the log function as it crosses \( \omega = \pm \pi \) and remains on the same Riemann surface. However, \( \hat{X}_I(e^{j\omega}) \) can be calculated and is a smoothly varying function that results from the superposition of its continuous components. Thus, the principal value argument function, \( \text{ARG} \), must be unwrapped to eliminate the jumps and produce the smooth analytic function \( \text{arg}[X(e^{j\omega})] \).

This phase unwrapping is performed before an inverse z transform is implemented to obtain the cepstral representation. The cepstrum is a time delay domain where ideally our convolutional components exist at different delay times or quefrencies; the wavelet and reflectivity have low and high quefrency characteristics, respectively. For the cepstrum
to be real, $\hat{X}(e^{j\omega})$ must be a periodic function of $\omega$ with a period of $2\pi$ and $\hat{X}_R(e^{j\omega})$ and $\hat{X}_I(e^{j\omega})$ must be even and odd functions of $\omega$ respectively [Oppenheim and Schafer, 1975].

2.2.3 Wavelet Extraction

A homomorphic filtering approach was deemed most suitable for the wavelet extraction as no specific assumptions had to be made about the components of the convolutional model. Combining the information from the previous two sections we get the following expressions [Jin and Eisner, 1984] for the characteristic system for the signal, $s(t)$,

$$S(z) = \sum_{t=-\infty}^{\infty} s(t)z^{-t}$$

$$\hat{S}(z) = \log |S(z)| = \log |S(z)| + j\text{arg}[S(z)]$$

$$s^t(\tau) = \frac{1}{2\pi j} \int_{c} \hat{S}(z)z^{\tau-1} dz$$

$$= w^t(\tau) + r^t(\tau)$$

where the dagger superscript $(\dagger)$ indicates the cepstral domain, $\tau$ is delay time or quefrency, and the circular integration is defined over $z = \rho + j\omega, -\pi < \omega < \pi$. But, when we consider noise effects (Equation 2.2) in the input to Equation 2.8a, a more complicated expression for the cepstrum is obtained due to the convolutional and added noise. If, however, we assume the noise components to be significantly smaller than the signal, then schematically equation 2.8d becomes

$$d^t(\tau) = w^t(\tau) + r^t(\tau) + \xi^t(\tau)$$

where $\xi^t(\tau)$ is the cepstral representation of a noise term divided by a signal term and may have components that overlap with the signal. We now have a representation for our convolutional model that is a linear superposition of its components. Ideally, we should
be able to linearly filter out the desired wavelet cepstral response. Then, using an inverse characteristic system, we obtain the original wavelet, \( w(t) \), by the following

\[
\hat{W}(z) = \sum_{\tau=-\infty}^{\infty} w^*(\tau)z^{-\tau}
\]

\[
W(z) = \exp[\hat{W}(z)]
\]

\[
w(t) = \frac{1}{2\pi j} \oint_c W(z)z^{t-1}dz
\]

This extracted wavelet can be used in deterministic deconvolution procedures on the original data \( d(t) \).

For practical implementation, the \( z \) transform is evaluated on the unit circle and so a digital Fourier transform is used in the characteristic systems. It is important to consider the effects of the various components on the log output of the characteristic system when the Fourier transform is used. If there is a signal present, the real part or log amplitude will be stable. The imaginary part, or phase, exhibits instability in the presence of noise and is the focus of most of the attention in estimation of the wavelet. Thus, to assess the noise effects on the phase, we return to Equation 2.3 and rearranging it yields

\[
D(f) = W(f)R(f) \left[ 1 + \frac{\Psi(f)}{R(f)} + \frac{N(f)}{W(f)R(f)} \right]
\]

Taking the log of both sides we get

\[
\log[D(f)] = \log[W(f)R(f)] + \log \left[ 1 + \frac{\Psi(f)}{R(f)} + \frac{N(f)}{W(f)R(f)} \right]
\]

\[
= \log[W(f)] + \log[R(f)] + \log[\Gamma(f)]
\]

where

\[
\Gamma(f) = 1 + \frac{\Psi(f)}{R(f)} + \frac{N(f)}{W(f)R(f)}
\]
\( \Gamma(f) \) is very important in the correct estimation of the phase of our signal. If \( \Psi(f) = N(f) = 0 \), then \( \log[\Gamma(f)] \) is zero and our amplitude and phase estimates are uncontaminated. This ideal case is not encountered in practice, so we would like to estimate the perturbing effects of both types of noise on the spectral estimates. If the additive noise is non-zero then
\[
\log[\Gamma(f)] = \log\left[1 + \frac{N(f)}{W(f)R(f)}\right]
\]
so that for \( N(f) \ll W(f)R(f) \) the phase should be dependable, i.e. close to the true one. This is a reasonable assumption, as we would only use data with an obvious signal content. If there is only convolutional noise then
\[
\log[\Gamma(f)] = \log\left[1 + \frac{\Psi(f)}{R(f)}\right]
\]
so that if \( \Psi(f) \ll R(f) \) or the desired reflectivity power is considerably greater than that of the multiple and converted impulse responses, then again the phase result would be dependable. But more realistically both noise sources are non-zero and so the criterion for phase dependability is
\[
\Psi(f) + \frac{N(f)}{W(f)} \ll R(f) \quad (2.13)
\]
and it follows that
\[
\log[D(f)] \approx \log[W(f)R(f)] + \frac{1}{R(f)} \left[ \Psi(f) + \frac{N(f)}{W(f)} \right]
\]
The phase of \( D(f) \) is
\[
\phi_d(f) \approx \phi_s(f) + \frac{1}{R(f)} \left[ \Psi(f) + \frac{N(f)}{W(f)} \right] \sin(\phi_u(f) - \phi_r(f)) + A \sin(\Delta \phi) \quad (2.14)
\]
where $\phi_u(f)$ is the phase of the left hand side of Equation 2.13, and $\phi_r(f)$ and $\phi_s(f)$ are the phases of the reflectivity and our desired signal phase. We can be selective and discard data traces on inspection where $N(f)$ is comparatively large. But $\Psi(f)$ is more difficult to estimate as it includes contributions from multiples, conversions and scattering from a generally inhomogeneous medium. If both $N(f)$ and $\Psi(f)$ are white then the wavelet extraction is less affected than the reflectivity. However, the noise is normally coloured which results in spurious effects at short times in the cepstrum and therefore an unstable wavelet estimate.

Our main assumption was that the wavelet is stationary along a given trace. In shield areas, a high Q exists throughout the crust [Der and McElfresh, 1977; Singh and Herrmann, 1983]; thus the effects of dispersion and absorption along a given trace can be assumed nominal and the assumption of stationarity is valid. However, we have ignored that along an individual trace there may be various pre- and post-critical phases of the wavelet from the different reflecting horizons. By taking short time windows of data and using damped weighting, it was hoped to limit the effect of this phase variation on each trace. For the wavelet extraction, the wavelet and reflectivity were assumed linearly separable in the cepstral domain. This is generally true as the wavelet dominates the short delays or quefrencies of the cepstrum and the reflectivity predominates at long delays or quefrencies.

2.2.4 Processing Scheme

A processing scheme based on a convolutional model and homomorphic system as described above was designed for single trace processing of crustal scale seismic refraction data. No assumptions were made about the phase of the wavelet or about the colour of the reflectivity spectrum. The wavelet was assumed to be linearly separable in the cepstral domain [Ulrych, 1971; Ulrych et al., 1972; Trbolet, 1979]. Noise was estimated
to contaminate all parts of the spectrum and cepstrum. The processing scheme is repre-
represented in the flow diagram of Figure 2.5. The following sections describe each step of
that scheme.

Preprocessing

A variable gain control was applied to boost some of the weaker secondary energy. This
improved the output of the deterministic deconvolution with the extracted wavelet. The
method used was to divide each point, \( d(t) \), along a trace by an energy window, \( e(t) \), so
that

\[
e(t) = \sum_{t=\frac{w}{2}}^{w} |d(t)|^m
\]

\[
o(t) = \frac{d(t)}{e(t) + \epsilon}
\]

where \( o(t) \) was the output trace, \( w \) was the length of the window, \( m \) was a variable
power and \( \epsilon \) was a water level parameter. No bandpass filtering was applied as zeros
in the amplitude spectrum would have caused instability in the log function. Instead, a
form of data adaptive filtering or power boosting was utilized. The time-domain trace was
Fourier transformed and divided into its amplitude and phase components. The phase
spectrum was left untouched. The amplitude spectrum was normalized and raised to a
power greater than one. Thus, amplitudes close to unity were boosted with respect to the
smaller components. The new amplitudes and the original phases were recombined and
inverse Fourier transformed to obtain the new signal. The effects of this operation are
similar to data adaptive bandpass filtering except that zeros are not introduced into the
spectrum. Some data were improved greatly by the above procedures and occasionally,
at this stage, the processing was deemed satisfactory for travel-time analysis.
Figure 2.5. Flow diagram for single trace processing. There are two outputs to the linear filter: one contains wavelet information and the other pertains to the reflectivity.
Picking and Weighting

This step started the wavelet extraction procedure. The beginning of a data trace was shifted to the onset of the first significant signal within that time window. The running window used in searching for this onset was assigned a length equal to the predominant wavelength of that data trace. Then, the first window with an energy greater than the calculated root mean square energy of the whole trace was chosen. This shifted trace was weighted with an exponential or ramp damping factor. The exponential damping had the effect of radially scaling the zeros and poles of the data in the $z$ plane and creating a time series with a minimum delay character. Also, if zeros existed close to the unit circle (the region of convergence), then they were moved away from this region and the instability was eliminated [Ulrych, 1971]. Application of a damping ramp had the same effect but was more moderate. It did not alter the form of the input data as much as the exponential weighting which tended to bias the phase estimate towards that of the first event on the data trace.

Characteristic System

The characteristic system was that as described in equations 2.8 of the wavelet extraction section. The data were padded with zeros to twice their original length to improve spectral and cepstral resolution. The phase unwrapping was performed by a simple routine for eliminating $2\pi$ jumps or the more sophisticated phase adaptive approach developed by Tribolet [1977]. If required, the unwrapped phase could be bandpass filtered as suggested by Buttkus [1975] to eliminate the effects of the reflectivity.

Linear Filter

The cepstrum was linearly filtered [Ulrych, 1971; Buttkus, 1975; Tribolet, 1979] to separate the wavelet and reflectivity components. The low quefrency part of the cepstrum was multiplied by a boxcar or cosine bell filter. The length of the cepstral filter for the
wavelet was initially chosen to be 0.5 to 1.0 times the apparent length of the wavelet in the time domain. This length was selected after visual inspection of the time-domain seismogram. Then, the cepstral filter length was varied in a trial and error manner to establish the optimum length for that seismogram or group of seismograms.

Inverse Characteristic System

Equation 2.10 describes this inverse system which returned the data to the time domain. Since the exponential function is single valued, there were no problems with analyticity in this calculation.

Shift and Deweight

In the phase unwrapping procedure of the characteristic system, the phase function was forced to be odd (as explained in the homomorphic system section). This involved the removal of a linear phase component which transforms to a time domain shift [Brigham, 1974]. The sign of the linear trend dictated the direction of the shift. The data components were also deweighted and repositioned with respect to a reference time after the shifting applied previously at the picking stage.

Extracted Wavelet and Reflectivity

The wavelet extraction was the stable output. The wavelet was isolated by automated scanning of the extended output to discard the low level noise background. The reflectivity output was unstable due to noise sensitivity at long frequencies.

Deterministic Deconvolution

The output wavelet was then used in a deterministic deconvolution procedure with the preprocessed data output. A spectral division in the frequency domain [Ziolkowski, 1984]
was employed to obtain a reflectivity output

\[ R(f) = \frac{D(f)W^*(f)}{W(f)W^*(f) + \lambda} \]

where \( W^*(f) \) was the complex conjugate of \( W(f) \) and \( \lambda \) was a water level parameter used to stabilise the inversion. If the extracted wavelet was subject to ringing this technique did not work well. In that case, the wavelet was simply cross-correlated with the preprocessed data to emphasize the signal arrivals. This operation was equivalent to the spectral division with a high water level. Although this operation did give a smeared zero phase output, it did succeed in highlighting the signal content better than the spectral division. There was also an option to take the envelope of the output and look merely for energy trends.

### 2.2.5 Synthetic Data Examples

The above scheme was applied to several synthetic data examples. Both a sparse and a rich reflectivity were used with added bandpass noise, varying from 0% to 25%. A Berlage wavelet [Berlage, 1930] was used to produce a mixed phase (A) and a minimum phase (B) waveform. The analytic form of this wavelet is

\[ w(t) = AH(t)t^n e^{-\alpha t} \cos(2\pi f_0 t + \phi_0) \]

where \( H(t) \) is the Heaviside step function given by

\[
H(t) = \begin{cases} 
0 & t < 0 \\
1 & t \geq 0 
\end{cases}
\]

and \( A \) is an amplitude scaling factor, \( n \) is a time exponent, \( \alpha \) is an exponential decay rate, \( f_0 \) is the oscillatory frequency, and \( \phi_0 \) is the initial phase angle.
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Time, cepstral and spectral representations of the input wavelets, reflectivities, noise and their convolutions are shown in Figures 2.6, 2.7, and 2.8 to illustrate the contributions of each of the components to our problem. For a noise-free signal, the wavelet and reflectivity were linearly separable in the cepstral domain (Figures 2.6b(1) and (2)). However, both the convolutional and added noise manifested themselves at low quefrencies (Figures 2.7(4) and (6)) and so contribute to the cepstrum (Figures 2.6b(7) and 2.7(7)) of the data. This was due to the fact that the rich reflectivities and coloured noise unwrapped to produce a low frequency phase curve (Figures 2.8b(4) and (6)). Even though the noise components had relatively little power (Figures 2.8a(4) and (6)), they had a marked influence on the extracted wavelet because of these disruptive phase effects. Thus, it was important to preprocess the data in an optimal manner to eliminate not only additive but also convolutional noise.

Figures 2.9 and 2.10 show the effects of the various preprocessing steps on the extracted waveforms, the unwrapped phases and the cepstra. Without any preprocessing of the noisy data, the scheme was unstable and dominated by noise effects (Figure 2.9a(5)). In fact, the unwrapped phase differed significantly from the original wavelet phase (cf. Figure 2.9b(2) to b(5)). The exponential weighting (Figure 2.9a(6)) gave an improved result by shifting the zeros of the time series away from the region of convergence of the Z transform. However, the phase curve (Figure 2.9b(6)) was still not close to the true one but was more minimum phase with the result that the extracted wavelet was less ringy. A combination of this weighting with power boosting resulted in a good estimation of the wavelet (cf. Figure 2.9a(1) to a(7)) and a phase curve and cepstrum close to the true ones (cf. Figure 2.9b(2) to b(7); Figure 2.10(2) to (7)). The power boosting resulted in a sparse reflectivity and so the low quefrency problems associated with convolutional noise were eliminated. Buttkus [1975] suggested high pass filtering of the unwrapped phase (Figure 2.9b(9)) to improve the wavelet extraction (Figure 2.9a(9)). However, this operation is equivalent to taking the long times or high quefrencies of the cepstrum...
Figure 2.6. Example illustrating contributions of each convolutional component to (a) time and (b) cepstral domains. Each trace is numbered to correspond to: (1) wavelet A of mixed phase; (2) sparse reflectivity; (3) convolved signal; (4) added convolutional reflectivity noise; (5) signal and convolutional noise; (6) added bandpass noise; (7) signal and both noise sources. The cepstra have been normalised.
Figure 2.7. Close-up of low quefrency region of Figure 2.6b with same annotation as that figure. The cepstra have been normalised.
Figure 2.8. (a) Amplitude and (b) phase spectra for convolutional components. Numbers refer to inputs as described in Figure 2.6. The amplitude spectra are true relative amplitudes.
which we know contain the contributions of the reflectivity and noise. Low pass filtering of the phase (Figure 2.9b(8)) is equivalent to short time or low quefrency filtering of the cepstrum but this, too, gave an unstable output (Figure 2.9a(8)). Phase curves are too sensitive to be directly filtered. Since an equivalent operation exists in the cepstral domain then it is advisable to use that more stable approach.

Figures 2.11 and 2.12 show the effects of varying amounts of noise on the wavelet extraction and the deconvolved output for the convolution of wavelet B with a sparse reflectivity. The cepstrally extracted reflectivity was correct with a noise free signal (Figure 2.11b) but with noise of 10% or greater (Figures 2.11c and d) the output was unstable. For noise levels of up to 25% in the signal passband, the cepstral wavelet extraction was satisfactorily stable (Figures 2.11b, c and d). Spectral division using this wavelet and a small water level parameter had problems when the noise was above 15%. For this reason, cross-correlation or spectral division with a high water level was preferred for work with realistic amounts of noise (Figures 2.12a and b).

Figure 2.13 shows a comparison of our deconvolution outputs to a spiking deconvolution (predictive deconvolution with a gap of one) for several examples with no noise and 10% noise. The cepstrally extracted reflectivity reproduced the original reflectivity from the noise free traces (Figures 2.13a(3), b(3) and c(3)). In the presence of noise, the cepstral reflectivity extraction was poor (Figure 2.13a(5)) or gave an output with variable time shifts and polarity (Figure 2.13c(5)). These problems were due to the high sensitivity of the reflectivity output to errors in the unwrapped phase estimates. When the source wavelet was mixed phase (Figure 2.13b), the spiking deconvolution had problems because of the violation of its phase assumption but the cepstral wavelet extraction and subsequent cross-correlation were successful. The cross-correlation performed well in all the cases but in the case of a rich reflectivity (Figure 2.13c), closely spaced events were not resolved. A rich reflectivity cannot be distinguished from convolutional noise, in our case, and so the trace was preprocessed to eliminate the undesirable effects of many
The cepstra are normalized.
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small events. Thus, power boosting was used which produced a sparser time series and eliminated the phase unwrapping problems associated with convolutional noise.

2.2.6 Real Data Examples

Seismograms and profile sections from the refraction data were used as examples. Figure 2.14 shows the processing applied to four single traces with varying character. The extracted wavelet was cross-correlated with the data and compared to spiking and zero phase deconvolution applied to the same data. Our processing scheme performed well but the parameters for each example had to be carefully chosen. The output enhanced data is slightly ringy, but has successfully highlighted several late arrivals: Figure 2.14a(3) shows highlighted events at 1.2 s and 2.9 s; Figure 2.14b(3) enhances events at 2.3 s and 3.6 s; Figure 2.14c(3) shows prominent events at 2.4 s and 4.0 s. Figure 2.14d(3) shows an example of where the output to the procedure has produced extensive ringing. The other deconvolution techniques (4 and 5 in each panel) did not produce the desired
Figure 2.11. Examples of effects of increasing added noise on extracted wavelet and reflectivity. (a) From top to bottom: wavelet B, sparse reflectivity, and convolved output. For other three frames from top to bottom: input data, extracted wavelet, output from spectral division of input data with extracted wavelet, and homomorphically extracted reflectivity. Ramp weighting was applied to the inputs. These three frames represent: (b) no noise added; (c) 10% noise added; (d) 10% noise added and power boosting applied.
Figure 2.12. Examples of effects of added noise on wavelet extraction and cross-correlation. For each frame from top to bottom: input data, extracted wavelet, output from cross-correlation of input data with extracted wavelet, and homomorphically extracted reflectivity. Ramp weighting was applied to the inputs. These three frames represent: signal of figure 2.11a with (a) 10% noise added, and (b) 25% noise added.

Results due to the mixed phases of the waveforms.

Before analysis of the wide angle reflections proceeded, travel-time modeling of refracted first arrivals from that profile was performed. The resultant velocity model had discontinuities which were used to generate the theoretical travel-times of reflections. Processing was then applied to the profile to highlight the secondary events and the calculated times were used to locate possible reflections in the data. The velocity model was adjusted to agree with the observed reflections in the data while remaining consistent with the refraction modeling. Thus, the enhancement of the secondary arrivals was important in this final stage of the forward modeling. If an observed event did not correspond with calculated times from discontinuities in the velocity model, then a shear zone was assumed to be the cause of the reflection.

Figure 2.15 shows the effects of the preprocessing procedures on part of a real data section. In this example, full processing was not required to produce an acceptable
Figure 2.13. A comparison of the extracted reflectivity, cross-correlation with extracted wavelet, and spike deconvolution for (a) a sparse reflectivity and wavelet B, (b) a sparse reflectivity and wavelet A, and (c) a rich reflectivity and wavelet B. Each trace is numbered to correspond to: (1) the original reflectivity; (2) the noise-free seismogram; (3) homomorphically extracted reflectivity; (4) seismogram and 10% added noise; (5) homomorphically extracted reflectivity; (6) cross-correlation of extracted wavelet and seismogram; (7) spike deconvolution of seismogram.
Figure 2.14. Four real data examples (a,b,c, and d) showing a comparison of the cross-correlated output to other deconvolution outputs. Each trace is numbered to correspond to: (1) input data; (2) extracted wavelet; (3) cross-correlation of extracted wavelet and input; (4) spike deconvolution output; (5) zero phase deconvolution output.
result. The suite of intra-crustal reflections (a to e) and the Moho reflection (f) have been successfully emphasized and were used as constraints in synthetic seismogram modeling of these data. As with all processing, comparisons were made between the processed and raw data to ensure the arrivals were real and not artifacts of the enhancement technique. In Figure 2.15a, branch a is weak between 35 and 100 km offset but has been successfully boosted in Figure 2.15b. Similarly, branch b between 55 and 100 km, branch c between 48 and 74 km, branch d between 55 and 95 km, and branch e between 90 and 110 km have all been emphasized to help in tracing these phases through increasing offset. The travel-time and amplitude variations along a given reflection are indicative of a heterogeneous structure that has been sparsely sampled. Figure 2.16 shows the full processing sequence applied to another data section. The time window looks at a noisy part of the data behind the first arrivals. Spectral division with a high water level was used as the deterministic deconvolution procedure. The peaks of the responses have delineated four possible wide-angle reflections. Events a and b are reflections off the bottom of a low velocity zone, c is a lower crustal event and d is a reflection off the Moho. In all cases, the processed data were compared carefully to the raw data to ensure the verity of the results and to help resolve closely spaced events (a and b). When events are already apparent on the raw data (d), the peak of the spectral division response provides an objective estimate of their travel-times. These reflection travel-times have been used to supplement picks made on enlargements of the raw data sections in the forward travel-time modeling of the data.

2.2.7 Conclusions

Processing applied to crustal scale seismic refraction data is useful and can help constrain forward modeling of those data. Results of synthetic data analysis show that for bandpass noise of up to 25%, a stable wavelet extraction can be performed. An optimum amount of information about secondary events can be obtained by cross-correlation or stabilized
Figure 2.15. (a) Raw data section for Shot A of Line 4 plotted with true amplitudes scaled by distance; (b) preprocessing of automatic gain control and power boosting applied to (a). The solid curves represent the travel-times as calculated through the velocity model for that profile. This section shows a suite of intra-crustal reflections (a to e) terminated by a reflection off the Moho (f).
Figure 2.16. Example of full processing scheme applied to part of profile from Shot K of Line 3. (a) Raw data with true amplitudes scaled by distance; (b) full processing applied to data of (a) with spectral division. Peaks in resultant waveform mark the event travel-times and are joined by dotted curves.
spectral division with this wavelet on the preprocessed data. Although the output to
this procedure is ringy with the associated loss of temporal resolution, it does succeed
in highlighting the secondary events which were previously obscured. True amplitude
information is lost in this procedure. However, it has been shown that interference
effects due to fine scale layering in crystalline rocks are the predominant influence on
reflection signal amplitudes [Jones and Nur, 1984; Christensen and Szymanski, 1988].
Thus, the true amplitudes of reflections should not be used in ray theoretical modeling
of these secondary events.

The real data examples supported these results but showed that careful choices of
the processing parameters were required for a good result. This factor was a problem in
the simultaneous processing of large numbers of traces. Because of the variability of the
data, the same parameters did not work well for all traces. Selection of the parameters
for each individual trace was the solution. Damped weighting and power boosting were
shown to be essential for a successful wavelet extraction. The weighting stabilized the
data for the log transformation (Equation 2.8b and Figure 2.9a(6)) and the power boost­
ing reduced the convolutional noise and improved the phase estimate (Equation 2.14 and
Figure 2.9b(7)). The linear filter length and its shape were the most variable parameters.
It would be desirable to design an automated scheme for estimating a filter length from
the data and its phase. However, the phase unwrapping is a problem as there exists
no way of correctly performing this operation on an unknown quantity [Tribolet, 1977;
Poggiagliolmi et al., 1982]. Thus, the phase estimate may be incorrectly unwrapped
and/or contaminated with noise. Unfortunately there is no way of determining when
these problems exist in field data and, for this reason, many have discarded the homo­
morphic approach to deconvolution. However, with careful application and comparison
of the processed output to bandpassed and raw data, more information can be obtained
from crustal scale refraction data. Then, comparisons of reflections in refraction and
vertical reflection data are made possible.
Chapter 3

Seismic Data Analysis

Two-dimensional forward modeling of the seismic refraction data has been performed. Travel-time and amplitude analysis using synthetic seismograms has been applied to the P-wave arrivals of the five profile lines to obtain velocity structures for those crustal cross-sections. The two fan shot lines were used to image structure on the crust-mantle boundary from wide-angle reflections. Because the shots were located in small lakes and flooded quarries, the water-rock interface provided a locus for P to S-wave conversion and hence most sections show evidence of SV-wave recordings on the vertical component seismometers. Travel-time analysis was performed on these shear wave arrivals to obtain variations in Poisson’s ratio for the crustal profiles.

3.1 The Interpretation Method

The travel-times and amplitudes of the seismic data were modeled using an algorithm [Zelt and Ellis, 1988] based on zero order asymptotic ray theory [Červený et al., 1977]. The refracted arrivals were used to construct the velocity models. Then, wide angle reflections were used to locate zones of reflectivity within these velocity models. If the reflections could not be associated with discontinuities in these velocity models consistent with the refracted data information, then their amplitudes were assumed to indicate the presence of fine scale or lamellar banded zones [Fountain et al., 1987] in the structure. Thus, an attempt was made to obtain greater structural information by using the intra-crustal reflection phases as well as the refracted phases.
Chapter 3. Seismic Data Analysis

The picking of the first arrivals was performed from analysis of the raw data, band-passed data and instantaneous frequency representations of individual traces as appropriate. Sections were plotted at various sizes and with various perspectives to help in the travel-time determinations. Processing was applied to the data to assist in the picking of the secondary arrivals. The profiles were processed using single trace reflection processing techniques as described in the previous chapter. As with all processing of seismic data, comparisons were made between the processed and raw data to ensure the arrivals were real and not artifacts of the processing technique. The cumulative error on the travel-time picks was estimated at ± 50 ms for the first arrivals and ± 100 ms for the later arrivals.

The modeling approach was chosen so as to maximize objectivity in the construction of the velocity model. Firstly, a $\text{tau-p}$ inversion [Bessanova et al., 1974] was performed on the first arrivals of the end shots for the three lines along strike. From this procedure, we obtained extremal bounds on the $\text{tau-p}$ functions for each shot. Then, for each profile, a particular velocity-depth function which satisfied the $\text{tau-p}$ function to within the observed errors was obtained using linear programming techniques [Garmany et al., 1979; Au, 1981]. These results were used to construct the starting models for input to a 1d forward modeling approach. Reflecting boundaries with small velocity jumps of 0.05 km/s were included in the model at the refracting layer interfaces that did not already have discontinuities. Then, 1d travel-time modeling was performed iteratively to reduce discrepancies between the observed data and the calculated arrivals. 2d travel-time modeling was used to fully match the travel-times. The approach used was to alter the model minimally in order to satisfy the observed travel-times. After modeling of these strike lines, the velocity-depth profiles at the intersections with the cross-strike lines were used as their starting models. When the travel-times for these two lines had been successfully matched within the accepted error margins, the velocity-depth profiles at the intersections were then used to return to the three strike lines and further constrain
those velocity models. Thus, the modeling proceeded until the travel-times for all five lines had been matched satisfactorily and the intersection velocity-depth profiles for those lines were in agreement. The amplitude modeling provided a refinement to these resultant models by constraining the velocity gradients and it, too, was performed iteratively until the general trends in the data had been matched.

An example of the important crustal phases and synthetic seismogram modeling procedure is shown in Figure 3.1. This figure shows a simplified ray diagram with a single ray representing each type of arrival. The main refracted phases propagate through the upper crust ($P_p$), the middle and lower crust ($P_c$), and the upper mantle ($P_n$). The upper mantle phases have been modeled using both turning rays in the upper mantle and head waves along the crust-mantle interface. Reflected phases from throughout the crust ($P_iP$) and from the Moho ($P_mP$) are modeled as additional constraints. The ray model is constructed of a number of subhorizontal layers, each of which can be broken up into blocks with vertical boundaries. These trapezoids have fixed velocities at the top and bottom and thus allow for horizontal gradient variations.\(^1\) Reflections were generated from the layer boundaries and have been included to model the later arrivals. When the data required a change in dip of a layer, the boundary was divided so as to obtain a gradual change in slope and thereby reduce the problems of the ray method associated with sharp block edges. This procedure occasionally gives the impression of over-resolution in the model, but is actually associated with the construction of a smoothly varying model (eg. 200–250 km offset in Figure 3.1a). Figure 3.1b shows the travel-time curves generated by ray tracing with a full complement of rays for each family. The first arrivals are refractions through the crust and upper mantle. Behind these arrivals are the intra-crustal reflective phases terminated with a reflection off the Moho. These calculated travel-times were then compared to picks from the observed data, and suitable adjustments were made to the velocity model to improve the agreement between the real and synthetic data. The

\(^1\)For details see Zelt and Ellis [1988].
Figure 3.1. Example of synthetic seismogram modeling procedure with important phases annotated. (a) Simplified ray diagram with one ray per family; (b) calculated travel-time curves for model of (a) with full complement of rays in each family; (c) synthetic seismogram section corresponding to arrivals of (b). The labeled phases in (a) and (b) are: upper crustal refraction($P_p$); middle and lower crust refraction($P_c$); upper mantle refraction($P_n$); intra-crustal reflector($P_{iP}$); Moho reflector($P_{mP}$).
errors in the picking and the modeling resulted in uncertainties in the velocities of ±0.05 km/s and in the boundary depths of ± 0.5 km. Using a resolution limit of $\frac{1}{4}\lambda$, where $\lambda$ is the dominant wavelength of the data, the resolving power varies on average from 0.6 km in upper crust to 1.0 km in the mid-crust and 1.5–1.6 km in the lower crust. However, considering the effects of a realistic heterogeneous crust on travel-times and amplitudes [Ojo and Mereu, 1986], the effective uncertainties are more likely to be ± 0.1 km/s and ± 1.0 km in the upper crust, ± 0.15 km/s and ± 1.5 km in the mid-crust and ± 0.2 km/s and ± 2.0 km in the lower crust and upper mantle. From trial and error tests on the velocity models, variations of 0.1 km/s and 0.2 km/s for a 20 km body in the upper and lower crust, respectively, were found to be detectable. The wavelet used in the construction of a synthetic seismic section (Figure 3.1c ) was a stack of several wavelets extracted from the corresponding real data section. Q values of 1000 to 1200 have been obtained by Der and McElfresh [1977] and Singh and Herrmann [1983] for shield rocks in the Northeastern United States. These values were deemed suitable for the attenuation due to anelasticity but probably did not account adequately for attenuation due to scattering in this faulted region and hence a lower bound Q estimate of 1000 was selected for the modeling procedure. The traces of the synthetic sections were plotted at distances consistent with those of the real data.

Not all the travel-time and amplitude modeling was completely satisfactory. The discrepancies are due not only to the previously mentioned data problems but also to inherent limitations of the shot-receiver geometries and of the modeling procedure. In regions of modest lateral crustal variations, the reverse and center shot spreads are deemed adequate for resolving a velocity structure but, in geologically complex zones, the upper crustal variations away from the shot points are poorly constrained and their effects on the travel-times and amplitudes are unknown. The velocities of these zones are thus constrained by the more vertically travelling energy at different angles of approach from each shot and by their intersection with other lines. In these complex faulted zones, the
infinite frequency approximation of asymptotic ray theory is invalid due to wavefront effects such as diffractions and multiple scattering [Cormier and Spudich, 1984; Weidmann, 1984]. The Kapuskasing structure is highly tectonized and faulted and so the above effects are most probably present in the data. Specifically, the data from shot H of Line 5 (Figure 1.21) and shot J of Line 2 (Figure 1.14) show these scattering characteristics which on occasion may manifest themselves as extremely low amplitude first arrivals. Some reflection amplitudes were not deemed to have been generated by simple step discontinuities. So, after many modeling iterations, if the high amplitudes in the data had not been matched then the boundary was left as a small velocity discontinuity (e.g. 0.05 to 0.1 km/s) consistent with the refraction data and the reflector was assumed to be a complex layered zone. It has been shown that in faulted crystalline terranes the high amplitudes are most likely generated by the constructive interference of reflections from the fine scale layering in gneissic and mylonitic textured rocks [Jones and Nur, 1984; Christensen and Szymanski, 1988].

3.2 Travel Time and Amplitude Modeling of P-Wave Arrivals

In this section each line of the experiment (Figure 3.2) is discussed separately. There is a summary of the main features of the profiles followed by a description of the velocity structure obtained from the modeling of those data. The sections are plotted in reduced time format with a velocity of 7.0 km/s and with their true amplitudes scaled by a suitable distance factor as indicated in the figure captions. The synthetic sections are scaled by the same distance factor as their corresponding real data sections. All distances, here and in the following descriptions, are model distances for that line unless otherwise stated.

The refraction amplitudes are characterized as weak, moderate or strong. Due to the relatively small amplitudes of the upper mantle refracted phases at far offset, they are sometimes difficult to see on a full section. Thus, as examples, four different upper mantle responses from the data are shown in Figure 3.3. They are plotted in common maximum
Figure 3.2. Locations of shot points and receiver lines in refraction experiment. The dotted lines represent the mid-points of the shot-receiver offsets for the fan shots from F and J into Lines 1 and 4, respectively. Inset shows location of study area in North America. A small-scale schematic representation of the seismic array will be shown on all data modeling figures in Chapters 3 and 4.
Figure 3.3. Examples of different upper mantle refraction arrival qualities: (a) strong and clear response from shot C of Line 2; (b) moderate response from shot J of Line 2; (c) weak response from shot D of Line 3; (d) moderate response from shot K of Line 3. (a) and (b) were bandpass filtered between 1.5 and 9.5 Hz. (c) and (d) were filtered between 1.0 and 7.5 Hz.
amplitude format and show the variations in clarity of this phase. Figures 3.3a and 3.3b show strong upper mantle arrivals from Line 2 along the strike of the KSZ. Figures 3.3c and 3.3d show moderate arrivals from Line 3 over the Abitibi Greenstone belt.

The reflection responses are classified by their amplitudes and reverberatory nature. The responses vary from diffuse, a relatively low amplitude event extended in time, to sharp, a high amplitude event with only one to two cycles. In general, the sections show considerable crustal scattering. As mentioned above, ray theory is inadequate for modeling of this type of energy. When the scattered energy showed lateral coherency over distances of 40 km or greater, it was modeled as a wide-angle reflection. These reflectors are represented in the models as dashed line segments. The resultant velocity models are smoothed for presentation purposes. The 2D smoothing operator is 5.0 and 1.0 km in horizontal and vertical extent, respectively, and smears any existing first order discontinuities in the models. Model regions of little or no ray coverage are shown as stippled zones and so those parts constrained by the data are apparent.

3.2.1 Line 1

Line 1 is the western strike line over the Wawa domal gneiss terrane (Figure 3.2). The northern shot (Figures 3.4 and 3.5) is characterized by strong upper crust arrivals fading to weak mid-crustal and lower crustal arrivals. There are some strong intra-crustal reflections and a moderate Moho response. The ray coverage is fairly uniform apart from a small shadow zone at 12 to 20 km depth and 50 to 150 km distance caused by lateral velocity variations in the upper part of the model (Figure 3.4b). The lower crust arrivals manifest themselves as first arrivals at 200 to 260 km offset and indicate the presence of high velocities of 7.4 to 7.6 km/s above the Moho (Figure 3.4a). The travel-times are well matched throughout this profile. The first arrivals of the real and synthetic sections compare favourably (Figure 3.5), but the synthetic reflected amplitudes are too weak aside from the prominent reflections from 20-25 km depth at 3.0 to 3.5 s. The south-
Figure 3.4. Travel-time modeling for shot B of Line 1: (a) comparison of observed travel-times (symbols) to those calculated from ray model (curves) shown at times with a reduction velocity of 7.0 km/s; (b) simplified ray diagram showing modeled phases.
Figure 3.5. Synthetic seismogram modeling for shot B of Line 1: (a) synthetic seismogram section with traces plotted at distances consistent with the real data; (b) real data section. Both sections are plotted with a reduction velocity of 7.0 km/s and with true amplitudes scaled by $r^{1.0}$. 
Figure 3.6. Travel-time modeling for shot H of Line 1: (a) comparison of observed travel-times (symbols) to those calculated from ray model (curves) shown at times with a reduction velocity of 7.0 km/s; (b) simplified ray diagram showing modeled phases.
Figure 3.7. Synthetic seismogram modeling for shot H of Line 1: (a) synthetic seismogram section with traces plotted at distances consistent with the real data; (b) real data section. Both sections are plotted with a reduction velocity of 7.0 km/s and with true amplitudes scaled by $r^{1/2}$. 
Figure 3.8. Smoothed velocity model for Line 1. The solid curves are the isovelocity contours and the dashed lines represent zones of reflectivity modeled by wide-angle reflections. The stippled region has little or no ray coverage. The stars represent the shot locations, the arrows are the locations of intersections with the crossing lines, and the diamonds are the positions of the velocity versus depth profiles located at each end of the model.
ern shot (Figure 3.6 and Figure 3.7) shows weak mid-crustal arrivals and a moderate response from the lower crust. Again, there is evidence of high velocities in the lower crust at 200 to 260 km offset (Figure 3.6). As in the northern shot, the travel-times and amplitudes of the first arrivals are matched satisfactorily. In both sections, there are moderate to strong intra-crustal wide-angle reflections at mid-crustal depths. The upper mantle refractions at far offset are weak but distinct and the Moho reflective response is moderate.

The near-surface velocities increase from 5.9 km/s to 6.1 km/s towards the southern end (Figure 3.8). The upper crust, with gradients of 0.01 to 0.06 km/s/km, follows this velocity trend apart from the pull-down of the 6.2 and 6.4 km/s contours at 5 to 12 km depth between 90 and 160 km south of shot point B. A pull-up of the travel-times and reduction in amplitudes characterize this region which coincides with the outcrop of the LePage Fault at 130 km. The mid-crust shows higher velocities at the southern end of 6.6 to 6.8 km/s at 16 to 24 km, up from 26 to 28 km in the north. The lower crust has high velocities of 7.2 to 7.7 km/s with low gradients of 0.005 to 0.01 km/s/km. There appear to be strong reflectors at 15 to 25 km depth. The Moho shows little topography and is horizontal at 48 km depth with a moderate reflection response. The upper mantle velocities are uniform at 8.1 to 8.2 km/s.

3.2.2 Line 2

Line 2, the centre strike line, runs along the KSZ structure (Figure 3.2). The northern shot (Figure 3.9 and 3.10) shows strong upper crustal first arrivals with a pull-down of the travel-time curves and decrease in amplitudes as the Wakusimi River fault at 80-110 km (Figure 3.9a and 3.10) is crossed by the profile. This delimits the northern boundary of the Chapleau block. The lower crustal refracted phases do not appear as first arrivals and are probably lost in the later scattered energy, but there are clear upper mantle refracted arrivals at far offset (Figures 3.3a). The mid and lower crust yield high
Figure 3.9. Travel-time modeling for shot C of Line 2: (a) comparison of observed travel-times (symbols) to those calculated from ray model (curves) shown at times with a reduction velocity of 7.0 km/s; (b) simplified ray diagram showing modeled phases.
Figure 3.10. Synthetic seismogram modeling for shot C of Line 2: (a) synthetic seismogram section with traces plotted at distances consistent with the real data; (b) real data section. Both sections are plotted with a reduction velocity of 7.0 km/s and with true amplitudes scaled by $r^{1.25}$. 
Figure 3.11. Travel-time modeling for shot J of Line 2: (a) comparison of observed travel-times (symbols) to those calculated from ray model (curves) shown at times with a reduction velocity of 7.0 km/s; (b) simplified ray diagram showing modeled phases.
Figure 3.12. Blow-up of low amplitude first arrivals for shot J of Line 2 as southern edge of Chapleau block is crossed. The secondary arrivals have been clipped for presentation purposes so as not to overlap the traces and obscure the arrivals of interest. The calculated travel-time curves are superimposed.
Figure 3.13. Synthetic seismogram modeling for shot J of Line 2: (a) synthetic seismogram section with traces plotted at distances consistent with the real data; (b) real data section. Both sections are plotted with a reduction velocity of 7.0 km/s and with true amplitudes scaled by $r^{1.25}$. 
Figure 3.14. Smoothed velocity model for Line 2. The solid curves are the isovelocity contours and the dashed lines represent zones of reflectivity modeled by wide-angle reflections. The stippled region has little or no ray coverage. The stars represent the shot locations, the arrows are the locations of intersections with the crossing lines, and the diamonds are the positions of the velocity versus depth profiles located at each end of the model.
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amplitude secondary energy that is only partially coherent and terminates with a diffuse Moho reflection response. The ray coverage is uniform and the travel-times of the first arrivals are well matched (Figure 3.9). The amplitude comparison is favourable for the first arrivals (Figure 3.10) but the high amplitude reverbatory secondary arrivals could not be matched. The southern shot shows the same characteristics as the northern one. There is a travel-time pull-down and amplitude decrease at 170-180 km (Figures 3.11 and 3.13) as the south-western edge of the KSZ is crossed. A blow-up of these arrivals is shown in Figure 3.12 with all other arrivals clipped. Again, the first arrival modeling is satisfactory but the reverbatory nature of the secondary arrivals is not matched (Figure 3.13). Due to their ringy nature, the sections have been scaled so that, at least, the first arrivals are clear.

There is a noticeable increase in near surface velocities from 5.9-6.0 km/s at either end to 6.3-6.4 km/s in the center over the Chapleau block (Figure 3.14). This is accompanied by an upwarping of crustal velocities of 6.6 to 7.0 km/s from 18-33 km to 10-29 km under the KSZ itself. The lower crust shows no obvious lateral velocity variations but, from inspection of the data character, probably has a complex and variable fine layered structure which resulted in the observed scattered energy. The Moho deepens significantly from 44-45 km to 52-53 km to the south under the structure. This is observed from delays in the upper mantle refractions at 220 to 260 km offset. The upper mantle velocities range laterally from 8.2 km/s at the ends to 8.35 km/s at around 100 km with the Moho having a diffuse reflection response.

3.2.3 Line 3

Line 3, the eastern strike line, lies over the Abitibi greenstone belt (Figure 3.2). The northern shot (Figure 3.15 and 3.16) shows upper crustal arrivals that are strong out to 50-60 km. There is a delay in the travel-times at 50 to 80 km offset (Figures 3.15a and 3.16a) with the subsequent arrivals characterized by very weak amplitudes. This
Figure 3.15. Travel-time modeling for shot D of Line 3: (a) comparison of observed travel-times (symbols) to those calculated from ray model (curves) shown at times with a reduction velocity of 7.0 km/s; (b) simplified ray diagram showing modeled phases.
Figure 3.16. Synthetic seismogram modeling for shot D of Line 3: (a) synthetic seismogram section with traces plotted at distances consistent with the real data; (b) real data section. Both sections are plotted with a reduction velocity of 7.0 km/s and with true amplitudes scaled by $r^{1.25}$. 
Figure 3.17. Travel-time modeling for shot G of Line 3: (a) comparison of observed travel-times (symbols) to those calculated from ray model (curves) shown at times with a reduction velocity of 7.0 km/s; (b) simplified ray diagram showing modeled phases.
Figure 3.18. Synthetic seismogram modeling for shot G of Line 3: (a) synthetic seismogram section with traces plotted at distances consistent with the real data; (b) real data section. Both sections are plotted with a reduction velocity of 7.0 km/s and with true amplitudes scaled by $r^{0.5}$. 
Figure 3.19. Travel-time modeling for shot K of Line 3: (a) comparison of observed travel-times (symbols) to those calculated from ray model (curves) shown at times with a reduction velocity of 7.0 km/s; (b) simplified ray diagram showing modeled phases.
Figure 3.20. Synthetic seismogram modeling for shot K of Line 3: (a) synthetic seismogram section with traces plotted at distances consistent with the real data; (b) real data section. Both sections are plotted with a reduction velocity of 7.0 km/s and with true amplitudes scaled by $r^{1.5}$. 
Figure 3.21. Smoothed velocity model for Line 3. The solid curves are the isovelocity contours and the dashed lines represent zones of reflectivity modeled by wide-angle reflections. The stippled region has little or no ray coverage. The stars represent the shot locations, the arrows are the locations of intersections with the crossing lines, and the diamonds are the positions of the velocity versus depth profiles located at each end of the model.
suggests the presence of one or more low velocity zones. The ray coverage is sparse through the low velocity zone at 4 to 10 km depth and through another smaller inversion at approximately 20 km depth (Figure 3.15b). The refracted energy from the upper mantle, beyond 200 km offset, shows a moderate response (Figure 3.16). The sections (Figure 3.16) are dominated by the strong upper crustal arrivals and the strong reflections from the mid-crust (3.0 s onset time) and from the Moho. The low amplitudes of the lower crustal event were not well matched and, since the travel-time modeling would not allow further change in the gradient, they may indicate a low Q is required for the deep regions of this crustal section.

The center shot again shows characteristics of a low velocity zone with a delay in travel-times and decrease in amplitudes at 50–60 km and 260–270 km (Figure 3.17 and 3.18). There are several distinct intra-crustal reflections from the mid to lower crustal region and the Moho has a moderate reflective response. The southern shot (Figures 3.19 and 3.20) shows no significant deviations in travel-time and amplitude with offset, and thus no evidence for a further continuation of the low velocity zone to the southern end of the line. Again, there is evidence for strong reflectivity at mid-crustal depths (Figure 3.20). The lower crustal refracted arrival shows up at 170 to 180 km offset as a first and, further out, as a secondary arrival. The Moho has a fairly diffuse reflection response. On the end shots, the upper mantle refractions have a moderate response (Figure 3.3c and d). The ray diagrams for all the shots show a non-uniform coverage due to the presence of the low velocity zones.

The average crustal velocity is lower than that of the other two strike lines. The upper 5 km has a velocity of 5.9 to 6.2 km/s with a high gradient of 0.05 to 0.1 km/s/km (Figure 3.21). Most noticeably, there is a distinct low velocity zone for most of the profile at a depth of 4–5 km to 9–12 km. There are two strongly reflective zones at 24–26 km and 29–31 km. The lower crust shows no significant lateral variations and has a comparatively lower velocity range of 7.0 to 7.4 km/s. The Moho shallows from 46 to 40 km both to
the north and south on the line with an upper mantle velocity of 8.2 km/s.

### 3.2.4 Line 4

This profile traverses the northern end of the KSZ exposure (Figure 3.2). The western shot (Figures 3.22 and 3.23) shows crustal refracted arrivals that are quite strong out to 100 km offset. There is an amplitude fall off as the Lepage fault is crossed at 100 km (Figure 3.23b). Distinct lower crustal first arrivals are observed at 170 to 220 km offset (Figure 3.22a) and there appears to be weak but coherent intra-crustal reflectivity over the Quetico belt (0 to 100 km) and the Val Rita block (100 to 170 km). The Moho gives a very distinct and sharp reflection response with moderately strong upper mantle refracted arrivals. The ray coverage is fairly uniform with depth. The center shot (Figures 3.24 and 3.25) shows stronger upper crust arrivals to the east and weaker ones to the west (Figure 3.25b). The mid-crustal arrivals are strong to the west and very weak to the east. This directional variation indicates significant differences between the Val Rita block to the west and the Abitibi belt to the east. The ray coverage is better to the west where stronger gradients are indicated at mid-crustal depths (Figure 3.24b). The Moho shows a moderate reflection response for this central portion of the line. The eastern shot is of poorer quality (Figures 3.26 and 3.27) with weak mid and lower crustal refractions. There are strong arrivals from the 25 to 35 km depth range that come in at 4.0 s and 200 to 280 km offset. Again, there is a strong reflection from the Moho. The ray coverage is good particularly in the lower crust. One general feature is the dramatic decrease in frequency at around 180 km. This may be related to scattering as the wavefronts pass through the ILCZ.

There is an increase in near surface velocities from 5.9 to 6.2 km/s as one goes from west to east (Figure 3.28). On crossing the Lepage fault at 100 to 130 km, there is a general increase in upper and mid-crustal velocities towards the KSZ with quite high gradients. There appear to be only small variations in the lower crust with a velocity
Figure 3.22. Travel-time modeling for shot A of Line 4: (a) comparison of observed travel-times (symbols) to those calculated from ray model (curves) shown at times with a reduction velocity of 7.0 km/s; (b) simplified ray diagram showing modeled phases.
Figure 3.23. Synthetic seismogram modeling for shot A of Line 4: (a) synthetic seismogram section with traces plotted at distances consistent with the real data; (b) real data section. Both sections are plotted with a reduction velocity of 7.0 km/s and with true amplitudes scaled by $r^{1.0}$.
Figure 3.24. Travel-time modeling for shot C of Line 4: (a) comparison of observed travel-times (symbols) to those calculated from ray model (curves) shown at times with a reduction velocity of 7.0 km/s; (b) simplified ray diagram showing modeled phases.
Figure 3.25. Synthetic seismogram modeling for shot C of Line 4: (a) synthetic seismogram section with traces plotted at distances consistent with the real data; (b) real data section. Both sections are plotted with a reduction velocity of 7.0 km/s and with true amplitudes scaled by $r^{0.75}$. 
Figure 3.26. Travel-time modeling for shot E of Line 4: (a) comparison of observed travel-times (symbols) to those calculated from ray model (curves) shown at times with a reduction velocity of 7.0 km/s; (b) simplified ray diagram showing modeled phases.
Figure 3.27. Synthetic seismogram modeling for shot E of Line 4: (a) synthetic seismogram section with traces plotted at distances consistent with the real data; (b) real data section. Both sections are plotted with a reduction velocity of 7.0 km/s and with true amplitudes scaled by $r^{1.5}$. 
Figure 3.28. Smoothed velocity model for Line 4. The solid curves are the isovelocity contours and the dashed lines represent zones of reflectivity modeled by wide-angle reflections. The stippled region has little or no ray coverage. The stars represent the shot locations, the arrows are the locations of intersections with the crossing lines, and the diamonds are the positions of the velocity versus depth profiles located at each end of the model.
range of 7.4 to 7.6 km/s. The crust thickens from 42 km in the west to 50 km under the northern end of the Val Rita block and then thins again to 42–45 km under the Abitibi belt. The upper mantle velocities range from 8.1 to 8.2 km/s.

3.2.5 Line 5

This line crosses the southern outcrop (the Chapleau block) of the KSZ (Figure 3.2). Shot H, from the west, displays a strong pull-down of travel-times, very low amplitude first arrivals, and a large amount of high frequency scattered energy (Figure 3.29, 3.30, and 3.31). There is a noticeable pull down of the travel-times at 110 to 170 km over the Chapleau block accompanied by a large decrease in amplitudes (Figure 3.32). Prominent reflectors at 15 and 25 km depth are imaged by the high frequency energy. This energy (predominantly 16 Hz as compared to 4 to 6 Hz in most of the other sections) dies away at 160–180 km offset after the Ivanhoe Lake cataclastic zone has been crossed. As a result, the Moho reflection is diffuse and difficult to trace and the upper mantle arrivals are weak and often buried in noise. The travel-time comparison and ray tracing diagram are shown for the refracted and reflected families in Figure 3.29, and for the refracted ray groups only in Figure 3.30. Because of the significant lateral variations in the upper parts of the velocity model, there is poor ray coverage in the 18 to 28 km depth range. Each calculated refraction family is numbered (Figure 3.30) to show what parts of the model are constraining the first arrival travel-time variations. The synthetic section was constructed with two different wavelets in an attempt to match the unusual spectral character of the real data (Figure 3.31). One wavelet was chosen for the oscillatory, high frequency upper crustal arrivals and another, lower in frequency, was selected for arrivals at greater offset from deeper in the crust. The seismic characteristics of this section are extremely variable and reflect the geological complexity of this crustal cross-section and hence zero order asymptotic ray theory may have been inadequate for the modeling of parts of this profile. The center shot (Figure 3.33 and 3.34) shows low
Figure 3.29. Travel-time modeling for shot H of Line 5: (a) comparison of observed travel-times (symbols) to those calculated from ray model (curves) shown at times with a reduction velocity of 7.0 km/s; (b) simplified ray diagram showing modeled phases.
Figure 3.30. Annotated ray model and travel-times for shot H of Line 5: (a) comparison of observed travel-times (symbols) to those calculated from ray model (curves) shown at times with a reduction velocity of 7.0 km/s; (b) simplified ray diagram showing modeled refracted phases. Each refracted ray family is numbered in both (a) and (b).
Figure 3.31. Synthetic seismogram modeling for shot H of Line 5: (a) synthetic seismogram section with traces plotted at distances consistent with the real data; (b) real data section. Both sections are plotted with a reduction velocity of 7.0 km/s and with true amplitudes scaled by $r^{1.6}$. 
Figure 3.32. Blow-up of low amplitude first arrivals that have been pulled down over the Chapleau block. The later arrivals are clipped for presentation purposes. Calculated travel-time curves are superimposed. The pull-down of the arrivals between 85 and 125 km is noticeable, but then the first arrivals weaken considerably beyond that distance. However, there are some arrivals that can be discerned and they have been indicated by arrow heads.
amplitude first arrivals to the east with a travel time delay at 140 km offset (340 km model distance) for the mid-crustal arrivals. There is some intra-crustal reflectivity and a moderately sharp reflection response from the Moho. The western half of the center shot is characterized by a travel-time pull-down of low amplitude events over the KSZ at 20 to 70 km offset and two distinct intra-crustal reflections with remarkably high amplitudes (Figures 3.34 and 3.35). These reflection amplitudes could not be reproduced by a simple step discontinuity in the ray model, so we have assumed fine-scale layering associated with a mylonitic fault zone to be the source of these remarkably strong events [Christensen and Szymanski, 1988]. There is poor refracted ray coverage below 10 km to the west and below 20 km to the east. The shot from E (Figure 3.36 and 3.37) in the east is much lower in frequency content and secondary energy than shot H. The upper crustal arrivals exhibit strong amplitudes out to 80 km offset giving way to weaker arrivals from the mid and lower crust. The upper mantle arrivals beyond 200 km offset are strong and distinct and the Moho reflection is strong and continuous (Figure 3.37). There is little intra-crustal reflectivity apparent on this section. There is good refracted ray coverage in the mid and lower crust.

The resultant ray tracing model was extremely complex in order to account for the highly variable nature of the travel-times and amplitudes. The near surface velocities grade from 5.9 km/s over the Wawa domal gneisses in the west to 6.5 km/s over the Chapleau block and then back to 6.0 km/s in the east over the Abitibi belt (Figure 3.38). Material with a velocity of 6.6 to 6.7 km/s, and a very low gradient of less than 0.005 km/s/km, rises from 20 km under the Wawa gneisses to 4 km beneath the KSZ. The disturbance of the velocity contours decreases with depth suggesting that this velocity anomaly does not reach into the present day lower crust (see discussion in conclusions). Again, a low velocity zone is required by the data in the Abitibi belt. The lower crustal velocities range from 7.2–7.7 km/s in the west to 7.2–7.4 km/s in the east. The Moho deepens considerably from 48 to 53 km under and to the west of the Chapleau block.
Figure 3.33. Travel-time modeling for shot G of Line 5: (a) comparison of observed travel-times (symbols) to those calculated from ray model (curves) shown at times with a reduction velocity of 7.0 km/s; (b) simplified ray diagram showing modeled phases.
Figure 3.34. Synthetic seismogram modeling for shot G of Line 5: (a) synthetic seismogram section with traces plotted at distances consistent with the real data; (b) real data section. Both sections are plotted with a reduction velocity of 7.0 km/s and with true amplitudes scaled by $r^{0.75}$. 
Figure 3.35. A blow-up of the strong reflectors imaged from shot G of Line 5 under the KSZ. These are reflectors I and II of Figure 3.38. The solid curves superimposed are the travel-times calculated through the ray model.
Figure 3.36. Travel-time modeling for shot E of Line 5: (a) comparison of observed travel-times (symbols) to those calculated from ray model (curves) shown at times with a reduction velocity of 7.0 km/s; (b) simplified ray diagram showing modeled phases.
Figure 3.37. Synthetic seismogram modeling for shot E of Line 5: (a) synthetic seismogram section with traces plotted at distances consistent with the real data; (b) real data section. Both sections are plotted with a reduction velocity of 7.0 km/s and with true amplitudes scaled by $r^{0.75}$. 
Figure 3.38. Smoothed velocity model for Line 5. The solid curves are the isovelocity contours and the dashed lines represent zones of reflectivity modeled by wide-angle reflections. The stippled region has little or no ray coverage. The stars represent the shot locations, the arrows are the locations of intersections with the crossing lines, and the diamonds are the positions of the velocity versus depth profiles located at each end of the model.
with upper mantle velocities varying from 8.1 to 8.2 km/s. Under the KSZ there is much high frequency intra-crustal scattering but there were two distinct reflective zones (I and II) imaged by the center shot. The tops of these zones are placed at 15–19 km and 23–27 km, respectively, under the KSZ and show small dips of 6° to 10° to the west. Using velocities from this refraction analysis, the top event correlates very well with a prominent event on a brute-stack of a coincident high resolution section from the recently acquired Kapuskasing reflection data [Geis et al., 1988]. The Moho is a strong reflector to the east but gives a diffuse response from the deep root in the west.

3.3 Fan Shot Analysis

Fan shots provide a cross-sectional view of the crust. These shots were used to observe wide angle reflections from the crust-mantle boundary. Both fan shots show lower crustal refraction arrivals between the Moho reflection and refracted first arrivals from the upper mantle. The approximate locations of the imaged points at the source-receiver midpoints are shown in Figure 3.2. Thus, after a velocity structure for the region had been obtained from the preceding synthetic seismogram modeling, root-mean-square velocity ($V_{rms}$) values were calculated at these midpoint locations. A static normal move-out (NMO) procedure was applied to the fan shots with this laterally varying $V_{rms}$. The static NMO correction was a constant time shift calculated for the reflector of interest (in this case the Moho). This reduced the fan shot data traces to a two-way vertical travel-time representation at the offset midpoints (Figures 3.39 and 3.40). The NMO time shift proved insensitive to reasonable variations in the $V_{rms}$ as the large offset values were the dominant factor in the correction.

In Figure 3.39, the arrow head at an azimuth of 216° marks the onset of the Moho reflection for the equivalent trace on shot J of line 2. This provides a starting point for locating the Moho reflection event desired on the fan shot. Variable gain control, data adaptive filtering, and bandpass filtering were applied to the data to help in locating the
Figure 3.39. (a) Static NMO corrected fan shot for J into Line 4; (b) same as (a) with AGC control and data adaptive filtering applied. In both frames, the stippled region represents a window around the Moho reflection event and the arrow marks the travel-time of the Moho reflection on the trace from Line 2 that is coincident with that midpoint.
Figure 3.40. (a) Static NMO corrected fan shot for F into Line 1; (b) same as (a) with AGC control and data adaptive filtering applied. In both frames, the stippled region represents a window around the Moho reflection event and the arrow marks the travel-time of the picked Moho reflection from the trace in Figure 3.39 at the approximate intersection of the two sets of midpoints.
onset of these arrivals. Also, a wavelet was extracted manually from each fan section and used in a deterministic deconvolution procedure. One wavelet (1.0 to 8.0 Hz amplitude spectrum) was deemed adequate as the spectral content of the arrivals was sufficiently consistent over the whole fan shot. A spectral division [Ziolkowski, 1984] with that wavelet was performed in the frequency domain by a stochastic inversion procedure. This provided an objective picking of secondary arrival onset times that was used together with the raw, variably gained, and bandpassed data. Using the $V_{\text{rms}}$ values, approximate depth variations for the reflectors were obtained and compared to the results of the synthetic seismogram analysis. The example in Figure 3.39 for shot J into Line 4 shows a deepening of the Moho under and to the west of the KSZ. The decrease of the $V_{\text{rms}}$ values to the east serves to accentuate this travel-time trend when true depth is considered. The shot from F into Line 1 images a slight thinning of the crust to the north-east and south under the Abitibi belt. The $V_{\text{rms}}$ crustal values are fairly constant across this fan shot and thus the depth trend mirrors the travel-time variations. From analysis of the two fan shots, it appears that the general trends and approximate converted depths corroborate the results of the profile modeling and provide an independent confirmation for deepening of the crust-mantle boundary beneath the KSZ. However, for a complex geological situation, two fan shots are inadequate for a satisfactory reflection mapping of the crust-mantle boundary and the results can only serve as a small component of the refraction interpretation.

3.4 Travel Time Modeling of Shear Wave Arrivals

As mentioned earlier, because the shotpoints were located in small lakes and flooded quarries, some of the explosion energy was converted from P- to S-wave motion. The available recordings were made on single component vertical seismometers and thus that component of the SV-wave motion was recorded by the instruments. Figure 3.41 shows an example of the relative amplitudes of the P- and S-waves for shot A of Line 4. On
several of the shots, the conversion of energy was significant and so picking of S-arrivals was rendered relatively easy for offsets up to 120–150 km. Lines 1 to 4 were used in modeling of Poisson’s ratio, but the signal-to-noise ratio on Line 5 was too small to discern any refracted shear arrivals.

### 3.4.1 Interpretation Approach

The first assumption was that the conversion occurred at the shot location as the observed travel-times at the closest receiver stations were consistent with this assumption and the water-rock interface provided a strong locus of conversion. Then, the boundaries of the P-wave velocity models were deemed appropriate for the S-wave modeling and an initial Poisson’s ratio ($\sigma$) of 0.25 was chosen as a suitable starting value for the crustal models. From laboratory rock measurements and field experiments, a $\sigma$ of 0.25 appears to be an average for the crystalline crust [Birch, 1966; Assumpção and Bamford, 1978]. The recorded shear wave motion (SV) could have been effected by the anisotropy of the mafic gneisses [Fountain et al., 1989], but this effect was assumed to be averaged out over whole ray paths. The water content of rock pores and cracks has a strong influence on $\sigma$ [Nur and Simmons, 1969]; an increase in saturation results in a higher $\sigma$. The electromagnetic studies over the region [Mareschal et al., 1988; Kurtz et al., 1988; Bailey et al., 1989] image a generally resistive crust and indicate that the pore water connectivity, if any water filled pores exist, is poor. However, this does not eliminate the possibility of the existence of isolated pores and cracks with water content. For the purposes of this study, the presence of water in the shield rocks was considered minimal and so the felsic/mafic nature of the rocks was considered the dominating influence on $\sigma$ variations. Felsic and mafic characters are associated with low and high $\sigma$, respectively, and have been used to infer petrological variations in the lower crust [Holbrook et al., 1988]. If non-connected water cracks and pores exist throughout the shield crust, the observed $\sigma$ values will be shifted upwards but the relative differences should still reflect the felsic/mafic variations of
Figure 3.41. Example of relative amplitudes of P- and S-wave arrivals for shot A of Line 4. The low frequency surface wave arrivals, behind the S-wave arrivals, are also marked.
Figure 3.42. Variation in travel-times of shear-wave arrivals with change in Poisson’s ratio. The ray model and the phases are those used in Figure 3.1.
the constituent rocks. Variations in $\sigma$ can also be associated with the degree of hydration of the minerals [Hall and Ali, 1985], but there is no evidence for such variations from the exposed lithologies. The observed variation of Poisson’s ratio within the final models was 0.23 to 0.26. An example of the significance of this variation for an entire model is shown in Figure 3.42. The model structure for this example is the same one as in Figure 3.1. A smaller $\sigma$ implies a lower P- to S-wave velocity ratio. For offsets of 100 to 150 km, the travel-time difference can be of the order of 1 s for this range of $\sigma$ values.

In general, the refracted shear arrivals are clear out to 100 km offset. Between 100 and 200 km, the arrivals are erratic and at further offset there is no evidence for refracted arrivals from the upper mantle. Previous refraction experiments have had little success in observing the shear wave equivalent of $P_n$ [Gajewski et al., 1987]. On our profiles where $P_mP$ arrivals are observed, their shear wave equivalents are also observed but generally with a more diffuse nature. Intra-crustal reflections are usually obscure and buried in continuous signal; however, where lateral coherence is evident a travel-time curve has been generated. The general amplitude characteristics of the P-wave section were used as guidelines when interpreting arrivals on an equivalent S-wave section. The calculated travel-time curves for the final $\sigma$ models are superimposed on the data sections.

3.4.2 Results

Line 1, over the Wawa domal gneiss terrane, showed strong conversions of the shot energy (Figure 3.43). The northern shot has clear first arrivals out to 160 to 180 km offset. There are two distinct intra-crustal reflection events from 25 and 35 km depth at 4.5 s to 6.0 s in Figure 3.43a. The Moho reflection is of moderate energy but diffuse in character. The southern shot has a lower signal-to-noise ratio with the clearest first arrivals observed at 100 to 200 km offset. The intra-crustal reflectivity shows little coherence aside from an event from 15 km depth at 3.0 to 3.5 s and the Moho reflection is difficult to follow.

Line 2, on strike along the KSZ, shows similar degrees of secondary backscattered
Figure 3.43. Shear wave sections with superimposed travel-times curves for: (a) shot B, and (b) shot H of Line 1. Both sections are plotted in common maximum amplitude format and with a reducing velocity of 4.0 km/s.
energy as the equivalent P-wave sections (Figure 3.44). On both shots, the first arrivals are good out to 100 km offset but rather obscure beyond that point aside from a few key arrivals. There is a noticeable intra-crustal reflection from the 17 to 22 km depth range on each section. High amplitude scattered energy from the lower crust and crust-mantle boundary region is a strong characteristic of this profile.

Line 3, over the Abitibi greenstone belt, shows moderate amounts of converted shot energy (Figures 3.45 and 3.46). The northern shot shows good first arrivals out to 110 km offset and displays some clear reflections from the mid to lower crust and the Moho. The center shot has moderate arrivals out to 80 km offset, shows a good mid-crustal reflector at 2.5 s and 40 to 120 km model distance on the northern half, and has a moderate reflection response from the Moho. The southern shot shows clear arrivals out to 180 km offset with strong secondary arrivals between 190 and 250 km model distance and a discontinuous Moho reflection.

Line 4, crossing the northern part of the KSZ, displays the clearest shear wave arrivals (Figures 3.47 and 3.48). The western shot shows very clear arrivals out to 200 km. However, even with such good conversion, it is impossible to discern an upper mantle phase. There is one apparent intra-crustal event from the 20 km depth range at 4.5 s to 5.0 s and 80 to 150 km offset, and the Moho has a diffuse but strong reflection response. The center shot shows clear arrivals on its western arm with one good intra-crustal reflection at 4.0 to 5.0 s and 30 to 110 km model distance, and also a diffuse Moho reflection response. The eastern portion shows less distinct arrivals but again a mid-crustal event is apparent (3.0 to 3.5 s and 230 to 290 km) and there is a moderate Moho reflection response. The eastern shot shows moderate first arrivals out to 120 km offset and a strong but ringy Moho reflection.

Figure 3.49 shows the resultant Poisson's ratio (\(\sigma\)) models from the above shear-wave modeling and the constraints of the P-wave velocity models. In general, the resolution in the upper 20 to 25 km is ±0.005 but, below this level, the resolution is poor as arrivals
Figure 3.44. Shear wave sections with superimposed travel-times curves for: (a) shot C, and (b) shot J of Line 2. Both sections are plotted in common maximum amplitude format and with a reducing velocity of 4.0 km/s.
Figure 3.45. Shear wave sections with superimposed travel-times curves for: (a) shot D, and (b) shot G of Line 3. Both sections are plotted in common maximum amplitude format and with a reducing velocity of 4.0 km/s.
Figure 3.46. Shear wave section with superimposed travel-times curves for shot K of Line 3. The section is plotted in common maximum amplitude format and with a reducing velocity of 4.0 km/s.
Figure 3.47. Shear wave section with superimposed travel-times curves for shot A of Line 4. The section is plotted in common maximum amplitude format and with a reducing velocity of 4.0 km/s.
Figure 3.48. Shear wave sections with superimposed travel-times curves for: (a) shot C, and (b) shot E of Line 4. Both sections are plotted in common maximum amplitude format and with a reducing velocity of 4.0 km/s.
Figure 3.49. Shear wave models for Lines 1, 2, 3, and 4 shown in (a), (b), (c), and (d), respectively. Contours represent $\sigma$ values of 0.235, 0.245, and 0.255.
from deep in the crust were obscured in noise. Thus, the values for the mid to lower crust are gross averages inferred by the occasional intra-crustal reflector and the Moho reflections. The northern end of Line 1 shows low $\sigma$ values for the top 5.0 km out to 80 to 85 km. This portion of the profile lies over the metasedimentary migmatites of the Quetico belt and the low $\sigma$ reflects the high quartz content of these rocks. The southern end of the line has low $\sigma$ values for the top 15 km and overlies metavolcanics. The termination of this layer at 160 to 170 km coincides with the lower P-wave velocities as seen in Figure 3.8. Line 2 shows a high Poisson's ratio for the top 10 to 15 km of the central portion of the line. This zone coincides with the high P-wave velocity anomaly (Figure 3.14) and may be indicative of the mafic content of those rocks. Line 3 shows a small zone of anomalously low $\sigma$ close to the northern shot point. The southern half of the line shows a low $\sigma$ zone varying from 12 km depth at 160 to 280 km to 3 km depth between 280 km and the end of the line. This region corresponds with the fading out of the low velocity zone for this crustal section (Figure 3.21). The western end of Line 4 shows a low $\sigma$ zone between -20.0 and 100.0 km down to a depth of 22 km. However, the data demand that a high Poisson's ratio be included immediately beside this zone. This second anomaly extends from 105 to 155 km at a depth of 5 to 20 km and coincides with the upwarping of the P-wave velocity contours (Figure 3.28) under the Val Rita block.

Although Line 5 did not display any prominent first arrivals, shot G did successfully image reflector I (Figure 3.35) of the P-wave analysis. An enlargement of that reflection phase is shown in Figure 3.50 with travel-times superimposed for different $\sigma$ models.

Figure 3.50a shows the calculated travel-times for reflections off zones I and II of Figure 3.38 for a $\sigma$ of 0.25. Event II is discontinuous and has not been imaged well, but I is a clear event and was used to infer lateral variations in $\sigma$ near the shot point and the ILCZ at 170 km. The agreement between the reflection arrivals and the calculated travel-time curves is poor at far offsets (90 to 125 km model distance) with the calculated curves also delayed at nearer offsets (135 to 150 km model distance). By altering the $\sigma$
in the vicinity of the shot, better agreement between the observed and calculated arrivals was obtained (Figure 3.50b). The dotted curve represents a model with low $\sigma$ values extending from 140 to 220 km and down to the reflector at 13 to 16 km. The arrivals at the far offsets are too early and so the possibility of low Poisson's ratio values extending into the KSZ was eliminated. The dashed curve is for the model shown in Figure 3.51b. The travel-time agreement is acceptable except for the 105 to 120 km range. The best agreement is shown by the solid curve in Figure 3.50b for the model in Figure 3.51a. This low $\sigma$ zone terminates at the outcrop of the ILCZ and may differentiate between a
Figure 3.51. (a) and (b) are two Poisson's ratio models for Line 5. The form of the calculated travel-time curves in Figure 3.50 for these models is shown under each panel. For discussion see text. The inverted triangles represent the recording spread, the open circle represents the shot point, the dashed line is the imaged portion of the reflector, and the contours represent $\sigma$ values of 0.235 and 0.245.

high quartz content region under the shot and a more mafic region west of the ILCZ in the Chapleau block.
Chapter 4

Geopotential Field Data Analysis

The gravity and magnetic data over the Kapuskasing region were analysed to provide further constraints on a physical model for the structure. Seismic velocity and density are related properties of a rock type and so modeling their subsurface distributions can help to discriminate between different lithologies. The magnetisation distribution, which may be related to the density distribution (see Poisson’s relation in section 4.2.1), provides additional information about the mineralogy of the causative bodies and helps delineate fault zones.

Two dimensional forward gravity modeling [Talwani et al., 1959] was performed along the seismic refraction profiles. The starting density models were obtained from the seismic models using a velocity-density function based on the Nafe-Drake relationship [Ludwig et al., 1970]. The 2d areal data sets were processed using a series of frequency domain filtering techniques. This analysis was performed in order to separate regional and residual anomalies, to delineate structural trends, and to help relate the causative bodies of the potential fields to one another and to the seismic structure.

4.1 Gravity Profile Modeling

Any model of the Earth must be consistent with all the available data. Thus, the seismic structure obtained from analysis of the refraction data had to satisfy the constraints of the observed gravity trends along those profiles [e.g. Spence et al., 1985; Mueller and Ansorge, 1986; Catchings and Mooney, 1988].

2d forward gravity modeling was used to analyse the gravity variations. The model
was represented by a series of n-sided polygons each of which had a residual density value. These residuals represented the differences in value from a prespecified average crustal density. The initial density values were calculated from the velocity models obtained from the refraction analysis. A fourth order polynomial curve was fit to the Nafe-Drake set of velocity-density points to obtain a relationship between these two parameters [Zelt, 1989]. Then, from this curve, densities were obtained for each velocity value in the seismic structure. The density models retained the same boundaries as the velocity models and the density within each trapezoid was the free variable. The gravitational attractions for each polygon were calculated and then added together to obtain the net effect for the model. The observed anomaly curves were constructed from the Bouguer anomaly map (Figure 1.27) over the region. No regional trend was removed from the data as a study of the anomaly and geology maps indicated that the dominant sources were crustal. In the forward modeling procedure, the initial calculated anomaly curve was compared to the observed data for that profile and densities in the models were altered in a trial and error manner to improve the agreement between the two curves. Deviations from the starting densities were accepted as long as they lay within the limits of the scatter of data points on the Nafe-Drake relationship.

**Results**

Line 1, over the Wawa domal gneisses, shows no significant short wavelength features in the observed gravity profile (Figure 4.1). There exists a broadscale low in the central and southern part of the line over the metavolcanic/metasedimentary sequences and felsic plutons, respectively. The densities had to be increased in the northern part of the model and lowered slightly in the south. There is a small observed gravity anomaly at the same location as the near-surface velocity anomaly at 140 km. This may be associated with an extension of the Lepage Fault.

Line 2 has a large positive anomaly at the centre that is associated with the Chapleau
Figure 4.1. Line 1 gravity profile modeling. (a) Initial (dashed curve), final (solid curve), and observed (symbols) gravity anomaly curves for Line 1. The arrow heads mark the terrane boundaries. (b) Model showing deviations of density values from initial structure. The 'plus sign' shading shows where the density has had to be increased, and the 'minus sign' shading shows where it has been decreased. The P-wave velocity contours (in km/s) are also included for reference purposes. The stars are the shot locations from the refraction experiment and the arrow heads are the locations of intersections with other lines. The short dashed lines represent the reflectors imaged in the P-wave modeling.
block (Figure 4.2). Densities were lowered over the northern part of the block while higher densities were required further south than the high velocity region. This suggested a net shift south of the density anomaly from the velocity anomaly. No other significant variations were demanded by the gravity data.

Line 3 has two noticeable short wavelength features (Figure 4.3). The first between 40 and 100 km overlies a metavolcanic/metasedimentary sequence of the Abitibi Greenstone belt. The second between 180 and 220 km is narrower in extent and may be related to a nearby felsic pluton. These upper crustal lateral variations in density may indicate that the low velocity zone of the seismic model is discontinuous on this north-south profile as it cuts across the east-west structural grain of the central Superior Province.

The profile for Line 4 is fairly flat apart from the high (20 mgal) at 130 km over the Val Rita block (Figure 4.4). This is bounded by the Lepage and the Sagansh Lake faults and is coincident with a step-up in the velocity contours. Significantly, there is no anomaly over the Groundhog River block.

Line 5 is marked by a strong anomaly (70 mgal peak to peak) over the Chapleau block at 100 to 170 km (Figure 4.5), a low on the east side of the ILCZ (170 km) where the density values were adjusted lower at depth, and a positive anomaly region to the east where higher densities values (2800 to 2900 kg m$^{-3}$) had to be used. The previous modeling across this line [Percival and Card, 1983] produced a simpler model as no velocity constraints were available at that time. However, the broad trends of our model agree well in the upper and mid-crust. The lower crust extension of the high density region in the Percival and Card model is not required by the gravity data nor is an associated high velocity anomaly imaged by the refraction data.

In the above modeling, only the upper crust densities were varied. Effects due to variations in properties of the lower crust and thickness of the crust are relatively small due to the inverse square fall-off of gravitational fields. Thus, considering the predominant wavelength of the observed anomalies and the desire to deviate minimally from the initial
Figure 4.2. Line 2 gravity profile modeling. (a) Initial (dashed curve), final (solid curve), and observed (symbols) gravity anomaly curves for Line 1. The arrow heads mark the terrane boundaries. (b) Model showing deviations of density values from initial structure. The 'plus sign' shading shows where the density has had to be increased, and the 'minus sign' shading shows where it has been decreased. The P-wave velocity contours (in km/s) are also included for reference purposes. The stars are the shot locations from the refraction experiment and the arrow heads are the locations of intersections with other lines. The short dashed lines represent the reflectors imaged in the P-wave modeling.
Figure 4.3. Line 3 gravity profile modeling. (a) Initial (dashed curve), final (solid curve), and observed (symbols) gravity anomaly curves for Line 1. The arrow heads mark the terrane boundaries. (b) Model showing deviations of density values from initial structure. The 'plus sign' shading shows where the density has had to be increased, and the 'minus sign' shading shows where it has been decreased. The P-wave velocity contours (in km/s) are also included for reference purposes. The stars are the shot locations from the refraction experiment and the arrow heads are the locations of intersections with other lines. The short dashed lines represent the reflectors imaged in the P-wave modeling.
Figure 4.4. Line 4 gravity profile modeling. (a) Initial (dashed curve), final (solid curve), and observed (symbols) gravity anomaly curves for Line 1. The arrow heads mark the terrane boundaries. (b) Model showing deviations of density values from initial structure. The 'plus sign' shading shows where the density has had to be increased, and the 'minus sign' shading shows where it has been decreased. The P-wave velocity contours (in km/s) are also included for reference purposes. The stars are the shot locations from the refraction experiment and the arrow heads are the locations of intersections with other lines. The short dashed lines represent the reflectors imaged in the P-wave modeling.
Figure 4.5. Line 5 gravity profile modeling. (a) Initial (dashed curve), final (solid curve), and observed (symbols) gravity anomaly curves for Line 1. The arrow heads mark the terrane boundaries. (b) Model showing deviations of density values from initial structure. The 'plus sign' shading shows where the density has had to be increased, and the 'minus sign' shading shows where it has been decreased. The P-wave velocity contours (in km/s) are also included for reference purposes. The stars are the shot locations from the refraction experiment and the arrow heads are the locations of intersections with other lines. The short dashed lines represent the reflectors imaged in the P-wave modeling.
model, varying the upper crust densities seemed most sensible and required the smallest changes. All figures show the calculated gravity profiles for the initial density models. The disagreement between these curves and the observed data seemed substantial but the required density changes were realistic. The velocity-density pairs which differed from the starting values were plotted along with the polynomial fit to the Nafe-Drake data set (Figure 4.6). The upper and lower bounds of the scatter on the Nafe-Drake points were also plotted to show that our deviations were within previously observed variations except for two points with velocities of 7.45 and 7.6 km/s. There are few Nafe-Drake points in this region; however, recent laboratory work on gneisses and anorthosites from Kapuskasing [Fountain et al., 1989] has shown a wide value of velocity-density points.

Figure 4.6. Comparison of chosen velocity-density function (solid curve) and upper and lower bounds of Nafe-Drake data points (dashed curves) to velocity-density values (points) for the final models.
(2900 to 3200 kg m$^{-3}$ and 7.3 to 7.5 km/s) to exist for this region of the relationship. The densities, at depth, for the Wawa domal gneisses and Kapuskasing Zone high grade gneisses and ultra-mafics agree with the measured values [Fountain and Salisbury, 1986] for those rocks at corresponding confining pressures. The main features of the density models mirror the important velocity anomalies of the seismic structures while satisfying the observed gravity profiles.

4.2 2d Potential Field Analysis

In the following sections, the theoretical basis to the filtering will be presented in a framework of linear operations. Then, the construction and application of the filters will be discussed along with the resultant anomaly maps.

4.2.1 Potential Field Theory

The gravity and magnetic fields are presented in a similar style after the formulation of Gunn [1975]. This presentation (see Appendix A) facilitates comparisons and the application of linear transformations. The spectral representations of the potential fields show that the mathematical expressions describing them are the result of a convolution of factors which depend on the geometry of the causative body, the physical properties of the body, and the type of field being observed. Thus, it is possible to remove or alter these factors by the application of linear filters and create the desired output field.
Gravity and Magnetic Fields

The spectral representations of the gravitational ($F_g$) and magnetic ($F_m$) fields as measured at a height, $h$, above the ground surface are

\[
F_g(u, v, h) = 2\pi G \int_0^{+\infty} \rho_v(u, v, z)e^{-(z-h)(u^2+v^2)^{1/2}} \, dz
\]

\[
F_m(u, v, h) = 2\pi[LMu + MNv + N(u^2 + v^2)^{1/2}][LU + Mjv + n(u^2 + v^2)^{1/2}].
\]

where $G$ is the gravitational constant and $\rho_v(u, v, z)$ and $m_v(u, v, z)$ are the Fourier transforms of the bulk density ($\rho_v(x, y, z)$) and magnetic ($m_v(x, y, z)$) distributions, respectively.

Poisson's Relation

Assuming the same causative body exists for both potential fields and that the density and magnitude and angle of magnetisation are constant throughout the body, the gravity and magnetic potentials can be related by Poisson's relation [Grant and West, 1965]

\[
m_a \cdot \nabla U = G\rho_v V
\]

(4.2)

which gives

\[
m_v(iL + jM + kN)(i\frac{\delta U}{\delta x} + j\frac{\delta U}{\delta y} + k\frac{\delta U}{\delta z}) = G\rho_v V
\]

where $m_a$ is the magnetisation vector, $U$ and $V$ are the gravity and magnetic potentials, and $L$, $M$, and $N$ are the direction cosines of the direction of magnetisation. Then

\[
V = \frac{m_v}{G\rho_v} \frac{\delta}{\delta k} U
\]

(4.3)
which is in the same form as the original magnetic potential equation (see Appendix A) and indicates that if \( \frac{m_r}{G \rho_r} \) is constant, then we can reduce each potential field to the equivalent form of the other field. This is normally performed as the reduction-to-pole operation on the magnetic field.

The form of our spectral equations describing the gravity and magnetic fields is amenable to the application of linear transformations. Considering measurements taken at the surface of the earth \( (h=0) \), we get

\[
F_g(u,v,0) = 2\pi G \int_0^{\infty} \rho_v(u,v,z) H(u,v,z) \, dz \\
F_m(u,v,0) = 2\pi D_1(u,v) D_2(u,v) I(u,v) \int_0^{\infty} m_v(u,v,d) H(u,v,z) \, dz
\]

where

\[
\begin{align*}
2\pi G \quad & \text{scaling factors} \\
2\pi \quad & \\
D_1(u,v) = [L_j u + M_j v + N(u^2 + v^2)^{\frac{3}{2}}] & \quad \text{factor for direction of magnetisation} \\
D_2(u,v) = [L_j u + M_j v + N(u^2 + v^2)^{\frac{3}{2}}] & \quad \text{factor for direction of measurement} \\
H(u,v,z) = e^{-z(u^2 + v^2)^{\frac{3}{2}}} & \quad \text{depth factor} \\
\rho_v(u,v,z) \quad & \text{depth distribution factors} \\
m_v(u,v,z) \quad & \\
I(u,v) = \frac{1}{(u^2 + v^2)^{\frac{1}{2}}} & \quad \text{extra factor distinguishing magnetic from gravity field}.
\end{align*}
\]

From the convolution theorem, components which are multiplied together in the frequency domain (as above) are convolved in the space domain. Thus, since convolution is a linear operation, the order of convolutions does not matter and we can remove the effect of any of the terms in the expressions by convolution with a suitable inverse filter. These operations are more easily implemented as divisions in the frequency domain and
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this is the method employed in this analysis.

4.2.2 Construction of 2d Frequency Domain Filters

The formulation of the problem in the previous section facilitates the construction and application of frequency domain filters. In the following discussions, all terms representing the filters are given in their frequency domain form.\(^1\)

*Preprocessing*

Before a 2d Fast Fourier Transform (FFT) is applied to the data, certain procedures are followed to minimise the problems caused by d.c. offsets and sharply truncated edges. First, a least squares plane
\[
z = a_0 + a_1x + a_3y
\]
is removed from the data where \(a_0, a_1,\) and \(a_3\) are the plane coefficients and \(x, y\) and \(z\) are the cartesian coordinate system. Any residual mean after this operation is also removed. A cosine bell taper is then applied to the edges of the data set to reduce truncation effects in the spectrum. Finally, the data is padded to over twice its lengths in both directions to increase resolution in the frequency domain and reduce wrap around effects [Brigham, 1974]. Further edge effects can be reduced by rotating a circular window of the data and summing the rotation corrected spectra [Ricard and Blakely, 1988]. This eliminates spectral biases along the axes but is a time consuming and expensive procedure that is not deemed necessary here.

*Power Spectra*

2d linear or log spectral representations are obtained to study the power distribution, spectral directionality, and potential aliasing effects. A radially averaged power spectrum is calculated to estimate approximate depths to causative bodies [Spector and Grant, 1965].

\(^1\)For space domain representations see Grant and West [1965] and Darby and Davies [1967].
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1973; Hahn et al., 1976] and provide power estimates for the white noise in the Wiener optimisation of the derivative and continuation filters [Clarke, 1969; Gupta and Ramani, 1980].

Reduction to Pole

Baranov [1957] showed that it is theoretically possible to reduce a magnetic field to its form at the poles by assuming that the magnetisation vector is constant for all magnetised masses in the area under analysis. This reduction to pole procedure has many formulations [Baranov and Naudy, 1964; Bhattacharyya, 1965; Kanasevich and Agarwal, 1970; Silva, 1986] but the representation as a linear transformation [Gunn, 1975] is best suited to the development of section 4.2.1. Thus, the reduction to pole can be viewed as a linear filtering procedure where the effects of the direction of magnetisation and measurement are removed to reduce the field to a vertically acting field. The inverse filter applied is

\[ F_r(u, v) = \frac{(u^2 + v^2)}{D_1(u, v) D_2(u, v)} \]

where \( D_1(u, v) \) and \( D_2(u, v) \) are as specified in equations 4.4a and b. This filtered output can be further reduced to a pseudogravity field using Poisson's relation (see equation 4.20) and compared directly to the gravity field.

Bandpass and Directional

2d bandpass filters are constructed in an unfolded form. This allows for a simple 'doughnut' shape to be calculated using the filter function

\[ F_b(u, v) = \begin{cases} 
1, & \text{if } \nu_1 \leq (u^2 + v^2)^{\frac{1}{2}} \leq \nu_2 \\
0, & \text{otherwise}
\end{cases} \]

where \( \nu_1 \) and \( \nu_2 \) are the low cut and high cut frequencies of the passband. Half-cosine bell tapers are used to softly truncate the edges of these filters with typical roll-offs of 3
db per 0.005 km\(^{-1}\).

 Fuller [1967], and more recently Thorarinsson et al. [1988], transferred the concept of velocity or pie slice filtering to potential field data to enhance the directionality of certain anomalous features. This procedure is applied to the unfolded spectra using the following relationship

\[
F_p(u, v) = \begin{cases} 
1, & \text{if } \alpha \leq \arctan \left( \frac{u}{v} \right) \leq \beta \\
0, & \text{otherwise}
\end{cases}
\]

where \(\alpha\) and \(\beta\) are the angles defining the ‘pie slice’. The edges are softly truncated by half-cosine bell tapers with typical roll-offs of 3 db per 5°.

**Derivative**

First and second vertical derivatives are used to study the slopes and inflection points of the potential surfaces. The form of this filter is obtained from Laplace’s equation [Darby and Davies, 1967] and is

\[
F_d(u, v) = [(u^2 + v^2)^{\frac{1}{2}}]^n
\]

where \(n\) is the order of the derivative. First derivative analysis indicates the steepness and sharpness of an anomalous field. It is used for locating the edges of bodies in gravity and reduced to pole magnetic data and for phase shifting inclined magnetic fields to align peaks over their causative bodies. The vertical derivative is more sensitive to changes in densities of near-surface rocks than to those buried at depth. Second derivative analysis shows the curvature of the potential field surface. The zero values of the second derivative filtered output are commonly used to delineate faults and body boundaries.

**Continuation**

Continuation of the potential fields to other datum levels facilitates a separation into regional and residual components. Inspection of equations 4.4a and b show that the
Chapter 4. Geopotential Field Data Analysis

depth factor, $H(u, v)$, accounts for the geometric fall-off of the field above the causative surface. Thus, a continuation filter can be represented by

$$ F_c(u, v) = \begin{cases} e^{-d(u^2 + v^2)^{\frac{1}{2}}} & \text{for upward continuation} \\ e^{+d(u^2 + v^2)^{\frac{1}{2}}} & \text{for downward continuation} \end{cases} $$

The first case upward continues the field above the measurement datum and has the effect of damping the higher frequencies. This is a stable procedure because the filter decays as the height of continuation increases. The downward continuation operator cancels the effect of the depth factor, $H(u, v)$, and accentuates the higher frequencies. It is a stable procedure providing that the depth is less than that to the causative body. However, once that depth has been passed, the output becomes unstable as the exponential function is now large, oscillatory, and non-decaying.

*Wiener Optimisation*

The above forms for the responses of the derivative and continuation filters are ideal ones. When filtering real data, noise effects can be accentuated by the application of the filter. The application of Wiener optimum filter theory to the problem [Clarke, 1969; Gupta and Ramani, 1980; Jacobsen, 1987] helps reduce erratic filter output. The Wiener filter seeks to minimise the least squares error between the output and the desired signal and can be represented in the frequency domain by

$$ F_w(u, v) = \frac{P_s(u, v)}{P_s(u, v) + P_n(u, v)} $$

where $P_s(u, v)$ and $P_n(u, v)$ are the power of the signal and noise components respectively. Obviously the noise power at each frequency cannot be estimated, and so a white noise process is assumed which allows for the calculation of one noise power for the whole
spectrum. This value for $P_n(u,v)$ can be obtained from visual inspection of the radially averaged log power spectrum of the data set.

**Cross-Correlation**

Combined analysis of gravity and magnetic fields in the frequency domain can provide information about the coherence of two data sets assuming that the same causative bodies exist for both fields. Poisson's relation and the reduction to pole procedure allow us to directly compare the two potential fields. By a cross-correlation operation, a quantitative estimate of the degree of coherence can be obtained. This operation is given by

$$F_{\text{cross}}(u,v) = F_m(u,v)F^*_g(u,v)$$

where $^*$ denotes the complex conjugate. The data sets can be prefiltered using bandpass and directional filters before being input to this cross-correlation operation. Thus, causative bodies of a given scale and orientation can be quantitatively compared.

### 4.2.3 Results of Analysis

Results of 2d filtering of the two potential fields are presented separately here. An interpretation of their joint geological significance will be presented in Chapter 5. As mentioned earlier, to facilitate in the relating of potential anomalies to their causative bodies, an overlay of the main geological and structural features is provided in a pocket at the back of the thesis. This map is shown in Figure 4.7 where the geological abbreviations are explained.

**Gravity Data**

There are several strong positive anomalies (-40 to 40 mgal) that are associated with the KSZ (Figure 4.8). The Chapleau block (CB) is marked by a 125 km by 40 km
Figure 4.7. Geological map of region covered by gravity and magnetic data. The main features are: Southern and Grenville provinces to the south; Phanerozoic cover of the Moose River Basin to the north; greenstone belts *(Wabigoon, Michipicoten, Abitibi)*; gneiss belts *(English River, Quetico, Opatica)*; Wawa domal gneisses; Remi Lake Zone *(RLZ)*; blocks *(Chapleau [CB], Groundhog River [GRB], Val Rita [VRB], Fraserdale Moosonee [FMB]*); normal fault *(Lepage [LF]*) and thrust fault *(Ivanhoe Lake Cataclastic Zone [ILCZ]*).
Figure 4.8. Bouguer gravity anomaly map for the Kapuskasing region. The units are in mgals.
anomaly that strikes NE-SW between 83.5° and 82.5° longitude and 47.5° and 48.5° latitude. Notably, the Groundhog River block (GRB) does not have an anomalous gravity signature but, instead, the gravity high of the CB is continued over the Val Rita block (VRB) further to the west. This anomalous feature continues up to the Fraserdale-Moosonee block (FMB) between 82.0° and 81.0° longitude and 49.5° and 50.5° latitude. The region with a gravity high between the VRB and the FMB has been designated the Remi Lake Zone (RLZ). A broadscale east-west high is observed under the southern margin of the Moose River Basin at 50.5° latitude to the west of the FMB. The boundary between the Superior and Southern Provinces and the Grenville Front, in the SE corner of the map area, are marked by several positive anomalies.

The log power spectrum (Figure 4.9) shows a concentration of power below 0.04 km⁻¹ and spectral directionality with a pointing vector of 145°±5°. This suggests the existence of strong features in the data with dimensions of 25 km or greater and a strike of approximately N45°E. The radially averaged log power spectrum (Figure 4.10) displays average powers for the wavenumber range and shows spectral roll-off of 23-24 db per 0.01 km⁻¹.

A low pass filter with a cut-off of 0.03 km⁻¹ and a cosine taper of 0.01 km⁻¹ was applied to the data (Figure 4.11). The result shows that the dominant features of the data, as described above, have characteristic wavelengths of 25 km or more. The suggested directionality of the power spectrum is exploited by the application of a directional enhancement filter with angles of 120° to 150° and a taper of 10° (Figure 4.12). This shows the delineation of two strong NE-SW trending edges. The Ivanhoe Lake Cataclastic Zone (ILCZ) is highlighted from 84.0° longitude and 47.0° latitude to 81.5° longitude and 50.0° latitude. The other feature reveals an extension of the Lepage Fault (LF) with a strike parallel to the ILCZ. It extends from 83.0° longitude and 49.0° latitude to 84.5° longitude and 48.25° latitude. This result suggests that the Kapuskasing uplift is fault-bounded further to the north-west of the KSZ itself. A directional filter with angles of 90° to 150°
Figure 4.9. Log power spectrum for the Bouguer gravity anomaly map. The wavenumber axes units are km$^{-1}$. 
Figure 4.10. Radially averaged power spectrum for the Bouguer gravity anomaly map. The wavenumber axis units are km$^{-1}$. 
Figure 4.11. Gravity map low pass filtered with a cut-off of 0.03 km$^{-1}$ and a cosine taper of 0.01 km$^{-1}$. The units are in mgals.
shows the strongest feature to be the RLZ. A filter with angles of 70° to 110° highlights the strong low wavenumber east-west trends of the Superior Province (Figure 4.13). In particular, the belts in the northern part of the map area are accentuated. At 49.1° the boundary between the Abitibi and Quetico belts is prominent. Even though further north is covered by the Moose River Basin (MRB), there is evidence for the Wabigoon volcanic (the low at 49.8°) and the English River gneiss (the high at 50.2°) belts that are outcrop west of the map region. Two ridge highs cross the Wawa and Abitibi belts with a northward displacement on the east side of the KSZ. The east-west high along the southern end of the map follows the Penokean belt at the northern margin of the Southern province.

The first derivative operation shows a residual field and emphasises the near surface density variations (Figure 4.14). The edges of the CB and VRB are highlighted and clearly show the north-westerly displacement of the KSZ high. There are highs observed at northern end of CB, the west side of the VRB, in the centre of the RLZ, and in the FMB. The boundary with the Southern Province, and the Grenville Province behind it, is also prominent and agrees well with previous first derivative studies of that area [Gupta and Grant, 1982]. Downward continuation of the field yields information on the possible depths to the tops of the main causative bodies (Figure 4.15). A depth of 5.0 km is deemed the maximum depth of burial for anomalous bodies of 25 to 30 km dimension under the KSZ. Below this continuation depth, the output is unstable and oscillatory. The strong anomalies are at the northern end of the FMB, over the RLZ, and over the CB. Further downward continuation gave unstable results but the CB remains a strong feature suggesting that the anomalous densities continue down to the lower crust. The second derivative filter outlines the main segment of the ILCZ and delineates the bounding faults of the FMB (Figure 4.16). Upward continuation of the data emphasises the regional trends and indicates gross crustal variations (Figure 4.17 and 4.18). At a height of 10 km the CB, VRB and RLZ are a continuous strong feature. At 50 km, there
Figure 4.12. Gravity map directionally filtered between $120.0^\circ$ and $150.0^\circ$ with a taper width of $10.0^\circ$. The units are in mgals.
Figure 4.13. Gravity map directionally filtered between 70.0° and 110.0° with a taper width of 10.0°. The units are in mgals.
Figure 4.14. First derivative map of gravity data with a Wiener optimisation factor of 1.0. The units are in mgals/km.
Figure 4.15. Gravity map downward continued to a depth of 5.0 km with a Wiener optimisation factor of 1.0. The units are in mgals.
Figure 4.16. Second derivative map of gravity data with a Wiener optimisation factor of 1.0. The units are in mgals/km/km.
Figure 4.17. Gravity map upward continued to a height of 10.0 km with a Wiener optimisation factor of 1.0. The units are in mgals.
Figure 4.18. Gravity map upward continued to a height of 50.0 km with a Wiener optimisation factor of 1.0. The units are in mgals.
is a suggestion that the high is centred over the RLZ and FMB and that a broadscale low extends over the southern Wawa and Abitibi terranes and across the southern part of the KSZ. This low may be a manifestation of the deep crustal root imaged in the refraction analysis.

**Magnetic Data**

Figure 4.19 shows the aeromagnetic anomaly map for the Kapuskasing region. The Groundhog River block between 82.75° and 82.0° longitude and 48.5° and 49.5° latitude and the FMB between 81.25° and 80.75° longitude and 50.0° and 51.0° latitude are the dominant features of interest. The southern margin of the Moose River Basin, trending east-west between 50.0° and 50.5°, and the boundary with the Southern province in the SE corner also have strong associated anomalies.

The log power spectrum (Figure 4.20) shows high levels of background noise which is evident in the high frequency components of the field data. The strong spectral directionality indicates a pointing vector of 107°± 5°. This translates to a predominance of bodies striking E17°N and represents the east-west structural trends of the central Superior Province. The radially averaged log power spectrum (Figure 4.21) again illustrates the high levels of white noise and a low spectral roll-off of 8 to 9 db per 0.01 km⁻¹.

The reduced to pole (Figure 4.22) and pseudogravity transformations have very similar features to the original field. This result is due to the steep inclination of the ambient field (~78°) and the assumption that the remanent field is parallel to it. A bandpass of 0.015 km⁻¹ to 0.04 km⁻¹ with a cosine taper of 0.01 km⁻¹ width optimally highlights the features of interest (Figure 4.23). The GRB, the mapped LF and its extension into the RLZ are prominent in this pass band. Using a low pass filter with a cut-off of 0.05 km⁻¹ and a directional filter with angles of 120° and 150°, the northern portion of the KSZ is highlighted (Figure 4.24). The FMB appears to have two extensions to the south-west: the first extends through the GRB along the ILCZ and extends south of the CB; the
Figure 4.19. Aeromagnetic anomaly map for the Kapuskasing region. The units are in nanotesla.
Figure 4.20. Log power spectrum for the areomagnetic anomaly map. The wavenumber axes units are \text{km}^{-1}. 
Figure 4.21. Radially averaged power spectrum for the aeromagnetic anomaly map. The wavenumber axis units are km$^{-1}$. 
Figure 4.22. Aeromagnetic map reduced to pole from an induced and remanent field with an inclination of 78° and a declination of 10°. The units are in nanotesla.
Figure 4.23. Aeromagnetic map bandpass filtered with corner wavenumbers of 0.015 and 0.04 km$^{-1}$ and a cosine taper of 0.01 km$^{-1}$. The units are in nanotesla.
Figure 4.24. Low pass (0.04 km$^{-1}$) and directionally (120.0 and 150.0°) filtered aeromagnetic map. The units are in nanotesla.
Figure 4.25. Aeromagnetic map with a low pass filter (0.04 km$^{-1}$) and a directional filter between 70.0° and 110.0° with a taper width of 10.0°. The units are in nanotesla.
Figure 4.26. First derivative map of aeromagnetic data with a Wiener optimisation factor of 8.0. The units are in nanotesla/km.
Figure 4.27. Aeromagnetic map downward continued to a depth of 0.3 km with a Wiener optimisation factor of 8.0. The units are in nanotesla.
Figure 4.28. Aeromagnetic map upward continued to 10.0 km elevation with a Wiener optimisation factor of 8.0. The units are in nanotesla.
Figure 4.29. Aeromagnetic map upward continued to 50.0 km elevation with a Wiener optimisation factor of 8.0. The units are in nanotesla.
second follows the mapped LF and there is a weak suggestion of an extension to the feature at 83.5° longitude and 48.0° latitude. There is a strong linear feature between 82.5° and 80.0° longitude and 46.0° and 47.0° longitude. The same low pass filter and a directional filter with angles of 70° and 110° shows several strong east-west trends (Figure 4.25). These are the magnetic highs observed along the boundary with the Southern provinces (at 47.0°), over some metavolcanics in the Abitibi (at 48.25°), along the southern edge of the Quetico belt (at 49.25°), and at the southern margin of the Moose River Basin (50.1°). First derivative analysis indicates that the near-surface magnetisations are greatest in the GRB, at the southern edges of the Moose River Basin and Quetico Belt, and at the southern end of the CB (Figure 4.26). Downward continuation of the field to a depth of 0.3 km (i.e., to the surface) and application of a low pass filter with a cut-off at 0.04 km$^{-1}$ emphasises the GRB and FMB anomalies and the southern edge of the Wabigoon greenstone belt (Figure 4.27). However, further continuation results in oscillatory output suggesting that many of the causative bodies are at or near the surface. Upward continuation of the field to 10.0 km produces a strong positive anomaly between the GRB and RLZ (Figure 4.28) and emphasises the low immediately to the west of the CB. There is a strong linear high across the edge of the Moose River Basin as well as an anomaly associated with the Grenville Front. Continuing up to 25.0 km results in a similar pattern but above this, and up to 50.0 km, there appears to be a high under the Moose River Basin and FMB area accompanied by a low under the Quetico belt, the southern Wawa and Abitibi belts and the CB (Figure 4.29). This is similar to the pattern seen at this height for the upward continued gravity data and again may be linked with the seismic crustal thickness.

4.3 Correlation of Potential Fields

A combined interpretation of the main features highlighted by filtering of the gravity and magnetic data shall be presented in chapter 5. The purpose of this section is to
quantitatively estimate correlations between the two data sets.

Data adaptive filtering was performed on both data sets (Figure 4.30 and 4.31). This involved taking the wavenumber representation of one data set and multiplying it by the amplitude spectrum of the other data set. This produced an output that highlighted common spectral components but with the phase of the original data. Figure 4.30 shows the gravity data filtered by the amplitude spectrum of the aeromagnetic data. Prominent features are the FMB, the RLZ, the VRB, the northern part of the CB, and a broad low across the Wawa and Abitibi regions under the KSZ. Figure 4.31 shows the aeromagnetic data filtered by the amplitude spectrum of the gravity data. The MRB, the RLZ, the south-eastern part of the CB, and the broad low to the west of the KSZ were emphasised. The lows over the Quetico, Wawa, and Abitibi belts are also seen in the upward continued data (Figures 4.18 and 4.29) and indicate a thickened lower crust with little magnetisation under these terranes. The variable highs along the whole length of the KSZ indicate strong density and magnetisation variations in the uplift crust and emphasise the different faulting geometries along strike. The FMB and RLZ are both strong anomalies, but no seismic control on their structures is available.

Next, a cross-correlation of the data sets was performed. Figure 4.32 shows the result with a continuous high extending east-west 75 km to the north and north-west of the origin. The reduction to pole of the magnetic data increased the lateral continuity along this broad high. The output shows that there is a net displacement of the strong anomalies of the data sets with respect to each other. This could be due to several causes: positioning errors; different causative bodies; or the same causative bodies with remanent magnetisation causing a displacement of the anomaly peaks. The displacement distances are too large to seriously consider the first solution. Different causative bodies is indeed the most reasonable solution from consideration of the outcropping features. However, to investigate the last possibility, the data were filtered prior to cross-correlation to enhance features of interest. A low pass filter with cut-off of 0.03 km$^{-1}$ and a directional filter
Figure 4.30. Gravity data filtered by amplitude spectrum of aeromagnetic data. See text for explanation.
Figure 4.31. Aeromagnetic data filtered by amplitude spectrum of gravity data. See text for explanation.
Figure 4.32. Cross-correlation of unfiltered gravity and the reduced to pole magnetic field.
Figure 4.33. Both frames show cross-correlation of gravity and magnetic fields with a low pass filter below 0.03 km$^{-1}$ and a directional filter between 70° and 110°: (a) magnetic field reduced to pole for induced and remanent fields with an inclination of 78° and a declination of 10°; (b) same as (a) but for remanent field with an inclination of -10° and a declination of 0°.
with angles of 70° and 110° were chosen to study the large scale east-west trends of both data sets. The resultant cross-correlation shows the strong high displaced into the north-west quadrant (Figure 4.33a). Obviously, there is a large coherence (i.e., autocorrelation values nearer 1.0) between the two data sets if the magnetic data are offset south by approximately 75 km. If a remanent field with an inclination of 0° ± 10° and declination of 0° is considered in the reduction to pole operation, the output of the cross-correlation has a broad low running east-west close to the x-axis (Figure 4.33b). Thus, the correct field parameters have been chosen to overlay the gravity and magnetic data and delineate the common causative structures of the central Superior Province east-west trend. These parameters for the remanent field give a pole on the apparent polar wander path for North America [Constanzo-Alvarez and Dunlop, 1988] that gives a date of magnetic stabilisation at 2400 to 2500 million years ago, after the accretion of the southern Superior province (2700–2600 Ma). However, doubts exist about the stability of remanence over such lengths of time (2000 to 2500 Ma) and whether such a large volume of the crust could cool down through its Curie temperature while the field maintained a constant polarity [Shive, 1989]. From inspection of geological maps, a more reasonable interpretation is that the magnetic field is predominantly ambient and that the gravity trends follow the belts while the aeromagnetic trends demarcate the belt boundaries.
Chapter 5

Discussion and Interpretation

The primary objectives of the thesis project have been realised. A seismic structure for the Kapuskasing uplift and the surrounding terranes has been obtained from analysis of the refraction data. To complement and corroborate these results, gravity and magnetic field analysis has been performed to outline density and magnetisation variations over the same region. These geophysical models are discussed in the following sections and related to one another, and to possible thermal and rheological conditions that prevailed after the accretion of the Superior craton and at the time of uplift.

5.1 Seismic Results

5.1.1 P Wave Structure

The resultant velocity models from each line are discussed seperately. The resolution and errors within the models have been discussed already in section 3.1 of Chapter 3. Line 1 images the structure of the Wawa domal gneiss terrane (Figure 3.8). The velocities range from 6.2 km/s at the surface to 7.65 km/s above the Moho with no apparent large scale velocity inversions. The crust is $48 \pm 1$ km thick with fairly strong intra-crustal reflectivity and a distinct Moho. The high reflectivity is probably due to the fine scale layering of gneissic textured rocks in shear zones associated with the faulting of this terrane. Line 2, overlying the KSZ, shows surface velocities varying from 6.0 km/s to as high as 6.4 km/s over the Chapleau block and an increase of velocities down through the crust to 7.6 km/s over a diffuse Moho at 50 km depth (Figure 3.14). There is a suggestion that a small velocity inversion at a depth of 25 to 30 km could be included.
but it is not necessary. The entire crust is characterized by high amplitude reflective scattering that shows some lateral coherence. The upper mantle velocities are in the 8.25 to 8.35 km/s range whereas on the orthogonal intersecting lines the velocities vary from 8.1 to 8.2 km/s. Hence, there is a suggestion of velocity anisotropy below the crust-mantle boundary. Similar anisotropy has been observed in other Archean terranes [Drummond, 1985] and can be explained by syntectonic recrystallisation of olivine in the upper mantle rocks [Ave 'Lallemant and Carter, 1970]. In this process, the olivine crystals realign themselves in the prevailing stress field with their slow velocity axis parallel to that field. Thus, applying the thrust fault model to the KSZ implies that the main horizontal stress field would have been east-west and one would expect the orientation of anisotropy that is observed.

Line 3 overlies the Abitibi greenstone belt which appears to be less faulted than the other terranes of the study area (Figure 3.21). There is a 4 to 6 km surface layer with velocities ranging from 5.8-6.0 km/s at the top to 6.2-6.4 km/s at the base of this layer. A thin upper layer has also been inferred from gravity and geoelectrical studies for the Giyani and Murchison greenstone belts of South Africa [Kleyweyt et al., 1987] and for other greenstone belts in the Canadian shield [Thomas et al., 1986]. Under this layer, there is a low velocity zone which has a thickness of 5 to 10 km with its base marked by strong reflections. There is evidence of a low velocity zone at similar depths in the south-eastern Abitibi belt from the 1982 Abitibi-Grenville Front seismic refraction experiment [Parker, 1984]. From preliminary analysis of their magnetotelluric data, Chouteau at al. [1988] have suggested that a conductive zone exists at mid-crustal depths under the belt east of the Groundhog River Block. These results indicate that this low velocity zone may be continuous over regions of the Abitibi greenstone belt and also that its reflective base may be associated with a conductive zone. The crust below this is quite reflective and has a lower average velocity than the other lines. The velocities reach 7.4-7.5 km/s above the Moho at 40 to 45 km depth. The belt appears to be deeper at the center than
at either end.

Lines 4 and 5 cut across the terranes of Lines 1, 2 and 3 and consequently are structurally more complex but contribute information about the terrane boundaries. Important general trends for the whole study region can be discerned from their velocity structures. The surface velocities decrease from 6.0–6.2 km/s over the greenstone belts to 5.8–6.0 km/s over the domal gneisses and then increase to 6.3–6.5 km/s over the high grade granulite zone and a pluton close to shot point G (Figure 3.38). Within the domal gneisses, the tonalitic gneisses comprise 63% of the volume [Fountain et al., 1989] and it is this rock that has a characteristic low velocity. Figure 5.1 shows a comparison of the proposed geological model of Percival and Fountain [1989] with the corresponding portion of the velocity structure from Line 5. The seismic profile is oblique to the geological cross-section (see Figures 1.1 and 1.10) and so the true dip of the velocity structure is 3°–5° greater than that imaged. A model of uplifted crust is supported by the seismic results but with a soling depth for the thrust at 17–20 km. Mid-crustal velocities of 6.5–6.6 km/s are brought from 15 to 25 km depth under the greenstone belts to 2–5 km under the KSZ. This corresponds to the granulites uplifted from the mid-crust along the ILCZ. In isostatic response to this high density anomaly in the upper crust, the crust has thickened both under and to the west of the Kapuskasing exposure. The geological model in Figure 5.1a shows metavolcanics at the western edge of the section; however, due to the different locations of the profiles, the metavolcanics are not crossed until further to the west in the section of Figure 5.1b; this figure is only used to illustrate the dipping high velocity anomaly and the thickened crust. The reflectors (I and II) marked in the velocity model were imaged by the center shot (Figure 3.35) and are probably associated with shear zones along the plane of décollement for the thrust. The top reflector (I) has also been imaged by the high resolution seismic reflection profile over the ILCZ [Geis et al., 1988].

The Ivanhoe Lake cataclastic zone, the Wakusimi River fault and the Lepage fault
Figure 5.1. (a) Schematic geological cross-section of KSZ across Chapleau block after Percival and Fountain [1989]. The section is along the profile marked AA’ in Figure 1.1. (b) Velocity structure from a portion of Line 5 resolved onto the geological cross-section.
all have strong perturbing effects on the travel-times and amplitudes and hence on the resultant velocity structures. Thus, they demarcate important terrane or block boundaries. The Ivanhoe Lake cataclastic zone (160–170 km in Figure 3.38) is the proposed main thrust fault plane for the KSZ. The Wakusimi River fault (90–100 km in Figure 3.14) confirms the division of the KSZ into two blocks, the Groundhog River Block to the north and the Chapleau Block to the south. The southern block (100–190 km) has an anomalously high velocity upper crust, whereas the northern block (20–100 km) is only weakly anomalous. The Lepage fault, which separates the orthogneiss (and probable buried mafic gneiss) in the Val Rita Block of the Wawa terrane from the Quetico metasedimentary migmatites, is imaged as a major feature. The fault may project down to the mid-crust (100–140 km in Figure 3.8 and 110–130 km in Figure 3.28) and also extend further to the south-west (Figure 4.12) than is presently mapped.

5.1.2 S Wave Structure

Figure 3.49 showed the resultant Poisson’s ratio ($\sigma$) models from analysis of the shear wave arrivals. In general, the resolution in the upper 20 to 25 km is $\pm0.005$ but, below this level, there is little resolution as arrivals traversing deeper paths were obscured in noise. Thus, the values for the mid to lower crust are gross averages inferred by the occasional intra-crustal reflector and the Moho reflections. It was possible to alter the $\sigma$ of the lower crust (>35 km) by 0.02 and still have calculated travel-times within the observational error. Thus, since the data did not demand a change, the starting value of 0.25 was retained.

At the northern end of Line 1, there are low $\sigma$ values for the top 5.0 km out to 80 km. This portion of the profile lies over the metasedimentary migmatites of the Quetico belt and the low $\sigma$ reflects the high quartz content of these rocks. The southern end of the line has low $\sigma$ values for the top 15 km and coincides with the metavolcanics of the Michipicoten belt. The termination of this layer at distances of 160–170 km coincides
with P-wave velocities of 6.8 km/s as seen in Figure 3.8. Line 2 shows a high Poisson’s ratio for the top 10 to 15 km of the central portion of the line. This zone coincides with the high P-wave velocity anomaly (Figure 3.14) and may be indicative of a high mafic content for those rocks. Line 3 shows a small zone of anomalously low $\sigma$ close to the northern shot point. The southern half of the line shows a low $\sigma$ zone varying from 12 km depth at distances of 160 to 280 km, to 3 km depth between 280 km and the end of the line. This region corresponds with the fading out of the low velocity zone for this crustal section (Figure 3.21). The southern end of Line 4 shows a low $\sigma$ zone between -20.0 and 100.0 km down to a depth of 22 km. However, the data demands that a high Poisson’s ratio be included immediately to the east of this zone. This second anomaly extends from 105 to 155 km at a depth of 5 to 20 km and coincides with the upwarping of the P-wave velocity contours (Figure 3.28) under the Val Rita block. Figure 3.51a shows the small portion of the structure for Line 5 that was successfully imaged. This low $\sigma$ zone terminates at the outcrop of the ILCZ and may differentiate between a high quartz content region (felsic pluton) under the shot and a more mafic region (granulites) west of the ILCZ in the Chapleau block.

5.1.3 Inverse vs Forward Modeling for Line 5

Line 5 crosses the southern end of the Kapuskasing structural zone and results of the synthetic seismogram modeling show a high velocity anomaly dipping to the west under the Chapleau block (Figure 3.38 and 5.1). Data analysis using trial and error forward modeling can be influenced by the preconceptions of the interpreter, and so corroboration of the main features of the model is desirable. The forward modeling technique of iterative ray tracing employed in the analysis of chapter 3 results in models that satisfy the data, but are not necessarily unique. In order to check the verity of the dipping anomaly in the model for Line 5, a small scale inversion was performed on the first arrivals from shots H and G along the western half of that profile.
A tomographic inversion technique, designed for the iterative inversion of refracted first arrivals [White, 1989a, 1989b], was used to obtain an alternative model. In this method, a starting model is introduced and rays are traced to each receiver from each shot. The residual time differences between the observed and calculated travel-times are converted to velocity anomalies knowing the length of each ray path. This velocity anomaly is distributed to the pixels along each ray path. The updated model is then used in the next ray tracing iteration. The procedure continues until a satisfactory fit to the data has been achieved. Because only a coarsely sampled model and a small number of data were used, a matrix inversion could be utilised. This technique has the advantage that estimates of the resolution and variance in the model parameters can be obtained but has the disadvantage that the matrix size possible for inversion is limited [Worthington, 1984; White, 1989b].

Starting Model

A model with a length of 250 km and a depth of 25 km was considered for the inversion procedure. This was sampled every 10 km along the horizontal direction and every 2.5 km in depth. This regular grid of points remained constant throughout the inversion and only the velocities at those points varied. In the trial and error forward modeling approach, both the velocities and block sizes are varied\(^1\), but in the inversion only the velocities are changed. Thus, odd block shapes used in the forward modeling can result in travel-time artifacts in the ray tracing; this problem is minimised in the inversion by having a regular grid.

The shots were located at model distances of 20 km and 214 km at the surface, and the 60 receivers, with an uneven distribution along the length of this profile, had an average spacing of 3 to 5 km. The starting model was that one used for the trial and error forward modeling and is shown in Figure 5.2. Figure 5.2b shows the rays

\(^1\)See chapter 3 for details
Figure 5.2. (a) Comparison of calculated (curves) and observed (symbols) travel-times for the starting model. (b) Ray diagram for starting model of inversion. The model consists of a grid of velocity values that form a regular block model. The stars show the locations of the shot points and the arrow heads show the terrane boundaries.
traced through the regular grid model and Figure 5.2a shows the observed travel-times (symbols) compared to the calculated ones (curves) for that starting model. From a simple visual inspection of the reversed profile, the travel-time differences indicate that higher velocities are needed at greater depths to the west. This qualitatively supports the model of a high velocity anomaly dipping to the west.

Results of Inversion

A total of seven iterations was required before a satisfactory result was obtained. At each iteration, the results were damped and weighted\(^2\) in order to create a smooth model for ray tracing and thus eliminate shadow zone problems. Firstly, the magnitudes of the anomalies were damped to avoid spikes in the velocity grid. Secondly, the pixels were weighted inversely proportional to the number of rays passing through them from each source; this prevented the anomalies being concentrated around the shot points. Finally, the output velocity model was smoothed to eliminate sudden jumps in velocity that might cause dramatic changes in ray paths and result in shadow zones at the surface.

Figure 5.3 shows the residual velocity anomalies for three of the iterations. The starting model had a root mean square (rms) time difference between observed and calculated travel-times of 0.226 s. After the first iteration, this rms value was reduced to 0.133 s. Figure 5.3a shows the resultant residual velocity field with an anomalous high under the Chapleau block that dips to the west. The third iteration reduced the rms value to 0.083 s and shows the same anomaly pattern as the first iteration along with a low at the surface between 35 and 70 km. The final iteration reduced the rms time difference to 0.072 s and the result is shown in Figure 5.3c. The travel-time comparison and ray diagram for this final model are shown in Figure 5.4. The travel-time discrepancies are fairly evenly distributed over all the receivers, but there is a suggestion that the anomaly high under the Chapleau block could be larger. The ray diagram shows how the final

\(^2\)See White [1989] for details
Figure 5.3. Residual velocity structures after the (a) first, (b) second, and (c) seventh iterations. The velocity contours show velocity differences from the starting model. Contours are in km/s. The stars show the locations of the shot points and the arrow heads mark the terrane boundaries as named in Figure 5.2.
Figure 5.4. Comparison of calculated (symbols) and observed (vertical bars) travel-times for shots H (a) and G (b) for the final iteration. The length of the bars corresponds to the acceptable errors for each travel-time pick. (c) Ray diagram for both shots. The stars show the locations of the shot points and the arrow heads mark the terrane boundaries as named in Figure 5.2.
anomalous field has created a blind zone at depth directly under the CB. However, earlier iterations did pass rays through this region so that it is partly constrained. In Figure 5.3c, the high velocity anomalies are concentrated in the western half of the Chapleau block and at 5 to 20 km depth to the west of the structural outcrop. There are low velocity zones at shot point H, another at the surface between 50 and 110 km, and a westward dipping low velocity zone that outcrops around the Ivanhoe Lake Cataclastic Zone.

Figure 5.5 shows the resultant velocity models for each of the above iterations. The starting model is shown for reference in Figure 5.5a. The first and third iterations (Figures 5.5b and c, respectively) show the main features of a high velocity anomaly under the Chapleau block and at depth under the Wawa and Michipicoten terranes. This anomaly corresponds to the uplifted mid-crustal granulites that outcrop in the KSZ. Figure 5.5d shows the final velocity model with the same high velocity anomaly as above augmented and extending to a greater depth. The low velocity anomaly between 175 and 200 km distance is related to the ILCZ and that part of the Abitibi against which the upthrust crust is butted. There is a low velocity zone at shot point H which is probably associated with near-surface rhyolites. The near surface low in the Wawa terrane between 50 and 100 km is related to a large outcrop of tonalitic gneiss.

Finally, the resultant models from the forward and inverse modeling were compared and are shown in Figure 5.6. The broadscale features of a westward dipping high velocity anomaly under the CB, a low velocity zone related to the ILCZ and neighbouring Abitibi belt, and a low velocity region in the Wawa tonalitic gneisses are seen in both models. However, details of the velocity values and boundary locations do differ and indicate that the details of the dipping anomaly may not be resolvable with the current data set. The ray coverage in both examples does not allow for good definition of the westward extent of the upper crustal anomaly (see Figures 3.30b, 3.33b, and 5.4c). However, the forward

\[3\text{From measured laboratory velocities of Fountain et al. [1989]}\]
Figure 5.5. Velocity structure with contours in km/s for (a) starting model, (b) first iteration, (c) third iteration, and (d) seventh and final iteration. The stars show the locations of the shot points and the arrow heads mark the terrane boundaries as named in Figure 5.2.
Figure 5.6. (a) Velocity structure after seven iterations of inversion scheme. (b) Portion of velocity structure from forward modeling of Line 5. The stars show the locations of the shot points and the arrow heads mark the terrane boundaries as named in Figure 5.2.
model was constrained by other data. The profile was modeled using not only the travel-
times of first arrivals, but the travel-times of secondary arrivals and the amplitudes of all these arrivals. In addition, the intersecting lines at the CB and shot point H provided additional constraints to the velocity model. The inverse model shows the CB high velocity anomaly centered on the western portion of that block. This part of the profile overlies the Robson Dome which is a mafic gneiss unit. These rocks have very high measured velocities of 6.5-6.6 km/s at 20 MPa [Fountain et al., 1989]. The depth extent of the anomaly, down to 15 to 20 km in the west, has velocities that are 0.1 km/s less on average than those of the forward model. These values may be a truer representation of the velocity structure as the ray model for the inversion is much smoother. The low velocity region at 50 to 100 km is a strong feature in both models and corresponds to the tonalitic gneisses of the Wawa terrane.

5.1.4 Comparison of Refraction and Laboratory Measured Velocities

Laboratory measurements of velocity and density for the rock suites in the Michipicoten, Wawa, and Kapuskasing terranes have been made at confining pressures ranging from 10 to 600 MPa [Fountain and Salisbury, 1986; Fountain et al., 1989]. In general, there is good agreement between the lithological suite averages from the laboratory samples and the corresponding units in the seismic refraction models. Importantly, a value of 6.55 km/s for the Kapuskasing gneisses at 100 MPa (4–6 km depth) is in very good agreement with values in the dipping high velocity anomaly of Figure 5.6. Fountain et al. [1989] have constructed a vertical section of rock types and velocities through the Michipicoten belt to a depth of 20 km. This section is shown in Figure 5.7 where it is compared with a one dimensional velocity profile down through the Michipicoten belt at shot point H. Because the refracted energy travels nearly horizontally in low velocity gradient terranes such as this, the horizontal velocity values for the anisotropic rocks were used for the comparison. The velocities shown for the rock suites should be reduced by 0.05 km/s in
Figure 5.7. Comparison of laboratory measured and refraction model velocities after Fountain et al. [1989]. The schematic vertical section shows the three main rock types and their associated velocities. The dashed lines, with velocities at the right side, mark the velocity values at those depths under the metavolcanics at shot point H of Line 5 (see Figure 3.38).
the 5 to 15 km depth range and by 0.1 km/s in the 15 to 25 km range due to thermal effects [Fountain et al., 1989]. The agreement between the refraction and laboratory measured velocities is good but indicates that the bottom part of the section is less mafic than expected. The velocity profile value of 6.6 km/s may demarcate a ‘Conrad’ type discontinuity as imaged previously in the shield [Berry and Fuchs, 1973; Green et al., 1979] and also corresponds to the feature exposed at the Wawa/Kapuskasing boundary [Percival, 1986]. The presence of high velocity metabasalts in the surface layer and the low velocity tonalites in the underlying rocks, shows the possibility of a velocity inversion existing near the surface as was observed along Line 3.

The materials with high measured velocities (mafic gneisses and anorthosites) seem to be probable constituents for the present day lower crust in the shield. Xenolith studies indicate that the petrology of the lower crust may be dominated by garnetiferous minerals and pyroxenites [Rudnick and Taylor, 1987] and laboratory measurements on these rock suites give velocity values in the 7.0 to 7.6 km/s range [Jackson and Arculus, 1984]. Values in this range were imaged at the base of our seismic models.

Fountain et al. [1989] have calculated high reflection coefficients (up to 0.13) between the mafic gneiss/anorthosite and the paragneiss/diorite/tonalite units. These high values and the average 100 m layering observed in the exposures could give rise to constructive interference of the reflected seismic energy and account for the high amplitude events seen in the reflection data [Geis et al., 1988; West et al., 1988] and the wide angle reflections in the refraction data (e.g., reflector in Figure 3.35). The high frequency (12 to 16 Hz) wide angle reflections observed in the refraction data could be caused by constructive interference\(^4\) from layering with 100 to 140 m thicknesses. These thicknesses are supported by field observations and are probably an upper limit to values found in these terranes.

\(^4\)See Hurich and Smithson [1987] for explanation of calculation of interference effects
5.2 Potential Field Results

It is important to relate the subsurface distributions of the various physical parameters to known lithologies. In the first subsection, the density is related to variations in P-wave velocity and Poisson's ratio (\(\sigma\)) for each of the profiles. All densities are described relative to the fourth order polynomial fit to the Nafe-Drake relationship (Figure 4.6), as discussed in the previous chapter. The second subsection discusses the significance of the gravity and magnetic features in the filtered anomaly maps and how they relate to the seismic structure and the field mapping.

5.2.1 Relationship of Density to Velocity Structures

The north end of Line 1 has higher densities down to a depth of 8 km and a low \(\sigma\) zone down to 5 km (Figure 5.8a, b; see original Figures 3.8, 3.49a, and 4.1 for more detail). This zone is coincident with the metasedimentary migmatites of the Quetico belt and velocities that range from 5.9 km/s at the surface to 6.6 km/s at 25 km depth. This unit is bounded at 100 km by the Lepage fault which has a low velocity zone and a small gravity low associated with it. The southern end of the line (160 to 260 km) has lower densities (down to 25 km) and a low \(\sigma\) (down to 20 km) under the plutons and orthogneiss of the Wawa terrane. The surface velocity is 6.1 km/s and the bottom of the anomalous features coincides with P-wave velocities of 6.7 to 6.8 km/s. Further to the south, the gravity values increase over the metavolcanics of the Michipicoten belt.

Lower densities were required on Line 2 (Figure 5.8c, d; see original Figures 3.14, 3.49b, and 4.2 for more detail) out to 100 km model distance. This region coincided with the orthogneisses of the Abitibi belt and the GRB. The entire KSZ (40 to 170 km) has a higher \(\sigma\) down to 12–13 km. This corresponds to a zone of uplifted mafic material and is marked by an increase in P-wave velocities (from 6.0 km/s to 6.4 km/s at 5 km depth). Just south of the CB, higher densities were required in an area of mixed gneissic composition in the Wawa terrane where velocities had decreased again.
Figure 5.8. P-wave velocity models with variations from Nafe-Drake velocity/density relationship for Lines (a) 1, (c) 2, and (e) 3. Stars represent shot locations and arrow heads mark intersections with crossing lines. Contours are in km/s and ‘plus sign’ and ‘minus sign’ shading represents zones with densities greater than and less than the polynomial fit to the Nafe-Drake set of data points. Variations in Poisson’s ratio for Lines (b) 1, (d) 2, and (f) 3.
Line 3 has a lower density region out to 50 km and down to 14 km depth that is coincident with a 4–5 km deep low $\sigma$ zone (Figure 5.8e, f; see original Figures 3.21, 3.49c, and 4.3 for more detail). This part of the profile covers the plutons and orthogneiss of the northern Abitibi belt. Surface velocities are in the 5.9 to 6.1 km/s range. There is a high density region from 70 to 150 km model distance and down to 10 km depth which coincides with the metavolcanics and underlying low velocity zone. Another high density zone extends from 180 to 270 km and down to 10 km depth. This appears to correspond to a low $\sigma$ zone of 10 to 15 km thickness which runs from 160 to 280 km. This also underlies the metavolcanics but may be influenced by a nearby outcrop of orthogneiss. There is a broad scale lower density region at the southern end of this line, possibly indicating a change in the dominant upper crustal composition for the Abitibi belt.

The western end of Line 4 has a large low $\sigma$ zone extending to 20 km depth and ranging from -40 km to 100 km at the surface (Figure 5.9a, b; see original Figures 3.28, 3.49d, and 4.4 for more detail). This marks the extent of the metasedimentary migmatites of the Quetico belt. It is also characterised by velocities that range from 5.9 km/s at the surface to 6.4 km/s at 20 km depth. There is an increase in densities at depth under the VRB which is coincident with the step-up in P-wave velocity (6.1–6.2 km/s to 6.3–6.4 km/s) at distances of 100 to 140 km and down to a depth of 10 km. The 5 to 20 km depth range in this region is marked by a high $\sigma$ indicating that this buried anomalous body may be associated with the uplifted mafic rocks of the CB. Lower densities are required under the GRB and the orthogneisses of the adjoining Abitibi belt between 180 and 280 km. A higher density region coincides with the metavolcanics of the Abitibi at the eastern end of the model.

Line 5, at the western end, shows higher densities under the metavolcanics of the Michipicoten belt (Figure 5.9c, d; see original Figures 3.38, 3.51a, and 4.5 for more detail). There are lower densities in the tonalitic gneisses of the Wawa terrane between 20 and 100 km where lower velocities were also imaged. Higher densities are required in
Figure 5.9. P-wave velocity models with variations from Nafe-Drake velocity/density relationship for Lines (a) 4 and (c) 5. Stars represent shot locations and arrow heads mark intersections with crossing lines. Contours are in km/s and 'plus sign' and 'minus sign' shading represents zones with densities greater than and less than the polynomial fit to the Nafe-Drake set of data points. Variations in Poisson's ratio for Lines (b) 4 and (d) 5.
the anomalous high velocity zone (6.6–6.7 km/s) under the CB. To the east of the ILCZ at 170 km, lower and higher densities coincide with the orthogneiss and metavolcanics of the Abitibi, respectively. A low σ zone is tentatively suggested for the east side of the ILCZ, against which the thrust fault is butted. This zone may relate to the depth extent of the orthogneiss outcrop on the Abitibi side.

5.2.2 Gravity and Magnetic Interpretation

In this section, the potential field characteristics of each block in the KSZ region are discussed. Then the strong trends, lineations, and fault lineaments are discussed for the region.

The Chapleau block is characterised by a strong gravity high, especially over the mafic gneisses and anorthosites in the NE part of the block (Figures 4.11 and 4.14). The ILCZ, which demarcates the eastern margin of the CB, has a small broadscale aeromagnetic response but there are larger magnetic anomalies over the carbonatite complexes at 82.9° longitude and 48.3° latitude, and 83.2° longitude and 47.8° latitude (Figure 4.22). The gneisses of the CB have a moderate susceptibility range (0.3 to 18.8 x 10^{-3}) and high densities (2840 to 3190 kg m^{-3}) [Shive and Fountain, 1988; Fountain et al., 1989]; thus, the observed potential anomalies are as expected. The high densities corroborate the existence of the near surface high velocity anomaly (6.5–6.6 km/s) in the seismic interpretation. No susceptibility values are available for the carbonatites.

The GRB does not have a gravity anomaly (Figures 4.11 and 4.14) despite the fact that there are high densities at the surface [Nkwate and Salisbury, 1988]. From structural mapping [Leclair, 1988], the GRB appears to be a perched thrust tip and so the high density material forms only a thin layer at the surface. There are no significant velocity anomalies associated with this zone, so the missing gravity anomaly is reasonable. However, there is a very strong aeromagnetic response over this block (Figure 4.22) which is bounded by the ILCZ to the east, the Saganash Lake fault to the west, and the Wakisimi
River fault to the south. There are no susceptibility measurements from this area, but from analysis of the gneisses in the CB [Shive and Fountain, 1988], magnetite is the probable cause of the magnetic response.

The FMB has both a strong gravity and aeromagnetic signature (Figures 4.11 and 4.22) but was not covered by the seismic experiment. The ILCZ and Lepage fault have notable responses (Figure 4.12) as they converge within the Quetico and Opatica gneiss belts. The gravity high extends over a region to the south and south west of the FMB (Figure 4.15) where there are exposed granulites. The Remi Lake zone has a gravity high that joins those of the VRB and the FMB (Figure 4.11). There is also a suggestion of a magnetic anomaly at depth under this zone (Figure 4.29).

The VRB is characterised by an extension of the CB gravity high in an arcuate form over this region (Figure 4.14). There are no high density materials apparent at the surface; thus a buried source is suggested and is in agreement with the higher velocities imaged at depth under the region. These results, together with the high $\sigma$, strongly suggests a mafic body, similar to that of the CB. There are small aeromagnetic signatures associated with the bordering Lepage and Saganash Lake faults. To the south-west of this block, there is a noticeable low in both the gravity and aeromagnetic responses over the Wawa domal gneisses (Figures 4.15 and 4.27). It has also been imaged as a low velocity region at the surface along Line 5. This terrane comprises 63% tonalitic gneiss and it is this material that has a low density, a low velocity, and a low susceptibility.

There are strong NE-SW trends in both the gravity and magnetic data sets (Figures 4.12 and 4.24). The main feature of note is the continuity of the anomalies along the full length of the KSZ. The ILCZ is outlined and matches the location of the mapped fault. This lineament is also marked by a strong lateral velocity contrast (6.6–6.3 km/s) along the eastern side of the CB. One important result is the delineation of an extension of the Lepage fault down through the Wawa terrane. This fault also causes a lateral discontinuity in the seismic structure, especially on Line 4. The Lepage fault may have
important implications in understanding the role of the syn- or post-thrust normal faulting.

The east-west trends of the potential fields in the Superior province were successfully accentuated by directional filtering (Figures 4.13 and 4.25). The results confirm the mapped trends and also help delineate some buried or more subtle features. The southern edge of the Quetico belt (49.0° to 49.2°) is highlighted by both a gravity and magnetic response. The gravity high continues north into the belt over the metasedimentary migmatite. This belt is characterised by material with a low to moderate velocity, a low σ, and a high density. There is a gravity low between 49.8° and 50.2° that coincides with an extension of the Wabigoon greenstone belt, which outcrops to the west of the map region, under the cover of the Moose River basin (MRB). There is also a magnetic high which may be associated with the edge of the MRB or the underlying greenstone belt. At the northern edge of this belt, there is an increase in the gravity field that is most likely associated with a continuation of the English River gneiss belt under the MRB cover. Within the Michipicoten and Abitibi greenstone belts, there are some potential field variations that can be attributed to the distribution of metavolcanics. On the west side of the KSZ, there are gravity highs related to the metavolcanics at 47.0° and 48.2°. These belts continue on the east side but seem shifted to the north by 50 to 60 km. This may indicate some sinistral transcurrent motion on the ILCZ. These metavolcanic belts also have high velocities and moderate susceptibility. In the south, there is a magnetic high at 47.0° marking the boundary of the Superior and Southern provinces. A gravity high, immediately to the south of this boundary, delineates the Penokean belt of the Southern province.
5.3 Palaeogeotherm and Palaeostrength Curves

The seismic refraction modeling provided estimates of the thicknesses of the main lithological units exposed in the Abitibi, Wawa, and Kapuskasing terranes. Rock heat production and thermal conductivity values have been obtained for the exposed rocks [Ashwal et al., 1987] and so there is control over the thermal character of the upper 20 km of the crust. Surface heat flow values [Cermak and Jessop, 1971] for several locations in the region were then used to obtain estimates on the lower crust heat production and the reduced mantle heat flow. These thermal profiles were used to assess the possibility of magnetisation values at depth and, with layer and composition estimates from the seismic study, to estimate rheological conditions at depth around the KSZ.

The thermal values and a knowledge of the pre-uplift crustal structure were used to recreate the rheological conditions in the stabilisation period at 2700 to 2600 Ma and immediately prior to the Kapuskasing uplift at approximately 2000 Ma. Thus, estimates of the mineralogies that controlled the faulting and information on possible mid-crustal detachment zones could be obtained.

5.3.1 Present Day Thermal Structure and Strength

Using a knowledge of the subsurface structure obtained from the seismic results and measurements of heat flow [Cermak and Jessop, 1971] and rock heat production [Ashwal et al., 1987] from a traverse across the KSZ, static earth geotherms [Chapman, 1986] for the present day crust were calculated. Each layer in these models was assigned a name that corresponded to the terrane of that dominant composition. Thus, the top layer of metavolcanics and metasediments was called the Abitibi layer; the next layer of orthogneiss and plutons was called the Wawa layer; the mafic gneisses and anorthosites were called the Kapuskasing layer; the lower crustal layer corresponded to a highly mafic and garnetiferous unit; and finally the mantle was an ultramafic unit. The observed surface heat flows of 43 and 33 mW m$^{-2}$ were well matched by the models for the
Figure 5.10. (a) Geothermal profiles for the Wawa (A), Abitibi (B), and Kapuskasing (C) terranes. The surface heat flows in mW m$^{-2}$ are shown in the enclosed box. (b) Strength envelope (stippled region) for the Abitibi terrane. The straight line curve is Byerlee's law and the other curves represent power law creep for wet quartzite (1), dry quartzite (2), and anorthosite (3).
Abitibi and Kapuskasing terranes, respectively (Figure 5.10a). The measured value of 50 mW m$^{-2}$ for the Wawa terrane may have been unduly influenced by high heat production granites that occur within that terrane [Ashwal et al., 1987]. The data were satisfied by using a reduced mantle heat flow of 20 mW m$^{-2}$. This value is in agreement with values ($\approx 20$ mW m$^{-2}$) estimated by Cermak and Jessop [1971] and Ashwal et al. [1987] for the same region but is less than the value (27 mW m$^{-2}$) calculated for shield averages by Morgan [1985]. The discrepancy can be accounted for by his underestimate of mid and lower crust heat production. The thermal profiles are typical for shield regions [c.f., Chapman, 1986; Morgan, 1985] and give Moho temperatures in the 400–475°C range. This value is less than the Curie temperature for magnetite and thus it would be possible to have magnetic sources in the lower crust.

Using the thermal profiles and a knowledge of layer thicknesses from the seismic analysis, strength envelopes were constructed for the crust (Figure 5.10b). These envelopes were used to estimate the levels of shear stress sustainable in a given crustal column with assumed thermal conditions and mineralogical composition. The envelopes were limited by a brittle failure curve [Byerlee, 1968; Sibson, 1974] and a ductile flow curve [Ord and Hobbs, 1989] and hence the mode of deformation at a given depth could be inferred. The maximum shear stress considered possible in the crust was 300 MPa [Ord and Hobbs, 1989; C. Beaumont, pers. comm., 1989]. Thus, Byerlee's law was used up to that stress level and below the corresponding depth, the response of the crust was considered elastic (i.e., no change of shear stress with depth). A typical geological strain rate of $10^{-14}$ s$^{-1}$ [Kusznir and Park, 1984] was used for all the model calculations. The ductile flow curves were constructed using an empirical relationship for power law creep [Ord and Hobbs, 1989; White and Bretan, 1985] for each mineral. Each lithological layer was deemed to be rheologically controlled by one dominant mineral [Kusznir and Park, 1986; Ord and Hobbs, 1989; Braun and Beaumont, 1989]. Within that layer, the intersection of the flow curve for that mineralogy and the brittle curve marked the onset of a stress drop,
and therefore the top of a potential detachment zone that extended down to the shear stress minimum.

The strength envelopes calculated for each terrane show no potential detachment zones or great strength contrasts and are in keeping with the stability of shield regions (Figure 5.10). The top 12 to 13 km are in a brittle field and below this the crust behaves elastically. Seismicity studies have revealed activity in the northern KSZ region with events up to a magnitude of 5 [Forsyth et al., 1983]. However, no estimates of focal depths for the events were obtained, and so no comparison could be made with the brittle field estimate. The strength envelope for the Abitibi belt is shown in Figure 5.10b and displays the typical characteristics discussed above. Thus, any earthquakes in this region should occur in the upper 12 to 13 km. Recent preliminary laboratory work on the strength of the Kapuskasing gneisses [Wilks and Carter, 1989] suggests that these rocks behave elastically up to shear stresses of 250 MPa at a confining pressure of 1000 MPa. Thus, our maximum stress assumptions for the crustal column are of the correct order.

5.3.2 Post-Stabilisation Thermal Structure and Strength

The Kapuskasing uplift disturbed a formerly continuous greenstone belt (Michipicoten and Abitibi) [Percival and Card, 1985] and so the structure of the present day Abitibi belt, to the east of the faulted terrane, should be a good representation of the pre-uplift crustal structure. An average one dimensional structure derived from the seismic model of Line 3 and a vertical reconstruction of the oblique exposure [Percival and Card, 1985] were used in the thermal and rheological modeling.

The one dimensional thermal model for the Abitibi belt, along with two other related models (see Figure 5.11), were used to study palaeogeotherms and palaeostrength curves for the period after the stabilisation of the southern Superior province at 2700 to 2600 Ma. Values for present day and Archean mantle heat flow are highly variable [Morgan, 1985;
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Figure 5.11. Thermal profiles and strength envelopes for period immediately after stabilisation of Superior craton. (a) Geothermal profiles for the models in frames b (C), c (B), and d (A). The surface heat flows in mW m$^{-2}$ are shown in the enclosed box. Strength envelopes (stippled region) for the Abitibi (d) and two other models (b and c). The straight line curve is Byerlee's law and the other curves represent power law creep for wet quartzite (1), dry quartzite (2), anorthosite (3), diopsidite (4), wet dunite (5), and dry dunite (6).
Condie, 1984; Davies, 1979; Watson, 1978]. For our purposes, a conservative mantle heat flow of 25 mW m$^{-2}$ was used for the post-stabilisation period. This represents an increase of 25% over the present mantle heat flow as calculated above. The heat production of the various lithological units was estimated at 2.25 times their present production. This value was obtained from consideration of the present abundances of the radiogenic elements and knowledge of their half-lives [Windley, 1986]; thus, an estimate of their former abundance could be predicted for a closed system. For this period, an extra layer (the K crust) was added as a pre-Kenoran uplift and erosion surface unit [Percival et al., 1988]. It was assigned heat production and conductivity values the same as the underlying metasedimentary and metavolcanic unit (Abitibi layer). The Abitibi belt model is shown in Figure 5.11d and two extreme variations on this model are shown in Figures 5.11b and c. In these alternate models, the thicknesses of the Wawa and Kapuskasing layers are varied by 5 km to account for maximum possible variations in these units. Figure 5.11a shows the thermal profiles and surface heat flows for each of these models. The surface heat flow values are reasonable for a young active terrane [Kusznir and Park, 1986]. Only curve A satisfies the granulite formation pressures (600 to 800 MPa) and temperatures (700°C to 800°C) as estimated by Percival [1983] for the Kapuskasing gneisses. This curve corresponds to the Abitibi belt model of Figure 5.11d. However, by increasing the mantle heat flow by a further 50%, the granulite formation conditions can be matched for curves B and C.

Figures 5.11b, c, and d show the strength envelopes for each of the crustal models. The Abitibi and Wawa lithological layers are rheologically controlled by wet and dry quartz deformation, respectively. The Kapuskasing layer, although it is classified as a mafic gneiss unit, is controlled by the high content of tonalitic gneiss [J.A. Percival, pers. comm., 1989] which is dominated by dry quartz. The lower crustal layer and the upper mantle are dominated by pyroxene and olivine deformation, respectively. In Figure 5.11b, there is a zone of weakness between the Abitibi and Wawa layers, with all
layers below the Wawa behaving in a ductile manner. However, within the Kapuskasing layer, only the bottom half is in a ductile state for pyroxene (curve 4) and this is not supported by the mapped field evidence [Percival and Card, 1985; Moser, 1988; Bursnall, 1988]. The model in Figure 5.11c also shows a zone of weakness between the Abitibi and Wawa layers with all of the thin Kapuskasing layer now in a ductile state for pyroxene. Finally, the Abitibi model in Figure 5.11d shows the same zone of weakness as above. The Wawa layer is now completely in a dry quartz ductile state and the Kapuskasing layer is in a ductile state for pyroxene. This is corroborated by the ductile deformation structures observed in the field for the two terranes [Percival and Card, 1985; Moser, 1988]. Also, in this model, there is very little strength contrast across the Moho whereas the contrast is greater in the previous two models. There is no evidence that the Moho was a décollement plane during this period or subsequent tectonic events and so the model of Figure 5.11d seems the most appropriate on consideration of this evidence and the above temperature and strength factors.

5.3.3 Pre-Uplift Thermal Structure and Strength

Geothermal regimes and geostrength curves were constructed for a period immediately prior to the Kapuskasing uplift at circa 2000 Ma. The same three models as the above section were used but with the surface layer (K crust) having been eroded away after the Kenoran orogeny (2650 Ma). Mantle heat flows of 25 and 20 mW m\(^{-2}\) were used: the first value assumed that the mantle had not redirected heat to the surrounding oceanic crust during the cratonisation of the Superior province; the second value assumed that the mantle heat flow had settled to the values currently under the shield. The heat production values utilised were 2.0 times those of the present day [Windley, 1986]. These models were constructed to evaluate possible zones of detachment within the crustal column that could have initiated the faulting of the Kapuskasing uplift. If the approximate layer thicknesses and heat productions were the only constraints available for this analysis,
Figure 5.12. Thermal profiles and strength envelopes for period immediately prior to the Kapuskasing uplift, for a reduced mantle heat flow of 25 mW m\(^{-2}\). (a) Geothermal profiles for the models in frames b (C), c (B), and d (A). The surface heat flows in mW m\(^{-2}\) are shown in the enclosed box. Strength envelopes (stippled region) for the Abitibi (d) and two other models (b and c). The straight line curve is Byerlee's law and the other curves represent power law creep for wet quartzite \(1\), dry quartzite \(2\), anorthosite \(3\), diopsidite \(4\), wet dunite \(5\), and dry dunite \(6\).
then many models could be constructed to satisfy the data. However, an additional constraint available was that temperatures at the base of the uplifted portion of crust were 300°C to 350°C immediately prior to the uplift. This is a value given by analysis of blocking temperatures for Rb/Sr and K/Ar isotope systems in rocks close to the thrust fault [Percival et al., 1988]. Thus, the palaeostrength models were constrained to a fairly small set of plausible answers.

Figure 5.12 shows the palaeogeotherm and palaeostrength curves for a mantle heat flow of 25 mW m$^{-2}$. The models in Figures 5.12b and c show the onset of a zone of weakness in the 18 to 19 km depth range. However, from examination of their thermal profiles, the ductile deformation starts at 330°C to 340°C and goes to 420°C. Also, the model in Figure 5.12c has too small a stress difference across that zone. There is a small zone of weakness at the crust-mantle interface which could have detached but a preliminary analysis of the seismic reflection data shows no prominent shear zones near the base of the crust [West et al., 1988]. The model in Figure 5.12d has a zone of weakness at the top of the Kapuskasing layer and would not have uplifted enough of that unit to account for the surface exposures. The temperatures of these gneisses would also be too high and the large stress drop at the Moho would have resulted in a different faulting pattern.

Figure 5.13 shows the palaeogeotherm and palaeostrength curves for a mantle heat flow of 20 mW m$^{-2}$. The model in Figure 5.13b has a zone of weakness at approximately the right depth and temperatures in the 300°C to 350°C range, but the stress difference across the zone is very small. The model of Figure 5.13c shows no zones of weakness and so cannot be considered. Finally, the model in Figure 5.13d (the Abitibi belt model) shows only one zone of weakness starting at 18 km depth and with a temperature in the 330°C to 360°C range. Also, there is a large stress difference of 250 MPa across the zone, making it a likely candidate for faulting in a tectonic stress field.

Thus, from the above results, the models in Figures 5.12b and 5.13d are the most
Figure 5.13. Thermal profiles and strength envelopes for period immediately prior to the Kapuskasing uplift for a reduced mantle heat flow of 20 mW m$^{-2}$. (a) Geothermal profiles for the models in frames b (C), c (B), and d (A). The surface heat flows in mW m$^{-2}$ are shown in the enclosed box. Strength envelopes (stippled region) for the Abitibi (d) and two other models (b and c). The straight line curve is Byerlee’s law and the other curves represent power law creep for wet quartzite (1), dry quartzite (2), anorthosite (3), diopsidite (4), wet dunite (5), and dry dunite (6).
promising structures. Additional calculations were made and it was found that a model with a Wawa layer of 8 to 9 km thickness, a Kapuskasing layer of 11 to 12 km, and mantle heat flow of 22 to 23 mW m\(^{-2}\) was optimal. However, if realistic two dimensional effects and variations in strain rate are considered, the resolution in the models is not adequate to differentiate between these final models. The important results from this analysis are that the main thrust faulting was controlled by a dry quartz rheology. This is corroborated by the widespread presence of tonalitic leucosomes within the Kapuskasing gneisses [Percival and Card, 1985]. Thus, the original detachment zone is limited to the 17 to 20 km depth range by the results of the refraction analysis, a preliminary analysis of the reflection data [West et al., 1988], and the above rheological modeling.

5.4 Tectonic Development

The formation and subsequent tectonic activation of the Archean crust in the central Superior province will be discussed in this section. Details of these developments can be found in Goodwin [1981], Percival and Card [1985], and Hoffman [1988], and so only those aspects related to the results of the geophysical modeling will be presented here.

Formation of Crust

The major crust forming event at 2750–2650 Ma was followed by metamorphism, intracrustal melting, and plutonism [Percival and Card, 1985]. Figure 5.14 shows a schematic representation of the formation of the Archean crust after Percival and Card [1985]. There was a volcanic and sedimentary succession laid prior to 2765 Ma. This was followed by an eruption of volcanics and deposition of sediments in the 2750 to 2696 Ma range. During and after the end of this activity, with a minimum age of 2707 Ma, large volumes of tonalite were injected into the crust. These were either juvenile magmas from the mantle or the result of partial melting of the lower crustal successions. The tonalites engulfed and detached fragments from the overlying greenstone succession and the underlying
Figure 5.14. Development of crust in southern Superior province in 2765 to 2650 Ma period after Percival and Card [1985]. (a) Early volcanic and sedimentary piles forming thin sialic crust. (b) Later addition of volcanic extrusions and erosional sediments. (c) Intra-crustal intrusion of tonalites.

volcanic and sedimentary sequences. In the seismic refraction models and potential field anomalies, these tonalitic gneisses have the distinctive characteristics of low velocity, low density, and low susceptibility compared to both the overlying greenstones and underlying Kapuskasing sequences. The intraplateing mechanism of vertical magmatic accretion by which these tonalites were emplaced would have resulted in varying thicknesses depending on local stress fields and thermal structure. Thus, the variability of this layer as imaged seismically in the greenstone belts of the Canadian shield can be explained.

Assembly and Deformation of Superior Province

A major deformation episode during the 2696 to 2680 Ma period is recorded in the surface volcanic/sedimentary sequences (Abitibi) and the tonalitic layers (Wawa). The deformation episode may have continued into the 2650 to 2627 Ma range in the old
volcanic/sedimentary sequences (Kapuskasing). This would mean lower crustal deforma-
tion occurring 25 to 50 Ma after the intrusion of post-tectonic plutons in the Abitibi
and Wawa layers. This high grade metamorphism would require a major burial episode
after the tectonism and magmatism of the overlying crust. There is no apparent cause
for this event but it is possible that there was slower cooling at depth and thus some
magmatism associated with a hotter lower crust [Percival and Card, 1985]. However, a
more reasonable interpretation is to link this lower crustal metamorphism with a pro-
posed transcurrent motion on the KSZ at that time [Watson, 1980]. There are northeast
lineations in the tonalitic gneisses of the Kapuskasing zone that are the result of a late
ductile tectonism related to a sinistral transcurrent motion along the KSZ during the
emplacement of the Matachewan dyke swarm (2633 Ma). This event could have reset
the zircon dates to the 2650 to 2627 Ma range. This sinistral motion is supported by
the 50 km northward displacement of the east-west trending potential field anomalies on
the east side of the KSZ (Figures 4.13 and 4.25). This shift would be difficult to relate
to the uplift and so is best explained by this sinistral motion. Goodings [1988] has also
inferred a sinistral motion on the KSZ from detailed studies of magnetic lineaments in
this region and further to the north.

The east-west striping, that shows the above transcurrent motion, relates strongly to
the greenstone and gneiss terrane patterns of the southern Superior province. The grav-
ity highs over the greenstone belts are accompanied by lows over the gneiss belts and
orthogneiss of the greenstone belts. The magnetic lineaments demarcate the boundaries
of the greenstone/gneiss belts, even when buried under Phanerozoic cover. This poten-
tial field anomaly support of the mapped geological outcrops and buried boundaries is
and Hoffman [1988] have also suggested that this type of accretion may have occurred in
the southern Superior province. Hoffman [1988] likened the accretion of the Proterozoic

\^5\text{See Chapter 1}
continent, Laurentia, to that of Eurasia in the Phanerozoic period. This ascribes a mobi-
listic interpretation to the Hudsonian orogen (circa 1800 Ma) and favours horizontal
tectonics as a dominating mechanism for protocontinental accretion in the late Archean
and early Proterozoic.

*Kapuskasing Uplift*

![Kapuskasing Uplift Diagram](image)

**Figure 5.15.** Collision of Churchill and Superior cratons in 1900 to 1800 Ma period
after Gibb [1983]. The stippled and white regions are the Churchill and Superior cratons,
respectively. The following are the annotated features: K is the Kapuskasing structure;
KS is the Kenyon structure; WRF is the Winisk River fault; TS is the Thelon salient;
US is the Ungava salient; and LS is the Labrador sea.

It is still unclear how the Kapuskasing uplift relates to activities around the Superior
craton in the 2200 to 1800 Ma range [Percival et al., 1988]. From analysis of isotopic
systems in the KSZ region, the uplift is constrained to the early Proterozoic [Percival
et al., 1988]: in the 2250–2200 Ma range from biotite/argon data or in the 1950–1900
Ma range from Rb/Sr data. Some doubt exists about the first date because of the
possible presence of excess argon in granulite terranes [Foland, 1979]. The second date
is easier to relate to other tectonic events of the period. In particular, Gibb [1983]
related the Kapuskasing suture to the collision of the Superior and Churchill cratons in
Hudsonian time (circa 1800 Ma). Figure 5.15 shows part of the collision development,
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where the Ungava salient (US) advanced further than the Thompson salient (TS) and resulted in the Kapuskasing thrusting event. However, the movements on the Winisk River and Kenyon faults appears to have the wrong sense of motion. The Winisk River fault is considered a dextral slip motion from analysis of outcrops and potential field anomalies \(\text{[Gibb, 1975]}\). However, the evidence for dextral motion on the Kenyon structure is equivocal and possibly sinistral motion on that fault accommodated the difference in convergence between the two salients of the Superior province. \textit{Hoffman} [1988] outlined the various events that were associated with the trans-Hudson orogen. Deformation events in the Fox River belt (1883±2 Ma) and the Thompson belt (1880 and 1770 Ma) on the western edge of the Superior craton may have been contemporaneous with the Kapuskasing uplift. A series of carbonatite complexes pin the post-thrust normal faults and a minimum possible age for the uplift of 1750 Ma is given by the youngest of those intrusions. However, from analysis of several alkalic intrusions, an age of 1907 Ma is inferred for the uplift \(\text{[Percival and McGrath, 1986]}\).

For events to be tectonically linked over large distances, the lithosphere must act as a stress guide and stresses must be large enough to initiate a major deformation event. Stress levels of 100-150 MPa have been shown, from thermo-rheological modeling \(\text{[Kusznir and Park, 1986]}\), to be large enough to initiate crustal-scale deformation. \textit{Braun and Beaumont} [1989] have used 2d finite element modeling to show how offset features can be created in a tectonically induced stress regime. Present day stress differences of 100-150 MPa have been inferred for a large thrust structure in Central Australia \(\text{[Lambeck, 1983]}\). Thus, in the past, stress levels must have been equal to or greater than this value to produce the structure. Considering the timing of events at the edges of the craton, this intracratonic thrust may have been the result of the lithosphere acting as a stress guide to forces operating at the craton margins, 1000 km away \(\text{[Goleby et al., 1989]}\). This implies that stresses of 100-150 MPa or more can be transmitted over large distances and hence it is plausible to link events at the western edge of the Superior province (1200 km
away) to the Kapuskasing uplift. England and Bickle [1984] have shown from thermal modeling and the analysis of metamorphic terranes that stresses in the Archean crust were comparable to today's tectonic stresses, i.e., 80 to 160 MPa. Thus, both the stress magnitudes and the transfer of those stresses were viable for linking circum-Superior events to the Kapuskasing uplift in the early Proterozoic. Two dimensional thermal modeling of the KSZ has set a lower limit of 20 my for the duration of this uplift event [Mareschal and LeQuentrec, 1988].

The seismic and geostrength evidence show that the thrust fault soles at depths between 17 and 21 km. The model for the pre-uplift crust suggests a 5 to 7 km mountain formed by the thrusting. This resulted in a root forming to isostatically compensate this extra mass at the surface. However, thermal modeling indicates that rapid erosion could have kept pace with the differential uplift [LeQuentrec et al., 1989]. Nevertheless, with this fast erosion or after erosion of the mountain, a root is still necessary due to the presence of high density material in the upper crust under and to the west of the KSZ. The seismic character of this root indicates a mafic origin for the material. Thus, a ductile flow of materials may have occurred at or near the base of the crust as part of the isostatic compensation. This root is probably part of some general underplating [Furlong and Fountain, 1986] that occurred under the shield after the uplift event. The lower crustal velocities of the refraction models (7.2 to 7.7 km/s) are in good agreement with those estimated for underplated crust [Furlong and Fountain, 1986]. These underplating episodes might be linked to the exposed carbonatite complexes which are indicative of magmatic events at mantle depths. The magmatic events of underplating and carbonatite intrusions may have been initiated by delamination of the lower lithosphere during the upper crust thrusting episode. This would result in A-type subduction [Kröner, 1981] as described in Chapter 1. The geostrength analysis of section 5.3 shows that the normal faulting that occurred subsequent to the thrust may have been resettling and slumping episodes that faulted along zones of weakness already existing within the crust. The
Lepage fault may be one example where a zone of weakness had been created between the Abitibi and Wawa layers in the stabilisation period (Figure 5.11d) and was activated subsequently at the time of uplift. 2d finite element geodynamic modeling may help resolve possible deformation patterns for the lower crust resulting from this uplift.
Chapter 6

Conclusions

A geophysical model has been constructed for the Archean crust that shows a Proterozoic uplift feature rooted in the mid crust. Mid-crustal velocities of 6.5 to 6.6 km/s are brought from 15–25 km depth under the surrounding greenstone belts to 2–5 km under the southern block of the KSZ (Figure 6.1a). This material is mid to lower Archean crust uplifted along the Ivanhoe Lake Cataclastic Zone during an intraplate compressive episode in the early Proterozoic. The results indicate that the Chapleau Block and the Val Rita block are remanents of this event that have been delimited by subsequent normal faulting. This general trend is in good agreement with the results of the seismic data analysis of Wu and Mereu [1988]. The surface exposure of this granulite feature obliquely intersects the striped greenstone/gneiss accretion pattern of the Superior province. This east-west striping pattern of alternate greenstone and gneiss belts has been corroborated by the potential field analysis and these belts have been shown to have distinct potential field and seismic characteristics. This striping pattern is supportive of the microcontinental accretion theories of Windley [1986] and Hoffman [1988] for cratonisation in the late Archean period.

A crustal model for greenstone belts has been constructed and helps to explain many features observed here and elsewhere in the shield. The feature of medium velocity (6.1–6.3 km/s) surface greenstones underlain by a variable thickness of low velocity (5.9–6.1 km/s) tonalitic gneisses is supported by both laboratory and field measured velocities. The density and susceptibility of this greentone layer is variable but the tonalites have low densities and susceptibilities. These units are underlain by a mixed layer of mafic gneisses, anorthosites and paragneisses that have higher velocities (6.5–6.9 km/s). The high quartz
Figure 6.1. (a) Map of depth to material with a velocity of 6.6 km/s. Depths are in km. (b) Map of crustal thickness in km. The stippled region is the KSZ and the stars are the shot locations.
content of this layer resulted in the development of a zone of weakness at 2000 Ma which was exploited by the thrusting episode. Below this layer, there is a higher concentration of pyroxenites and garnetiferous rocks as inferred from the imaged velocities (>7.0 km/s). This has resulted in a lower crust that is both mafic and strong. The crust thickens significantly from 40–43 to 50–53 km under and to the west of the Chapleau Block at the southern end of the Kapuskasing structure (Figure 6.1b); a feature that is also imaged by a time-term analysis of the upper mantle refraction arrivals by Northey and West [1986]. The thrusting of one section of crust over the other may have produced the thickening or it may have developed by continental underplating [Furlong and Fountain, 1986] to form an isostatic root and compensate the presence of the anomalous high velocity and high density material in the upper crust.

The proposed geological model of an intra-cratonic uplift is supported by the results of the seismic data and gravity analysis (Figure 6.2 and 6.3). Figure 6.2 shows the geophysical and derived geological models for Line 4 which traverses the Groundhog River block of the KSZ. To the west, the metasedimentary migmatites of the Quetico gneiss belt (see Figure 1.1) have a low σ and velocity structure varying from 5.9 km/s at the surface to 6.5 km/s at the base. This unit shows no velocity inversions and thus seems to have a different seismic structure than the greenstone belts. The increase in velocities at depth under the Val Rita block (130 to 160 km) is accompanied by a high σ zone and a positive gravity anomaly. This indicates that there are buried mafic rocks under the block associated with the uplift. Detailed geological mapping [Leclair, 1988] and gravity analysis [Nkwate and Salisbury, 1988] support the interpretation of Percival and McGrath [1986] that the GRB (162–172 km) is a perched thrust tip isolated by post-thrust normal faulting. There is no significant velocity variation as the GRB is crossed. To the east, there are lower and higher densities in the orthogneiss and metavolcanics, respectively, of the northern Abitibi belt. At depth, the granulite/tonalite layer is defined by velocities of 6.6 to 7.0 km/s. This is underlain by a mafic pyroxene lower crust with
Figure 6.2. (a) Geophysical model for Line 4. The contours are P-wave velocity in km/s. Superimposed on this are: variations in density ($\rho$) away from the polynomial fit to the Nafe-Drake set of points; deviations of Poisson's ratio ($\sigma$) from the starting value of 0.25. (b) Geological model derived from the above variations, surface exposures and fault mapping. The heavy solid line is the thrust fault that soles into the detachment zone. The dashed lines are normal faults. Vertical exaggeration is 2:1.
velocities in the 7.0 to 7.4 km/s range. For velocities greater than 7.4 km/s, a separate layer (garnet granulite) was included. These high velocity materials are probably the result of underplating [Furlong and Fountain, 1986]. The model shows this layer to be thickest under the anomalous upper crust of the Val Rita block. Regions with velocities greater than 7.9 km/s were designated ultramafic mantle.

Figure 6.3 shows the geophysical and derived geological models for Line 5 which crosses the Chapleau block of the KSZ. The surface greenstones at the east and west ends of the models show higher densities. The upthrust feature has not been faulted as much as the GRB, and so appears as a continuous zone from the surface into the mid-crust. The Wawa tonalitic gneisses have low velocities and lower densities; these rocks are a probable constituent for the low velocity zone in the east of the model and in other regions of the greenstone belts. The Abitibi orthogneisses, to the east of the ILCZ at 170 km, have a low $\sigma$ and this suggests a high quartz content for these rocks. A high velocity anomaly, dipping to the west at $13^\circ \pm 3^\circ$, is imaged beneath the southern block of the KSZ. The anomaly extends from 20 km depth in the west to the surface in the KSZ and is coincident with higher densities in the near surface region between 120 and 170 km. This corresponds to an upthrusting of the granulite zone from shallower depths than initially proposed by Percival and Card [1983]. Although the high velocity feature is imaged only in the upper half of the present day crust, the poorer resolution at depth may have failed to delineate a downward extension of this anomaly. Alternatively, the ambient pressure, temperature and fluid conditions at that depth may, over time, have altered the rocks and eliminated any velocity anomalies. These suppositions would project the thrust plane into the lower crust and infer a thicker Archean crust. However, the seismic reflection data indicates that the anomaly is confined to the upper crust. The placement of the sole of the thrust at 17 to 20 km depth agrees well with the geobarometric and gravity modeling results [Percival and McGrath, 1986] and with an initial interpretation of the reflection data [West et al., 1988]. Again, the granulite/tonalite layer is underlain
Figure 6.3. (a) Geophysical model for Line 5. The contours are P-wave velocity in km/s. Superimposed on this are: variations in density ($\rho$) away from the polynomial fit to the Nafe-Drake set of points; deviations of Poisson's ratio ($\sigma$) from the starting value of 0.25. (b) Geological model derived from the above variations, surface exposures and fault mapping. The heavy solid line is the thrust fault that soles into the detachment zone. The dashed lines are normal faults. Vertical exaggeration is 2:1.
by a more mafic and higher velocity lower crust. The bottom garnetiferous layer is thicker here, especially under the KSZ where it is greater than 10 km thick. This can be explained by large episodes of underplating associated with A-type subduction or isostatic compensation.

The results of this analysis demonstrate the usefulness of integrating information from geological and geophysical surveys. A self-consistent geophysical model for the Kapuskasing uplift has been constructed and successfully linked to the petrological studies and the mapped surface exposures. A need for a more detailed seismic refraction experiment (40 km shot spacing and 1 km receiver spacing) is apparent and would prove more definitive for a complex geological situation such as the KSZ. 2d finite element rheological modeling [e.g., Braun and Beaumont, 1989] would be useful in constraining possible tectonic explanations and the proposed drilling project [Percival, 1988] will give insights into the nature of the reflectors and the relationship of the velocity anomalies to the depth distribution of lithologies.
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Appendix A

Potential Field Theory

The basic equations for the gravity and magnetic fields [Grant and West, 1965; Bhat-tacharyya, 1966; Fuller, 1967] are presented for the sake of completeness. They are presented in a similar style after the formulation of Gunn [1975]. This presentation facilitates comparisons and the application of linear transformations.

Gravity Field

The force per unit mass on a point P, a distance \( r \) from a mass \( m \), is

\[
F(r) = -G \frac{m}{r^3} \quad (A.1)
\]

Such a field is conservative and so is derivable from a scalar function

\[
F(r) = -\nabla U(r) \quad (A.2)
\]

where \( U(r) = \frac{-Gm}{r} \) is the gravitational potential of \( m \). Since potentials in free space are additive, the gravitational potential due to a mass distribution with density \( \rho(\mathbf{r}_0) \) at an exterior point \( P \) is

\[
U_p(r) = -\int_V \frac{G\,dm}{|\mathbf{r} - \mathbf{r}_0|} = -G \int_V \frac{\rho(\mathbf{r}_0)\,d^3\mathbf{r}_0}{|\mathbf{r} - \mathbf{r}_0|} \quad (A.3)
\]

where \( |\mathbf{r} - \mathbf{r}_0| = \sqrt{r^2 + r_0^2 - 2rr_0\cos\phi} \). If we consider the bulk density distribution \( \rho(\mathbf{r}_0) = \rho_v(\alpha, \beta, z) \), then at a point \( h \) above this distribution the potential is

\[
U(x, y, h) = -G \int_0^{+\infty} \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} \frac{\rho_v(\alpha, \beta, z)}{[(x - \alpha)^2 + (y - \beta)^2 + (z - h)^2]^\frac{1}{2}} \, d\alpha \, d\beta \, dz \quad (A.4)
\]
where $\alpha$, $\beta$, and $z$ are the coordinates of the elemental mass and $z$ is positive downwards. The inner part of the equation is in the form of a convolution integral

$$
\int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} \frac{\rho_v(\alpha, \beta, z)}{[(x - \alpha)^2 + (y - \beta)^2 + (z - h)^2]^{\frac{1}{2}}} \, d\alpha \, d\beta \equiv \rho(x, y, z) * R(x, y, z - h) \tag{A.5}
$$

where ** denotes two-dimensional convolution and

$$
R(x, y, z - h) = \frac{1}{[(x^2 + y^2 + (z - h)^2]^{\frac{1}{2}}}
$$

When two terms are convolved in the space domain, then they are multiplied in the frequency domain. So, if we take the Fourier transform of both sides we get

$$
U(u, v, h) = -G \int_0^{+\infty} \rho_v(u, v, z) R(u, v, z - h) \, dz \tag{A.6}
$$

where the Fourier transform pair is defined as

$$
\rho_v(u, v, z) = \frac{1}{2\pi} \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} \rho_v(x, y, z) e^{-j(ux+vy)} \, dx \, dy
$$

$$
\rho_v(x, y, z) = \frac{1}{2\pi} \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} \rho_v(u, v, z) e^{j(ux+vy)} \, du \, dv \tag{A.7a,b}
$$

and $U(x, y, z - h)$ and $R(x, y, z - h)$ are transform pairs with $U(u, v, z - h)$ and $R(u, v, z - h)$, respectively. Bhattacharya (1966) has shown that

$$
\int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} \frac{e^{-j(ux+vy)}}{[x^2 + y^2 + (z - h)^2]^{\frac{1}{2}}} \, dx \, dy = \frac{2\pi e^{-(z-h)(u^2+v^2)^{\frac{1}{2}}}}{(u^2 + v^2)^{\frac{1}{2}}} \tag{A.8}
$$

Using this integral solution, we obtain

$$
U(u, v, h) = -2\pi G \int_0^{+\infty} \rho_v(u, v, z) \frac{e^{-(z-h)(u^2+v^2)^{\frac{1}{2}}}}{(u^2 + v^2)^{\frac{1}{2}}} \, dz \tag{A.9}
$$

In the field, we measure the vertical component of gravity and so

$$
F_g = -\frac{\delta}{\delta z} U
$$
which gives
\[ F_g(u, v, h) = 2\pi G \int_0^{+\infty} \rho_v(u, v, z) e^{-(z-h)(u^2+v^2)^{\frac{1}{2}}} dz \] (A.10)
as the spectral representation of the gravitational field.

**Magnetic Field**

Let us consider a magnetic dipole and its field at a point \(P\) at a distance \(r\), which is much greater than the separation of the poles \(l\). The potential at \(P\) due to the two poles is
\[
V = \frac{m}{r_1} - \frac{m}{r_2} = \frac{m}{r - \frac{1}{2} \cos \theta} - \frac{m}{r + \frac{1}{2} \cos \theta}
= \frac{m}{r} \left( 1 + \frac{l}{2r} \cos \theta + \ldots - 1 + \frac{l}{2r} \cos \theta + \ldots \right)
= \frac{ml \cos \theta}{2r} = \frac{M \cos \theta}{r^2}
\]
where \(m\) and \(M\) are the magnetic moments of the pole and dipole, respectively. If we now consider a bulk magnetisation distribution \(m_v(\alpha, \beta, z)\) at a point \((x, y, h)\) then
\[
V(x, y, h) = \frac{m_v(\alpha, \beta, z) \cos \theta}{[(x - \alpha)^2 + (y - \beta)^2 + (z - h)^2]^{\frac{1}{2}}}
\]
for a single element in the magnetisation distribution. This is equivalent to
\[
V(x, y, h) = \frac{\delta}{\delta k} \frac{m_v(\alpha, \beta, z)}{[(x - \alpha)^2 + (y - \beta)^2 + (z - h)^2]^{\frac{1}{2}}}
\]
where
\[
\frac{\delta}{\delta k} = L \frac{\delta}{\delta x} + M \frac{\delta}{\delta y} + N \frac{\delta}{\delta z}
\]
\(\frac{\delta}{\delta k}\) is the directional derivative in the direction of magnetisation and \(L, M,\) and \(N\) are the direction cosines of the direction of magnetisation. For the whole distribution it follows that
\[
V(x, y, h) = \frac{\delta}{\delta k} \int_0^{+\infty} \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} \frac{m_v(\alpha, \beta, z)}{[(x - \alpha)^2 + (y - \beta)^2 + (z - h)^2]^{\frac{1}{2}}} d\alpha d\beta dz \] (A.11)
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This form of equation is the same as that developed for the gravity case except for the \( \frac{\delta}{\delta k} \) term. Thus

\[
V(u, v, h) = 2\pi \frac{\delta}{\delta k} \int_0^{+\infty} m_v(u, v, z) e^{-(z-h)\left(u^2+v^2\right)^{\frac{1}{2}}} \frac{dz}{(u^2 + v^2)^{\frac{1}{2}}} \quad (A.12)
\]

If \( f \) and \( F \) are Fourier transform pairs then

\[
\frac{\delta f}{\delta x} = j\mu F, \quad \frac{\delta f}{\delta y} = jv F
\]

Therefore equation 4.12 becomes

\[
V(u, v, h) = \frac{2\pi [L_j u + M_j v + N(u^2 + v^2)^{\frac{1}{2}}]}{(u^2 + v^2)^{\frac{1}{2}}} \int_0^{+\infty} m_v(u, v, z) e^{-(z-h)\left(u^2+v^2\right)^{\frac{1}{2}}} dz \quad (A.13)
\]

To convert to magnetic field intensity, we have to differentiate in the direction of the component of the field being measured. This gives

\[
F_m(u, v, h) = \frac{\delta}{\delta s} V(u, v, h)
\]

where

\[
\frac{\delta}{\delta s} = l \frac{\delta}{\delta x} + m \frac{\delta}{\delta y} + n \frac{\delta}{\delta z}
\]

\( \frac{\delta}{\delta s} \) is in the direction of the field and \( l, m, \) and \( n \) are direction cosines in the same direction as the component of the field being measured. Thus we have

\[
F_m(u, v, h) = 2\pi [L_j u + M_j v + N(u^2 + v^2)^{\frac{1}{2}}][l_j u + m_j v + n(u^2 + v^2)^{\frac{1}{2}}].
\]

\[
\frac{1}{(u^2 + v^2)^{\frac{1}{2}}} \int_0^{+\infty} m_v(u, v, z) e^{-(z-h)\left(u^2+v^2\right)^{\frac{1}{2}}} dz
\]

as the spectral representation of the magnetic field.
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Poisson’s Relation

The gravity and magnetic fields are now expressed in terms of equivalent layers. These forms of the equations are not necessary for the 2d filtering of the data, but they serve to illustrate the principles of the convolutional model as applied to potential fields.

A density distribution \( \rho_v(\alpha, \beta, z) \) has an equivalent surface density distribution \( \rho_s(\alpha, \beta, d) \) on a surface at a depth, \( d \), which gives the same gravity anomaly. This is called the equivalent layer. Similarly, a surface magnetisation distribution \( m_s(\alpha, \beta, d) \) exists that produces the same magnetic anomaly as the bulk distribution \( m_v(\alpha, \beta, z) \). The expressions describing the potentials arising from these surface distributions are

\[
U(x, y, h) = -G \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} \frac{\rho_s(\alpha, \beta, d)}{[(x - \alpha)^2 + (y - \beta)^2 + (d - h)^2]^{\frac{1}{2}}} d\alpha \, d\beta \quad (A.15)
\]

\[
V(x, y, h) = \frac{\delta}{\delta k} \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} \frac{m_s(\alpha, \beta, d)}{[(x - \alpha)^2 + (y - \beta)^2 + (d - h)^2]^{\frac{1}{2}}} d\alpha \, d\beta \quad (A.16)
\]

By the same approach as above, without having to integrate over \( z \), we can obtain

\[
F_g(u, v, h) = 2\pi G \rho_s(u, v, d) \, e^{-(d-h)(u^2+v^2)^{\frac{1}{2}}} \quad (A.17)
\]

\[
F_m(u, v, h) = 2\pi \{Lju + Mjv + N(u^2 + v^2)^{\frac{1}{2}}\} [lju + mjv + n(u^2 + v^2)^{\frac{1}{2}}] \, m_s(u, v, d) \, e^{-(d-h)(u^2+v^2)^{\frac{1}{2}}} \quad (A.18)
\]

as the spectral representations of the gravity and magnetic fields in terms of equivalent layers. Assuming the same causative body exists for both fields and that the density and magnitude and angle of magnetisation are constant throughout the body, the gravity and magnetic fields can be related by Poisson’s relation [Grant and West, 1965]

\[
m_a \cdot \nabla U = G \rho_v V \quad (A.19)
\]

which gives

\[
m_v(iL + jM + kN) \cdot (i \frac{\delta U}{\delta x} + j \frac{\delta U}{\delta y} + k \frac{\delta U}{\delta z}) = G \rho_v V
\]
where $m_a$ is the magnetisation vector. Therefore

$$V = \frac{m_v}{G\rho_v} \frac{\delta}{\delta k} U \quad (A.20)$$

which is in the same form as the original magnetic potential equation and indicates that if \( \frac{m_a}{G\rho_v} \) is constant, then we can calculate the distributions using

$$m_s(u, v, d) = \frac{m_v}{G\rho_v} \rho_s(u, v, d) \quad (A.21)$$

where $m_s(u, v, d)$ and $\rho_s(u, v, d)$ are the same functions except for a scaling factor. Finally, we have

$$m_s(x, y, d) = m_v \ B(x, y, d)$$
$$\rho_s(x, y, d) = \rho_v \ B(x, y, d)$$

where $B$ is the function defining spatial distribution.

The equivalent layer equations are true for geological situations where the direction of magnetisation is constant over the area and the magnitude of magnetisation and density is constant for each body. The equivalent layer is the sum of the individual equivalent layers of each isolated anomaly.

The form of our spectral equations describing the gravity and magnetic fields is amenable to the application of linear transformations. Considering measurements taken at the surface of the earth, we get

$$F_g(u, v, 0) = 2\pi G \ \rho_s(u, v, d) \ H(u, v, d) \quad (A.22a,b)$$
$$F_m(u, v, 0) = 2\pi \ D_1(u, v) \ D_2(u, v) \ I(u, v) \ m_s(u, v, d) \ H(u, v, d)$$
where

\[
\begin{align*}
D_1(u,v) &= [L_j u + M_j v + N(u^2 + v^2)^{\frac{1}{2}}] & \text{factor for direction of magnetisation} \\
D_2(u,v) &= [L_j u + M_j v + n(u^2 + v^2)^{\frac{1}{2}}] & \text{factor for direction of measurement} \\
H(u,v,d) &= e^{-d(u^2 + v^2)^{\frac{1}{2}}} & \text{depth factor}
\end{align*}
\]

\[
\begin{align*}
\rho_s(u,v,d) \\
m_s(u,v,d)
\end{align*}
\]

\[
I(u,v) = \frac{1}{(u^2 + v^2)^{\frac{1}{2}}} \quad \text{extra factor distinguishing magnetic from gravity field.}
\]

From the convolution theorem, components which are multiplied together in the frequency domain are convolved in the space domain. This gives us

\[
\begin{align*}
F_g &= 2\pi G \rho_s(x,y,d) * H(x,y,d) \\
F_m &= 2\pi D_1(x,y) * D_2(x,y) * I(x,y) * m_s(x,y,d) * H(x,y,d)
\end{align*}
\]  \hspace{1cm} (A.23a, b)

Thus, since convolution is a linear operation, the order of the convolutions does not matter and we can remove the effect of any of the terms in the expressions by convolution with a suitable inverse filter. However, these operations are more easily implemented as divisions in the frequency domain and this is the method employed in this analysis.