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Abstract

The temperature, salinity, and pressure (STP) data were collected during two cruises, one in early October and the other in early December of 1987, as part of the Ocean Storms experiment. These hydrographic data were analyzed to determine circulation of the northeast Pacific Ocean and to calculate the factors influencing the heat and salt content of the upper ocean. From the depth profiles of the temperature and salinity data, the water mass in the Ocean Storms area was classified as being the Eastern Sub-Arctic Pacific Water Mass. Maps of dynamic height for this area revealed that the current pattern was generally smooth but that mesoscale eddies did exist in the flow. Isentropic analysis of the temperature and salinity fields produced a flow pattern that was generally consistent with the dynamic height maps. However, this analysis revealed additional details in the flow that were not evident in the dynamic height maps.

To extract additional information from the temperature and salinity data an inverse model was developed. This model assumed that the flow was geostrophic and that the vertical velocity satisfied a linear β-plane vorticity equation. This inverse model calculated the vertical and horizontal velocities at a reference level of 1000 dbars, and the horizontal and vertical mixing terms by conserving mass, salt, and heat. These conservation constraints were applied to large boxes defined by four hydrographic stations and two pressure surfaces.

The circulation determined using the model showed well-defined flow features. Comparison of the absolute geostrophic flow with the seven-day averaged current meter observations showed much similarity, despite complications from an incident storm. Correlation between the geostrophic flow at the surface and the total flow field inferred from
drifter data was also high.

An estimate of the ageostrophic flow suggested that acceleration and nonlinear terms played an important role in affecting the flow field during the first cruise.

The observed change in salt content of the upper 150 m of the ocean was .004 ppt for the sixty days between the two cruises. The net transport of salt into the study area by the calculated flow field was -.016 ppt. Therefore, to balance the salt budget would require $E - P = 9$ cm. The upper ocean lost 92 W/m$^2$ of heat during the sixty days between the two cruises. As the vertical and horizontal transport of heat accounted for 40 W/m$^2$ loss of heat, the remainder of heat lost, 52 W/m$^2$, was attributed to air-sea boundary processes.
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Chapter 1

Introduction

One of the major goals of physical oceanography is to obtain a description of the large
time-scale movement of water in the ocean. Determination of this general circulation is
an important step toward understanding global climate and the distribution of chemical
properties in the ocean [1]. The main body of knowledge about the general circulation of
the ocean has been drawn from observations of the temperature and salinity distributions
in the ocean. The justification behind using temperature and salinity to infer ocean
circulation are: 1) these quantities are relatively easy to measure and 2) in contrast to
direct velocity measurements, the signals in the temperature and salinity fields are far
less contaminated by energetic smaller-scale motions induced by eddies and waves [2].

The inference of flow characteristics from temperature and salinity data has evolved
along two distinct paths: 1) the water mass analysis techniques (eg. isentropic analysis
[3]), and 2) dynamic methods (eg. Beta Spiral method[4]). In the water mass analysis
techniques, water masses with a characteristic range of temperature, salinity, and other
properties are identified. By identifying the location of the source of these water masses,
a qualitative description of the flow can be inferred by assuming the path of the flow
must be from the source to the point of observation [3]. This technique allows one to
infer the flow field directly from the observed temperature and salinity distribution, but
no quantitative description of the flow can be made.

In dynamic methods, the constraint governing the large-scale flow in the ocean is
geostrophy, the balance between the pressure gradient and the Coriolis forces

\[ \vec{k} \times f \vec{u} = -\frac{1}{\varrho} (\nabla P) \]  

(1.1)

The \( \vec{k} \) is the unit directional vector in the \( z \) direction (up). The pressure gradient can be related to the density stratification via the hydrostatic approximation. From the temperature and salinity information one can calculate the density stratification and determine the flow relative to a prescribed reference level, \( z_r \), using the thermal wind equations

\[ u = \frac{g}{\varrho_0 f} \int_{z_r}^{z} \varrho_0 dz \]  

(1.2)

\[ v = -\frac{g}{\varrho_0 f} \int_{z_r}^{z} \varrho_0 dz \]  

(1.3)

The classical approach to solving this problem is to subjectively determine a depth of no motion and set the reference level \( z_r \) equal to this depth. Dietrich [5] reviewed five different proposals for ascertaining this depth of no motion and concluded that none of the methods considered were very reliable.

In recent years a more mathematical approach has been taken to determine the general circulation of the ocean by dynamic methods. Two methods that have been developed which pose the problem mathematically as an inverse problem are the Beta Spiral method [4] and the box model method [1].

The Beta Spiral method was originally developed by Schott and Stommel [4] to determine the velocity at the reference level. In this method, an additional dynamic constraint, a linear \( \beta \)-plane vorticity equation, was used to constrain the velocity at the reference level. This method allowed the determination of the 3-dimensional velocity field. Olbers et al [6] applied this method to a set of grid points in the North Atlantic Ocean. In their formulation, the conservation of mass, potential density, and potential veronicity (a linear functional of temperature and salinity defined to be orthogonal to the potential
density in the T-S diagram \([6]\)) were included to further constrain the solution. These constraints were applied at each grid point for several depths through a finite difference equation. Olbers et al solved the problem locally at each grid point independently of other grid points. Each grid point therefore required its own inverse solution. By considering enough vertical depths at each grid point, one derives an overdetermined system of equations and finds the least squares solution to the problem.

In the box model method originally presented by Wunsch \([1]\), an inverse problem was formulated for determining the general circulation of the North Atlantic by considering the conservation of mass in several large boxes. These boxes were defined horizontally by large regions of the North Atlantic Ocean bounded by hydrographic stations, and vertically by several isothermal layers. A solution to the problem was obtained by determining velocities at the prescribed reference level that best conserved the mass flowing into each of the boxes considered. In applying this method to large boxes containing many hydrographic stations, the inverse problem that was generated was highly underdetermined (i.e., an infinite number of solutions existed). In order to obtain only one solution to the problem, Wunsch required the solution to conserve the mass and minimize the energy of the unknown reference velocities (smallest model solution). In later papers by Wunsch \([7,8]\), additional constraints on the solution were imposed by conserving salt and heat. With the addition of more constraints, additional unknowns were also included for determining the vertical velocity and horizontal and vertical mixing coefficients. By using only three conservation constraints the problem still remained underdetermined \([7]\). In view of this situation, Wunsch \([8]\) chose to investigate the range of possible solutions consistent with the set of constraints rather than to try to determine one unique solution.

From the methods presented above, I have developed a box model method that makes use of the linear \(\beta\)-plane vorticity equation. This method is used in this thesis to investigate the circulation in the northeast Pacific Ocean from data obtained as part of the
Ocean Storms Experiment.

The organization of this thesis is as follows. In Chapter 2, I present a brief account of the collection, calibration, and data processing of the hydrographic data collected in the Ocean Storms Experiment. In Chapter 3, I describe the general oceanic features of the Ocean Storms area through the use of the observed temperature and salinity information and maps of dynamic height. In Chapter 4, I develop the physics behind the model employed and then proceed to show how the inverse problem was formulated and solved. In Chapter 5, the model is investigated to evaluate the uncertainty of the calculated unknowns. Chapter 6 presents the circulation parameters calculated from the model. The calculated flow field is compared to current meter observations and Lagrangian Drifters. From these measurements, the time-scale of geostrophic flow is estimated and the ageostrophic flow is calculated and discussed. In Chapter 7, the salt and heat transport due to horizontal and vertical velocities and mixing terms is calculated for the upper ocean. These values are compared to the observed changes in salt and heat content. From the differences between these two measurements, the salt and heat budgets are balanced to estimate the effect of the air-sea boundary processes. Chapter 8 concludes this thesis with a discussion and summary of the limitations of the model, and interpretation of the ocean circulation in the Ocean Storms area.
Chapter 2

Hydrographic Data

The hydrographic data made available for this thesis were acquired as part of the Ocean Storms Experiment. This experiment was a joint Canadian-American effort designed to study the interaction of the atmosphere and ocean during severe storms. The main goals of this experiment were to:

1) measure the surface fluxes of heat and momentum during severe storms.

2) compute a 3-dimensional heat budget of the oceanic mixed layer and seasonal thermocline.

3) test the oceanic response to severe storms against appropriate physical models.

This project was carried out in the open ocean 1000 km off the coast of Vancouver Island, centred at 47.5° N and 139.0° W (Fig. 2.1). In the Ocean Storms area, it was planned that the hydrographic data would be collected on a 6 x 5 grid with grid spacings of 60 km (Fig. 2.2). With this grid spacing it was expected that mesoscale features of the ocean would be resolved [9].

2.1 Data Collection

The hydrographic data for this thesis was acquired during two cruises in the fall of 1987. This is a summary of information presented in the data report for these two cruises [10]. During both cruises, the same equipment was used to obtain the hydrographic data. The salinity/temperature profiles (STP) were collected with a Guildline 8705 Digital STP probe /87102 Deck Control unit. The transmission of the data to the surface
Figure 2.1: Location of the Ocean Storms area in the northeast Pacific Ocean.
Figure 2.2: The planned hydrographic grid for the Ocean Storms area.
was performed by a Sea Tech Transmissometer attached to the STP probe. In addition, hydrographic casts were made with Niskin sampling bottles, each fitted with two reversing thermometers. For samples $\geq 200$ m, a single reversing thermometer was used. The salinities from these bottle samples were determined in duplicate with a Guildline 8400 Autosal salinometer at the Institute of Ocean Sciences (IOS). The ship was also equipped with a sea water loop system which provided temperature and salinity readings from a depth of 3 m every 2 minutes. The salinities observed from this unit were considered to accurately represent the salinity of the upper mixed layer [11].

For the first cruise (8702), carried out from Sept. 22 to Oct. 16, good weather allowed the completion of all of the planned survey. During this cruise, 117 STP stations were occupied and 8 hydrographic casts were acquired. All 34 STP stations in the Ocean Storms area were occupied (Fig. 2.3). One hydrographic cast was obtained in the Ocean Storms area at station OS14. In the closely spaced grid of the Ocean Storms area, all the STP stations were acquired to a depth of 1500 dbar, except for stations OS31 to OS34 which went to a depth of 500 dbar. The second cruise (8704), carried out from Nov. 25 to Dec. 5, was plagued by persistent gales and storms with winds reaching speeds of 75 knots. Due to the rough conditions at sea, only a fraction of the planned STP stations were occupied. During this cruise, 32 STP stations were occupied and 3 hydrographic casts made. Only 17 STP stations were acquired in the Ocean Storms grid (Fig. 2.4). The failure of the second cruise to cover all the desired locations in the Ocean Storms grid limited the usefulness of using this data in the inverse model. The data from this cruise will be used only to calculate the change in heat and salt content of the ocean.
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Figure 2.3: The STP stations occupied during the first cruise (8702) in the Ocean Storms grid and surrounding area. The arrows indicate the path travelled by the ship during this cruise.
Figure 2.4: The STP stations occupied during the second cruise (8704) in the Ocean Storms grid and surrounding area. The arrows indicate the path travelled by the ship during the cruise.
2.2 Data Calibration

The STP data were calibrated by comparing these values to the measurements obtained from the hydrographic casts, special calibration samples (sampling bottles placed a few metres above the STP sensor usually at 1500 dbar), and the sea water loop system. The data report [10] provides more details on the calibration than the summary given below.

For the first cruise, the STP temperature readings were almost identical to the readings obtained from the hydrographic cast and the calibration samples.

\[
\text{STP temp - T hydro/calib.} = +0.003^\circ\text{C (standard deviation of 0.05}\,^\circ\text{C)}
\]

Therefore, no correction was applied to the STP temperatures. Comparing the STP salinities for the first cruise to calibration readings indicated that a slight instrumental drift occurred during this cruise. The correction for the STP salinities was accomplished as follows:

1) P01 - P14 subtract 0.016 ppt from STP salinity
2) P15 - R06 subtract 0.047 ppt from STP salinity (Ocean Storms grid)
3) R07 - END subtract 0.081 ppt from STP salinity

For the second cruise it appeared that the observed STP temperature and salinity values exhibited a temperature dependence. A regression curve using STP temperature was used to reduce the observed STP temperature and salinity values to the “correct” temperature and salinity values [10].

2.3 Data Processing

To convert the STP conductivity measurements to salinity, the practical salinity units were used [12]. The temperature and salinity values were interpolated to a constant pressure interval of 1 dbar. To smooth any random errors present in the temperature and salinity values, a running average filter was applied to the data. The following filter
lengths were applied to the data:

1) 10 dbar filter length for the interval 0 - 500 dbar
2) 20 dbar filter length for depths greater than 500 dbar

From the filtered values of temperature and salinity, potential density and dynamic height relative to 1000 dbar were determined [12].

2.4 Removal of Internal Waves

It is evident in the plot of potential density as a function of pressure for several stations in the Ocean Storms area (Fig. 2.5), that oscillations occurred in the pycnocline. These oscillations in part are caused by internal waves [13]. From a study of the temporal variability at Ocean Station P (Station MP26 in Fig. 2.1), it was determined that most of the variability in the internal wave is in the semidiurnal frequency band [13]. Marginally resolvable spectral peaks also occurred within the diurnal and near inertial band (16 to 24 hrs).

In order to properly calculate the change in heat and salt content at any one station it is necessary to remove the temporal fluctuations of temperature caused by internal waves. The reduction of the effects of these internal waves was accomplished by calculating an average potential density function of pressure by averaging several adjacent stations collected over a time period of 12 to 18 hours. The original density function was then shifted in depth in order to match the average density curve (Fig. 2.5). The corresponding values of temperature and salinity were not altered but their position in depth moved up or down in accordance with the match to the average density function. The temperature and salinity values were then interpolated back to the original pressure sampling. A tapered cut-off was used so that no changes were made to the data for depths having a density $\geq 26.8$. Below this point, the effect of the internal waves on the salt or heat
Figure 2.5: Potential density versus pressure plots. The upper panel shows the presence of the internal wave in the data. The lower panel shows the filtered version with this internal wave removed.
content of the ocean was not significant because the change in temperature and salinity with depth was small. This technique of removing the internal tides from the data lacks a sound theoretical basis, but faced with the data available it was deemed to be the best approach. This filtering method will also reduce baroclinic eddies present in the data.
Chapter 3

Hydrography of the Ocean Storms Area

The major surface currents of the North Pacific Ocean are shown in Figure 3.6 [14]. Due to influences of the wind system over the North Pacific Ocean, the surface water tends to flow eastward across the ocean. The Ocean Storms area lies in the broad boundary between the West Wind Drift and the Sub-Arctic current [14]. The expected surface geostrophic current through the Ocean Storms region should be of the order of 5 km/day (5.8 cm/sec) in an easterly or northeasterly direction [14]. This flow may be complicated by eddies with spatial scales of 50 - 100 km [15].

3.1 Temperature and Salinity Structure

3.1.1 Vertical Structure

The water mass in the vicinity of the Ocean Storms area is the Eastern Sub-Arctic Pacific Water Mass [9]. The structure of this water mass is characterized by three zones: the upper "seasonal" zone (0-100 m), a principal halocline (100-200 m), and a lower zone (≥ 200 m) [9]. An example of the vertical temperature and salinity structure in the Ocean Storms area is displayed in Figure 3.7. These plots clearly show the three characteristic zones.

The upper seasonal zone is defined by a layer of relatively constant salinity. For the first cruise this zone can be divided into two layers, a well mixed upper layer of constant temperature and salinity, and a lower layer possessing a prominent seasonal thermocline.
Figure 3.6: Major surface currents of the North Pacific Ocean. The Ocean Storms area is centred at 47.5° N and 139.0° W, just southeast of Ocean Station P.
Figure 3.7: Salinity and temperature profiles from the Ocean Storms area (OS10, 48° N and 139.3° W). In these plots the solid line refers to data from cruise one and the dash line represents data from cruise two.
and a small seasonal halocline. By the second cruise, this upper zone has undergone a couple of dramatic changes. One, the mixed layer has deepened by 50 m to encompass the first 100 m. Two, the mixed layer has experienced an increase in salinity of 0.2 ppt and a decrease in temperature of 2.7°C. These changes to the mixed layer are offset by changes of the opposite sign to the seasonal thermocline and seasonal halocline. The changes that occurred to the upper ocean between the two cruises are caused principally by two effects, by a loss of heat to the atmosphere, and by the vertical mixing of the cooler and saltier water of the halocline and seasonal thermocline with the warmer and fresher surface waters [16]. The role of horizontal transport in altering the salinity and temperature of the upper zone is less well known but is necessary to balance the salt and heat budgets [14].

The second zone, the principal halocline, occurs where the salinity increases rapidly with depth. This zone is clearly present in both cruises and it represents a transition zone between the upper and lower zones. The temperature in this zone generally decreases with depth but at some of the Ocean Storms stations, a temperature inversion occurs. This situation is still stable because of the dominating effect that salinity has in determining the density of the water column. The presence of this marked halocline prevents winter convective overturn from being able to mix water deeper than the halocline [9]. Only with the occurrence of intense evaporation at the surface can the halocline be eroded to allow mixing below the halocline [9]. This erosion of the halocline is not evident in the data from the two cruises.

In the lower zone the temperature decreases gradually with depth, reaching 2.8°C at a depth of a 1000 m and 1.5°C in the abyssal layers (4000 m)[17]. The salinity also increases gradually with depth, reaching 34.4 ppt at 1000 m and 34.7 ppt in the abyssal layers [17]. The differences in salinity and temperature between the two cruises are small for this zone. This implies that the steady state assumption should be valid in this zone.
for the time interval between the two cruises.

3.1.2 Temperature-Salinity Diagram

The presence of three distinct zones in the depth structure of the water is illustrated in the temperature-salinity (T-S) diagram by the three main segments of the T-S diagram (Fig. 3.8). These three zones can be divided according to potential density ($\sigma_t$):

1) the upper zone $\sigma_t \leq 25.8$

2) the principal halocline $25.8 \leq \sigma_t \leq 26.6$

3) the lower zone $\sigma_t \geq 26.6$

In addition to the depth structure of the T-S diagram, the first cruise exhibited a distinct spatial structure to the water mass present in the halocline (Fig. 3.9). On the south boundary of the Ocean Storms grid, the water in the halocline is warmer than the water on the west boundary of the grid. At station OS25, there is a transition between the two water masses. At this station, the cooler water mass (A) is found at the top of the halocline and the warmer water mass (B) is found at the bottom of the halocline. This transitional T-S diagram is also evident at stations OS20, OS15, OS11, and OS06. This spatial structure of temperature and salinity will become more evident in the next section.
Figure 3.8: Temperature-Salinity (T-S) diagrams for the first cruise (8702) and for the second cruise (8704) for data obtained from the Ocean Storms area. In these plots the solid line represents the average T-S curve for that cruise.
Figure 3.9: Spatial structure of the T-S diagram for cruise one (8702). The solid line represents the T-S curve from OS25. These plots show the presence of two different water masses (A) and (B) in the halocline.

3.2 The Horizontal Flow Field

To provide a qualitative picture of the flow field and define mesoscale features in the study area, maps of dynamic height are used. The flow field from these maps will then be related to the observed distribution of temperature and salinity on potential density surfaces,
and to the flow inferred from these distributions using isentropic analysis. To simplify the discussion of the flow field, the ocean will be divided into the three zones defined by the vertical structure of the temperature and salinity profiles, the upper "seasonal" zone, the principal halocline and the lower zone.

### 3.3 Dynamic Height

The maps of dynamic height presented in this section display the dynamic height in dynamic meters relative to a reference level of 1000 dbar. In these maps, the contour lines represent streamlines of the geostrophic flow.

For the first cruise, the dynamic height maps for the three zones are similar (Fig. 3.10). These maps reveal three distinctive features:

1) A prominent eddy near OS02 (48.6° N and 141.0° W) is present in all zones. adjacent

2) A less well-defined eddy appears in the south, near station OS27 (46.4° N and 140.1° W). Insufficient data exists to properly define this feature.

3) In the centre of the Ocean Storms grid, the geostrophic flow is smoother with the flow generally in a northeasterly direction.

As one goes to deeper levels this flow tends to rotate to the south; at a depth of 1500 dbar the flow is southerly. At this depth the flow in the centre of the Ocean Storms grid becomes more complicated with smaller eddy features in the centre of the grid.

The flow structure evident by the dynamic height maps for the second cruise (Fig. 3.11) revealed several changes from that of the first cruise. First, the eddy that was present near station OS02 (48.6° N and 141.0° W) still exists but appears to have moved north, out of the Ocean Storms area. By the second cruise, the disturbance in the flow at station OS04 (48.6° N and 139.3° W) has developed into a weak cyclonic eddy. Due
to the lack of data in the lower portion of the Ocean Storms grid for cruise two, it is
difficult to infer the general flow pattern in the Ocean Storms area. It does appear that
a northeasterly flow could be consistent with the observed data.

Figure 3.10: Cruise One: Dynamic Height in dynamic meters relative to 1000 dbar at:
a) the surface, b) 150 dbar, c) 500 dbar. In these maps the arrows indicate the direction
of the geostrophic flow and the dots denote the location of the STP stations obtained
during this cruise.
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Figure 3.11: Cruise Two: Dynamic Height in dynamic meters relative to 1000 dbar at: 
a) the surface, b) 150 dbar, c) 500 dbar. In these maps the arrows indicate the direction 
of the geostrophic flow and the dots denote the location of the STP stations obtained 
during this cruise.
(b)
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3.3.1 Horizontal Distribution of Temperature and Salinity

The horizontal distribution of temperature and salinity contain information on the flow field. In this section, the flow field will be inferred from the temperature and salinity field using isentropic analysis. This flow field will be related to the geostrophic flow evident in the maps of dynamic height.

Isentropic analysis is based on the idea that water preferentially moves along isentropic surfaces [3]. A qualitative description of the flow can be inferred directly from the distribution of the temperature and salinity on these isentropic surfaces. The bending and stretching of the contour lines of these properties are the result of the spatial features in the flow field. For example, the presence of an anomalously large flow in a confined area will stretch the contours of temperature and salinity in this area in the direction of the flow. In oceanography, these isentropic surfaces can be defined by surfaces of constant potential density ($\sigma_t$) [3].

The distribution of temperature and salinity are considered for the three zones which are defined in the temperature and salinity depth profiles at depths comparable to the pressure surfaces used to display the dynamic height. The upper zone is represented by the $\sigma_t = 25.0$ surface for cruise one and $\sigma_t = 25.5$ surface for cruise two, the principal halocline by the $\sigma_t = 26.2$ surface, and the lower zone by the $\sigma_t = 27.0$ surface. To better define these distributions, STP stations outside the Ocean Storms grid are also included. On these maps, the arrows indicate the inferred direction of flow.

For the first cruise the upper "seasonal" zone is shown in Figure 3.12. These maps indicate that a tongue of warm salty water is moving through the southern part of the Ocean Storms grid in a northeasterly direction. This is similar to the dynamic height map for this zone which displays a strong northeasterly flow in this area (Fig. 3.10a). The geostrophic flow indicated by the dynamic height map would tend to stretch the contours
of temperature and salinity in the direction of this flow. However, the flow inferred from isentropic analysis is more easterly than the geostrophic flow. This indicates the presence of an additional component to the flow. Also present in the temperature and salinity fields in this zone is an oceanic front in the centre of the grid separating the warm salty water in the south from the colder fresher water in the north. Such a feature is not evident in the dynamic height map. Also, the current pattern evident from the temperature and salinity fields gives more details about the flow field than what was evident in the map of dynamic height.

The situation in the halocline for this cruise is very similar (Fig. 3.13). A tongue of warm salty water still appears to be moving through the southern half of the grid in a northeasterly direction. This flow is slightly more northerly than that which was observed in the upper zone. This feature is consistent with the geostrophic flow inferred from the dynamic height map (Fig. 3.10b). A ring of warm salty water is present in this zone in the northwestern corner of the grid. This ring defines the prominent eddy evident in the dynamic height map. The oceanic front still exists in the centre of the grid separating the warm salty water from the colder fresher water. This front observed in the T-S diagrams (Fig. 3.9) cuts through the Ocean Storms grid in a northeasterly fashion.

In the lower zone, the temperature and salinity fields no longer display the presence of the oceanic front (Fig. 3.14). Instead, in the centre of the grid the temperature and salinity fields show no significant flow features this is consistent with the map of dynamic height which indicate that the flow in this area is weak (Fig. 3.10c). The temperature and salinity fields do show that a tongue of cold fresh water is moving southeasterly through the eastern half of the grid and that a tongue of warm salty is moving north in the southeastern corner of the grid. The former feature is not clearly evident in the map of dynamic height but the latter flow feature is. The prominent eddy present in the map
of dynamic height is well-defined in the temperature and salinity fields by a ring of warm salty water near OS02 (48.6° N and 141.0° W).

For the second cruise, the pattern has changed from what was observed in cruise one (Figs. 3.15). In the upper zone the contour lines are meridional and lack any prominent features. In the halocline the pattern is similar, but there is more evidence of a tongue of cold fresh water moving south through the northern part of the grid (Figs. 3.16). In the lower zone this tongue of water still exists but is less prominent (Fig. 3.17). For the second cruise, flow in all zones appear to be north-south which is similar only to the lower zone of cruise one. The analysis of the second cruise is subjective because of the lack of data in the south sections of the grid. This flow is generally comparable to the dynamic height maps but again the lack of data makes the comparison very subjective.

3.4 Summary

It is evident in the closely spaced grid of stations in the Ocean Storms area that several mesoscale features existed in this relatively quiet area of the open ocean. It was interesting to observe that in previous maps of dynamic height at the surface, an eddy did occur near the eddy observed in this data at OS02 (48.6° N and 141.0° W) [17]. The existence of eddies in this area with spatial scales of 50 -100 km have been previously observed by Tabata along line P [14].

The circulation pattern deduced from the isentropic analysis is generally consistent with the dynamic height maps. Therefore, the results of the isentropic analysis are considered as supporting any conclusion reached from considering the flow is geostrophic. However, isentropic analysis does reveal more details in the current pattern than what is evident in the maps of dynamic height. This suggests that additional information about the flow field is available from the temperature and salinity data than just using this
data to calculate the dynamic height.

Figure 3.12: Temperature and Salinity distribution for cruise one on the $\sigma_i = 25.0$ surface for: a) the temperature distribution in deg C, and b) the salinity distribution in ppt. The arrows in these maps indicate the interpretative current pattern.
Figure 3.13: Temperature and Salinity distribution for cruise one on the $\sigma_t = 26.2$ surface for: a) the temperature distribution in deg C, and b) the salinity distribution in ppt. The arrows in these maps indicate the interpretative current pattern.
Figure 3.14: Temperature and Salinity distribution for cruise one on the $\sigma_t = 27.0$ surface for: a) the temperature distribution in deg C, and b) the salinity distribution in ppt. The arrows in these maps indicate the interpretative current pattern.
Figure 3.15: Temperature and Salinity distribution for cruise two on the $\sigma_t = 25.5$ surface for: a) the temperature distribution in deg C, and b) the salinity distribution in ppt. The arrows in these maps indicate the interpretative current pattern.
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Figure 3.16: Temperature and Salinity distribution for cruise two on the $\sigma_z = 26.2$ surface for: a) the temperature distribution in deg C, and b) the salinity distribution in ppt. The arrows in these maps indicate the interpretative current pattern.
Figure 3.17: Temperature and Salinity distribution for cruise two on the $\sigma_t = 27.0$ surface for: a) the temperature distribution in deg C, and b) the salinity distribution in ppt. The arrows in these maps indicate the interpretative current pattern.
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Developing and Solving the Inverse Problem

4.1 Determining the Ocean Circulation: The Physical Problem

The method to be presented in this thesis for obtaining ocean circulation from temperature and salinity information is based on the following approximations to the equations of motion. In cartesian coordinates, the equations of motion with the hydrostatic approximation and conservation of mass are

\[ u_t + uu_x + vu_y - fv = -\frac{1}{\rho} p_z \]  
\[ (4.4) \]

\[ v_t + uv_x + vv_y + fu = -\frac{1}{\rho} p_y \]  
\[ (4.5) \]

\[ p_z = -\rho g \]  
\[ (4.6) \]

\[ u_x + v_y + w_z = 0 \]  
\[ (4.7) \]

The Coriolis parameter is defined as \( f = (f_o + \beta y) \). By assuming the flow is linear and steady state, and using the Boussinesq approximation, (4.4) and (4.5) can be reduced to the geostrophic equations

\[ fv = \frac{1}{\rho_o} p_z \]  
\[ (4.8) \]

\[ fu = -\frac{1}{\rho_o} p_y \]  
\[ (4.9) \]

Differentiating (4.8) and (4.9) with respect to \( z \) and using (4.6) leads to the thermal wind equations

\[ fv_z = -\frac{1}{\rho_o} g \rho_x \]  
\[ (4.10) \]
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\[ fu_z = \frac{1}{\sigma_0} g \sigma_y \]  
\[ (4.11) \]

The thermal wind equations relate the vertical shear of the horizontal velocities to the horizontal gradient of the in situ density, \( \sigma \). If (4.10) and (4.11) are now integrated vertically from a reference depth, \( z_r \), the horizontal velocity is given by

\[ v = -\frac{g}{\sigma_0 f} \int_{z_r}^{z} \sigma_y dz + v_0 = v_r + v_0 \]  
\[ (4.12) \]

\[ u = +\frac{g}{\sigma_0 f} \int_{z_r}^{z} \sigma_x dz + u_0 = v_r + v_0 \]  
\[ (4.13) \]

By measuring the temperature and salinity distributions at different depths, one can obtain the density field using the equation of state \( (\sigma(S,T,P)) \). Knowing the density field, the relative velocities given in (4.12) and (4.13) can be evaluated.

By differentiating (4.8) with respect to \( y \) and (4.9) with respect to \( x \), and adding them together, one obtains a linear \( \beta \)-plane vorticity conservation equation

\[ \beta v = f w_z \]  
\[ (4.14) \]

Integrating this equation from a reference level \( z_r \) one obtains

\[ w = \frac{\beta}{f} \int_{z_r}^{z} v dz + w_0 \]  
\[ (4.15) \]

The variable \( w_0 \) arises from the constant of integration and it refers to the vertical velocity at the reference level \( z_r \). Using (4.12), one can rewrite (4.15) as

\[ w = \frac{\beta}{f} \int_{z_r}^{z} v_r dz + \frac{\beta}{f} v_0(z - z_r) + w_0 = w_r + \frac{\beta}{f} v_0(z - z_r) + w_0 \]  
\[ (4.16) \]

To evaluate these unknown reference velocities, \( u_0, v_0, \) and \( w_0 \), the equations for conservation of mass (4.7) and conservation of salt and heat are used. The equations for
conserving heat and salt are defined by the following advection diffusion equations

\[ uS_x + vS_y + wS_z = \nabla(k \nabla S) \]  

\[ uT_x + vT_y + wT_z = \nabla(k \nabla T) \]  

These equations assume that the ocean is in a steady-state condition with no sources or sinks. Since this assumption is clearly violated at the surface of the ocean, the depth at which these equations are valid must be considered in order to properly apply them to the data available.

The conservation of heat is equivalent to the conservation of temperature multiplied by the heat capacity \( C \). Over the range of temperatures, salinities, and pressures in the ocean, this term can be considered constant and thus eliminated from (4.18). This allows the conservation of heat equation to be replaced by the conservation of temperature equation.

The variable \( k \) in (4.17) and (4.18) is referred to as the mixing coefficient. This variable parametrizes mixing due to eddies or other features not resolved by the model. In a stratified ocean, mixing along isopycnals is much stronger than cross isopycnal mixing [6]. In the Ocean Storms area the slope of the isopycnal surfaces are almost horizontal. This enables one to replace the isopycnal and diapycnal mixing coefficients by vertical and horizontal mixing coefficients, \( k_z \) and \( k_h \) respectively. This simplification should not introduce large errors because these mixing terms do not play a crucial role of transporting heat and salt in the Ocean Storms area. Because of the small area covered by the data (250 km by 200 km), the mixing coefficients are only considered to be functions of depth. The horizontal variations of these mixing coefficients were ignored.

I now proceed to show how these conservation equations are used to formulate an inverse problem to describe the flow in the ocean.
4.2 The Inverse Problem

4.2.1 Formulation

To develop a set of equations from the conservation equations, first consider one box in Figure 4.18. This box is bounded horizontally by four hydrographic stations and vertically by two depth surfaces, \( z_1 \) and \( z_2 \). The velocity and the mixing coefficients on each face of the box must be determined. For each of these faces, a value for the relative velocity can be determined using the bounding hydrographic stations (equations (4.12), (4.13) and (4.16)). Only the velocities directed perpendicular to the box faces can be determined. In this scheme no information is available to constrain the flow parallel to the faces of the box.

The conservation of mass constraint for this box can be obtained by integrating the conservation of mass equation around the region enclosed by the box.

\[
\int \int \int \nabla \cdot \bar{u} \, dx \, dy \, dz = 0 \quad (4.19)
\]

\[
\Delta y \, \Delta z \, \bar{u}_E + \Delta x \, \Delta z \, \bar{v}_S + \Delta x \, \Delta y \, \bar{w}_B = 0 \quad (4.20)
\]

The overbar denotes the average velocity on each face of the box, with the subscripts E, W, N, S, T, and B referring respectively to the east, west, north, south, top, and bottom faces of the box. By writing the velocities in terms of known relative velocities and unknown reference velocities, one obtains the following equation

\[
\Delta y \, \Delta z \, u_o \big|_E + \Delta x \, \Delta z \, v_o \big|_S + \Delta x \, \Delta y \, w_o \big|_B = \]

\[
- \Delta y \, \Delta z \, u_r \big|_E - \Delta x \, \Delta z \, v_r \big|_S - \Delta x \, \Delta y \, w_r \big|_B \quad (4.21)
\]
Figure 4.18: The boxes used for the inverse model of the Ocean Storms area. For cruise one, all the boxes are defined.
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To obtain an equation for the conservation of salt, $S$, one starts by combining the advection diffusion equation and the conservation of mass equation

$$
(uS)_x + (vS)_y + (wS)_z = \nabla_H(\kappa_H \nabla_H S) + \frac{\partial}{\partial z}(k_z \frac{\partial S}{\partial z})
$$

(4.22)

An equation is obtained by integrating this equation over an enclosed box

$$
\Delta y \Delta z \bar{u} \bar{S} |_E^W + \Delta x \Delta z \bar{v} \bar{S} |_S^N + \Delta x \Delta y \bar{w} \bar{S} |_B^T =
\Delta x \Delta y k_z \frac{\partial S}{\partial z} |_B^T + \Delta y \Delta z k_h \frac{\partial S}{\partial x} |_E^W + \Delta x \Delta z k_h \frac{\partial S}{\partial y} |_S^N
$$

(4.23)

The overbar again denotes the average value on each face of the box. From this, an equation can be generated by rewriting the velocity term in its two parts, the reference velocity and the relative velocity

$$
\Delta y \Delta z u_o \bar{S} |_E^W + \Delta x \Delta z v_o \bar{S} |_S^N + \Delta x \Delta y w_o \bar{S} |_B^T -
\Delta x \Delta y k_z \frac{\partial S}{\partial z} |_B^T - \Delta y \Delta z k_h \frac{\partial S}{\partial x} |_E^W - \Delta x \Delta z k_h \frac{\partial S}{\partial y} |_S^N =
-\Delta y \Delta z \bar{u} \bar{S} |_E^W - \Delta x \Delta z \bar{v} \bar{S} |_S^N - \Delta x \Delta y \bar{w} \bar{S} |_B^T
$$

(4.24)

This equation relates the unknown transport of $S$ due to the reference velocities and mixing terms to the known transport of $S$ due to the relative velocities. An identical equation can be written for the temperature $T$.

By applying this idea to many boxes, a set of equations is obtained. This set of equations can be written as the matrix equation $A \bar{x} = \bar{b}$. The vector $\bar{x}$ represents the unknown variables $u_o, v_o, w_o, k_z, k_h$; the matrix $A$ represents the average properties on the faces of the boxes; and the vector $\bar{b}$ represents the mass, heat, and salt transport due to the relative velocities. This averaging of the variables on each face of the box results in a reduction in the resolution of the model but also reduces the susceptibility of the method to errors in the data.
4.2.2 Ocean Storms Grid

In order to use the Box model, one has to select a set of layers over which one can apply the conservation constraints. Traditionally in the large regional studies \([1,18,7]\), the vertical layering was based on isopycnal surfaces. The use of this layering stems from early work of water mass analysis that states that the flow should occur along isopycnal surfaces \([3]\). In a small regional study such as the Ocean Storms experiment, the slope of the isopycnal surfaces is nearly horizontal over the study area. Therefore it is considered appropriate and convenient to divide the ocean vertically according to pressure surfaces, instead of isopycnal surfaces. These surfaces of constant pressure are almost identical to surfaces of constant depth \((\pm 0.1 m)\). The layering of the Ocean Storms area is shown in Table 4.1.

By dividing the ocean according to these 17 different levels, one reduces the ocean to 16 layers. The reduced thickness of the layers in the upper ocean is necessary to properly define the features such as the mixed layer, seasonal thermocline, and halocline. The boxes defined in the Ocean Storms grid are shown in Figure 4.18. For every layer considered in the model there are 20 boxes; with a maximum of 16 layers this allows for a maximum of 320 boxes. With three constraints to be applied to each box, the maximum number of equations available to constrain the problem is 960. The maximum number of unknowns to the problem is determined by considering that for any layer one must determine the reference velocity on every face of the box. This requires that 24 \(u_o\)'s, 25 \(v_o\)'s, and 20 \(w_o\)'s be determined. In addition, since the mixing terms are considered to be only functions of depth, \(k_h\) was determined for each layer (16 maximum) and \(k_z\) was determined at each level except at the surface (16 maximum). The total maximum number of unknowns to the problem is 101.
Table 4.1: The levels used to vertically define the boxes used in the model.

<table>
<thead>
<tr>
<th>Level</th>
<th>Pressure (dbar)</th>
<th>Depth (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.0</td>
<td>0.00</td>
</tr>
<tr>
<td>2</td>
<td>40.0</td>
<td>39.8</td>
</tr>
<tr>
<td>3</td>
<td>60.0</td>
<td>59.7</td>
</tr>
<tr>
<td>4</td>
<td>100.0</td>
<td>99.5</td>
</tr>
<tr>
<td>5</td>
<td>150.0</td>
<td>149.1</td>
</tr>
<tr>
<td>6</td>
<td>200.0</td>
<td>198.8</td>
</tr>
<tr>
<td>7</td>
<td>250.0</td>
<td>248.4</td>
</tr>
<tr>
<td>8</td>
<td>300.0</td>
<td>298.0</td>
</tr>
<tr>
<td>9</td>
<td>400.0</td>
<td>397.1</td>
</tr>
<tr>
<td>10</td>
<td>500.0</td>
<td>496.2</td>
</tr>
<tr>
<td>11</td>
<td>600.0</td>
<td>595.2</td>
</tr>
<tr>
<td>12</td>
<td>700.0</td>
<td>694.2</td>
</tr>
<tr>
<td>13</td>
<td>800.0</td>
<td>793.1</td>
</tr>
<tr>
<td>14</td>
<td>900.0</td>
<td>892.0</td>
</tr>
<tr>
<td>15</td>
<td>1000.0</td>
<td>990.8</td>
</tr>
<tr>
<td>16</td>
<td>1200.0</td>
<td>1188.3</td>
</tr>
<tr>
<td>17</td>
<td>1500.0</td>
<td>1484.2</td>
</tr>
</tbody>
</table>
Although I have listed the entire layering of the ocean, due to the underlying assumptions made in discussing the physical problem (i.e., steady state and neglect of source and sink terms for heat and salinity), the number of layers actually considered in the model is less. The layers to be included in the model are determined by analyzing the temperature and salinity depth profiles obtained in the Ocean Storms area during the two cruises. These profiles show that depths shallower than 150 m clearly violate the assumptions. This reduces the number of unknowns to 94.

One other parameter that must be specified for the inversion is the depth of the reference level used in determining the relative geostrophic flow. Most of the previous work in this area uses the 1000 dbar level as the choice of reference level [17]. This level is also used for the inverse model.

4.3 Including A Priori Information

Before proceeding to describe how to obtain a solution to the inverse problem, there is still additional information that can be included to obtain a more realistic solution. A priori information is included in the model through the use of weighting matrices and inequality constraints.

By proper weighting of the system of equations, one can include additional information in the inversion. This method of weighting the equations has been used in previous work on this problem to force the solution to be more physically real [1,19]. The weighted problem can be written as

$$\begin{align*}
Q \overline{AW} W^{-1} \overline{x} &= Q \overline{b} + Q \delta \overline{b} \\
B \hat{m} &= \hat{e} + \delta \hat{e}
\end{align*}$$

(4.25) (4.26)

The matrices $Q$ and $W$ are referred to as the data weighting matrix and parameter
weighting matrix respectively. These weighting matrices represent covariance matrices for the errors in the forcing terms, \( \delta \tilde{b} \), and for the unknowns, \( \tilde{x} \). Due to the lack of knowledge about the correlation between unknowns, and the affect of errors in the data on matrix \( \mathbf{A} \), diagonal matrices are used [19,1].

The errors present in the forcing terms for the inverse problem are in part due to measurement errors, but are mostly due to unresolved small scale processes like internal gravity waves and baroclinic eddies [7]. With no definite information about the magnitude of these errors, \( \delta \tilde{b} \), and with no clear understanding of how errors in the data affect matrix \( \mathbf{A} \), the rows of \( \mathbf{A} \) are normalized by their length to force all equations to be treated equally by the inversion [19]. An additional factor, \( \tilde{C} \), is added to allow one to easily change the importance of the different constraints. The data weighting matrix is defined as follows

\[
Q_{ii} = C_i / \left( \sum_{j=1}^{M} a_{ij}^2 \right)^{-1/2}
\]  

(4.27)

The parameter weighting matrix \( \mathbf{W} \) is used to include information on the expected magnitude of the different model parameters [19]. This is done by defining a diagonal weighting matrix to be

\[
W_{ii} = |x_j|^{1/2} \left( \sum_{i=1}^{N} a_{ij}^2 \right)^{-1/4}
\]

(4.28)

In the two equations defining the weighting matrices, \( a_{ij} \) are the elements of the matrix \( \mathbf{A} \), \( N \) is the number of equations, \( M \) is the number of unknowns, and \( |x_j| \) is the expected magnitude of the \( j^{th} \) unknown. The expected magnitudes of the unknowns are set to:

1) \( |u_o| \) and \( |v_o| = 10^{-2} \text{m/s} \)
2) \( |w_o| = 10^{-5} \text{m/s} \)
3) \( |k_z| = 10^{-4} \text{m/s} \)
4) \( |k_h| = 10^2 \text{m/s} \)

Without including any information on the magnitude of the different unknowns, the model will produce a physically unrealistic solution [1]. Thus it is desirable to correct
this problem to ensure that the magnitude of the model parameters are consistent with the physical situation. The use of the parameter weighting matrix forces all the model parameters to be of the same order of magnitude and thus not bias the solution to determine the unknowns which have a large magnitude [20].

Inequality constraints are included in the model to force the mixing coefficients to be positive. This is required because physically meaningful solutions only exist for solutions which have positive mixing coefficients [6]. This extension to the inverse problem is called the least squares inversion with inequality constraints (LSI) [21]. In mathematical notation, the solution to the LSI problem is obtained by minimizing

$$\psi = \| B\bar{m} - \bar{e} \|$$

subject to the inequality constraints

$$H\bar{m} \geq 0$$

The matrix $H$ is defined to only allow positive mixing coefficients.

### 4.4 Solving the Inverse Problem

As formulated, the resulting inverse problem $B\bar{m} = \bar{e}$ is overdetermined. In reality, the problem is formally underdetermined and an infinite number of degrees of freedom exists in the solution [7]. It is only through simplifying the physics of the problem (ie. assuming the flow is steady-state and geostrophic) and parametrizing the continuous velocity fields that the problem is made to be overdetermined. Through this simplification of the problem, one hopes to make more efficient use of the data available. But the results of this inverse problem are only of interest if this simplified model captures the essence of the real situation. This is an important point to consider in inverse modelling because considerable uncertainty in the results may stem primarily from this simplification of the
model. This point will be discussed in later chapters when discussing and evaluating the results of the model.

The solution to the inverse problem is obtained using the LSI algorithm developed by Lawson and Hanson [21]. Essential to this method is the singular value decomposition (SVD) of the matrix $B$. To gain additional insight into the ability of the model to predict a solution, the problem is analyzed without the inequality constraints. To include the inequality constraints in such an analysis would be too difficult.

The advantage of using SVD to analyze the inverse problem is that it allows one to identify less certain information in matrix $B$. This factorization provides an excellent way of representing and ranking the information contained in the matrix $B$ [20]. This enables one to minimize the effect of the less certain information on the solution [20,22].

Consider solving the inverse problem with $N$ equations and $M$ unknowns

$$\begin{align*}
\mathbf{B} \tilde{\mathbf{m}} &= \tilde{\mathbf{e}} \\
N \times M & M \times 1 N \times 1
\end{align*}$$  \hfill (4.31)

If there are $k$ independent equations among the $N$ simultaneous equations, then the matrix $\mathbf{B}$ has rank $k$ and can be factored using SVD as follows [22]

$$\begin{align*}
\mathbf{B} &= \mathbf{U} \mathbf{A} \mathbf{V}^T \\
N \times M & N \times k k \times k k \times M
\end{align*}$$

$$\mathbf{U} = \begin{bmatrix} u_1 & u_2 & u_3 & \cdots & u_k \end{bmatrix}$$
The matrix $U$ contains $k$ eigenvectors, $u_i$, associated with the span of the column vectors of matrix $B$. The matrix $V$ contains $k$ eigenvectors, $v_i$, associated with the span of the row vectors of matrix $B$ [22]. The matrix $\Lambda$ is a diagonal matrix of $k$ singular values, $\lambda_i$, arranged in descending order.

Once the matrix has been decomposed using SVD, the generalized inverse of the matrix $B$ is [22]

$$B^{-1} = V \Lambda^{-1} U^T$$  \hspace{1cm} (4.33)

and the solution to the inverse problem is [22]

$$\mathbf{m} = V \Lambda^{-1} U^T \mathbf{e}$$  \hspace{1cm} (4.34)

or, in component form,

$$m_i = \sum_j \frac{v_{ij} \tilde{u}_j e_j}{\lambda_j}$$  \hspace{1cm} (4.35)

This equation shows that the calculated solution is very sensitive to small singular values. The relative importance of the small singular values in the calculated solution means that these values will tend to greatly amplify any errors present in the data [22].

In order to use the generalized inverse (4.33), it is essential that one identify the number of non-zero singular values, $p$ [22]. One must determine if the small singular
values are really non-zero or caused by errors in the matrix equations and calculations of the SVD. This problem is dealt with by either truncating singular values below a specified cutoff or by adding a small constant to all singular values. Both methods were investigated and there were only small differences in the results. In the results to follow, a sharp cutoff will be used.

To determine how these small singular values should be treated, the following will be used: 1) a plot of the magnitude of the singular value versus the index number, 2) a plot of the error reduction versus the number of singular values used, 3) a trade-off curve relating the size of the model variance to the resolution of the model, and 4) the examination of the solutions obtained with different cutoffs. This analysis will be performed on the data from cruise one. Weighting matrices will be applied to the system of equations generated and all equations will be treated equally (i.e. $\bar{C} = 1$). The results of this analysis will be applied to solving the LSI problem.

The range in magnitude of the singular values of matrix $B$ is displayed in Figure 4.19. This plot shows a gradual decrease in magnitude of the singular value with index number, $p$. Only the singular value with index number, $p \geq 82$, are significantly smaller than the previous values. These singular values are considered to be zero and will not be used in the solution.

The plot of the normalized residual error versus the number of singular values used in the solution is displayed in Figure 4.20. This plot indicates that at least the first 25 singular values of matrix $B$ should be retained in order to adequately reduce the error in the solution.

To really assess how to handle the small singular values, a trade-off curve was constructed that relates the resolution of the model to the variance in the solution. To
Figure 4.19: A plot of the normalized magnitude of the singular values versus index number p.
Figure 4.20: The reduction in error versus the number of singular values of matrix B that are used in determining the solution. The number of singular values used (n), indicates that the first n singular values of matrix B are used.
calculate the variance in the solution, the following definition was used [22]

\[
\text{size of solution variance} = \| \sigma_o (V \Lambda^{-2} V^t) \| \tag{4.36}
\]

The \( \sigma_o \) is assumed to be constant. The resolution of the solution is determined using the following definition [22]

\[
\text{spread of solution resolution} = \| V V^t - I \| \tag{4.37}
\]

The trade-off curve was constructed by changing the prescribed cutoff and calculating the model resolution and variance. The value of the cutoff used implied that singular values with normalized magnitude less than this cutoff were omitted in this analysis. The trade-off curve obtained, Figure 4.21, shows that by demanding a model that highly resolves the solution, the spread of the solution resolution will be small, but the variance of that solution will be large. This trade-off curve allows one to assess and determine the optimum cutoff based on the compromise between a well-resolved solution and a model with a satisfactory variance. Based on the trade-off curve, \( 10^{-4} \) is selected as the best choice of the cutoff. It is important to realize that the trade-off curve is strictly based on matrix \( B \), neither the solution to the inverse problem nor the forcing terms enter into this analysis which only assesses the ability of the model to determine a solution.

A cutoff of \( 10^{-4} \) produces a satisfactory solution to the LSI problem. If this cutoff is decreased, the magnitude of the solution becomes unreasonably large. This cutoff represents the minimum acceptable cutoff for determining the non-zero singular values of matrix \( B \). It will be shown in the next chapter that this cutoff level will not produce a solution that is very overly sensitive to the expected errors in the data. By using this cutoff the rank of the matrix \( B \) is reduced to 52. As the problem is mixed-determined the condition of minimizing the energy of the solution will be implicitly used to further constrain the solution.
Figure 4.21: The trade-off curve for the inverse model. This curve relates the resolution of the model to the size of the variance of the unknowns. The numbers over the points on this curve indicate the cutoff for the singular values.
Chapter 5

Evaluating the Model and Solution

In this chapter I evaluate the model and solution in an attempt to better understand the model and estimate the uncertainty in the solution. I first investigate the importance of the three conservation conditions - temperature, salt and mass - in determining the solution and assess whether modifying the weighting of these conditions is necessary. Second, I examine the layering used in the model. Third, I vary the reference level to see how this affects the solution. Fourth, I evaluate how important the different unknowns are in the solution and estimate how well resolved they are. Fifth, I investigate how sensitive the solution is to errors in the data. The initial solutions are based on a 12-layer model with the reference level at 1000 dbar.

To compare the solutions obtained in the following sections, correlations and regression coefficients are used. To calculate these coefficients, all the unknowns parameters are used (total of 94), and they are weighted so that they are of the same order of magnitude. The error reduction in the different solutions are also used in comparing the different solutions. The normalized residual errors in the three conservation conditions \( (l = \text{either } T, S, \text{ or } M) \), are determined as follows

\[
E_l = \frac{\sum_{i=1}^{N} (B_i \bar{m} - e_i)^2}{\sum_{i=1}^{3N} (e_i)^2}
\]  

(5.38)

In this equation, \( N \) refers to the number of constraint equations for that condition, \( B_i \) is the set of rows of matrix \( B \) describing these equations, and \( e_i \) is the corresponding forcing term. The total of these three errors gives the total reduction in error from the
initial condition where all unknown parameters are zero. Throughout this chapter the null solution will be used to denote the solution where all the unknown parameters are zero.

5.1 The Importance of Temperature, Salt and Mass Conditions on the Solution

The solution obtained to the inverse problem $B \bar{m} = \bar{e}$ is dependent on the forcing terms $\bar{e}$. If this vector is identically zero then the solution vector $\bar{m}$ will also be zero. It is the non-zero forcing terms that force the solution to the problem to be non-zero. These forcing terms are due to three effects: 1) the relative vertical velocity which affects the conservation of mass in each of the boxes, 2) the transport of heat due to the relative vertical and horizontal velocities, and 3) the transport of salt due to the relative vertical and horizontal velocities.

The following analysis will illustrate the incompatibilities between the different conservation conditions (ie. mass, salt, and heat). It will also show which conditions provide the most constraint on the solution. To assess the importance of these three conditions, they are alternately up-weighted by a factor of five. The solution obtained is then compared to the reference solution which weighted the three conditions equally ($S=1, M=1, T=1$).

The correlation and regression coefficients between the up-weighted solutions and reference solution are shown in Table 5.2. The biggest value of the correlation coefficient exists for the up-weighted salt condition. This implies that the salt condition plays the dominant role in forcing the reference solution. The much smaller values of the correlation coefficient for the up-weighted temperature and mass conditions indicates that this information is of considerably less importance in forcing the reference solution.
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<table>
<thead>
<tr>
<th>Temp. Weighting</th>
<th>Salt Weighting</th>
<th>Mass Weighting</th>
<th>Correlation Coefficient</th>
<th>Regression Coefficient</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>1</td>
<td>1</td>
<td>0.357</td>
<td>1.7976</td>
</tr>
<tr>
<td>1</td>
<td>5</td>
<td>1</td>
<td>0.789</td>
<td>1.8169</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>5</td>
<td>0.165</td>
<td>0.0075</td>
</tr>
</tbody>
</table>

Table 5.2: Correlation and regression coefficients between up-weighted solutions and the reference solution which weighted the three conditions equally (T=1, S=1, M=1).

The value of the regression coefficient for the up-weighted salt and temperature conditions (≈ 1.8) indicates that the magnitude of these solutions are almost twice as large as the magnitude of the reference solution. However, the regression coefficient for the up-weighted mass condition is considerably smaller than one. This indicates that the magnitude of the solution obtained from this weighting is considerably smaller than the magnitude of the reference solution. This points out the importance of the mass conditions in the reference solution. The mass condition is not important in forcing the solution, as exhibited by the small correlation coefficients. The role of the mass condition is to damp the magnitude of the solution in order to force the solution to conserve mass.

The normalized residual error for up-weighting the three conditions reveals additional insight into the problem. These errors (Table 5.3), show that the errors in the three conditions differ greatly. The error in temperature in the null solution is extremely small. This small error in the temperature condition is attributed to the fact that the geostrophic flow is almost parallel to the isotherms. This close connection between the dynamic height and temperature field demonstrates the importance of the temperature information in determining the relative geostrophic velocities. Most of the relevant information in the temperature field is used to determine the relative velocities. This prevents this condition
Table 5.3: The normalized residual errors in the three conditions for the null solution, the reference solution, and the solution obtained by alternating the up-weighting of the three conditions. The solution for temperature, salt or mass is the solution obtained when this condition is up-weighted by a factor of 5.

<table>
<thead>
<tr>
<th>Solution</th>
<th>Temperature error</th>
<th>Salinity error</th>
<th>Mass error</th>
<th>Total error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Null</td>
<td>0.005</td>
<td>0.376</td>
<td>0.619</td>
<td>1.000</td>
</tr>
<tr>
<td>Reference</td>
<td>0.012</td>
<td>0.190</td>
<td>0.297</td>
<td>0.499</td>
</tr>
<tr>
<td>Temp.</td>
<td>0.001</td>
<td>0.211</td>
<td>0.297</td>
<td>0.509</td>
</tr>
<tr>
<td>Salt</td>
<td>0.299</td>
<td>0.142</td>
<td>0.290</td>
<td>0.731</td>
</tr>
<tr>
<td>Mass</td>
<td>0.006</td>
<td>0.210</td>
<td>0.295</td>
<td>0.511</td>
</tr>
</tbody>
</table>

By demanding that the salinity condition be highly satisfied, the error in the temperature condition increases drastically. This demonstrates the incompatibility between these two conditions. The situation for the up-weighted temperature condition further clarifies that the temperature information carries similar information as the salt field but it is the salt field that yields additional information to constrain the flow. This incompatibility between these two constraints may arise from the assumptions made in developing the model and the inability of the temperature condition to determine the absolute geostrophic velocity.

It is surprising that the error in the mass condition is so large. It was felt that this condition should be less significant because its forcing ability is probably based on the weakest assumption in the model, the linear $\beta$-plane vorticity equation. Also, the solution should approximately conserve mass because the forcing terms for this condition,
the relative vertical velocities, are small. A closer examination of the model does reveal the cause of the large error in this condition. The large error in this condition is an artifact of the row weighting of the matrix equations. The forcing terms for this condition are magnified because the vertical reference velocity is not present in the conservation of mass equations. This is valid because this term does not affect the mass in the boxes. As a result though, when the row weighting is applied to these equations, the calculated row norm is considerably smaller than the other two conditions. This is shown through the use of a simplified conservation of mass equation

\[
\frac{\partial}{\partial x} (u_0) \, dy \, dz + \frac{\partial}{\partial y} (v_0) \, dx \, dz + \frac{\partial}{\partial z} (w_0) \, dx \, dy = \frac{\partial}{\partial z} (w_r) \, dx \, dy
\]

\[
dx = 60000m
\]

\[
dy = 60000m
\]

\[
dz = 100m
\]

Without the term for the relative vertical velocity, the norm of this equation is approximately \(\sqrt{2} \, dz\), but if the relative vertical velocity is included the norm increases to approximately \(dx \, dy/dz\). Since \(dx\) and \(dy\) are considerably greater than \(dz\), the norm of the equation is increased greatly by the addition of the third term. By having a much larger norm, the forcing term is reduced because the equation is weighted by the inverse of the norm of the equations. Due to this formulation and weighting of the problem, the mass condition is given additional importance in the solution.

To assess the importance of the weighting of the mass condition on the solution, various weightings of the mass condition are tried. The solutions for these various weights are considered to determine if the weighting of the mass condition should be altered. The correlation and regression coefficients for the various weights are displayed in Table 5.4. These coefficients reveal that for weights smaller than 0.5, the solutions do not change significantly. By down-weighting the mass condition to 0.5 or less, the magnitude of the
Table 5.4: Correlation and regression coefficients between solutions with various weights for the conservation of mass condition. The weighting of the temperature and salt conditions are held fixed at one.
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<table>
<thead>
<tr>
<th>Weight of conservation of mass constraint</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0</td>
</tr>
<tr>
<td>-----</td>
</tr>
<tr>
<td>Temp</td>
</tr>
<tr>
<td>Sal.</td>
</tr>
<tr>
<td>Mass</td>
</tr>
<tr>
<td>Total</td>
</tr>
</tbody>
</table>

Table 5.5: The normalized residual errors in the conservation of temperature, salt, and mass conditions for various weights for the conservation of mass condition. The Null column refers to errors in these three conditions if the solution is identically zero.

The effect of changing the weight of the mass condition on the residual errors is shown in Table 5.5. All errors have been referenced back to the weighting of the reference solution (T=1, S=1, M=1) for easy comparison. As expected, reducing the weight on the mass condition increases the error in this condition slightly. Accompanying this increase in error is a slight reduction in the salt error and a slight increase in the temperature error. The down-weighting of the mass condition appears to allow the salinity information to be even more significant in forcing the solution.

The result of varying the conservation of mass equation reveals that down-weighting the mass condition produces a dramatic change in the solution without significantly affecting the total reduction in errors. The magnitude of the solution increases abruptly as the mass condition is down-weighted. From this analysis it seems best not to down-weight the mass condition. The mass condition includes very relevant information to the problem and should clearly be included in the model. Furthermore, it can be argued that a physically real solution only exists for the situation where the mass in the interior of the ocean is exactly conserved. This extreme could be followed to further constrain the solution [23] but it is felt that a more moderate approach should be taken because
errors in this condition may exist arising from assumptions in the model and errors in the relative velocities.

It is clear that by subjectively changing the weighting of these three conditions, the solution to the problem will change significantly. In light of the present situation, it was not considered appropriate to bias one of the conditions more heavily than the others. The unbiased weighting of the equations will be used in obtaining a solution to the model. The layering of the ocean will now be investigated using this equal weighting of the three conservation conditions.

5.2 The Effect of the Layering of the Ocean on the Solution

In this section I will first look at how the solution is affected by the number of layers used in the model. Then I will consider how changing the layering of the ocean in the model will affect the solution.

By changing the number of layers included in the model, one can determine which layers are important in forcing the model. In Table 5.6, the solutions obtained using various numbers of layers are compared to the reference solution, a 12-layer model. To calculate the correlation and regression coefficients displayed in this table only the reference velocities are used, this gives a sample size of 69 parameters. The minimum depth in the table indicates that data obtained from depths shallower than this level will be neglected in the model.

It is evident from this table that the data from the 150 - 200 dbar layer does not greatly affect the reference solution. By including data shallower than 150 dbar (149.1 m), the solution does change significantly. The magnitude of the solution increases rapidly as the surface is approached. From the large difference in solutions between the 12- and 13-layer models, 150 m is assumed to represent the upper boundary on the model.
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<table>
<thead>
<tr>
<th>Min. Depth (dbar)</th>
<th>Number Layers</th>
<th>Correlation coefficient R</th>
<th>Regression coefficient slope (X)</th>
</tr>
</thead>
<tbody>
<tr>
<td>400.0</td>
<td>8</td>
<td>0.723</td>
<td>0.534</td>
</tr>
<tr>
<td>300.0</td>
<td>9</td>
<td>0.804</td>
<td>0.610</td>
</tr>
<tr>
<td>250.0</td>
<td>10</td>
<td>0.875</td>
<td>0.690</td>
</tr>
<tr>
<td>200.0</td>
<td>11</td>
<td>0.991</td>
<td>0.970</td>
</tr>
<tr>
<td>150.0</td>
<td>12</td>
<td>1.000</td>
<td>1.000</td>
</tr>
<tr>
<td>100.0</td>
<td>13</td>
<td>0.900</td>
<td>1.107</td>
</tr>
<tr>
<td>60.0</td>
<td>14</td>
<td>0.894</td>
<td>1.090</td>
</tr>
<tr>
<td>40.0</td>
<td>15</td>
<td>0.873</td>
<td>1.082</td>
</tr>
<tr>
<td>0.0</td>
<td>16</td>
<td>0.443</td>
<td>1.300</td>
</tr>
</tbody>
</table>

Table 5.6: The correlation and regression coefficients between the reference solution, a 12-layer model with solutions obtained from models using different numbers of layers.

This table clearly displays the importance of the data between 200 and 500 dbar in forcing the solution. Basing the solutions largely on data from this range of depth is considered valid because for depths greater than 500 dbar the horizontal gradients of the salt and temperature field are small and they approach the accuracy of the measurements. The assumption of the steady-state condition for temperature may be questioned in the upper layers of this model but with the salt condition dominating the forcing of the solution, this assumption appears to be valid at least for the time interval between the two cruises.

To investigate the problem of how to divide the ocean into layers, results were obtained using a simplified layering of the ocean. The solutions obtained for models with different layerings of the ocean are shown in Table 5.7. This illustrates that the solution is quite independent of how the ocean is divided into layers. A 12-layer model will be retained in order to increase the resolution of the vertical mixing coefficients.
Number of Layers | Correlation coefficient | Regression coefficient
---|---|---
6 | 0.9802 | 0.9729
5 | 0.9627 | 0.9571

Table 5.7: The correlation and regression coefficients between the reference solution and solutions obtained by doubling the thickness of the layers considered in the model. For the 6-layer model the ocean is divided according to the following pressure surfaces, 150, 250, 400, 600, 800, 1000, 1500 dbar. The 5-layer model divides the ocean according to the following surfaces, 150, 250, 500, 800, 1000, 1500 dbar. Only the reference vertical and horizontal velocities are used in determining the regression and correlation coefficients.

5.3 The Sensitivity of the Solution to the Choice of Reference Level

All the previous solutions were obtained using the reference level of 1000 dbar. To observe how sensitive the model is to the choice of reference level, solutions can be obtained using different reference levels. These solutions are compared to the reference solution that used 1000 dbar as the reference level. The velocities from these different solutions are compared to the reference solution at the 1000 dbar level. The calculated mixing coefficients are also included in calculating the correlation and regression coefficients (Table 5.8).

The high correlation coefficients indicates that the calculated flow patterns are nearly depth independent. However, the regression coefficient indicates that the magnitude of the solutions are dependent on the choice of the reference level. Most of the variance the solutions occurs in the vertical reference velocities (±20%), and the horizontal mixing coefficients (±40%). The horizontal velocities and the vertical mixing coefficients are nearly independent of depth being determined to ±15% and ±5% respectively. This indicates that these unknowns are well resolved by the model. This can readily be shown from the matrix equation. The changing of the reference level of the model is equivalent to adding an additional term to the forcing terms. Due to the formulation of the problem,
### Table 5.8: The correlation and regression coefficient between solutions using different reference levels and the reference solution that used 1000 dbar. The correlation and regression coefficients were calculated using the velocities from 1000 dbar and all of the mixing coefficients.

<table>
<thead>
<tr>
<th>Reference Level</th>
<th>Correlation coefficient</th>
<th>Regression coefficient</th>
</tr>
</thead>
<tbody>
<tr>
<td>500</td>
<td>0.957</td>
<td>0.810</td>
</tr>
<tr>
<td>600</td>
<td>0.977</td>
<td>0.857</td>
</tr>
<tr>
<td>700</td>
<td>0.970</td>
<td>0.947</td>
</tr>
<tr>
<td>800</td>
<td>0.996</td>
<td>0.942</td>
</tr>
<tr>
<td>900</td>
<td>0.999</td>
<td>0.974</td>
</tr>
<tr>
<td>1000</td>
<td>1.000</td>
<td>1.000</td>
</tr>
<tr>
<td>1200</td>
<td>0.998</td>
<td>1.043</td>
</tr>
<tr>
<td>1500</td>
<td>0.989</td>
<td>1.060</td>
</tr>
</tbody>
</table>

This additional forcing term is equal to $\ddot{b}'$, where $\ddot{b}' = B\ddot{x}_c$. The vector $\ddot{x}_c$ is the velocity difference between the 1000 dbar level and the new reference level. Thus the new problem is

\[
B\ddot{x} = \ddot{b} + \ddot{b}' \\
\ddot{x} = B^{-1}(\ddot{b} + \ddot{b}') \\
\ddot{x} = B^{-1}(\ddot{b}) + VV^t\dddot{x}_c
\]

Therefore if the matrix $VV^t$, the resolution matrix, is equal to the identity matrix, the solution will be exactly independent of the choice of the reference level. In the model used here the resolution matrix is not exactly equivalent to the identity matrix. This allows the solution to change slightly depending on the choice of reference level. The standard deviation of the unknown parameters about the solution using the 1000 dbar reference level is used to estimate the errors in the solution. The estimated errors in the
unknown parameters are

1) \( u_0 = \pm 0.12 \text{ cm/s} \)
2) \( v_0 = \pm 0.10 \text{ cm/s} \)
3) \( w_0 = \pm 0.20 \text{ \( \mu \)m/s} \)
4) \( k_h = \pm 100 \text{ m}^2/\text{s} \)
5) \( k_z = \pm 0.3 \text{ cm}^2/\text{s} \)

It is observed that the errors in the conservation of salt, heat and mass is minimized by assuming a level of no motion at 700 dbar. This suggests that the best choice for the level of no motion exists at about this pressure level. However the error in the salt condition is still significantly reduced in the inverse solution from that of assuming a level of no motion at 700 dbar. Furthermore, the result of the inverse solutions do not indicate that a level of no motion should exist at 700 dbar since there is still a well-defined structure to the flow field. The model will continue to use the 1000 dbar level as the reference level. The high correlation coefficient indicates that the flow field will not be significantly affected by this choice.

5.4 The Importance of the Different Unknown Parameters on the Solution

The result of varying the reference level confirms that not all the unknowns are equally well resolved. The resolution matrix \((VV^t)\), described in the previous section, provides information on how well the model can resolve the different unknown parameters. Each \( i^{th} \) row of the matrix gives the resolution of the \( i^{th} \) unknown parameter in terms of an average of all the unknown parameters. If the diagonal element of the \( i^{th} \) row of the matrix is 1, then the resolution of the \( i^{th} \) unknown parameter is perfectly resolved, i.e. 100% resolution. The vertical mixing coefficients are well determined by the model, the resolution of these parameters ranges from 81% to 99%. The shallower mixing terms are
better resolved than the deeper mixing terms. The horizontal velocities are also quite well resolved. The resolution of these parameters ranges from about 75% to 80%. The v-component of the horizontal velocities is slightly better resolved than the u-component. The resolution of the vertical reference velocity and horizontal mixing coefficients is considerably smaller. The vertical reference velocity is resolved to about 25% and the horizontal mixing coefficients are resolved to about 10%.

To explore the importance of the unknown parameters on the solution, different parameters are neglected in the model to observe how the solution changes. The correlation and regression coefficients for the horizontal reference velocities between the reduced model and the reference model are shown in Table 5.9.

It is evident from this table that the vertical mixing coefficients are important factors in determining the reference solution. However, the horizontal mixing terms do not significantly alter the solution. This result, coupled with the poor resolving capability of the model for this variable, led to the decision to neglect the horizontal mixing term from the model. By neglecting the vertical reference velocity in the model, a significant change in the solution occurs. Although the vertical reference velocities are not well determined, their importance in the solution is recognized and thus they are retained in the model. It was observed that by neglecting the vertical reference velocities, the value of vertical mixing coefficients decreases.

5.5 Sensitivity of the Solution to Errors in the Data

To evaluate how sensitive the model is to errors in the data, random gaussian errors and coherent errors were added to the original temperature and salinity data before obtaining a solution. By adding these errors to the original data, both the effect of these errors on matrix $B$ and on the forcing terms $\tilde{e}$ can be observed.
Table 5.9: The correlation and regression coefficient for horizontal reference velocities between solutions obtained with a reduce set of unknown parameters.

<table>
<thead>
<tr>
<th>Parameter Not Included</th>
<th>Correlation coefficient</th>
<th>Regression coefficient</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k_x$</td>
<td>0.368</td>
<td>0.164</td>
</tr>
<tr>
<td>$k_h$</td>
<td>0.993</td>
<td>0.990</td>
</tr>
<tr>
<td>$w_o$</td>
<td>0.684</td>
<td>0.621</td>
</tr>
</tbody>
</table>

Table 5.10: The correlation and regression coefficients between the reference solution and solutions obtained using data with random errors added. The random errors with standard deviation $\sigma$ are added to the original data as follows: a) salinity, $\pm \sigma$ ppt and b) temperature, $\pm \sigma$ °C.

<table>
<thead>
<tr>
<th>Random Error $\sigma$</th>
<th>Correlation coefficient</th>
<th>Regression coefficient</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.005</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>0.01</td>
<td>1.00</td>
<td>1.01</td>
</tr>
<tr>
<td>0.05</td>
<td>0.65</td>
<td>0.84</td>
</tr>
<tr>
<td>0.10</td>
<td>0.11</td>
<td>0.17</td>
</tr>
</tbody>
</table>

The addition of random errors to the original data simulates the effect of instrument measurement errors on the data. Table 5.10 shows the correlation and regression coefficients between the reference solution and solutions obtained from the data with additional random errors added.

This table shows that the solution is quite insensitive to small random errors in the data. Random errors with standard deviation greater than $\pm 0.05$ ppt and $\pm 0.05$ °C need to be added to the original data to significantly change the solution. This value far exceeds the expected errors introduced by limitations in the instruments.

Additional errors in the data arise from the unresolved spatial and temporal features.
Table 5.11: The correlation and regression coefficients between the reference solution and solutions obtained using data with coherent temperature and salinity errors added to the data.

The temperatures of the ocean obtained from a deep mooring in the centre of the Ocean Storms area clearly illustrates the high frequency variability that is present in the ocean and not resolved by the STP data (Fig. 5.22). The fluctuations in temperature are attributed to isopycnal displacements caused by internal gravity waves. The affects of turbulent mixing are considered to be small. The estimated standard deviation of the all the temperature measurements for the upper 1500 m of the ocean is about \( \pm 0.05^\circ \text{C} \). The fluctuations in the salinity measurements is estimated from the corresponding depth fluctuations shown in this figure and the observed gradient of salinity with depth. The standard deviation of salinity measurement is about \( \pm 0.01 \) ppt for the upper 1500 m of the ocean. The salinity errors will have the opposite signs as the temperature errors because of the assumption that this error is due to displacements of isopycnal surfaces.

To simulate these errors in the data, the data at each station is perturbed by a random error where the error in salinity is always \(-1/5\) of the temperature error. Table 5.11 shows the correlation and regression coefficients between the reference solution and solutions obtained from the data with additional coherent errors added.

The large correlation coefficients in this table imply that the pattern of the flow determined the model does not change significantly with the addition of this error. The
Figure 5.22: The high frequency fluctuations of the temperature measurements obtained from a mooring located in the centre of the grid. [24]
regression coefficient implies that the magnitude of the solution is not overly sensitive to the expected magnitude of the error present in the data. Using the estimated errors determined from the mooring the estimated one standard deviation errors about the reference solution are:

1) \( u_o = \pm 0.20 \text{ cm/s} \)
2) \( v_o = \pm 0.15 \text{ cm/s} \)
3) \( w_o = \pm 0.30 \mu m/s \)
4) \( k_z = \pm 0.7 \text{ cm}^2/s \)

These error estimates do show that the errors introduced by features not resolved by the data do place significant limitations on applying this inverse model to synoptic data.

5.6 Reference Solution

The results of the model to be presented in the next chapter are based on a 12-layer model using a reference level of 1000 dbar. This model will not use data shallower than 150 dbar (149.1 m) because this data does not satisfy the assumptions made in developing the model. The unknown horizontal and vertical reference velocities and the vertical mixing coefficients will be determined using this model. The horizontal mixing coefficients are omitted because they are poorly determined by the model and unimportant in conserving salt and heat.

The reference solution calculated from this model does achieve a 50% reduction in error over specifying the 1000 dbar level as the level of no motion (reference solution in table 5.3). The estimated one standard deviation errors in this solution are as follows

1) \( u_o = \pm 0.32 \text{ cm/s} \)
2) \( v_o = \pm 0.25 \text{ cm/s} \)
3) \( w_o = \pm 0.5 \mu m/s \)
4) $k_z = \pm 1.0 \, \text{cm}^2/\text{s}$

These errors are determined from the sensitivity of the solution to the choice of reference level and to the presence of error in the temperature and salinity measurements. The results obtained using the reference solution will be presented in chapter 6.
Chapter 6

Results of the Model

The results of the inverse model for the data collected during cruise one will be presented in this chapter. This inverse model determined the vertical mixing coefficients for depths \( \geq 149.1 \text{ m} \), and the vertical and horizontal velocities at the reference level. The determination of the reference velocities does allow one to calculate the flow field at any depth by applying the thermal wind equations and linear \( \beta \)-plane vorticity equation. The only restriction in applying these equations is that the vertical velocities at the surface of the ocean must be zero.

The results of the model for the mixing coefficients and vertical velocities are difficult to verify because of the lack of independent measurements for these quantities. The horizontal flow obtained from the inverse model will be compared to velocity measurements obtained from a current mooring and mixed layer drifters.

6.1 Vertical Velocity

The vertical velocity at the base of the mixed layer (50 m) and in the halocline (150 m) are displayed in Figure 6.23. For depths shallower than 50 m the vertical velocity is assumed to linearly decrease to zero at the surface. In these maps a positive value indicates that the vertical velocity is directed upward. Both these maps are similar, with the vertical velocity in the halocline slightly smaller than the vertical velocity at the base of the mixed layer. Evident in both these maps are the two downwelling zones in the north central and south central part of the Ocean Storms grid. Separating these two
zones is a weak upwelling area. On the west portion of the Ocean Storms grid, a zone of intense upwelling occurs. The vertical velocity at the base of the mixed layer appears to correlate with the convergent and the divergent zones evident in the horizontal flows at the surface (Fig. 6.25). The average vertical velocity at this depth is $0.96 \pm 0.22 \mu m/s$, the error is the two standard deviation error determined from the estimated uncertainty in the vertical reference velocities. Although no direct measurements of this vertical velocity exist, this value is consistent with the vertical velocity of $0.63 \mu m/s$ ($20 \text{ m/yr}$) upward determined by Tabata [14]. He estimated this value from the freshwater budget, divergence of the Ekman transport, and convergence of the deep geostrophic transport.

6.2 Vertical Mixing Coefficients

The model results for the vertical mixing coefficients are shown in Figure 6.24. This plot of the vertical mixing coefficients shows that $k_z$ gradually increases with depth to a maximum of $9.8 \text{ cm}^2/\text{s}$ at 600 dbar. Below this maximum, the values of $k_z$ gradually decrease to zero. The magnitude of these values is large, but this is attributed to the presence of small scale features in the data. These features in the ocean not resolved by the model were evident in the higher frequency sampling of the ocean (Fig. 5.22). The estimate uncertainty in the these coefficients is about $\pm 1.0 \text{cm}^2/\text{s}$. The lack of other measurements for comparison makes it difficult to assess the calculated the vertical mixing coefficients.

6.3 Horizontal Velocities

In this section, I will present the model results for the horizontal velocities. In the two sections to follow, the flow field determined from the model will be compared to current meter observations and to velocities inferred from Lagrangian drifters.
Figure 6.23: The vertical velocity determined from the inverse model. The velocities are in $\mu m/s$ and a positive value means the flow is upward. The top map shows the vertical velocity at the base of the mixed layer (50 m). The lower map is the vertical velocity at the base of the halocline (150 m).
Figure 6.24: The vertical mixing coefficients, $k_z$, determined from the inverse model.
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The horizontal velocities determined from the inverse model represent the “absolute” geostrophic flow field in the Ocean Storms area. As stated in the previous chapter, the one standard deviation in the horizontal velocities is approximately \( \pm 0.3 \) cm/s. This uncertainty present in the reference velocities does not detract greatly from the observed flow pattern. To simplify discussion of the results, I will divide the ocean into three zones, an upper zone (0-200 m), an intermediate zone (200-900 m), and a deep zone (900-1500 m). To display the flow field in these zones I have selected several depth surfaces.

The flow in the upper zone of the ocean, Figure 6.25 exhibited three distinct features. One feature is the presence of an eddy in the northwest corner of the grid. A second feature is the smooth northeasterly flow displayed in the centre of the survey area. The third feature is the distortion in the flow in the southeast corner of the grid. As one moves down from the surface to deeper levels within this zone, the flow in the centre of the grid rotates slightly to the south. The eddy present in the northwest corner of the grid remains almost unchanged within this zone. The feature in the southeast corner of the grid does evolve with depth. What appears as a slight distortion in the flow at the surface develops into a strong countercurrent by a depth of 200 m. At this depth the boundary between the countercurrent and the northeasterly flow is correlated with oceanic front observed in the principal halocline in the maps of the temperature and salinity fields (Fig. 3.13).

In the intermediate zone (Fig.6.26), the three features observed in the upper zone are still evident. The strong eddy found in the northwest corner of the grid is present throughout this zone but by a depth of 900 m this eddy has severely weakened. The smooth flow in the centre of the grid decreases in magnitude with depth. The countercurrent that developed in the lower half of the upper zone is found down to a depth of 900 m. By this point, it is this feature that is most prominent in the flow and encompasses almost half of the survey area.
Figure 6.25: The horizontal flow field for selected depth surfaces of the upper zone (0-200 m). The velocity is shown at: a) the surface, b) 15 m, c) 100 m, and d) 200 m.
Figure 6.26: The horizontal flow field in the intermediate zone (200-900 m) at selected depths. The velocity is shown at depths: a) 500 m, b) 600 m, c) 700 m, and d) 900 m.
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In the deep zone (Fig.6.27), the flow exhibits much smaller length-scales than what were observed in the previous two zones. The prominent countercurrent is present in this zone but the other two features have disappeared. This leaves the northwest half of the grid without a distinct flow field. At 1000 m the smaller scale features dominate the flow in the northwest. Proceeding to deeper levels, the flow becomes more southerly. The flow pattern at 1500 m appears to reverse from what was observed at the surface.

The flow at 1000 m from the inverse model results shows the difference between the model results and the flow displayed by the maps of dynamic height (Chapter 3). The most significant difference between these two flow fields is the presence of the strong southwesterly flow in the southeastern corner of the grid of the inverse results.

From the flow field determine by the model it is clear from that at no point does the flow field display a clear depth of no motion. As mentioned in the previous chapter, the 700 dbar reference level is appears to be the best choice of a level of no motion. The calculated flow field from the inverse model at 700 m clearly is not consistent with a depth of no motion existing at this level.

6.4 Direct Current Measurements

To validate the velocities determined from the inverse model and to obtain an estimate of the time scale of geostrophic flow, the model results are compared to the velocity measurements made by current meters moored in the centre of the Ocean Storms grid, the OSU mooring (at 47° 28.4’ N, 139° 16.0’ W). The current meter observations from this mooring are provided by M. Levine and C. Paulson of Oregon State University. In the upper part of the mooring, seven Vector Measuring Current Meters (VMCM) were distributed from 60 m to 195 m. The lower part of the mooring included five Aanderaa meters distributed from 500 m to 4000 m.
Figure 6.27: The horizontal flow field in the deep zone (900-1500 m) at selected depths. The velocity at depths of a) 1000 m and b) 1500 m.
Table 6.12: A comparison of the geostrophic velocities calculated from the model to the current meter observations.

The raw data that I received from this mooring had already been low-passed filtered to remove the inertial oscillations and averaged to one-day intervals. From these velocity measurements I further reduced the variability in the data by calculating several time averages. Time averages of the velocity data were obtained for 7 day, 14 day and 21 day time intervals. The results of these times averages are displayed in Figures 6.28, 6.29, and 6.30. In these diagrams the stick points in the direction of the flow, with north being up. The last stick on the right side of the plots are the corresponding geostrophic velocities determined from the inverse model. The time of the first cruise is from 274 to 284 yeardays. The occurrence of the October 4th storm (278 yeardays), is evident in the shallow current measurements by the large increase in velocity that occurred around this time.

The comparison between the current meter observations and the inverse model are summarized in Table 6.12. The calculated geostrophic flow field at the current mooring is comparable to a seven day average of the current meter observations. At 500 m and
Figure 6.28: The velocities from the current meter observations for a seven day average plotted every three days. In this figure the stick points in the direction of flow, with north being up. The numbers on the left side of the plot are the corresponding depths in meters of the current meter. On the right side of the plot, the velocities calculated from the inverse model at the location of the mooring are displayed.
Figure 6.29: The velocities from the current meter observations for a fourteen day average plotted every seven days. In this figure the stick points in the direction of flow, with north being up. The numbers on the left side of the plot are the corresponding depths in meters of the current meter. On the right side of the plot, the velocities calculated from the inverse model at the location of the mooring are displayed.
Figure 6.30: The velocities from the current meter observations for a 21 day average plotted every 10 days. In this figure the stick points in the direction of flow, with north being up. The numbers on the left side of the plot are the corresponding depths in meters of the current meter. On the right side of the plot, the velocities calculated from the inverse model at the location of the mooring are displayed.
1000 m, the agreement between these two measurements is excellent. At a depth of 1000 m, the geostrophic velocity inferred from the density field is comparable to the average of the current meter observations obtained during the time of this cruise. A bottom array of pressure gauges deployed in the Ocean Storms area also appears to show that the deep geostrophic current measurements inferred from this array are comparable to the current meter observations for periods of a few days to a week (Fig. 6.31) [24].

As one moves upward from 1000 m toward the surface, the geostrophic velocity appears to lag the current meter measurements. This situation may be explained by two possible effects. One, it takes a finite amount of time for the density field to adjust to the present current system. This allows the density field, and hence the geostrophic velocity, to retain information on the previous current field. This suggests that it is the current system that forces the geostrophic flow in the ocean. However, this effect does not explain why the geostrophic flow at the surface lags the current meter observations more than the deeper current meters. The second reason is unrelated to the first but is related to the effects of the October 4th (yearday 278) storm on the current meters. The
energy input into the ocean by this storm at the surface slowly propagated downward. Thus the deeper current meters experienced the effects of the storm at a later time. This implies that at the time of the storm, the flow at the deeper levels was less corrupted by the storm. At 1000 m the average of the current meter observations during the time of the cruise is comparable to the geostrophic flow from the model. As one moves upward toward the surface, the storm effects arrive earlier in time therefore one must move further back in time to observe the geostrophic flow. This effect does not explain why there is a large difference between the current meter observations and geostrophic velocities at a depth of 120 m. At this depth another effect must be considered to explain this large difference.

The lack of an exact agreement between the two velocity measurements can be explained by several reasons. One, direct current measurements do not provide any information on the spatial structure of the flow. But it is clear from the maps of the geostrophic flow that significant spatial features existed in the vicinity of the current mooring. The velocities determined from the inverse model assume some spatial averaging of the velocity field. The most noticeable spatial structure of the flow in the vicinity of the current mooring occurs for depths greater than 500 dbar. Two, the existence of a significant ageostrophic component to the flow may exist. This effect is expected to be greatest near the surface where the forcing function, the wind, is largest and is capable of generating a large ageostrophic component.

Although a seven day average of the current meter measurements provided a good agreement to the geostrophic flow up to 140 m, it does appear that the geostrophic flow may represent time-scales longer than seven days. It is clear from the current meter observations that after the storm the flow again becomes consistent with the calculated geostrophic flow. This most clearly holds true for the depths shallower than 500 m. This observation is also evident in the longer time-averaging of the current meter observations.
in the upper 200 m. Although these longer averages produce a good comparison between the two velocity measurements, significant differences still exist. This suggests that the ageostrophic component has a significant low frequency component.

Using a seven day average of the current meter observations obtained during the time of the first cruise, 277 to 284 yeardays, an estimate of the ageostrophic component of the flow is calculated. This estimate of the ageostrophic flow is obtained by subtracting the geostrophic velocities determined by the inverse model from these seven day averages of the current meters. The profile of the geostrophic, ageostrophic, and total flow field are displayed in Figure 6.32. This figure shows that the ageostrophic component of the flow is greatest in the upper ocean (60 - 195 m). The ageostrophic flow is maximum at 60 m but the magnitude of this component is quite uniform between depths of 60 - 195 m. The ageostrophic component also undergoes a cyclonic rotation as one moves downward from the surface. This is opposite to the rotation of the Ekman spiral, but this is acceptable because the Ekman spiral only exist in steady winds which is not the case during a storm. The absence of a strong decay in the ageostrophic component with depth suggest that this flow is not forced by the wind. However, the lack of significant total current flow between 140 m and 195 m implies that the geostrophy is not forcing the flow at these depths. Does a depth of no motion exist at this between these depths? If one assumes a depth of no motion at 150 dbar, the errors in the conservation of salt and heat increases drastically. Based on this the 150 dbar level is a poor choice for the level of no motion if one desires that temperature and salinity in the interior of the ocean be conserved.

To explain these features in the ageostrophic flow and total flow, it appears that one must evoke additional terms in the equations of motion

\[
\frac{\partial u}{\partial t} + u \frac{\partial u}{\partial x} + v \frac{\partial u}{\partial y} - f v = -\frac{1}{\rho} \frac{\partial p}{\partial x} + \nu \frac{\partial^2 u}{\partial z^2} 
\]

(6.42)

\[
\frac{\partial u}{\partial t} + u \frac{\partial u}{\partial x} + v \frac{\partial u}{\partial y} + f u = -\frac{1}{\rho} \frac{\partial p}{\partial y} + \nu \frac{\partial^2 v}{\partial z^2} 
\]

(6.43)
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Figure 6.32: The horizontal velocity profiles for a) the geostrophic flow, b) the ageostrophic flow, and c) the total flow.

If this flow is not consistent with being forced by the pressure gradient ($\nabla p$) and the windstress ($\nabla^2 u/\partial z^2$, $\nabla^2 v/\partial z^2$), the nonlinear terms and acceleration terms must be important.

Any error present in the determination of the velocity of the flow at the reference level will be equivalent to adding an additional constant to all of the ageostrophic measurements. The depth structure of the ageostrophic flow will not be affected by this term.
6.5 Mixed Layer Drifters

In the Ocean Storms area, 49 satellite-track TRISTAR drifters were deployed. These instruments consist of a small surface float containing radio transmitting equipment and a large three-axis symmetric drogue element centred at a depth of 15 m. The processed position of all the Ocean Storms drifters are shown in Figure 6.33. The flow evident by this data have similar features to the geostrophic flow determined from the inverse model. The three distinct features evident in the surface geostrophic flow are evident in this data.

In order to better compare these two velocity measurements, a simple algorithm was developed to calculate the velocity from the drifter positions. The area of the Ocean Storms experiment was divided into the same boxes that were used in the inverse model. An average value of the velocity in each of these boxes was determined by calculating the velocity from the change in position of the drifter over one inertial period. This time sampling is necessary to remove the inertial oscillations from the data. Using the time interval of one inertial period, each inertial period provides one independent estimate of the flow for each drifter. By averaging all of these velocities from all of the drifters, the average flow in each of the boxes defined is determined. The resulting flow field estimated from the drifter data over the period of 275 to 295 yeardays is shown in Figure 6.34. Considering a longer time interval does not alter the observed flow in the Ocean Storms area because by this point most of the drifters are no longer present in the grid.

The calculated flow field from the drifter data displays the three characteristic features that were present in the geostrophic flow. These features are a prominent eddy in the northwest corner of the grid, a distortion in the flow in the southeast corner of the grid, and the generally smooth northeasterly flow through the centre of the grid. The fact that these features are evident in this velocity map implies that these major features in
Figure 6.33: The tracks of the drifter data. The location of the Ocean Storms grid is defined by the dashed line on this map. The oscillation of the drifter tracks is due to inertial oscillations.
Figure 6.34: The total flow field determined from the drifter data. The location of the Ocean Storms grid is shown by the enclosed region on this map. This velocity map is obtained from the drifter data from day 275 to 295.
the flow field are controlled by geostrophy.

An estimate of the ageostrophic flow can be obtained by subtracting the geostrophic flow from the total flow determined by the drifter data. The inverse model results at a depth of 15 m are subtracted from the total flow field. This difference in flow fields is termed the ageostrophic flow. The ageostrophic flow in the mixed layer is shown in Figure 6.35. The ageostrophic flow shows the presence of a jet in the north with a strong easterly flow which moves in a south easterly direction through the east half of the Ocean Storms area. A smaller flow exists to the south of this jet moving in a southerly direction.

The magnitude of this flow field is significant but possesses smaller spatial features than the geostrophic flow at 15 m. Of the total flow through the Ocean Storms grid, 64% is due to the geostrophic flow and 36% is derived from the ageostrophic component. If the ageostrophic flow was produced by the windstress one would expect that the flow field would exhibit larger spatial features attributed to the larger spatial features present in the wind field. The small spatial features present in the ageostrophic flow field suggest that the windstress is not the dominant forcing term at this time. From this it is inferred that the acceleration and nonlinear terms in the momentum equations (6.42) and (6.43) must play an important role in the affecting the flow. This is consistent with the depth profile of the ageostrophic flow in the centre of the grid.

This analysis of separating the total flow field into ageostrophic and geostrophic flow is essentially independent of the inverse model results because the flow at the reference level does not significantly change the geostrophic flow at the surface.
Figure 6.35: The ageostrophic flow field determined from subtracting the geostrophic velocity determined from the inverse model at 15 m from the total flow estimated from the drifter data.
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Factors Influencing Heat and Salt Content in the Ocean Storms Area

The factors that influence the salt and heat content in the ocean can be described by the following two equations

$$\frac{\partial S}{\partial t} = -\overline{u} \cdot \nabla S + \frac{\partial}{\partial z} (k_z \frac{\partial S}{\partial z}) + Q^t$$

(7.44)

$$\frac{\partial (\rho CT)}{\partial t} = -\overline{u} \cdot \nabla (\rho CT) + \frac{\partial}{\partial z} (k_z \frac{\partial (\rho CT)}{\partial z}) + Q^t$$

(7.45)

The change in salt and heat content of the ocean is affected by three factors 1) the horizontal and vertical transport of salt and heat by the flow field, $\overline{u}$; 2) the mixing of salt and heat by the mixing coefficient $k_z$; 3) the exchange of freshwater and heat across the air-sea boundary, $Q^t$ and $Q^l$, respectively.

In this chapter I first determine the change in salt and heat content of the ocean in the Ocean Storms area during the time between the two cruises. Second, I calculate the transport of salt and heat by the flow field and mixing coefficients. Third, by balancing the salt and heat budgets, I estimate the exchange of heat and freshwater across the air-sea boundary.

7.1 The Observed Change in Salt and Heat Content

An estimate of the change in salt and heat content in the Ocean Storms area is determined from the differences in salinity and temperature between the seventeen stations occupied during both cruises. These values of the change in salt and heat content between the two cruises exhibit a great deal of variability over the Ocean Storms grid. To reduce
the variability and increase the accuracy of these values, the mean value for the entire
Ocean Storms area will only be considered. The variability of the change in heat and
salt content estimated from the different stations is evident from the standard deviations
about the mean values. An estimate of the error in the change in salt and heat content
is determined from the high frequency temperature fluctuations observed at an OSU
mooring. The estimated two standard deviation errors in the salinity and the temperature
measurements for the upper 1500 m of the ocean is $\pm 0.02$ ppt and $\pm 0.1^\circ$C respectively.
For each station these error estimates are considered independent of the other stations.

The change in salt content, $\frac{\partial S}{\partial t}$, of a layer of the ocean bounded at the top and
bottom by the depths $z_t$ and $z_b$ respectively is

$$\frac{\partial S}{\partial t} = \frac{1}{\Delta t} \int_{z_t}^{z_b} \Delta S \, dz \tag{7.46}$$

$\Delta S$ is the change in salinity of this layer during the time interval $\Delta t$.

The change in the salt content between these two cruises is shown in Table 7.13. For
the upper 1500 m of the ocean the observed change in salt content is equivalent to a $0.014
\pm 0.005$ ppt increase in salinity during the time between the two cruises (60 days). Such
a change is within the accuracy of the measurements of salinity [17]. Considering only
the upper 150 m of the ocean, the observed change in salt content is equivalent to an
increase in salinity of $0.004 \pm 0.005$ ppt. Previous estimates of the change in salt content
of the upper ocean at Ocean Station P indicate that the upper ocean should experience
a significant decrease in salinity during the fall season [17]. This discrepancy between
these two measurements of the change in salt content of the upper ocean confirms that the
salt content can exhibit significant year to year variability. This variability is influenced
greatly by the atmospheric conditions but at the present time the affect the atmosphere
has on the ocean is not well determined. This is attributed to the difficulty of trying to
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Table 7.13: Change in salt content between cruise one and cruise two. The value given for the change in salt content is the change in salinity observed in that layer. The mean and standard deviation are obtained using the stations occupied during both cruises.

<table>
<thead>
<tr>
<th>Layer (m)</th>
<th>Change in Salt Content (10^{-9} ppt/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Top</td>
<td>Bottom Mean</td>
</tr>
<tr>
<td>0</td>
<td>100</td>
</tr>
<tr>
<td>0</td>
<td>150</td>
</tr>
<tr>
<td>0</td>
<td>1000</td>
</tr>
<tr>
<td>0</td>
<td>1500</td>
</tr>
</tbody>
</table>

The change in heat content, $\partial(\varrho CT)/\partial t$, of a layer of the ocean bounded at the top and bottom by the depths $z_t$ and $z_b$ respectively is

$$\frac{\partial(\varrho C T)}{\partial t} = \frac{1}{\Delta t} \int_{z_t}^{z_b} \varrho C \Delta T \, dz \approx \frac{\varrho C}{\Delta t} \int_{z_t}^{z_b} \Delta T \, dz \quad (7.47)$$

$\Delta T$ is the change in temperature of this layer during the time interval $\Delta t$. The heat capacity ($\varrho C$) is assumed independent of depth and equal to $4 \times 10^6$ kJ/m.

The observed changes in heat content of the ocean during the time between the two cruise are shown in Table 7.14. The observed change in heat content for the upper 1500 m of the ocean is equivalent to a decrease in temperature of this layer of $0.047 \pm 0.018^\circ C$ during the time between the two cruises. Such a temperature difference in temperature is definitely within the accuracy of the temperature sensors [14]. In the upper 150 m, the average loss of heat of this layer during the fall 1987 is equal to $92 \pm 2 \, W/m^2$. Large et al [16] calculated that the average loss of heat in this area during the fall for the upper 120 m of the ocean was approximately $90 \, W/m^2$. 


Table 7.14: Change in heat content between cruise one and cruise two. The value given for the change in heat content is the change in heat observed in that layer. The mean and standard deviation are obtained using the stations occupied during both cruises.

7.2 Transport of Salt and Heat

An estimate of the transport of salt and heat can be calculated from the ocean circulation parameters, determined by the inverse model and the gradients of the salinity and temperature fields observed during the first cruise. The results of the inverse model allows one to determined the transport of salt and heat by the vertical and horizontal velocities and the vertical mixing coefficients. By using the circulation parameters several assumptions are implied: 1) the horizontal flow determined from this model is geostrophic; 2) the vertical velocity satisfies the linear $\beta$-plane vorticity equation, and above the base of the mixed layer (50 m) the vertical velocity linearly decreases to zero; 3) the vertical mixing coefficient is determined only for depths greater than 150 dbar; 4) for depths greater than 150 dbar, one is uses the residual errors of the inverse problem to determine the transport of salt and heat.

The transport of the salt and heat from the flow field and vertical mixing terms are determined for the entire Ocean Storms grid. An estimate of the error in these transports are calculated using the errors in the circulation parameters and the estimated
Table 7.15: The calculated transport of salt using circulation parameters determined by the inverse model. The vertical mixing term is only important at depths of 250 m to 800 m. The errors in these transports are determined from the uncertainty in the circulation parameters and the uncertainty in the measurement of salinity. A positive transport means that the Ocean Storms area experiences a gain in salinity.

uncertainties in the temperature and salinity measurements.

7.2.1 Salt Transport

The change in the salt content of the ocean due to vertical transport, horizontal transport and total transport are shown in Table 7.13. In the upper ocean 0 - 150 m), the increase in salinity due to horizontal transport is offset by the larger decrease in salinity caused by the vertical transport. The vertical transport of salt is negative even though the vertical velocity is upward because more salt leaves through the top of the layer than enters through the bottom. The calculated transport of salt in the upper 150 m of the ocean is equivalent to reducing the salinity in this layer by 0.016 ±0.02 ppt during the time between the two cruises (60 days).

In the deeper layers of the ocean (≥ 150 m) the horizontal transport of salt continues to increase the salinity. The vertical transport of salt works to reduce the salt content in these layers. The vertical mixing of salt by the mixing coefficients is significant only
for depths between 248.4 m and 892.0 m, where it causes the salt content in ocean to increase. In the 150 m to 1500 m layer of the ocean, the calculated transport of salt would result in an increase in salinity of this layer by 0.05 ± 0.03 ppt for the time interval between the two cruises. This exceeds the observed change in salinity of 0.018 ± 0.004 ppt determined from the differences in salinity between the two cruises. This shows that the model does not conserve salt more effectively than the actual interior of the ocean. If the model was more effective in conserving salt this would suggest that the salinity information is being given too much importance in determining the inverse solution. The fact that these two values are comparable implies that the conservation of salt condition in the inverse model was adequately weighted.

7.2.2 Heat Transport

The change in the heat content of the ocean due to vertical transport, horizontal transport and total transport of heat are shown in Table 7.16. In the upper ocean (0 - 150 m), the vertical and horizontal transports of heat are nearly equivalent. The vertical transport of heat results in a loss of heat in this layer of 20 ± 6 W/m². This value is 21.5% of the observed heat lost by this layer for the time during the two cruises (Table 7.14). This is consistent with previous estimates of the vertical transport of heat which attribute approximately 20% of the heat lost in the upper ocean to this effect [17,16]. The horizontal transport of heat is also significant, it reduces the heat content of the upper ocean by 20 ± 10 W/m².

For the layers in the interior of the ocean between the depths of 150 m to 1500 m, the calculated net transport of heat from the model is -1 ± 100 W/m². The observed heat loss of this layer determined from the differences in temperature between the two cruises is 38 ± 21 W/m². This shows that the model results does conserve heat more effectively than the real ocean. This suggests that the conservation of heat constraint
Chapter 7. Factors Influencing Heat and Salt Content in the Ocean Storms Area

### Table 7.16: The calculated fluxes of heat from using the velocities obtained from the inverse model. The vertical mixing term is only important at depths of 500 m to 1200 m. The errors in these transports are determined from the uncertainty in the circulation parameters and the uncertainty in the measurement of temperature.

<table>
<thead>
<tr>
<th>Layer (m)</th>
<th>HEAT</th>
<th>Horizontal Transport (W/m²)</th>
<th>Vertical Transport (W/m²)</th>
<th>Total Transport (W/m²)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Top</td>
<td>Bottom</td>
<td>Mean</td>
<td>Error</td>
</tr>
<tr>
<td>0</td>
<td>60</td>
<td>-18</td>
<td>4</td>
<td>-9</td>
</tr>
<tr>
<td>0</td>
<td>150</td>
<td>-20</td>
<td>10</td>
<td>-20</td>
</tr>
<tr>
<td>0</td>
<td>1000</td>
<td>-9</td>
<td>60</td>
<td>-34</td>
</tr>
<tr>
<td>0</td>
<td>1500</td>
<td>-9</td>
<td>100</td>
<td>-32</td>
</tr>
<tr>
<td>150</td>
<td>1500</td>
<td>11</td>
<td>100</td>
<td>-12</td>
</tr>
</tbody>
</table>

7.3 Exchange Across the Air-Sea Boundary

An estimate of the exchanges of heat and fresh water across the air-sea boundary are determined by calculating the sources and sink terms that are required to balance the salt and heat budget in the upper ocean (equations 7.44 and 7.45). In balancing the salt and heat budgets, I will restrict the analysis to the upper 150 m of the ocean where the air-sea boundary process are most pronounced. Below 150 m, there is little evidence of the annual cyclic variations of salinity and temperature that would be attributed to the air-sea boundary process [17]. In this section, I will first balance the salt budget and then I will proceed to balance the heat budget.
7.3.1 Salt Budget

The air-sea boundary processes that affect the salt content of the upper ocean are precipitation and evaporation. The reduction of salinity in the open ocean is accomplished by precipitation in the form of rain, snow, and hail. On the other hand, the increase in salinity is accomplished by the evaporation of fresh water from the sea surface. The fresh water exchange across the air-sea boundary due to precipitation and evaporation is the most important factor influencing the salinity of the upper surface water [17]. In the northeast Pacific Ocean, this influence is confined primarily to the water above the halocline [17].

In the time interval between the two cruises, the upper 150 m of the ocean experience an increase in salinity of 0.004 ± 0.005 ppt. The estimated vertical and horizontal transport of salt for the upper ocean during the same time interval is -0.016 ± 0.02 ppt. Therefore, to balance the salt budget would require that fresh water exchange across the air-sea boundary increase the salinity of the upper ocean by 0.020 ± 0.020 ppt. This can only be accomplished by having evaporation (E) exceed precipitation (P) during the fall of 1987.

The change of salinity, \( \Delta S \), due to \( E - P \), during the time interval \( \Delta t \) can be evaluated from the following formula [17]

\[
\Delta S = S_f - S_i \approx S_i \frac{(E - P)}{z} \]  

(7.48)

where:

- \( S_f \) is the final salinity (ppt)
- \( S_i \) is the initial salinity (ppt)
- \( z \) is the depth (cm) of the column considered (0 - 150 m)
- \( E - P \) is the difference of evaporation and precipitation in centimetres during the time interval \( \Delta t \)
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In the Ocean Storms area the initial salinity of the upper zone, $S_i$ is approximately 33 ppt. Thus, to balance the salt budget would require that $E - P$ equals $9 \pm 9$ cm.

7.3.2 Heat Budget

The air-sea boundary processes that influence the heat content of the upper ocean are the combined effects of incident solar radiation, reflected solar radiation, effective back radiation, evaporation (and condensation) and conduction of sensible heat. The heat transfer equation across the air-sea boundary during a time interval $\Delta t$ can be written as

$$Q_l = Q_i - Q_r - Q_b - Q_e - Q_h \quad (7.49)$$

$Q_l$ is the net heat transfer across the air-sea boundary

$Q_i$ is the short-wave radiation from the sun and sky, both direct and diffuse.

$Q_r$ is the reflected short-wave radiation from the sea

$Q_b$ is the effective back radiation (long wave radiation from the sea surface minus that from the atmosphere)

$Q_e$ is the heat transferred by evaporation (and condensation)

$Q_h$ is the conduction of sensible heat between the atmosphere and the sea.

The observed loss of heat in the upper 150 m of the ocean during the fall of 1987 is $92 \pm 2 \text{ W/m}^2$. The calculated vertical and horizontal transport of heat in the upper 150 m of the ocean is $-40 \pm 12 \text{ W/m}^2$. In order to balance the heat budget in the upper 150 m of the ocean this upper layer would lose $52 \pm 12 \text{ W/m}^2$ of heat. This implies that the flux of heat at the air-sea boundary accounts for about 57% of the observed heat lost by the upper ocean. From the calculated $E - P$ value of 9 cm the minimum amount of heat lost by evaporation would be $43 \text{ W/m}^2$. This is comparable to calculated heat lost by the upper ocean. However, in this comparison one must keep in mind that there are other
terms which affect the transfer of heat across the air-sea boundary (equation 7.49).
Chapter 8

Discussion and Conclusion

The work presented in this thesis was based on the analysis of hydrographic data collected in the northeast Pacific Ocean as part of the Ocean Storms experiment during the fall of 1987. This work will be summarized in four parts:

1) the qualitative description of the hydrography of the ocean during the fall of 1987.
2) the development and application of an inverse model to the hydrographic data.
3) the ocean circulation of the study area determined from the inverse model.
4) the factors that influenced the salt and heat content of the ocean.

In the first part of this thesis, chapter 3, the hydrographic data collected revealed that vertical structure of the ocean represented the Eastern Sub-Arctic Pacific Water Mass and could be divided into three zones: 1) the upper "seasonal zone (0 - 100 m); 2) the principal halocline (100 - 200 m); and 3) the lower zone (≥ 200 m). Maps of dynamic height of the study area showed that the horizontal flow field was quite smooth but did possess prominent mesoscale eddies in the flow. Isentropic analysis of the temperature and salinity fields generally supported the flow field inferred from the maps of dynamic height. However, this analysis revealed additional details in the flow field not evident in the maps of dynamic height. To extract this information from the data an inverse model was developed.

In the second part of thesis, chapters 4 and 5, an inverse model was first developed to calculate the absolute geostrophic velocities, the vertical flow field, and the vertical and horizontal mixing coefficients. These parameters were determined by calculating a model
that best tried to conserve salt, heat, and mass. Unlike finite differencing schemes [6,19],
this inverse model calculated the unknown parameters by conserving heat, salinity, and
mass in finite volumes. In developing this inverse model, four assumptions were made to
simplify the physics of the problem.

1) The flow in the ocean is geostrophic.
2) The vertical velocities satisfy a linear $\beta$-plane vorticity equation.
3) A steady state advection-diffusion equation with no sources or sinks can be used
in to conserve salt and heat in the interior of the ocean.
4) The mixing terms in the advection-diffusion equation are only considered functions
of depth and can be parametrized according to vertical and horizontal mixing coefficients.
The effects of these assumptions on calculating ocean circulation were considered by
comparing the results of the model to other available information.

Second, the inverse model was then applied to the hydrographic data collected. In
applying the inverse model to the observed data several problems and limitations arose
which affected the results of the inverse model. These limitations are summarized below
with a brief explanation of how they affect the inverse problem $A\tilde{x} = \tilde{b}$.

1) The choice of the cutoff level used in determining the singular values that should
be included in inverting the matrix $A$. The cutoff level chosen in part determined how
sensitive the solution was to errors in the data.

2) The weighting of the conservation of temperature, salinity, and mass equations
used in solving the inverse problem. In evaluating the model, it was apparent that the
solution was very sensitive to the adopted weighting of these three conditions.

3) The choice of reference level at which the unknown reference velocities were deter-
mined. The uncertainty introduced by the choice reference level is intimately related to
the ability of the model to resolve the different unknown parameters.
4) The existence of errors in the temperature and salinity caused by unresolved temporal and spatial features and limitations in measuring equipment. These errors in the data affect both the forcing terms $\vec{b}$ and the matrix $A$.

An estimate of the uncertainty in the solution was made from the sensitivity of the solution to the choice of reference level and from the sensitivity of the solutions to errors in the data. In this estimate of the uncertainty in the solution, the choice of cutoff level was implicitly used because it affects how sensitive the solution is to errors in the data. The weighting of the equations was not used because this would require better understanding of how well the three conservation conditions were satisfied by the approximate equations used in the model. At present, this kind of information is not well understood in the literature. The errors due to the model assumptions were also neglected; these limitations were assessed in analyzing the results of the model. The estimated one standard deviation errors in the solution are as follows:

1) $u_o = \pm 0.32$ cm/s.
2) $v_o = \pm 0.25$ cm/s.
3) $w_o = \pm 0.5$ $\mu$m/s.
4) $k_z = \pm 1.0$ cm$^2$/s.
5) $k_h$ is neglected.

The horizontal mixing coefficients $k_h$ were omitted from the final solution because these unknowns were poorly determined by the model and did not play a significant role in conserving salt or heat.

In third part of this thesis, chapter 6, the results of the inverse model for the vertical mixing coefficients and horizontal and vertical flow fields were presented and discussed. These results were compared to other measurements made in the area allowing additional conclusion about the ocean circulation to be made.

The vertical mixing coefficients determined by the model were non-zero between the
depths of 200 m and 1200 m, with a maximum at 600 m. The values of these coefficients were large \((10 \text{ cm}^2/\text{s})\) but this appears to be consistent with other box model estimates of the vertical mixing coefficients [6].

The vertical velocity field determined from the model gave velocities in the upper ocean consistent with previous estimates. The average vertical velocity for the upper ocean in the Ocean Storms area was \(1.0 \mu \text{m/s}\). These velocities did exhibit prominent spatial features which appeared to be correlated with divergences and convergences in the horizontal flow at the surface.

The geostrophic flow field determined from the model revealed the presence of mesoscale eddies in the flow. However, the pattern of the flow determined was still generally smooth with well-defined flow features. At the surface the geostrophic flow produced the major features of the flow field evident from the drifter data. The geostrophic velocities calculated from the model were comparable to a seven day average of the current meter observations.

The results of the model for the horizontal flow field also appeared to improve on the assumption that a depth of no motion existed at 1000 dbar. In the halocline (100 - 200 m) the flow field from the model showed the existence of the oceanic front that was clearly present in the temperature and salinity fields but absent from the maps of dynamic height. For depths greater than 1000 m, the horizontal flow field obtained from the model, gave a better defined flow pattern than those obtained with the depth of no motion assumption. Furthermore, the model results were not consistent with the assumption that a level of no motion exists in the flow field.

A depth profile of the ageostrophic flow was determined from the difference between the current meter observations and the geostrophic flow. This profile lacked features that would associate this flow with windstress. The spatial pattern of the ageostrophic flow field in the mixed layer determined from the drifter data and the geostrophic velocities
also implied that this ageostrophic flow was not forced only by the wind. From these results it was inferred that the acceleration and nonlinear terms had an important effect on the flow field during the time of the first cruise. This lack of a connection between the windstress and current meter observations was observed in the JASIN experiment [25]. These investigators concluded that at most times the current in the upper ocean was not wind forced especially when the windstress was small.

In the fourth part of this thesis, chapter 7, the factors influencing the heat and salt content of the upper ocean were calculated. During the 60 days between the two cruises the upper ocean, (0 - 150 m), in the study area experienced a slight increase in salinity of $0.004 \pm 0.005$ ppt. From the model results the calculated net transport of salt into the upper ocean during this same time period was $-0.016 \pm 0.2$ ppt. Therefore, to balance the salt budget evaporation had to exceed precipitation by $9 \pm 9$ cm for the 60 days between the two cruises. During this same period the upper ocean lost $92 \pm 2$ W/m$^2$ of heat. The horizontal and vertical net transport of heat each account for a 21.5% reduction in heat content of the upper ocean. The remaining 57% of the heat lost by the upper ocean was due to the net loss of heat at the air-sea boundary.

In conclusion I would like to emphasize that more work still needs to be done on applying inverse models to oceanographic data. A detail study of the problem is required to assess how much information about the flow field can be extracted from tracer data by inverse models. A natural approach to this problem would be to apply the inverse model to data generated from numerical ocean circulation models.
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