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Abstract

The hydraulic properties of basal sediments must be known if the surge mechanism of soft-bedded glaciers is to be understood. Freezing of water-filled boreholes drives water into the subglacial bed and the associated pressure effects give information about subglacial hydraulic properties. A numerical model describing the mechanical response of an unconnected borehole and the bed beneath it to this freezing forcing was developed, using a non-linear transient viscoelastic ice rheology and an approximate model of top-down freezing. The resulting system of equations was solved using the method of lines. Results agree well with analytic solutions, if parameters are correctly chosen. Forward modelling of pressure records from three 1992 boreholes and three from other years indicates that the till underlying Trapridge Glacier has a hydraulic conductivity of $1.3 \times 10^{-9} - 1.35 \times 10^{-8}$ m s$^{-1}$, in agreement with previous indirect estimates. The model was also used to investigate the response of a borehole to sudden pressure changes. The response is very fast compared to pressure sensor sampling rates: thus the “true” basal signal is essentially unaffected by the presence of the borehole, except during the initial freeze-in. The decay events seen in Trapridge Glacier pressure records are caused by the response of the basal drainage system, not the borehole.
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Chapter 1

Introduction

The question of how glacier surges work is a major problem in glaciology. It is now well established that subglacial hydrology plays a pivotal role — surges result from accelerated basal sliding induced by sustained high water pressure [Raymond, 1987]. How this high water pressure comes about and how it is sustained are still unclear. The surge of Variegated Glacier has been modelled in terms of a linked cavity drainage system between the ice and an impermeable rock bed [Kamb, 1987], but not all surge-type glaciers overlie a hard bed. Some surge-type glaciers are underlain by a bed of soft, unconsolidated, permeable sediment [Clarke et al., 1984], as is the fast-flowing Ice Stream B in Western Antarctica [Engelhardt et al., 1990].

Previous investigations have established that Trapridge Glacier, a small sub-polar surge-type glacier currently in its quiescent phase, is underlain by permeable, deforming sediment [Clarke et al., 1984; Blake, 1992; Blake et al., 1992]. Stone [1993] suggests that Trapridge Glacier rests on a layer of relatively low-permeability till, perhaps one metre thick, which overlies till and alluvial deposits of much higher permeability. Smart and Clarke [submitted] propose that in the winter, and at other times of low surface-water input, water generated at the bed by frictional and geothermal heat percolates through the low-permeability layer, into the higher-permeability layers beneath (from which it easily escapes by groundwater flow). There also exists during the summer a high-permeability (although spatially discontinuous) drainage system immediately under ice, above the low
permeability-layer [Stone, 1993]. This drainage system has been investigated using borehole response tests carried out in connected boreholes [Stone, 1993; Stone and Clarke, 1992]. (In a connected borehole the water level drops when the drill reaches the bed, indicating that the drill has intersected some sort of subglacial drainage system. Typical freeze-in pressure records are rather different for the different types of holes (Fig. 1.1). Connected holes immediately assume the drainage system pressure (which often displays diurnal oscillations as shown in Fig. 1.1). Unconnected holes experience a pressure rise starting 6–12 h after drilling, when the hole freezes over. Blind holes experience a much more rapid pressure rise with repeated sudden drops, believed to be caused by hydraulic fracturing of the ice.)

Knowledge of the hydraulic properties of the low-permeability layer is important to understanding the surge mechanism of Trapridge Glacier because this layer controls water escape from the bed during much of the year. (Interestingly, a number of observed surges, such as that of Variegated Glacier, have started during the winter when water input is low [Kamb et al., 1985]. This is precisely the time of year when the low-permeability layer controls the Trapridge drainage.) The only existing in-situ estimate of the hydraulic conductivity of this layer is an upper bound of $3.6 \times 10^{-7} \text{ m s}^{-1}$ obtained by Smart and Clarke [submitted] from consideration of the minimum observable water level drop in an unconnected borehole. Clarke [1987] has estimated the hydraulic conductivity to be $1.27 \times 10^{-8} \text{ m s}^{-1}$, based on the granulometry of samples taken from the bed, and assumptions about porosity. Tavi Murray (unpublished data, 1992) obtained a value of $2.2 \times 10^{-8} \text{ m s}^{-1}$ from consolidation tests of forefield till, which is presumed to be similar to the basal material. None of these estimates is completely satisfactory and this fact motivates my attempt to establish a more direct, in-situ measurement of subglacial hydraulic properties.

In this thesis I examine the freeze-in of unconnected boreholes and use this analysis
Fig. 1.1: Types of Trapridge Glacier boreholes and freeze-in pressure records. Boreholes are classified as: (a) *connected* if the water level drops when the drill reaches the bed, indicating that the hole intersects a highly-transmissive basal drainage system, (b) *unconnected* if the hole reaches the bed but the water level does not immediately drop, indicating that the hole bottoms in less permeable material, and (c) *blind* if the hole does not reach the bed. Note the differing time and pressure scales.
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Fig. 1.2: Response to freezing forcing. These cartoons illustrate the two ways that excess water displaced by freezing can be accommodated: (a) by ice deformation, and (b) by water flow into the bed. In blind holes only ice deformation operates. In connected holes water flow into the bed dominates. It is unclear which mechanism dominates in unconnected holes.

to estimate the hydraulic conductivity of this layer. When unconnected boreholes freeze shut, water in the borehole is compressed and its pressure rises. The magnitude of the rise depends on the hydraulic properties of the bed, as well as the rate of freezing of the borehole, and the rate of ice deformation around the pressurized hole (Fig. 1.2).

I construct a numerical model of the coupled ice–borehole–bed system which describes the mechanical aspects of a freezing borehole, including the ice deformation and groundwater flow of water into the bed, and an approximate freezing forcing obtained from temperature measurements made as boreholes freeze. The inclusion of a proper thermal model, such as that of Jarvis and Clarke [1974] or Humphrey and Echelmeyer [1990], instead of the approximate freezing would improve the model, but was precluded by limited time. I make many other simplifications to render the problem more tractable, including using only a single layer of deforming ice, neglecting non-hydrostatic background stress,
and describing water flow into the bed in terms of Darcian flow in a uniform half-space (neglecting bed deformation and bed heterogeneity). A complexity that I retain is the use of a transient viscoelastic rheology [Shyam Sunder and Wu, 1989b] to describe the ice; the inherently transient nature of the problem precludes the use of a simpler Glen-Law description. Compressible water is used in the borehole so that blind holes can be modelled. The resulting system of non-linear partial differential and algebraic equations is solved using the method of lines [e.g., Schiesser, 1991].

I test the model to check its accuracy in some test cases, and then use it to estimate ice and bed properties, by iterative forward modelling until observed freeze-in pressure records are satisfactorily fit. The sensitivity of the results to uncertainties in inputs such as freezing rate, ice properties, and basal-cavity size (excavated by the hot water drill at the base of the borehole) was investigated. Hydraulic conductivity proved to be most sensitive to the freezing rate and the basal-cavity size, and essentially insensitive to the ice properties. I estimate the hydraulic conductivity of the low-permeability layer to be $1.3 \times 10^{-9} \text{ m s}^{-1}$ to $1.3 \times 10^{-8} \text{ m s}^{-1}$. This range is consistent with the previous estimates. No satisfactory estimate of bed compressibility was obtained because model results for this parameter were so highly variable.

Boreholes in Trapridge Glacier freeze from the top down, since the coldest ice is near the surface [Clarke and Blake, 1991]. Pressure sensors located 0.5 m above the bed continue to indicate water pressure for 1-2 yr after insertion, before they become isolated by freezing. Hence above every pressure sensor there is a water column which varies in length over time. The question arises of whether the response of this borehole could influence the pressure observed in unconnected holes, essentially filtering the “true” basal pressure signal. This question must be resolved before the pressure signals in unconnected holes (and those holes that, during winter, become unconnected) can be confidently interpreted.
To settle this issue I use the model to investigate the effect of the borehole response on the pressure observed in unconnected boreholes after the initial freeze-in period. The modelling results indicate that the borehole has a negligible effect on the observed pressure (except during the initial period of rapid freezing).
2.1 Introduction

To predict the pressure response of an unconnected borehole as it freezes shut after hot-water drilling, the mechanical response of the ice–bed–borehole system must be modelled together with the freezing forcing itself. The model must describe the deformation of ice in response to elevated pressure, as well as the flow of water from the bottom of the borehole into the bed. In this chapter the ice deformation model is developed. In Chapter 3 the bed and borehole equations are developed and the numerical solution to the coupled problem is described.

The problem in this thesis is clearly transient, so an appropriate transient ice rheology must be used. This rheology must describe the response to time-varying pressure at the borehole wall, including pressure which first rises, then falls. Therefore the strain recovery behaviour of ice [Duval, 1978] must be properly described. The simple Andrade-Law exponential form [e.g. Paterson, 1981, p. 26] adequately describes the behaviour of ice under a suddenly applied steady load (i.e., in a creep test), but does not model strain recovery. The viscoelastic fluid relation of Morland and Spring [1981] and the viscoelastic solid relation of Spring and Morland [1982] model only the response to constant load or constant strain rate. A number of formulations seek to model full response, including strain recovery [Sinha, 1978; LeGac and Duval, 1980; Ashby and Duval, 1985; Shyam Sunder and Wu, 1989a; Shyam Sunder and Wu, 1989b]. Of these the physically based
phenomenological model of Shyam Sunder and Wu [1989a, 1989b] appears to best predict test results [Shyam Sunder and Wu, 1990]. For the present work I accept the model of Shyam Sunder and Wu [1989b].

It must be noted that none of the foregoing transient rheologies describes ice deformation at large strains (tertiary creep), where recrystallization is important. Instead they describe the behaviour from zero strain up to the time when the minimum strain rate is attained (at between 0.5% and 2% [Budd and Jacka, 1989]). Thus the model that I develop is valid only for small strains.

The freezing-borehole problem is inherently three-dimensional, but I simplify it to make it tractable. I assume the background ice stress to be purely hydrostatic. I consider the borehole to be a long cylindrical hole, so that end effects can be ignored and ice deformation assumed radial. Furthermore variations in ice properties (e.g., those caused by temperature change) and stress state with depth (the hydrostatic pressure in the borehole changes more quickly with depth than the background hydrostatic pressure in the ice due to the different densities of ice and water) are ignored, so that the deformation can be considered constant with depth. This allows the ice deformation problem to be reduced to a single layer of radially symmetric flow, a one-dimensional problem.

The balance of this chapter outlines the derivation of the ice deformation model. The development is lengthy and complex, an inescapable consequence of the complexity of the physical model. Readers who have little appetite for mathematical details are encouraged to proceed directly to Chapter 4.

2.2 Governing Equations

The governing equations fall into three basic categories: balance equations (mass and momentum), equations defining strain, and the rheological equations. These are the
starting point for the derivation of the ice deformation model.

### 2.2.1 Rheology of Shyam Sunder and Wu

The Shyam Sunder and Wu (SS&W) rheology can be described as a transient, nonlinear, viscoelastic rheology with internal state variables. Shyam Sunder and Wu [1989b] present their rheology, in rate form, for a viscously incompressible orthotropic viscoelastic ice. Since I will treat isotropic ice only, some conversion work is necessary.

This rheology was developed with the following assumptions: orthotropic polycrystalline ice [Shyam Sunder and Wu, 1989b, p. 224], only primary and secondary creep are described (damage mechanics, no recrystallization) [Shyam Sunder and Wu, 1989b, p. 224], and strains and rotations are small [Shyam Sunder and Wu, 1989b, p. 225]. The exclusion of recrystallization effects, and hence the inability to describe tertiary creep, make this rheology unsuitable for modelling large-strain deformations. Because I am primarily interested in small strains, this limitation is acceptable. No existing rheologies can model the full range of primary, secondary, and tertiary creep.

The SS&W rheology is summarized on p. 231 [Shyam Sunder and Wu, 1989b], and restated, in my notation (which differs slightly from theirs), below. Notation and physical definitions are given in Table 2.1.

**Strain Rate Decomposition**

\[
\frac{d\epsilon_{ij}}{dt} = \frac{d\epsilon_{ij}}{dt} + \frac{d\epsilon_{ij}}{dt} + \frac{d\epsilon_{ij}}{dt} \quad (2.1)
\]

**Equations of State (in rate form)**

\[
\frac{d\sigma_{ij}}{dt} = D_{ijkl} \frac{d\epsilon_{ij}}{dt} \quad (2.2)
\]

\[
\frac{d\sigma_{ij}^{d}}{dt} = \frac{d\sigma_{ij}}{dt} - \frac{dR_{ij}}{dt} \quad (2.3)
\]
SS&W | thesis | parameter description
--- | --- | ---
\(A\) | \(A\) | “kinematic hardening parameter” (my terminology)
\(a_1 \ldots a_6\) | \(c_1 \ldots c_6\) | anisotropic parameters
\(B\) | \(B\) | scalar drag stress associated with isotropic hardening
\(D\) | \(D_{ijkl}\) | orthotropic elastic stiffness tensor
\(E\) | \(E\) | Young’s modulus
\(G\) | \(G_{ijkl}\) | fourth-order stress transformation tensor
\(H\) | \(H_{ijkl}\) | fourth order strain-rate transformation tensor
\(\hat{H}\) | \(\hat{H}\) | temperature-independent “isotropic hardening parameter” (my terminology)
\(R\) | \(R_{ij}\) | elastic back stress tensor
\(S^*\) | \(S_{ij}^*\) | applied loading tensor, pseudo-deviatoric stress tensor
\(S_d^*\) | \(S_{d,ij}^*\) | pseudo-deviatoric reduced stress tensor (for isotropic materials this reduces to the deviatoric stress tensor)
\(S_R^*\) | \(S_{R,ij}^*\) | back stress measure tensor
\(\beta\) | \(\eta\) | constant which scales the equivalent stress
\(\epsilon\) | \(\epsilon_{ij}\) | total strain tensor
\(\epsilon_e\) | \(\epsilon_{ij}^e\) | elastic strain tensor
\(\epsilon_t\) | \(\epsilon_{ij}^t\) | transient viscous strain tensor
\(\epsilon_v\) | \(\epsilon_{ij}^v\) | steady-state viscous strain tensor
\(\lambda\) | \(\lambda_s\) | “steady-state viscous softness parameter” (my terminology)
\(\lambda_d\) | \(\lambda_t\) | “transient viscous softness parameter” (my terminology)
\(\sigma\) | \(\sigma_{ij}\) | stress tensor
\(\sigma_d\) | \(\sigma_{ij}^d\) | stress difference tensor, reduced stress tensor

Table 2.1: Notation and physical definitions of Shyam Sunder and Wu rheology.
\[ \frac{dR_{ij}}{dt} = \frac{\eta}{3} AEH_{ijkl} \frac{d\epsilon^t_{kl}}{dt} . \] (2.4)

**Evolution Equations**

\[ \frac{d\tau_{ij}^v}{(de/dt)_0} = \lambda_S S_{ij}^r \] (2.5)

\[ \frac{d\tau_{ij}^d}{(de/dt)_0} = \lambda_t S_{dij}^d \] (2.6)

\[ \frac{dB}{dt} = \frac{\ddot{H}}{\sigma_{deq}} \left( \frac{dc}{dt} \right)_{teq} \] (2.7)

The equations of state (2.2) and (2.3) may also be expressed in absolute terms

\[ \sigma_{ij} = D_{ijkl} \epsilon^v_{ij} \] (2.8)

\[ \sigma^d_{ij} = \sigma_{ij} - R_{ij} . \] (2.9)

It will prove convenient to rearrange the strain decomposition. Letting the *viscous strain* \( \epsilon^v_{ij} \) be

\[ \epsilon_{ij}^v = \epsilon_{ij}^t + \epsilon_{ij}^v \] (2.10)

gives

\[ \frac{d\epsilon_{ij}^v}{dt} = \frac{d\epsilon_{ij}^t}{dt} + \frac{d\epsilon_{ij}^v}{dt} \] (2.11)

and

\[ \epsilon_{ij} = \epsilon_{ij}^t + \epsilon_{ij}^v . \] (2.12)

Equations (2.11) and (2.12) replace (2.1).

The preceding equations and those appearing throughout this thesis are in tensor notation. Unfortunately many of the same variables are defined in Shyam Sunder and Wu [1989b] in “engineering” vector notation. In this convention the symmetric stress and strain tensors are represented as six-element vectors

\[ \bar{\sigma} = [\sigma_{zz}, \sigma_{yy}, \sigma_{zz}, \sigma_{xy}, \sigma_{yz}, \sigma_{zz}]^T \] (2.13)

\[ \bar{\epsilon} = [\epsilon_{zz}, \epsilon_{yy}, \gamma_{zz}, \gamma_{xy}, \gamma_{yz}, \gamma_{zz}]^T \] (2.14)
where $\gamma = 2\epsilon$ are the engineering shear strains, equal to twice the conventional shear strains. Time derivatives of shear strains are similarly defined. It is also apparent, although not explicitly stated, that the various pseudo-deviatoric stress vectors, such as

$$\tilde{S}^* = \left[ S_{xx}^*, S_{yy}^*, S_{zz}^*, 2S_{xy}^*, 2S_{yz}^*, 2S_{xz}^* \right]^T. \quad (2.15)$$

are similarly defined. Likewise $\tilde{R}$ and $\tilde{\sigma}_d$ are defined similarly to $\tilde{\sigma}$; $\tilde{\epsilon}_x, \tilde{\epsilon}_y, \tilde{\epsilon}_z, \tilde{\epsilon}_t, \tilde{S}_x^*, \tilde{S}_y^*$, and $\tilde{S}_z^*$ are defined similarly to $\tilde{\epsilon}$. In the engineering notation used by SS&W fourth-rank transformation tensors are replaced by $6 \times 6$ symmetric matrices.

The term $H_{ijkl}$ in the elastic back stress equation (2.2) is defined as

$$H = \begin{bmatrix}
\frac{3(c_1 + c_3)c_2^2}{c^*^2} & -\frac{3c_1c_2c_3}{c^*^2} & -\frac{3c_1c_2c_3}{c^*^2} & 0 \\
\frac{3(c_1 + c_3)c_2^2}{c^*^2} & -\frac{3c_1c_2c_3}{c^*^2} & -\frac{3c_1c_2c_3}{c^*^2} & 0 \\
\frac{3(c_1 + c_3)c_2^2}{c^*^2} & -\frac{3c_1c_2c_3}{c^*^2} & -\frac{3c_1c_2c_3}{c^*^2} & 0 \\
\frac{1}{2c_4} & \frac{1}{(2c_5)} & \frac{1}{(2c_6)} & \frac{1}{2c_4} \\
\end{bmatrix} \quad (2.16)$$

[Shyam Sunder and Wu, 1989b, p. 229], where $c^* = c_2c_3 + c_3c_1 + c_1c_2$. The term $(d\epsilon/dt)_0$ may be set equal to unity without loss of generality [Shyam Sunder and Wu, 1989b, p. 228].

The following terms of the viscous strain-rate equation (2.5) are defined as [Shyam Sunder and Wu, 1989b, p 228]

$$\lambda_s = \frac{3}{\eta} \left( \frac{1}{V} \right)^N \sigma_{eq}^{N-1} \quad (2.17)$$

$$\sigma_{eq}^2 = \frac{3}{\eta} \tilde{\sigma}^T G \tilde{\sigma} \quad (2.18)$$
\[ S^* = G\tilde{\sigma} \]  \hspace{1cm} (2.19)

\[
G = \begin{bmatrix}
\frac{1}{3}(c_1 + c_3) & -\frac{1}{3}c_1 & -\frac{1}{3}c_1 \\
\frac{1}{3}(c_1 + c_3) & -\frac{1}{3}c_1 & 0 \\
\frac{1}{3}(c_1 + c_3) & 2c_4 & 2c_5 \\
& & 2c_6 \\
\end{bmatrix}
\hspace{1cm} (2.20)

where

\[ V = V_0 \exp\left(\frac{Q}{NR_{\eta A}}T\right) \]  \hspace{1cm} (2.21)

\[ \eta = (c_1 + c_2). \]  \hspace{1cm} (2.22)

A flow law exponent value of \( N = 3 \) is generally accepted [e.g., Shyam Sunder and Wu, 1989b] and is used in this thesis. With this definition of \( \eta \), \( \sigma_{eq} = \sigma_{yy} \) when the state of stress is uniaxial (i.e., \( \tilde{\sigma} = (0, \sigma_{yy}, 0, 0, 0, 0) \)). This will result in \( \sigma_{eq} \) being the usual equivalent uniaxial stress. Equation (2.21) is the commonly used Arrhenius Equation for the temperature dependence of the viscous stress factor \( V \) (which is loosely equivalent to the flow law parameter \( A \) in the Glen flow law), and is generally accepted to be valid for temperatures below \(-10^\circ C\) [e.g., Shyam Sunder and Wu, 1989a]. At higher temperature the viscous stress factor changes more rapidly than (2.21) predicts, due to the presence of water at grain boundaries. Hence a different expression for \( V \) must be used above \(-10^\circ C\). I follow the approach of Paterson [1981, p. 39], and use the Arrhenius relation, but with a higher activation energy \( Q_H \) (letting \( Q \) in (2.21) become \( Q_L \)). The high- and low-temperature expressions must, however, give the same value at \( V \) at \(-10^\circ C\), which would not be true if the Arrhenius relation with different \( Q \) but the same \( V_0 \) were used. This difficulty is overcome by computing a new \( V_{0,H} \) from the \( V(-10^\circ C) \) found using
the low-temperature expression. Hence

$$V(-10 \, ^\circ C) = V_{0,H} \exp \left( \frac{Q_H}{NR_{gas}T_{263}} \right) = V_0 \exp \left( \frac{Q_L}{NR_{gas}T_{263}} \right)$$

where $T_{263} = 263.12 \, K$. Thus

$$V_{0,H} = V_0 \exp \left[ \frac{Q_L}{NR_{gas}T_{263}} \right] \exp \left[ -\frac{Q_H}{NR_{gas}T_{263}} \right]$$

Therefore, for $T > -10 \, ^\circ C$,

$$V(T) = V_{0,H} \exp \left[ \frac{Q_H}{NR_{gas}T} \right]$$

The following terms of the transient viscous strain-rate equation (2.6) are defined as

$$\lambda_t = \frac{3}{\eta} \left( \frac{1}{BV} \right)^N \sigma_{d,eq}^{N-1}$$

$$\sigma_{d,eq}^2 = \frac{3}{\eta} \tilde{\sigma}_d G \tilde{\sigma}_d$$

$$\tilde{S}_d^* = G \tilde{\sigma}_d$$

$$\tilde{S}_R^* = G \tilde{R}$$

[Shyam Sunder and Wu, 1989b, p. 230]. The $(d\epsilon/dt)_{d,eq}$ term in the scalar drag stress evolution equation (2.7) is defined as

$$\frac{(d\epsilon/dt)_{d,eq}}{(d\epsilon/dt)_0} = \left( \frac{\sigma_{d,eq}}{BV} \right)^N$$

[Shyam Sunder and Wu, 1989b, p. 231].
2.2.2 Balance Equations

The relevant balance equations here are those of mass and momentum. Energy balance is not important to the mechanical model. In Cartesian coordinates we have mass balance [e.g., Mase, 1970, p. 126]

$$\frac{\partial \rho}{\partial t} + \frac{\partial}{\partial x_j} (\rho v_j) = 0 \quad (2.30)$$

and momentum balance [e.g., Mase, 1970, p. 128]

$$\rho f_j + \frac{\partial \sigma_{ij}}{\partial x_i} = \rho \frac{dv_i}{dt} \quad (2.31)$$

2.2.3 Definition of Strain and Strain Rate

The rheology of Shyam Sunder and Wu [1989b] was derived under the assumption of small strains [Shyam Sunder and Wu, 1989b, p. 225]. Hence it is acceptable to use the infinitesimal definition of strain here, instead of the more complex one for finite strains. The definition of infinitesimal strain is [e.g., Mase, 1970, p. 128]

$$\varepsilon_{ij} = \frac{1}{2} \left( \frac{\partial u_j}{\partial x_i} + \frac{\partial u_i}{\partial x_j} \right) \quad (2.32)$$

The strain rate is (for any state of strain) [e.g., Mase, 1970, p. 113]

$$\frac{d\varepsilon_{ij}}{dt} = \frac{1}{2} \left( \frac{\partial v_j}{\partial x_i} + \frac{\partial v_i}{\partial x_j} \right) \quad (2.33)$$

2.2.4 Compatibility of Strains

Arbitrarily chosen strains will not in general yield a single-valued, continuous displacement field (because the definition of strain provides six equations to determine the three components of displacement). A real displacement field is guaranteed to exist if the components of strain satisfy the compatibility equations of strain. These are [e.g., Mase,
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1970, p. 92):

\[
\frac{\partial^2 \varepsilon_{11}}{\partial x_1^2} + \frac{\partial^2 \varepsilon_{22}}{\partial x_2^2} = 2 \frac{\partial^2 \varepsilon_{12}}{\partial x_1 \partial x_2}\]  \quad (2.34)

\[
\frac{\partial^2 \varepsilon_{22}}{\partial x_2^2} + \frac{\partial^2 \varepsilon_{33}}{\partial x_3^2} = 2 \frac{\partial^2 \varepsilon_{23}}{\partial x_2 \partial x_3}\]  \quad (2.35)

\[
\frac{\partial^2 \varepsilon_{33}}{\partial x_3^2} + \frac{\partial^2 \varepsilon_{11}}{\partial x_1^2} = 2 \frac{\partial^2 \varepsilon_{31}}{\partial x_3 \partial x_1}\]  \quad (2.36)

\[
\frac{\partial}{\partial x_1} \left( -\frac{\partial \varepsilon_{23}}{\partial x_1} + \frac{\partial \varepsilon_{31}}{\partial x_2} + \frac{\partial \varepsilon_{12}}{\partial x_3} \right) = \frac{\partial^2 \varepsilon_{11}}{\partial x_2 \partial x_3}\]  \quad (2.37)

\[
\frac{\partial}{\partial x_2} \left( \frac{\partial \varepsilon_{23}}{\partial x_1} - \frac{\partial \varepsilon_{31}}{\partial x_2} + \frac{\partial \varepsilon_{12}}{\partial x_3} \right) = \frac{\partial^2 \varepsilon_{22}}{\partial x_3 \partial x_1}\]  \quad (2.38)

\[
\frac{\partial}{\partial x_3} \left( \frac{\partial \varepsilon_{23}}{\partial x_1} + \frac{\partial \varepsilon_{31}}{\partial x_2} - \frac{\partial \varepsilon_{12}}{\partial x_3} \right) = \frac{\partial^2 \varepsilon_{33}}{\partial x_1 \partial x_2}\]  \quad (2.39)

Similar expressions for the compatibility of strain rates also exist, but are not required because compatibility of strain rates is assured by the compatibility of strains.

2.3 Application of Limiting Assumptions

The following assumptions will be applied in this section to simplify the problem equations: isotropic ice, very slow flow, radial symmetry, small vertical gradients, and infinitesimal strains.

2.3.1 Isotropic Ice

It will be assumed that the ice surrounding the borehole is initially composed of randomly oriented crystals, and hence is macroscopically isotropic. While this is unlikely to be true in glacier ice, the assumption of isotropy leads to enormous simplification of the rheology and no information exists that would justify a more complicated assumption.

For an isotropic material, (2.8) describing the relationship between stress and elastic
strain reduces to Hooke's Law for isotropic materials [e.g., Mase, 1970, p. 143]

\[ \sigma_{ij} = 2\mu\varepsilon_{ij} + \lambda\varepsilon_{kk}\delta_{ij} \] \hspace{1cm} (2.40)

where \( \delta_{ij} \) is the Kronecker delta. For subsequent work I require elastic strain as a function of stress [e.g., Mase, 1970, p. 143]

\[ \varepsilon_{ij} = \frac{1}{2\mu} \sigma_{ij} - \frac{\lambda}{2\mu(3\lambda + 2\mu)} \sigma_{kk}\delta_{ij}. \] \hspace{1cm} (2.41)

For an isotropic material the coefficients \( c_1 \ldots c_6 \) in (2.16), (2.20), and (2.22) are all equal to unity [Shyam Sunder and Wu, 1989b, p. 228]. Substituting these into (2.22) yields \( \eta = 2 \). Furthermore the transformation matrices \( G \) and \( H \) become

\[
G = \begin{bmatrix}
2/3 & -1/3 & -1/3 \\
2/3 & -1/3 & 0 \\
2/3 & 2 & 2 \\
\end{bmatrix}
\] \hspace{1cm} (2.42)

and

\[
H = \begin{bmatrix}
2/3 & -1/3 & -1/3 \\
2/3 & -1/3 & 0 \\
2/3 & 1/2 & 1/2 \\
\end{bmatrix}
\] \hspace{1cm} (2.43)

These transformation matrices can now be used to evaluate the pseudo-deviatoric stress vectors \( \tilde{S}^*, \tilde{S}_d^*, \) and \( \tilde{S}_R^* \).
Substituting for \( G \) in (2.19) gives

\[
\mathbf{\tilde{S}}^* = \begin{bmatrix}
\frac{2}{3} & -\frac{1}{3} & -\frac{1}{3} \\
\frac{2}{3} & -\frac{1}{3} & 0 \\
\frac{2}{3} & 2 & \text{SYM.}
\end{bmatrix}
\begin{bmatrix}
\sigma_{xx} \\
\sigma_{yy} \\
\sigma_{zz}
\end{bmatrix}
\]

\[
\begin{bmatrix}
\frac{2}{3}\sigma_{xx} - \frac{1}{3}\sigma_{yy} - \frac{1}{3}\sigma_{zz} \\
\frac{1}{3}\sigma_{xx} + \frac{2}{3}\sigma_{yy} - \frac{1}{3}\sigma_{zz} \\
\frac{1}{3}\sigma_{xx} - \frac{1}{3}\sigma_{yy} + \frac{2}{3}\sigma_{zz}
\end{bmatrix} = \begin{bmatrix}
2\sigma_{xy} \\
2\sigma_{yz} \\
2\sigma_{zz}
\end{bmatrix}
\]  

(2.44)

The right hand side of (2.44) can be proven to be equal to the deviatoric stress vector, as follows: The definition of the deviatoric stress is, in tensor notation,

\[
'\sigma_{ij} = \sigma_{ij} - \frac{1}{3}\sigma_{kk}\delta_{ij}
\]  

(2.45)

and expands to the individual terms

\[
'\sigma_{11} = \sigma_{11} - \frac{1}{3}(\sigma_{11} + \sigma_{22} + \sigma_{33})
\]

\[
'\sigma_{22} = \sigma_{22} - \frac{1}{3}(\sigma_{11} + \sigma_{22} + \sigma_{33})
\]

\[
'\sigma_{33} = \sigma_{33} - \frac{1}{3}(\sigma_{11} + \sigma_{22} + \sigma_{33})
\]

\[
'\sigma_{12} = \sigma_{12}
\]

\[
'\sigma_{23} = \sigma_{23}
\]

\[
'\sigma_{31} = \sigma_{31}
\]
These can be translated into engineering vector notation, using the definition (2.15)

\[
\vec{\sigma} = \begin{bmatrix}
\frac{1}{3} (2\sigma_{zz} - \sigma_{yy} - \sigma_{xx}) \\
-\frac{1}{3} (\sigma_{zz} + 2\sigma_{yy} - \sigma_{xx}) \\
-\frac{1}{3} (\sigma_{zz} - \sigma_{yy} + 2\sigma_{xx}) \\
2\sigma_{xy} \\
2\sigma_{yz} \\
2\sigma_{zx}
\end{bmatrix}
\] (2.46)

Note that (2.46) is identical to (2.44), the expression just derived for \( \vec{S}^* \). Therefore it is apparent that for isotropic materials \( \vec{S}^* = \vec{\sigma} \), and that the matrix \( G \) is equivalent to a deviatoric operator (because \( G\vec{\sigma} = \vec{\sigma} \)). Thus

\[
\vec{S}^* = \vec{\sigma}
\]

\[
\vec{S}^*_d = \vec{\sigma}_d
\]

\[
\vec{S}^*_R = \vec{R}
\]

or, in tensor notation,

\[
S^*_{ij} = \sigma_{ij}
\] (2.47)

\[
S^*_{dij} = \sigma^d_{ij}
\] (2.48)

\[
S^*_{Rij} = R_{ij}
\] (2.49)

Now the definition of the equivalent stress can be simplified. Substituting for \( \eta \) and \( G\vec{\sigma} \) in (2.18) using \( \eta = 2 \), (2.19), and (2.47),

\[
\sigma_{eq}^2 = \frac{3}{2} \vec{\sigma}^T \vec{\sigma}
\]
\[ \sigma_{eq}^2 = \frac{3}{2} \left[ \sigma_{xx}, \sigma_{yy}, \sigma_{zz}, \sigma_{xy}, \sigma_{yz}, \sigma_{zx} \right] \]

\[ \begin{bmatrix}
\frac{1}{3} (2\sigma_{xx} - \sigma_{yy} - \sigma_{zz}) \\
-\frac{1}{3} (\sigma_{xx} + 2\sigma_{yy} - \sigma_{zz}) \\
-\frac{1}{3} (\sigma_{xx} - \sigma_{yy} + 2\sigma_{zz}) \\
2\sigma_{xy} \\
2\sigma_{yz} \\
2\sigma_{zx}
\end{bmatrix} \]

\[
\sigma_{eq}^2 = \frac{3}{2} \left[ \sigma_{xx} - \frac{1}{2} \sigma_{yy} \sigma_{zz} - \frac{1}{2} \sigma_{zz} \sigma_{xx} - \frac{1}{2} \sigma_{yy} \sigma_{xx} + \sigma_{yy}^2 + \frac{1}{2} \sigma_{yy} \sigma_{zz} \\
-\frac{1}{2} \sigma_{zz} \sigma_{xx} - \frac{1}{3} \sigma_{yy} \sigma_{zz} + \sigma_{zz}^2 + 2\sigma_{xy} + 2\sigma_{yz} + 2\sigma_{zx} \\
-\frac{1}{2} \sigma_{zz} \sigma_{xx} - \frac{1}{3} \sigma_{yy} \sigma_{zz} + \sigma_{zz}^2 + 2\sigma_{xy} + 2\sigma_{yz} + 2\sigma_{zx} \\
\frac{1}{2} \left( \sigma_{xx}^2 - 2\sigma_{xx} \sigma_{yy} + \sigma_{yy}^2 \right) + \frac{1}{2} \left( \sigma_{yy}^2 - 2\sigma_{yy} \sigma_{zz} + \sigma_{zz}^2 \right) \\
+ \frac{1}{2} \left( \sigma_{zz}^2 - 2\sigma_{zz} \sigma_{xx} + \sigma_{xx}^2 \right) + 3\sigma_{xy} + 3\sigma_{yz} + 3\sigma_{zx} \\
\frac{1}{2} \left( \sigma_{xx}^2 - 2\sigma_{xx} \sigma_{yy} + \sigma_{yy}^2 \right) + \frac{1}{2} \left( \sigma_{yy}^2 - 2\sigma_{yy} \sigma_{zz} + \sigma_{zz}^2 \right) \\
+ \frac{1}{2} \left( \sigma_{zz}^2 - 2\sigma_{zz} \sigma_{xx} + \sigma_{xx}^2 \right) + 3 \left[ \sigma_{xy} + \sigma_{yz} + \sigma_{zx} \right]
\]

\[\sigma_{eq}^2 = \frac{3}{2} \left[ \sigma_{xx} - \sigma_{yy} - \sigma_{zz} \right] + 3 \left[ \sigma_{xy} + \sigma_{yz} + \sigma_{zx} \right] (2.50)\]

The right hand side of (2.50) reduces to the conventional definition of equivalent stress.

The conventional definition of equivalent stress is [e.g., Mase, 1970, p. 182]

\[ \sigma_{eq}^2 = 3\Sigma' = \frac{3}{2} \sigma_{ij} \sigma_{ij} \]

(2.51)

where \( \Sigma' \) is the second invariant of the deviatoric stress tensor [e.g., Fung, 1969, p. 81] which expands to

\[ \Sigma' = \frac{1}{6} \left[ (\sigma_{11} - \sigma_{22})^2 + (\sigma_{22} - \sigma_{33})^2 + (\sigma_{33} - \sigma_{11})^2 \right] + (\sigma_{12} + \sigma_{23} + \sigma_{31}) \]

Hence

\[ \sigma_{eq}^2 = \frac{1}{2} \left[ (\sigma_{11} - \sigma_{22})^2 + (\sigma_{22} - \sigma_{33})^2 + (\sigma_{33} - \sigma_{11})^2 \right] + 3(\sigma_{12} + \sigma_{23} + \sigma_{31}) \]

(2.52)
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Note that (2.52) is identical to (2.50) just derived. Hence (2.51) may be used for the definition of $\sigma_{eq}$. Therefore, from (2.5), (2.17), (2.47), and (2.51), the steady-state viscous component of the strain rate is given by

$$\frac{d\varepsilon_{ij}^v}{dt} \left( \frac{d\varepsilon}{dt} \right)_0 = \lambda_s S_{ij}^v = \frac{3}{2} \left( \frac{1}{V} \right)^N \sigma_{eq}^{N-1} \sigma_{ij}$$

$$= \frac{3}{2} \left( \frac{1}{V} \right)^N \left( \frac{3}{\sigma_{ij} \sigma_{ij}} \right)^{(N-1)/2} \sigma_{ij}. \quad (2.53)$$

This is identical in form to the commonly used Glen Flow Law for "steady-state" viscous deformation of ice [see e.g., Paterson, 1981, p. 31]. Similarly, it can be shown that

$$\sigma_{d,eq}^2 = \frac{3}{2} \sigma_{ij} \sigma_{ij} \sigma_{ij}. \quad (2.54)$$

The evolution equation (2.4) for $R$ must be examined. The vector equivalent of $h_{ijkl} \frac{d\varepsilon_{ij}}{dt}$ is $Hd\varepsilon_{ij}/dt$. Thus in vector form (2.4) becomes, with $\eta = 2$,

$$\frac{d\mathbf{R}}{dt} = \frac{2}{3} \mathbf{A} \mathbf{E} \mathbf{H} \frac{d\varepsilon_i}{dt}. \quad (2.55)$$

Expanding $H \frac{d\varepsilon_i}{dt}$ using (2.43) for the isotropic definition of $H$ gives

$$H \frac{d\varepsilon_i}{dt} = \begin{bmatrix} 2/3 & -1/3 & -1/3 \\ 2/3 & -1/3 & 0 \\ 2/3 & 1/2 & \text{SYM.} \end{bmatrix} \begin{bmatrix} d\varepsilon_{zz}/dt \\ d\varepsilon_{yy}/dt \\ d\varepsilon_{zz}/dt \end{bmatrix}$$
Because $d\epsilon_{ij}/dt$ is proportional to $\sigma_{ij}^d$, for which the first invariant vanishes, the first invariant of $d\epsilon_{ij}/dt$ also vanishes. Hence $d\epsilon_{xx}/dt + d\epsilon_{yy}/dt + d\epsilon_{zz}/dt = 0$ and

$$H \frac{d\epsilon_t}{dt} = \begin{bmatrix}
\frac{1}{3} \left( 2 d\epsilon_{xx}^t/dt - d\epsilon_{yy}^t/dt - d\epsilon_{zz}^t/dt \right) \\
\frac{1}{3} \left( -d\epsilon_{xx}^t/dt + 2 d\epsilon_{yy}^t/dt - d\epsilon_{zz}^t/dt \right) \\
\frac{1}{3} \left( -d\epsilon_{xx}^t/dt - d\epsilon_{yy}^t/dt + 2 d\epsilon_{zz}^t/dt \right) \\
d\epsilon_{xy}^t/dt \\
d\epsilon_{yz}^t/dt \\
d\epsilon_{xz}^t/dt
\end{bmatrix} \frac{d\epsilon_t}{dt}$$

(2.56)

or, in tensor notation,

$$H_{ijkl} \frac{d\epsilon_{kl}}{dt} = \delta_{ik} \delta_{jl} \frac{d\epsilon_{ij}}{dt} = \frac{d\epsilon_{ij}}{dt}.$$  

(2.58)

Therefore (2.4) becomes

$$\frac{dR_{ij}}{dt} = \frac{2}{3} AE \frac{d\epsilon_{ij}}{dt}.$$  

(2.59)

In summary, the rheology for isotropic ice is described by the equations

$$\epsilon_{ij} = \epsilon_{ij}^t + \epsilon_{ij}^v$$  

(2.60)

$$\frac{d\epsilon_{ij}^v}{dt} = \frac{d\epsilon_{ij}^t}{dt} + \frac{d\epsilon_{ij}}{dt}$$  

(2.61)

$$\epsilon_{ij}^t = \frac{1}{2\mu} \sigma_{ij} - \frac{\lambda}{2\mu (3\lambda + 2\mu)} \sigma_{kk} \delta_{ij}$$  

(2.62)

$$\sigma_{ij}^d = \sigma_{ij} - R_{ij}$$  

(2.63)
\[
\frac{dR_{ij}}{dt} = \frac{2}{3} AE \frac{de_{ij}^t}{dt} 
\]
(2.64)

\[
\frac{de_{ij}^t}{dt} = \lambda_s \sigma_{ij} \left( \frac{d\varepsilon}{dt} \right)_0 
\]
(2.65)

\[
\frac{de_{ij}^t}{dt} = \lambda_t \sigma_{ij}^d \left( \frac{d\varepsilon}{dt} \right)_0 
\]
(2.66)

\[
\frac{dB}{dt} = \frac{\dot{H}E}{\sigma_{d,eq}} \left( \frac{\sigma_{d,eq}}{BV} \right)^N 
\]
(2.67)

\[
= \frac{\dot{H}E}{BV} \left( \frac{1}{BV} \right)^N \sigma_{d,eq}^{N-1} 
\]
(2.68)

where

\[
\left( \frac{d\varepsilon}{dt} \right)_0 = 1 \text{s}^{-1} 
\]
(2.69)

\[
\sigma_{eq}^2 = \frac{3}{2} b_{ij} \sigma_{ij} 
\]
(2.70)

\[
\sigma_{d,eq}^2 = \frac{3}{2} b_{ij}^d \sigma_{ij} 
\]
(2.71)

\[
\lambda_s = \frac{3}{2} \left( \frac{1}{V} \right)^N \sigma_{eq}^{N-1} 
\]
(2.72)

\[
\lambda_t = \frac{3}{2} \left( \frac{1}{BV} \right)^N \sigma_{d,eq}^{N-1} 
\]
(2.73)

### 2.3.2 Very Slow Flow

This assumption simplifies the momentum balance equation by eliminating the inertial term, thus reducing it to a force balance equation. Slow flow implies that accelerations are very small, and \( \rho \frac{dv_j}{dt} \ll \rho f_j, \frac{\partial \sigma_{ij}}{\partial x_j} \). Thus momentum balance (2.31) becomes

\[
\rho f_j + \frac{\partial \sigma_{ij}}{\partial x_i} = 0. 
\]
(2.74)

### 2.3.3 Radial Symmetry

Here I convert from Cartesian to cylindrical coordinates, and apply the assumption of radial symmetry.
First consider the definition of strain (2.32). The gradient of a vector field in terms of cylindrical coordinates is [Prager, 1961, p. 36]

\[
\frac{\partial u_i}{\partial x_i} = e_i^{(r)} e_j^{(r)} \frac{\partial u_r}{\partial r} + e_i^{(r)} e_j^{(\theta)} \frac{\partial u_\theta}{\partial r} + e_i^{(r)} e_j^{(z)} \frac{\partial u_z}{\partial r} \\
+ e_i^{(\theta)} e_j^{(r)} \frac{1}{r} \left( \frac{\partial u_r}{\partial \theta} - u_\theta \right) + e_i^{(\theta)} e_j^{(\theta)} \frac{1}{r} \left( \frac{\partial u_\theta}{\partial \theta} + u_r \right) + e_i^{(\theta)} e_j^{(z)} \frac{1}{r} \frac{\partial u_z}{\partial \theta} \\
+ e_i^{(z)} e_j^{(r)} \frac{\partial u_r}{\partial z} + e_i^{(z)} e_j^{(\theta)} \frac{\partial u_\theta}{\partial z} + e_i^{(z)} e_j^{(z)} \frac{\partial u_z}{\partial z}.
\]  

(2.75)

With radial symmetry \( \partial / \partial \theta = 0 \) and \( u_\theta = 0 \) so that the gradient of the displacement field becomes

\[
\frac{\partial u_i}{\partial x_i} = e_i^{(r)} e_j^{(r)} \frac{\partial u_r}{\partial r} + e_i^{(r)} e_j^{(\theta)} (0) + e_i^{(r)} e_j^{(z)} \frac{\partial u_z}{\partial r} \\
+ e_i^{(\theta)} e_j^{(r)} (0) + e_i^{(\theta)} e_j^{(\theta)} \frac{u_r}{r} + e_i^{(\theta)} e_j^{(z)} (0) \\
+ e_i^{(z)} e_j^{(r)} \frac{\partial u_r}{\partial z} + e_i^{(z)} e_j^{(\theta)} (0) + e_i^{(z)} e_j^{(z)} \frac{\partial u_z}{\partial z}.
\]  

(2.76)

Substituting this definition into the definition of strain (2.32) yields

\[
\epsilon_{rr} = \frac{\partial u_r}{\partial r} \quad (2.77) \\
\epsilon_{\theta\theta} = \frac{u_r}{r} \quad (2.78) \\
\epsilon_{rr} = \frac{\partial u_z}{\partial z} \quad (2.79) \\
\epsilon_{r\theta} = 0 \quad (2.80) \\
\epsilon_{\theta z} = 0 \quad (2.81) \\
\epsilon_{rz} = \frac{1}{2} \left( \frac{\partial u_z}{\partial r} + \frac{\partial u_r}{\partial z} \right) \quad (2.82)
\]

Similarly the strain-rate components become

\[
\frac{dc_{rr}}{dt} = \frac{\partial v_r}{\partial r} \quad (2.83) \\
\frac{dc_{\theta\theta}}{dt} = \frac{v_r}{r} \quad (2.84)
\]
Consider the mass balance equation (2.30). Expanding it by carrying out the spatial differentiation gives

\[
\frac{\partial \rho}{\partial t} + \rho \frac{\partial v_i}{\partial x_j} + v_j \frac{\partial \rho}{\partial x_j} = 0.
\]  

Noting that \(\frac{\partial \rho}{\partial t} + v_j \frac{\partial \rho}{\partial x_j} = \frac{d\rho}{dt}\), the material time derivative of density [e.g., Prager, 1961, p. 74], we have

\[
\rho \frac{\partial v_j}{\partial x_j} = \frac{d\rho}{dt} = 0.
\]  

The divergence of a vector field expressed in cylindrical coordinates is [Prager, 1961, p. 36]

\[
\frac{\partial v_j}{\partial x_j} = \frac{\partial v_r}{\partial r} + \frac{1}{r} \left( \frac{\partial v_\theta}{\partial \theta} + v_r \right) + \frac{\partial v_z}{\partial z}.
\]  

With radial symmetry \(v_\theta = 0\) and \(\partial / \partial \theta = 0\) so that mass balance (2.90) becomes

\[
\rho \left( \frac{\partial v_r}{\partial r} + \frac{v_r}{r} + \frac{\partial v_z}{\partial z} \right) + \frac{d\rho}{dt} = 0.
\]

Next consider the force balance equation (2.74). The divergence of a tensor field expressed in cylindrical coordinates is [Prager, 1961, p. 37]

\[
\frac{\partial \sigma_{ij}}{\partial x_i} = e_j^{(r)} \left( \frac{\partial \sigma_{rr}}{\partial r} + \frac{1}{r} \left( \frac{\partial \sigma_{r\theta}}{\partial \theta} + \sigma_{rr} - \sigma_{\theta \theta} \right) + \frac{\partial \sigma_{rz}}{\partial z} \right) \\
+ e_j^{(\theta)} \left( \frac{\partial \sigma_{r\theta}}{\partial r} + \frac{1}{r} \left( \frac{\partial \sigma_{\theta \theta}}{\partial \theta} + \sigma_{r \theta} + \sigma_{\theta r} \right) + \frac{\partial \sigma_{\theta z}}{\partial z} \right) \\
+ e_j^{(z)} \left( \frac{\partial \sigma_{rz}}{\partial r} + \frac{1}{r} \left( \frac{\partial \sigma_{r z}}{\partial \theta} + \sigma_{rz} \right) + \frac{\partial \sigma_{zz}}{\partial z} \right).
\]

\[
\frac{dv_{rr}}{dt} = \frac{\partial v_z}{\partial z} \\
\frac{dv_{r\theta}}{dt} = 0 \\
\frac{dv_{rz}}{dt} = 0 \\
\frac{dv_{zz}}{dt} = \frac{1}{2} \left( \frac{\partial v_z}{\partial r} + \frac{\partial v_r}{\partial z} \right).
\]
With radial symmetry $\partial/\partial \theta = 0$. Because $d\epsilon_r/dt = d\epsilon_{\theta z}/dt = 0$ (and therefore $\epsilon_{r\theta} = \epsilon_{\theta z} = 0$), and the ice rheology is isotropic, $\sigma_{r\theta} = \sigma_{\theta z} = 0$. Hence the divergence of the stress field reduces to

$$
\frac{\partial \sigma_{ij}}{\partial x_i} = \epsilon_j^{(r)} \left( \frac{\partial \sigma_{rr}}{\partial r} + \frac{1}{r} (\sigma_{rr} - \sigma_{\theta\theta}) + \frac{\partial \sigma_{rr}}{\partial z} \right) + \epsilon_j^{(z)} \left( \frac{\partial \sigma_{rz}}{\partial r} + \frac{\sigma_{rz}}{r} + \frac{\partial \sigma_{zz}}{\partial z} \right) \tag{2.94}
$$

Thus the force balance condition yields two non-trivial equations

$$
\rho f_r + \left( \frac{\partial \sigma_{rr}}{\partial r} + \frac{1}{r} (\sigma_{rr} - \sigma_{\theta\theta}) + \frac{\partial \sigma_{rr}}{\partial z} \right) = 0 \tag{2.95}
$$
$$
\rho f_z + \left( \frac{\partial \sigma_{rz}}{\partial r} + \frac{\sigma_{rz}}{r} + \frac{\partial \sigma_{zz}}{\partial z} \right) = 0. \tag{2.96}
$$

Gravity is the only body force acting on the ice. Therefore the force balance equations (2.95) and (2.96) become

$$
\left( \frac{\partial \sigma_{rr}}{\partial r} + \frac{1}{r} (\sigma_{rr} - \sigma_{\theta\theta}) + \frac{\partial \sigma_{rr}}{\partial z} \right) = 0 \tag{2.97}
$$
$$
\rho g + \left( \frac{\partial \sigma_{rz}}{\partial r} + \frac{\sigma_{rz}}{r} + \frac{\partial \sigma_{zz}}{\partial z} \right) = 0. \tag{2.98}
$$

### 2.3.4 Small Vertical Gradients (Except Hydrostatic Pressure)

With the exception of the elastic response to pressure change, the ice rheology is independent of hydrostatic pressure. For linear elasticity, hydrostatic pressure does not affect the solution, except to cause a small change in ice density, which is second order, and hence insignificant. We can therefore neglect the effects of vertical gradients in $\sigma_{rr}$ and $\sigma_{rz}$.

Applying this simplification the mass balance relation (2.92), becomes

$$
\rho \left( \frac{\partial v_r}{\partial t} + \frac{v_r}{r} \right) + \frac{dp}{dt} = 0 \tag{2.99}
$$
and the force balance relations, (2.97) and (2.98), become

\[
\frac{\partial \sigma_{rr}}{\partial r} + \frac{1}{r}(\sigma_{rr} - \sigma_{\theta\theta}) = 0
\]

\[
\rho g + \frac{\partial \sigma_{zz}}{\partial z} = 0.
\]

Since \( \sigma_{zz} = -p + \sigma_{zz} \), and \( \partial \sigma_{zz}/\partial z = 0 \), (2.101) becomes

\[
\rho g - \frac{\partial p}{\partial z} = 0,
\]

the standard equation for hydrostatic pressure. Since the hydrostatic pressure has an insignificant effect on the flow solution, this equation has no influence, and I shall henceforth treat the state of stress in the ice as being independent of depth.

With \( \partial/\partial z = 0 \), the strain expressions (2.77)–(2.82) simplify to

\[
\varepsilon_{rr} = \frac{\partial u_r}{\partial r}
\]

\[
\varepsilon_{\theta\theta} = \frac{u_r}{r}
\]

\[
\varepsilon_{rr} = 0
\]

\[
\varepsilon_{r\theta} = 0
\]

\[
\varepsilon_{zz} = 0
\]

\[
\varepsilon_{zr} = 0
\]

and the strain-rate expressions (2.83)–(2.88) become

\[
\frac{d\varepsilon_{rr}}{dt} = \frac{\partial u_r}{\partial r}
\]

\[
\frac{d\varepsilon_{\theta\theta}}{dt} = \frac{u_r}{r}
\]

\[
\frac{d\varepsilon_{rr}}{dt} = 0
\]

\[
\frac{d\varepsilon_{r\theta}}{dt} = 0
\]

\[
\frac{d\varepsilon_{zz}}{dt} = 0
\]

\[
\frac{d\varepsilon_{zr}}{dt} = 0.
\]
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Hence, there exists a state of plane strain in the \( r-\theta \) plane. It is also apparent that \( \dot{r}, \dot{\theta}, \) and \( \dot{z} \) are principal axes of strain (those axes for which all non-diagonal terms of the strain tensor vanish). For isotropic ice these are also the principal axes of stress. Therefore in this coordinate system the shear terms of all tensor quantities (\( \sigma_{ij}, \sigma'_{ij}, R_{ij}, \epsilon_{ij}, \epsilon'_{ij}, \epsilon''_{ij}, \) and \( \epsilon'''_{ij} \)) and all their time derivatives and deviators vanish. Only the diagonal terms remain. The notation for the diagonal terms of the tensors can now be simplified, so that \( \sigma_{rr} \) becomes \( \sigma_r \), and so on. In the simplified notation the ice rheology becomes

\[
\begin{align*}
\epsilon_r &= \epsilon_r^\epsilon + \epsilon_r^\psi \\
\epsilon_\theta &= \epsilon_\theta^\epsilon + \epsilon_\theta^\psi \\
o &= \epsilon_o^\epsilon + \epsilon_o^\psi
\end{align*}
\]

\[
\begin{align*}
\frac{d\epsilon_r^\psi}{dt} &= \frac{d\epsilon_r^\epsilon}{dt} + \frac{d\epsilon_r^\psi}{dt} \\
\frac{d\epsilon_\theta^\psi}{dt} &= \frac{d\epsilon_\theta^\epsilon}{dt} + \frac{d\epsilon_\theta^\psi}{dt} \\
\frac{d\epsilon_o^\psi}{dt} &= \frac{d\epsilon_o^\epsilon}{dt} + \frac{d\epsilon_o^\psi}{dt}
\end{align*}
\]

\[
\begin{align*}
\epsilon_r^\epsilon &= \frac{1}{2\mu} \sigma_r - \frac{\lambda}{2\mu (3\lambda + 2\mu)} (\sigma_r + \sigma_\theta + \sigma_z) \\
\epsilon_\theta^\epsilon &= \frac{1}{2\mu} \sigma_\theta - \frac{\lambda}{2\mu (3\lambda + 2\mu)} (\sigma_r + \sigma_\theta + \sigma_z) \\
\epsilon_o^\epsilon &= \frac{1}{2\mu} \sigma_o - \frac{\lambda}{2\mu (3\lambda + 2\mu)} (\sigma_r + \sigma_\theta + \sigma_z)
\end{align*}
\]

\[
\begin{align*}
\sigma_r^d &= \sigma_r - R_r \\
\sigma_\theta^d &= \sigma_\theta - R_\theta \\
\sigma_o^d &= \sigma_o - R_o
\end{align*}
\]
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\[
\begin{align*}
\frac{dR_r}{dt} &= \frac{2}{3} A E \frac{d\varepsilon_r}{dt} \\
\frac{dR_\theta}{dt} &= \frac{2}{3} A E \frac{d\varepsilon_\theta}{dt} \\
\frac{dR_z}{dt} &= \frac{2}{3} A E \frac{d\varepsilon_z}{dt} \\
\end{align*}
\tag{2.127}
\]

\[
\frac{de_r'}{dt} = \lambda_s' \sigma_r \left( \frac{d\varepsilon}{dt} \right)_0 \\
\frac{de_\theta'}{dt} = \lambda_s' \sigma_\theta \left( \frac{d\varepsilon}{dt} \right)_0 \\
\frac{de_z'}{dt} = \lambda_s' \sigma_z \left( \frac{d\varepsilon}{dt} \right)_0 \\
\end{align*}
\tag{2.130}
\]

\[
\begin{align*}
\frac{de_r'^2}{dt} &= \lambda_s' \sigma_r^d \left( \frac{d\varepsilon}{dt} \right)_0 \\
\frac{de_\theta'^2}{dt} &= \lambda_s' \sigma_\theta^d \left( \frac{d\varepsilon}{dt} \right)_0 \\
\frac{de_z'^2}{dt} &= \lambda_s' \sigma_z^d \left( \frac{d\varepsilon}{dt} \right)_0 \\
\end{align*}
\tag{2.133}
\]

\[
\frac{dB}{dt} = \hat{H} \left( \frac{1}{BV} \right)^N \sigma_{eq}^d N^{-1} \\
\tag{2.136}
\]

where

\[
\left( \frac{d\varepsilon}{dt} \right)_0 = 1 \text{s}^{-1} \tag{2.137}
\]

\[
\lambda_v = 3 \left( \frac{1}{V} \right)^N \sigma_{eq}^{N-1} \tag{2.138}
\]

\[
\sigma_{eq} = \sqrt{\frac{3}{2}} \left( \sigma_r^2 + \sigma_\theta^2 + \sigma_z^2 \right) \tag{2.139}
\]

\[
\begin{align*}
\sigma_r &= \sigma_r - \frac{1}{3} (\sigma_r + \sigma_\theta + \sigma_z) \\
\sigma_\theta &= \sigma_\theta - \frac{1}{3} (\sigma_r + \sigma_\theta + \sigma_z) \\
\sigma_z &= \sigma_z - \frac{1}{3} (\sigma_r + \sigma_\theta + \sigma_z) \\
\end{align*}
\tag{2.140}
\]

\[
\begin{align*}
\sigma_r &= \sigma_r - \frac{1}{3} (\sigma_r + \sigma_\theta + \sigma_z) \\
\sigma_\theta &= \sigma_\theta - \frac{1}{3} (\sigma_r + \sigma_\theta + \sigma_z) \\
\sigma_z &= \sigma_z - \frac{1}{3} (\sigma_r + \sigma_\theta + \sigma_z) \\
\end{align*}
\tag{2.141}
\]
\[
\lambda_t = \frac{3}{2} \left( \frac{1}{B V} \right)^N \sigma_{eq}^{N-1} \tag{2.143}
\]
\[
\sigma_{eq} = \sqrt{\frac{3}{2} \left( \sigma_r^d + \sigma_\theta^d + \sigma_z^d \right)} \tag{2.144}
\]
\[
\sigma_r^d = \sigma_r^d - \frac{1}{3} (\sigma_r^d + \sigma_\theta^d + \sigma_z^d) \tag{2.145}
\]
\[
\sigma_\theta^d = \sigma_\theta^d - \frac{1}{3} (\sigma_r^d + \sigma_\theta^d + \sigma_z^d) \tag{2.146}
\]
\[
\sigma_z^d = \sigma_z^d - \frac{1}{3} (\sigma_r^d + \sigma_\theta^d + \sigma_z^d). \tag{2.147}
\]

It is also apparent that the mass balance equation is superfluous for small strains. If the strain-rate definitions (2.109)–(2.114) are substituted into the mass balance equation (2.99), we have
\[
\rho \left( \frac{d\varepsilon_r}{dt} + \frac{d\varepsilon_\theta}{dt} + \frac{d\varepsilon_z}{dt} \right) + \frac{d\rho}{dt} = 0. \tag{2.148}
\]
The term in brackets, \(d\varepsilon_{kk}/dt\), is the cubical dilation rate, that is the rate of change of volume of an element. Because the mass of an element \((m = \rho V)\) is constant
\[
\frac{dm}{dt} = 0 = \rho \frac{dV}{dt} + V \frac{d\rho}{dt}
\]
and
\[
\frac{d\rho}{dt} = -\rho \frac{dV}{V \, dt}. \tag{2.149}
\]
Substituting (2.149) into (2.148) gives
\[
\rho \left( \frac{d\varepsilon_r}{dt} + \frac{d\varepsilon_\theta}{dt} + \frac{d\varepsilon_z}{dt} \right) - \rho \frac{dV}{V \, dt} = 0.
\]
Simplifying and rearranging,
\[
\left( \frac{d\varepsilon_r}{dt} + \frac{d\varepsilon_\theta}{dt} + \frac{d\varepsilon_z}{dt} \right) = \frac{1}{V} \frac{dV}{dt}
\]
which is just the definition of the cubical dilation rate. Hence it is apparent that the mass balance equation is unnecessary in this problem, as the ice density is of no interest. The strain-rate definitions also become superfluous and will not be considered further.
The compatibility of strain equation can now be developed. One possibility would be to apply the foregoing limiting assumptions to the strain compatibility conditions (2.34)–(2.39). A simpler approach, which yields the same result, is to start with the strain definitions in cylindrical coordinates. From the definition of tangential strain (2.104) it follows that

\[ u_r = r \epsilon_\theta. \]  

(2.150)

Substituting this into the definition of radial strain (2.103), and differentiating, gives

\[
\epsilon_r = \frac{\partial}{\partial r} (r \epsilon_\theta) \\
= \epsilon_\theta + r \frac{\partial \epsilon_\theta}{\partial r}
\]

or

\[
\epsilon_\theta + r \frac{\partial \epsilon_\theta}{\partial r} - \epsilon_r = 0.
\]  

(2.151)

An equivalent expression for strain rates can be similarly derived, but is unnecessary, because (2.151) sufficiently constrains the strains.

### 2.3.5 Infinitesimal Strains

The assumption of infinitesimal strains has already been invoked a number of times in the preceding derivation. Here I use it once more to set the advective part of spatial time derivatives to zero, and allow the preceding equations to apply at spatially fixed nodes. As a result of this assumption all the material time derivatives may be replaced by spatial time derivatives. Hence the ice rheology becomes

\[
\epsilon_r = \epsilon^r_r + \epsilon^v_r \\
\epsilon_\theta = \epsilon^r_\theta + \epsilon^v_\theta \\
0 = \epsilon^r_z + \epsilon^v_z
\]

(2.152)  

(2.153)  

(2.154)
\[
\begin{align*}
\frac{\partial\varepsilon_r^*}{\partial t} &= \frac{\partial\varepsilon_r^*}{\partial t} + \frac{\partial\varepsilon_r^*}{\partial t} \\
\frac{\partial\varepsilon_\theta^*}{\partial t} &= \frac{\partial\varepsilon_\theta^*}{\partial t} + \frac{\partial\varepsilon_\theta^*}{\partial t} \\
\frac{\partial\varepsilon_z^*}{\partial t} &= \frac{\partial\varepsilon_z^*}{\partial t} + \frac{\partial\varepsilon_z^*}{\partial t}
\end{align*}
\]  
(2.155)

\[
\varepsilon_r^* = \frac{1}{2\mu}\sigma_r - \frac{\lambda}{2\mu(3\lambda + 2\mu)}(\sigma_r + \sigma_\theta + \sigma_z)
\]  
(2.158)

\[
\varepsilon_\theta^* = \frac{1}{2\mu}\sigma_\theta - \frac{\lambda}{2\mu(3\lambda + 2\mu)}(\sigma_r + \sigma_\theta + \sigma_z)
\]  
(2.159)

\[
\varepsilon_z^* = \frac{1}{2\mu}\sigma_z - \frac{\lambda}{2\mu(3\lambda + 2\mu)}(\sigma_r + \sigma_\theta + \sigma_z)
\]  
(2.160)

\[
\begin{align*}
\sigma_r^d &= \sigma_r - R_r \\
\sigma_\theta^d &= \sigma_\theta - R_\theta \\
\sigma_z^d &= \sigma_z - R_z
\end{align*}
\]  
(2.161-2.163)

\[
\begin{align*}
\frac{\partial R_r}{\partial t} &= \frac{2}{3}AE \frac{\partial \varepsilon_r^*}{\partial t} \\
\frac{\partial R_\theta}{\partial t} &= \frac{2}{3}AE \frac{\partial \varepsilon_\theta^*}{\partial t} \\
\frac{\partial R_z}{\partial t} &= \frac{2}{3}AE \frac{\partial \varepsilon_z^*}{\partial t}
\end{align*}
\]  
(2.164-2.166)

\[
\begin{align*}
\frac{\partial \varepsilon_r^*}{\partial t} &= \lambda_s'\sigma_r \left( \frac{d\varepsilon_r}{dt} \right)_0 \\
\frac{\partial \varepsilon_\theta^*}{\partial t} &= \lambda_s'\sigma_\theta \left( \frac{d\varepsilon_\theta}{dt} \right)_0 \\
\frac{\partial \varepsilon_z^*}{\partial t} &= \lambda_s'\sigma_z \left( \frac{d\varepsilon_z}{dt} \right)_0
\end{align*}
\]  
(2.167-2.169)

\[
\begin{align*}
\frac{\partial \varepsilon_r^i}{\partial t} &= \lambda_i'\sigma_r^d \left( \frac{d\varepsilon_r}{dt} \right)_0 \\
\frac{\partial \varepsilon_\theta^i}{\partial t} &= \lambda_i'\sigma_\theta^d \left( \frac{d\varepsilon_\theta}{dt} \right)_0 \\
\frac{\partial \varepsilon_z^i}{\partial t} &= \lambda_i'\sigma_z^d \left( \frac{d\varepsilon_z}{dt} \right)_0
\end{align*}
\]  
(2.170-2.172)
\[
\frac{\partial B}{\partial t} = \dot{H}E \left( \frac{1}{BV} \right)^N \sigma_{eq}^{N-1}.
\]

where

\[
\left( \frac{d\varepsilon}{dt} \right)_0 = 1 \text{s}^{-1}
\]

\[
\lambda_s = \frac{3}{2} \left( \frac{1}{V} \right)^N \sigma_{eq}^{N-1}
\]

\[
\sigma_{eq} = \sqrt{\frac{3}{2}} \left( \sigma_r^2 + \sigma_{\theta}^2 + \sigma_z^2 \right)
\]

\[
\varepsilon_r = \frac{1}{3} \left( \sigma_r + \sigma_{\theta} + \sigma_z \right)
\]

\[
\varepsilon_{\theta} = \frac{1}{3} \left( \sigma_r + \sigma_{\theta} + \sigma_z \right)
\]

\[
\varepsilon_z = \frac{1}{3} \left( \sigma_r + \sigma_{\theta} + \sigma_z \right)
\]

\[
\lambda_t = \frac{3}{2} \left( \frac{1}{BV} \right)^N \sigma_{eq}^{N-1}
\]

\[
\sigma_{eq}^{d} = \sqrt{\frac{3}{2}} \left( \sigma_{r}^{d2} + \sigma_{\theta}^{d2} + \sigma_{z}^{d2} \right)
\]

\[
\varepsilon_r^{d} = \frac{1}{3} \left( \sigma_r^{d} + \sigma_{\theta}^{d} + \sigma_z^{d} \right)
\]

\[
\varepsilon_{\theta}^{d} = \frac{1}{3} \left( \sigma_r^{d} + \sigma_{\theta}^{d} + \sigma_z^{d} \right)
\]

\[
\varepsilon_z^{d} = \frac{1}{3} \left( \sigma_r^{d} + \sigma_{\theta}^{d} + \sigma_z^{d} \right)
\]

The other relevant equations are summarized below:

**Compatibility of Strains**

\[
\varepsilon_{\theta} + r \frac{\partial \varepsilon_{\theta}}{\partial r} - \varepsilon_r = 0
\]

**Momentum Balance**

\[
\frac{\partial \sigma_r}{\partial r} + \frac{1}{r} (\sigma_r - \sigma_{\theta}) = 0
\]

**Definition of Strain**

\[
\varepsilon_r = \frac{\partial u_r}{\partial r}
\]
\[ \epsilon_\theta = \frac{u_r}{r} \quad (2.188) \]
\[ \epsilon_z = 0. \quad (2.189) \]

The above equations are in no particular order. They can be grouped as follows to form the field (differential) equations of an initial value problem, with algebraic constraint equations. The differential equations are (2.155)–(2.157), (2.164)–(2.166), and (2.173). The constraint equations are force balance (2.186) and plane strain (2.189). All the other equations are used to calculate the intermediate variables needed for the differential and constraint equations.

2.4 Initial and Boundary Conditions

Here I will state the initial conditions and boundary conditions, which together with the field equations just developed, fully specify the initial value problem in the ice. These follow directly from the assumptions of the model, as outlined in section 2.1.

2.4.1 Initial Conditions

The initial state of the ice is that of hydrostatic equilibrium with no viscous strain. Hence

\[ \sigma_r (r, 0) = \sigma_\theta (r, 0) = \sigma_z (r, 0) = -p_0 \quad (2.190) \]
\[ \epsilon_r'' (r, 0) = \epsilon_\theta'' (r, 0) = \epsilon_z'' (r, 0) = 0 \quad (2.191) \]
\[ R_r (r, 0) = R_\theta (r, 0) = R_z (r, 0) = 0 \quad (2.192) \]
\[ B (r, 0) = B_0 \quad (2.193) \]

where \( p_0 \) is the background hydrostatic pressure, and \( B_0 \) is the initial value of the scalar drag stress, which depends on the grain size of the ice [Shyam Sunder and Wu, 1989a, p. 56].
2.4.2 Boundary Conditions

The condition on the inside boundary is fairly obvious. The radial compressive stress must be equal to the water pressure in the borehole, and the displacement at the borehole wall must equal the change in borehole radius. Thus

\[ \sigma_r(r_b, t) = -p_b \]  \hspace{1cm} (2.194)
\[ u_r(r_b, t) = \Delta r_b. \]  \hspace{1cm} (2.195)

A boundary condition in terms of strain can be obtained from this by substituting (2.195) into the definition of tangential strain (2.188), yielding

\[ \varepsilon_\theta (r_b, t) = \frac{\Delta r_b}{r_b}. \]  \hspace{1cm} (2.196)

At the outside boundary there are numerous possibilities. Although the outside boundary in the problem as formulated so far is at infinite radius, in the numerical problem this boundary will have to be placed at some large, but finite radius. The choice of outside boundary conditions will be made with this fact in mind.

Some possibilities, all of which are true at infinite radius, are as follows: zero strain, specified hydrostatic stress (all stress components specified), or specified radial compressive stress only (equal to hydrostatic pressure). The problem with zero strain is that if the boundary is moved to finite radius there will be no flow unless the ice is elastically compressible. It would be useful if the model could be run with elasticity turned off, to facilitate comparison with analytic solutions. The second and third options are similar. The specified-radial-stress option does have the advantage that some analytic solutions are available for thick-walled cylinders subject to internal and external pressure, for which it is the appropriate boundary condition [Kjartanson et. al, 1988, p. 257; Jaeger and Cook, 1969, p. 128]. Therefore I will apply the specified-radial-stress condition to the outside boundary.
Thus, to summarize the ice boundary conditions:

\[
\sigma_r (r_b, t) = -p_b \tag{2.197}
\]

\[
\epsilon_\theta (r_b, t) = \frac{\Delta r_b}{r_b} \tag{2.198}
\]

\[
\sigma_r (\infty, t) = -p_0. \tag{2.199}
\]

This completes the description of the ice deformation initial value problem. In Chapter 3 the bed and borehole equations are developed, and synthesized with the ice deformation model developed in this chapter, to form the complete coupled model.
Chapter 3

Bed Equations, Forcings, and Model Synthesis

The flow of water in a thin sheet aquifer when flow is induced by borehole response tests has been modelled by Stone and Clarke [1992] and Stone [1993] using a method-of-lines solution on a radially symmetric grid. Smart and Clarke [submitted] consider the same problem that I do here; namely, to determine the hydraulic conductivity of the low-permeability layer beneath Trapridge Glacier by considering the behaviour of water in an unconnected borehole. They find an upper bound to the hydraulic conductivity by considering the bed to be a uniform half-space bounded by impermeable ice, except at the bottom of the borehole where a hemispherical water-filled cavity exists. They consider the steady-state analytic solution for Darcian groundwater flow.

In this model I also approximate the bed as a homogeneous half-space, with hydraulic properties equal to those of the low-permeability till layer. This is a reasonable approximation as long as drainage channels are not too close to the hole, and the radius of the hole-bottom cavity is small relative to the thickness of the low-permeability layer. I further assume that the flow is described by the standard diffusion equation for transient groundwater flow in a saturated porous medium [e.g., Freeze and Cherry, 1979, p. 65]. Many assumptions underlie this equation, including that Darcy’s Law applies, and that the only motion of the soil matrix is the small vertical movement caused by elastic deformation of the matrix as effective pressure is changed. The ice and bed are coupled by conservation of mass of compressible water in the borehole.

The borehole freezing thermal problem has been considered thoroughly in connection
with the interpretation of thermistor measurements and hot water drilling in cold ice
[Jarvis and Clarke, 1974; Humphrey and Echelmeyer, 1990; Humphrey, 1991]. Models
such as the finite-element model of Humphrey and Echelmeyer [1990] describe the freezing
of ice to the wall of a borehole, and hence predict its radius as a function of time,
background ice temperature, and drilling method. This is the best way to obtain the
freezing forcing. Unfortunately time constraints prevented me from implementing such
a solution, so instead I assume that all freezing is confined to the top of the borehole,
so that the hole gets shorter, but its diameter remains constant. The borehole length as
a function of time is described as a series of decaying exponentials, having coefficients
that can be determined from temperature measurements made as a borehole freezes. I
also allow for arbitrary sudden pressurization of the borehole, to permit the modelling of
sudden pressurization and decay events.

In this chapter I develop the bed model, borehole model, and description of freezing
and other forcings, then synthesize these with the ice deformation model to form the
complete coupled model, and formulate the problem for numerical solution using the
method of lines.

3.1 Basal Groundwater Flow

Consider a homogeneous, isotropic, permeable half-space bounded on top by impermeable
ice, and by water in a hemispherical cavity at the bottom of a borehole. It is postulated
that such a cavity is formed during the hot water drilling process. Let the coordinate
system be spherical, with the origin at the centre of radius of the hemispherical cavity
(Fig. 3.1). While it is known that the till under Trapridge Glacier is deforming [Blake
et al., 1992], it will be assumed that this deformation is slow enough that the standard
Fig. 3.1: Bed geometry and coordinate system.
equations for groundwater flow in a porous medium still apply. Taking the till deformation into account would introduce much more complexity than is justified in such a rough model.

The standard water mass balance equation in a saturated porous medium [e.g., Bear and Verruijt, 1987, p. 63] gives

\[- \nabla \cdot \vec{q} = \rho_w g (\alpha + n\beta) \frac{\partial h}{\partial t}\] (3.1)

where \(\vec{q}\) is specific discharge (or volume flux) of water, \(\rho_w\) is density of water, \(\alpha\) is soil matrix compressibility, \(n\) is porosity, and \(\beta\) is the compressibility of water. Stone [1993, pp. 35–36] explicitly states the assumptions required by this expression. The general form of Darcy's Law (which applies to low-Reynolds-Number flow through a stationary matrix) [e.g., Bear and Verruijt, 1987, p. 38] is written

\[q_i = -K_{ij}(x_i) \frac{\partial h}{\partial x_j}\] (3.2)

where \(K_{ij}\) is the second rank tensor of hydraulic conductivities. I will further assume that the basal material is hydraulically homogeneous and isotropic, in which case Darcy's Law simplifies to

\[q_i = -K \frac{\partial h}{\partial x_i}\] (3.3)

or, in vector notation,

\[\vec{q} = -K \nabla h\] (3.4)

where hydraulic conductivity \(K\) is a scalar constant.

Substituting Darcy's Law into the mass balance equation (3.1) gives the well-known governing equation for transient flow in a compressible porous medium

\[K \nabla^2 h = \rho_w g (\alpha + n\beta) \frac{\partial h}{\partial t}\] (3.5)
This equation can be expressed in spherical coordinates and simplified to take advantage of symmetry. First express $V^2 h$ in spherical coordinates [e.g., Spiegel, 1968, p. 126]

$$V^2 h = \frac{1}{r^2} \frac{\partial}{\partial r} \left( r^2 \frac{\partial h}{\partial r} \right) + \frac{1}{r^2 \sin \theta} \frac{\partial}{\partial \theta} \left( \sin \theta \frac{\partial h}{\partial \theta} \right) + \frac{1}{r^2 \sin^2 \theta} \frac{\partial^2 h}{\partial \phi^2}. \quad (3.6)$$

With spherical symmetry $\partial h/\partial \theta = 0$ and $\partial h/\partial \phi = 0$, hence (3.6) simplifies to give

$$V^2 h = \frac{1}{r^2} \frac{\partial}{\partial r} \left( r^2 \frac{\partial h}{\partial r} \right). \quad (3.7)$$

Thus (3.5) becomes

$$K \frac{1}{r^2} \frac{\partial}{\partial r} \left( r^2 \frac{\partial h}{\partial r} \right) = \rho w g (\alpha + n \beta) \frac{\partial h}{\partial t}. \quad (3.8)$$

which can be rearranged to give

$$\frac{\partial h}{\partial t} = \frac{K}{\rho w g (\alpha + n \beta) r^2} \frac{\partial}{\partial r} \left( r^2 \frac{\partial h}{\partial r} \right). \quad (3.9)$$

The initial conditions and boundary conditions for the basal groundwater flow problem follow directly from the assumptions that the bed is initially in a no-flow (uniform hydraulic head) state, and that the background head in the bed changes much more slowly than the head in the borehole. The head at the cavity wall must also be equal to the borehole head. Hence

$$h(r, 0) = \frac{p_0}{\rho w g}, \quad r_c \leq r < \infty \quad (3.10)$$

$$h(\infty, t) = \frac{p_0}{\rho w g} \quad (3.11)$$

$$h(r_c, t) = \frac{p_b(t)}{\rho w g}, \quad t > 0 \quad (3.12)$$

where $r_c$ is cavity radius (the interface with the borehole), $p_0/\rho w g = h_0$ is background head in the bed, and $p_b(t)$ is pressure in the cavity at the borehole bottom.

Therefore, to summarize, the full initial value problem describing the response of a uniform permeable half-space, initially at constant head, to an arbitrary pressure forcing
at a hemispherical interface is given by

\[
\frac{\partial h}{\partial t} = \frac{K}{\rho_w g (\alpha + n \beta)} \frac{1}{r^2} \frac{\partial}{\partial r} \left( r^2 \frac{\partial h}{\partial r} \right), \quad r_c \leq r \leq \infty
\] (3.13)

subject to

\[
h(r, 0) = \frac{p_0}{\rho_w g}
\] (3.14)

\[
h(\infty, t) = \frac{p_0}{\rho_w g}
\] (3.15)

\[
h(r_c, t) = \frac{p_0(t)}{\rho_w g}.
\] (3.16)

### 3.2 Borehole Equations

The borehole is filled with compressible water, which acts to couple the ice and bed. The coupling is provided by the *water mass balance equation* for the borehole. The mass of water in the borehole plus the mass of water lost by flow into the bed or freezing (see section 3.3) must be equal to the initial mass of water in the borehole. Thus

\[
m_w + m_{aq} + m_f = m_0
\] (3.17)

where \(m_w\) is the mass of water in the borehole at time \(t\), \(m_{aq}\) is the mass of water which has flowed into the bed between time 0 and \(t\), \(m_f\) is the mass of water which has frozen between time 0 and \(t\) (see section 3.3), and \(m_0\) is the mass of water in the borehole at time 0.

The mass of water in the borehole at any instant is derived as follows. The compressibility of water must be taken into account; hence the density of water may in general vary in space as well as time. Thus

\[
m_w = \int_{V_w} \rho_w \, dV
\]

where \(V_w\) is the sum of the volume of the borehole \(V_B\) and the volume of the basal cavity \(V_C\). The depth of the cavity is small, so that the density of water in it can reasonably
be considered constant. Density in the borehole cannot, however, be considered constant since the pressure change with depth is of similar magnitude to the pressure change with time.

First, consider water mass of the cavity

\[ m_c(t) = \rho_c(t)V_c = \rho_c(t)\frac{2}{3}\pi r^3_c \]  

where \( \rho_c \) is cavity water density, given by the assumed equation of state for water

\[ \rho_c(t) = \rho_0 \exp \left[ \beta (p_b(t) - p_0) \right]. \]  

Thus

\[ m_c(t) = \frac{2}{3}\pi r^3_c \rho_0 \exp \left[ \beta (p_b(t) - p_0) \right] \]  

Next, consider the water mass of the borehole itself

\[ m_b(t) = \int_{V_b} \rho_w(z,t) dV \]  

where

\[ dV = \pi r^2(t) dz \]

\[ \rho_w(z,t) = \rho_0 \exp \left[ \beta (p(z,t) - p_0) \right]. \]  

Here \( p(z,t) \) is

\[ p(z,t) = p_b(t) - \int_0^z \rho_w(z,t)g dz. \]  

Because \( \rho_w \) changes very slowly with pressure, and hence with \( z \), and the pressures considered are never especially large, \( \rho_w \) can be considered a constant \( \rho_0 \) in (3.23). Hence

\[ p(z,t) = p_b(t) - \rho_0 g z. \]  

\[ \beta (p_b(t) - p_0) \]
Substituting (3.4) into (3.22)

\[
\rho_w(z,t) = \rho_0 \exp[\beta (p_b(t) - p_0 z - p_0)]
\]
\[
= \rho_0 \exp[\beta (p_b(t) - p_0)] \exp[-\beta \rho_0 g z]. \tag{3.25}
\]

Now substituting (3.25) into (3.21) and simplifying

\[
m_b(t) = \int_0^{L(t)} \rho_0 \exp[\beta (p_b(t) - p_0)] \pi r_b^2(t) \exp[-\beta \rho_0 g z] \, dz
\]
\[
= \rho_0 \exp[\beta (p_b(t) - p_0)] \pi r_b^2(t) \int_0^{L(t)} \exp[-\beta \rho_0 g z] \, dz
\]
\[
= \pi r_b^2(t) \rho_0 \exp[\beta (p_b(t) - p_0)] \left[ \frac{1}{-\beta \rho_0 g} \exp(-\beta \rho_0 g L(t)) \right]_0^{L(t)}
\]
\[
= \frac{\pi r_b^2(t)}{\beta g} \exp[\beta (p_b(t) - p_0)] [1 - \exp(-\beta \rho_0 g L(t))]. \tag{3.26}
\]

Note that the height of the water-filled borehole \( L \) is time dependent. This allows for
the approximate freezing forcing developed in Section 3.3. Borehole radius \( r_b(t) \) can be
found from the tangential strain in the ice at the borehole wall. The ice strain boundary
condition at the borehole wall (2.198) leads to

\[
\epsilon_\theta(r_b, t) = \frac{\Delta r_b(t)}{r_b(t)}
\]
\[
= \frac{r_b(t) - r_{b,0}(t)}{r_b(t)}.
\]

For infinitesimal displacements

\[
\frac{r_b(t) - r_{b,0}(t)}{r_b(t)} \approx \frac{r_b(t) - r_{b,0}(t)}{r_{b,0}}
\]

and

\[
r_b(t) = r_{b,0}(\epsilon_\theta(r_b, t) + 1). \tag{3.27}
\]

Combining (3.18) and (3.26) the total mass of water in the borehole and cavity is,

\[
m_w = m_b + m_c.
\]
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\[ m_W = \frac{\pi r_c^2(t)}{\beta g} \exp[\beta (p_b(t) - p_0)] [1 - \exp(-\beta \rho_0 g L(t))] \]
\[ + \frac{2}{3} \pi r_c^3 \rho_0 \exp[\beta (p_b(t) - p_0)]. \]  

(3.28)

Evaluating this at time \( t = 0 \) gives \( m_0 \), hence

\[ m_0 = \frac{\pi r_c^2}{\beta g} \exp[\beta (p_0 - p_0)] [1 - \exp(-\beta \rho_0 g L_0)] + \frac{2}{3} \pi r_c^3 \rho_0 e^0 \]
\[ = \frac{\pi r_c^2}{\beta g} [1 - \exp(-\beta \rho_0 g L_0)] + \frac{2}{3} \pi r_c^3 \rho_0. \]  

(3.29)

Now let us consider the flow of water from the borehole into the bed. First, Darcy's Law must be converted to spherical coordinates and simplifying assumptions applied. In spherical coordinates the gradient can be written [e.g., Spiegel, 1968, p. 125]

\[ \nabla = \hat{e}(r) \frac{\partial}{\partial r} + \hat{e}(\theta) \frac{1}{r} \frac{\partial}{\partial \theta} + \hat{e}(\phi) \frac{1}{r \sin \theta} \frac{\partial}{\partial \phi} \]  

(3.30)

and for spherical symmetry \( \partial/\partial \theta = 0 \) and \( \partial/\partial \phi = 0 \), so that

\[ \nabla = \hat{e}(r) \frac{\partial}{\partial r}. \]  

(3.31)

Substituting (3.31) into Darcy's Law (3.4) yields the radial specific discharge

\[ q_r = -K \frac{\partial h}{\partial r}. \]  

(3.32)

Equation (3.32) gives the volume flow rate per unit of area (the flux) across a hemispherical surface centred on the origin. The total volume flow rate through such a surface is simply the flux multiplied by \( 2\pi r_c^2 \), the surface area of a hemisphere. Therefore the volume flow rate into the bed (the flow rate at the cavity surface) is

\[ Q_W (r_c) = -2\pi r_c^2 K \frac{\partial h}{\partial r} \bigg|_{r_c} \]  

(3.33)
and the mass flow rate is

$$Q_m = -2\pi \rho_c r_c^2 K \frac{\partial h}{\partial r} |_{r_c}.$$  \hfill (3.34)

Substituting (3.19) for $\rho_c$ gives

$$Q_m = -2\pi \rho_0 \exp \left[ \beta (p_b(t) - p_0) \right] r_c^2 K \frac{\partial h}{\partial r} |_{r_c}. \hfill (3.35)$$

The total mass of water lost by the borehole to the bed is the mass flow rate integrated over time. For compatibility with the rest of the problem, this can be expressed as a differential equation

$$\frac{\partial m_{aq}}{\partial t} = -2\pi \rho_0 \exp \left[ \beta (p_b(t) - p_0) \right] r_c^2 K \frac{\partial h}{\partial r} |_{r_c}. \hfill (3.36)$$

subject to $m_{aq}(0) = 0$.

3.3 Forcings

I shall consider three distinct types of forcing: volume forcing caused by freezing to the top of the borehole, sudden pressurization, and step pressure change.

3.3.1 Freezing

Freezing of borehole water causes a volume forcing because water expands as it freezes. Freezing is modelled in this thesis approximately by top-down freezing, at an arbitrary rate, with no freezing to the borehole walls. Under this simplifying assumption freezing forcing enters the model by specifying $L(t)$, the height of the water-filled borehole as a function of time. The most important place $L(t)$ appears is in the term $M_f$ in the borehole mass-conservation equation (3.17).

Let the height of the water-filled borehole as a function of time be given by some arbitrary function having coefficients that can be assigned to approximate the desired
freezing rate. As a functional form, I have chosen a series of decaying exponentials which displays the appropriate behaviour of initially fast decay followed by slower decay

\[ L(t) = a_0 + a_1 e^{b_1 t} + a_2 e^{b_2 t} + a_3 e^{b_3 t} + a_4 e^{b_4 t} + a_5 e^{b_5 t} \]  \hspace{1cm} (3.37)

where \(a_i\) and \(b_i\) can be arbitrarily chosen. The mass of water \(M_f\) which has frozen to ice is then the volume of ice produced multiplied by the density of ice. The volume of newly frozen ice \(V_f\) is

\[ V_f(t) = \int_0^t \pi r_b^2(t) \frac{dL}{dt} \, dt. \]  \hspace{1cm} (3.38)

Because \(r_b\) changes much more slowly than \(L\), \(r_b(t)\) may be replaced by \(r_b,0\), a constant

\[ V_f(t) = \pi r_b^2,0 [L(0) - L(t)] \]  \hspace{1cm} (3.39)

thus

\[ m_f = \pi r_b^2,0 [L(0) - L(t)] \rho_I. \]  \hspace{1cm} (3.40)

### 3.3.2 Sudden Pressurization

The sudden-pressurization forcing is included to allow modelling of sudden pressurization and decay events observed in Trapridge Glacier pressure records. In principle a sudden pressure change could be modelled by appropriate choice of initial conditions. The borehole pressure would be something other than \(p_0\), and stresses and strains in the ice would be those corresponding to the analytic elastic solution. The difficulty with this approach is that, in general, the analytic elastic stresses and strains will be inconsistent with the system of model equations (they will not be possible solutions of the model equations) due to errors introduced into the numerical solution by finite differencing. Many numerical integration schemes fail when started with inconsistent initial conditions. An alternate approach which avoids this difficulty is to start with normal equilibrium initial
conditions, and then impose a very rapid, but smooth, change in the borehole pressure. I have chosen a shifted half cosine for the ramp-up function, due to its smoothness,

\[ p_b(t) = p_0 + \frac{p_{force}}{2} \left\{ 1 + \cos \left[ \pi \left( \frac{t}{t_{ramp}} + 1 \right) \right] \right\} \]  

(3.41)

where \( p_{force} \) is imposed pressure change (so the pressure during the ramp-up period is \( p_0 + p_{force} \)) and \( t_{ramp} \) is ramp-up time (half the cosine period).

### 3.3.3 Pressure Step Change

It is desirable to be able to simulate a creep test, in which the borehole pressure is suddenly changed, then remains constant. This allows comparison with analytic solutions (even though the infinitesimal-strain assumption of this model will cause inaccurate results at large strains). Creep tests are simulated by using (3.41) to ramp up the pressure, and then holding borehole pressure constant

\[ p_b(t) = p_0 + p_{force} \quad \text{for} \quad t > t_{ramp}. \]  

(3.42)

### 3.4 Summary of Coupled Initial Value Problems

I now have all necessary equations to describe the coupled initial value problems: ice deformation, groundwater flow in the bed, and coupling through the water mass balance in the borehole. The initial value problem in the ice is specified by (2.152)–(2.189), with initial conditions (2.190)–(2.193) and boundary conditions (2.197)–(2.199). The initial value problem in the bed is given by (3.13), with initial condition (3.14) and boundary conditions (3.15)–(3.16). The borehole coupling equations, which include the forcings, are (3.17), (3.28), (3.29), (3.35), and (3.35).
3.5 Method of Lines Solution

In the preceding sections the equations of the coupled ice and bed initial value problems have been derived. The ice and borehole equations are non-linear, and there are both partial differential and algebraic equations to be simultaneously solved. There is no hope of an analytical solution, so numerical methods must be turned to. Few numerical methods can handle such a problem. The finite element method has been used to solve problems involving the ice rheology of Shyam and Wu, at least in one dimension [Shyam Sunder and Wu, 1989]. The numerical method of lines (discussed at length in [Schiesser, 1991]) is capable of solving non-linear initial value problems. It can also handle algebraic constraints (if an appropriate numerical integration routine is selected), and coupled initial value problems also present no special difficulty. I have chosen to use the method of lines, primarily as a result of my familiarity with the method and its comparative simplicity.

Briefly, the method of lines involves discretizing the region into a grid, replacing continuous functions of the spatial variables with discrete functions at the grid nodes, replacing spatial derivatives in these equations with finite-difference approximations, and then solving the resulting system of ordinary differential equations, and possibly algebraic equations too, by numerical integration.

In this section a coordinate transformation will first be applied to the spatial variable, in the ice and bed, to concentrate the nodes where the field variables are changing rapidly. Then the grids will be established, and partial differential equations over the regions replaced by systems of ordinary differential equations. The equations that apply at the interior and boundary nodes will be stated. Finally the resulting system of equations for the coupled problem will be presented in a form suitable for programming.
3.5.1 Spatial Coordinate Transformation

The method of lines requires that the ice and bed regions be discretized, so that finite-difference spatial derivatives can be taken. In both the ice and bed the field variables (e.g., stress and strain in ice, and head in the bed) change much more quickly at small radius, close to the borehole. It is readily apparent that at infinite distance from the hole, all these variables will become spatially constant. Intuitively one would expect a more accurate approximation to the true result if the nodes are more numerous where variables change rapidly, namely at small radius. Some possible ways to achieve a closer node spacing at small radius include: (1) increasing the total number of nodes without altering their distribution, (2) applying a spatial coordinate transformation and spacing nodes evenly in the transformed variable to concentrate nodes at small radius, or (3) an adaptive grid could be used to generate new nodes when and where they are needed [Schiesser, 1991].

The first alternative has two problems: (1) Increasing the number of nodes increases the computing resources required. (2) More importantly, increasing the number of nodes, and hence the number of ordinary differential equations, increases the problem's stiffness [Schiesser, 1991, p. 22]. (A stiff problem is one in which there are widely differing time scales, requiring the integrator to use very small time steps to achieve reasonable accuracy.) Hence the problem may become too stiff to be solved. The adaptive grid method is very good for problems in which the solution shape is not known a priori, or where the solution shape changes with time as in the present problem. Unfortunately it has the disadvantage of being complex to program. As a result of the drawbacks of the other two alternatives given above, I chose to transform the spatial coordinate $r$, in the ice and bed.

One approach would be to transform the spatial variable such that the field variables
would change by comparable amounts between each pair of adjacent nodes. In this case the resulting solutions for the field variables would approximate straight lines in the transformed space. Although I do not in general know what the ice and bed solution shapes will be, the analytic solutions for a number of simple cases can be used as guides:

1. For steady-state radial groundwater flow in a whole-space or half-space, \( h \) is proportional to \( 1/r \) (see e.g., Carslaw and Jaeger, 1959, p. 247] for the solution to the equivalent heat conduction problem).

2. For steady-state or transient flow of linear (elastic, viscous, or viscoelastic) ice surrounding a cylindrical hole, stress and strain are proportional to \( 1/r^2 \) [Nye, 1953]

3. For steady-state viscous flow of Glen-Law ice surrounding a cylindrical hole, stress is proportional to \( 1/r^{2/3} \) and strain is proportional to \( 1/r^2 \) [Nye, 1953].

Thus it appears reasonable to choose a transformed coordinate \( R = 1/r \) in the bed. The best choice for the ice is less obvious. Therefore a range of transformations will be allowed: \( R = r^x \) where \( x \) is a finite nonzero real number, and \( R = \ln r \). The logarithmic transformation is included because the steady-state solution to the diffusion equation with cylindrical symmetry is logarithmic [e.g., Carslaw and Jaeger, 1959, p. 189], and one might expect some diffusive behaviour in this problem.

Here I apply the spatial coordinate transformations to the ice deformation equations. The only expressions which explicitly involve \( r \) are initial conditions (2.190)–(2.193), boundary conditions (2.197)–(2.199), compatibility of strains (2.185)

\[
\epsilon_0 + r \frac{\partial \epsilon_\theta}{\partial r} - \epsilon_r = 0
\]

and force balance (2.186)

\[
r \frac{\partial \sigma_r}{\partial r} + \sigma_r - \sigma_\theta = 0.
\]
The initial and boundary conditions are dealt with by direct substitution. The only term in the compatibility of strains and force balance equations that needs to be transformed is $r \partial / \partial r$. The power-law transformed expression is derived as follows:

$$\dot{R} = r^x$$

so that

$$r = R^{-x}. \quad (3.43)$$

Hence

$$r \frac{\partial}{\partial r} = r \frac{\partial R}{\partial r} \frac{\partial}{\partial R}$$

$$= r\frac{\partial}{\partial r} \left( r^x \right) \frac{\partial}{\partial R}$$

$$= rXr^{x-1} \frac{\partial}{\partial R}$$

$$= Xr^x \frac{\partial}{\partial R}$$

$$= XR \frac{\partial}{\partial R}. \quad (3.44)$$

The equivalent logarithmically transformed expression is derived as follows:

$$R = \ln r$$

so that

$$r = e^R. \quad (3.45)$$

Hence

$$r \frac{\partial}{\partial r} = r \frac{\partial R}{\partial r} \frac{\partial}{\partial R}$$

$$= r \frac{\partial}{\partial r} (\ln r) \frac{\partial}{\partial R}$$

$$= r^{-1} \frac{\partial}{\partial R}$$

$$= \frac{\partial}{\partial R}. \quad (3.46)$$
A convenient way to express the two transformation forms is to let

\[ \frac{\partial}{\partial r} = W \frac{\partial}{\partial R} \]

where \( W \) is a weighting function given by

\[ W = XR \quad \text{if} \quad R = r^x \]  \hspace{1cm} (3.48)

\[ W = 1 \quad \text{if} \quad R = \ln r. \]  \hspace{1cm} (3.49)

Thus the transformed ice deformation problem is obtained by substituting (3.47) into (2.185) and (2.186), with (3.48) or (3.49), and substituting the definition of \( r \) into the initial and boundary conditions. Hence compatibility of strains (2.185) becomes

\[ \epsilon_\theta + W \frac{\partial \epsilon_\theta}{\partial R} - \epsilon_r = 0 \]  \hspace{1cm} (3.50)

and force balance (2.186) becomes

\[ W \frac{\partial \sigma_r}{\partial R} + \sigma_r - \sigma_\theta = 0. \]  \hspace{1cm} (3.51)

The \( R = 1/r \) transformation of the bed problem is similar. In the bed equations \( r \) appears only in initial condition (3.14), boundary conditions (3.15) and (3.16), and the field equation (3.13)

\[ \frac{\partial h}{\partial t} = \frac{K}{\rho \omega g (\alpha + n \beta)} \frac{1}{r^2 \partial r} \left( r^2 \partial_r \right). \]

The initial and boundary conditions are dealt with by direct substitution. In the field equation the only term to transform is

\[ \frac{1}{r^2 \partial_r} \left( r^2 \partial_r \right). \]

First note that

\[ \frac{\partial R}{\partial r} = \frac{\partial}{\partial r} (r^{-1}) = -r^{-2} \]
and

\[
\frac{\partial h}{\partial r} = \frac{\partial h}{\partial R} \left( \frac{\partial h}{\partial r} \right) = -r^{-2} \frac{\partial h}{\partial R} . \tag{3.52}
\]

Therefore

\[
\frac{1}{r^2} \frac{\partial}{\partial r} \left( r^2 \frac{\partial h}{\partial r} \right) = \frac{1}{r^2} \frac{\partial}{\partial r} \left[ r^2 \left( -r^{-2} \frac{\partial h}{\partial R} \right) \right]
\]

\[
= \frac{1}{r^2} \frac{\partial}{\partial r} \left( \frac{\partial h}{\partial R} \right)
\]

\[
= \frac{1}{r^2} \frac{\partial R}{\partial r} \frac{\partial}{\partial R} \left( \frac{\partial h}{\partial R} \right)
\]

\[
= \frac{1}{r^2} \left( -r^{-2} \right) \frac{\partial^2 h}{\partial R^2}
\]

\[
= r^{-4} \frac{\partial^2 h}{\partial R^2}
\]

\[
= R^4 \frac{\partial^2 h}{\partial R^2} . \tag{3.53}
\]

The transformed problem in the bed is therefore obtained by substituting (3.53) into (3.13) and substituting the definition of \( r \) into the initial and boundary conditions. The field equation (3.13) for head becomes

\[
\frac{\partial h}{\partial t} = \frac{K}{\rho \omega g (\alpha + n \beta)} R^4 \frac{\partial^2 h}{\partial R^2} . \tag{3.54}
\]

The borehole equations also require transformation. Equation (3.35) for the flow rate of water into the bed must be changed as it includes a spatial derivative term. Applying the \( R = 1/r \) transformation and using (3.52) to convert (3.35) yields

\[
Q_m = -2\pi \rho_o \exp \left[ \beta (p_b(t) - p_o) \right] r_c^2 K \left. \left( -r^{-2} \frac{\partial h}{\partial R} \right) \right|_{r_c}
\]

\[
= -2\pi \rho_o \exp \left[ \beta (p_b(t) - p_o) \right] r_c^2 K \left. \left( -r_c^{-2} \frac{\partial h}{\partial R} \right) \right|_{r_c}
\]

\[
= 2\pi \rho_o \exp \left[ \beta (p_b(t) - p_o) \right] K \left. \frac{\partial h}{\partial R} \right|_{r_c} . \tag{3.55}
\]
3.5.2 Finite Differencing

The next step in the method-of-lines formulation is to establish grids in the ice and bed, on which the partial differential equations in $R$ and $t$ can be replaced by systems of ordinary differential equations in $t$ only. The differentials with respect to $R$ will be replaced by finite-difference approximations.

First consider the ice. The innermost node is at the $R$ value corresponding to the borehole radius $r_b$. I will let the outermost node be at $R_{max}$, the $R$ value corresponding to some $r_{max}$ to be be chosen later. This approach preserves flexibility, and retains the ability to model the response of thick-walled cylinders. The remaining nodes will be spaced evenly (in $R$) between the inner boundary node and the outer boundary node, allowing simple definitions of finite-difference operators. As shown in Figure 3.2, there are $M$ nodes, identified by subscript $i$, with $i = 1$ at $R = R_b$ and $i = M$ at $R = R_{max}$. At all nodes the differential equations (2.173), (2.155)--(2.157), and (2.164)--(2.166) apply, as well as the algebraic plane strain relation (3.50). At the interior nodes ($i = 2, M - 1$), force balance (3.51) also applies. At the borehole-wall boundary node ($i = 1$) the normal-stress condition (2.197) applies, unless a pressure forcing is applied in which case

$$\sigma_r = -p_b$$

(3.56)
where $p_b$ is given by (3.41) for sudden pressurization, or by (2.5) for constant borehole pressure. At the outermost node ($i = M$) the radial-stress boundary condition (2.199) applies.

The bed is discretized in a similar way to the ice, except that the outer boundary node is $R_a = 0$, corresponding to $r_a = \infty$ (Fig. 3.3). Henceforth the subscript $a$ will be used to identify quantities pertaining to the basal grid, as opposed to the ice grid. As shown in Figure 3.3 there are $M_a$ nodes, identified by subscript $j$, with $j = 1$ at $R_a = 1/r_c$ and $j = M_a$ at $R_a = 0$. At interior nodes ($j = 2, M_a - 1$) the groundwater flow relation (3.51) applies. At the cavity wall node ($i = 1$) the borehole-pressure boundary condition (3.16) applies. At the outermost node ($i = M$) the background head boundary condition (3.15) applies.

Finite-difference approximations are now needed for all spatial derivatives in the ice and bed equations listed above, as well as the water mass flow expression (3.16) which appears in the borehole equation. Examination of these equations reveals that finite-difference approximations are required for the first derivative at all ice nodes (innermost, interior, and outermost) and at the innermost basal node. Finite-difference approximations of the second derivative are required at bed interior nodes. There are numerous possible choices of finite-difference operators; I use second-order (3 point) operators for
both first and second derivatives. Although accuracy could be improved by taking higher-order approximations, the stability of the resulting method of lines solution would be reduced \cite[Schieffer, p. 110]{Schiesser}.

A general expression for the finite-difference approximations of first and higher derivatives, along with tabulated coefficients, is given by \textit{Abramowitz and Stegun} \cite[p. 914]{AbramowitzSte}:

\[
\frac{d^k f(x)}{dx^k} \bigg|_{x=x_j} \approx \frac{k!}{m!h^k} \sum_{i=0}^{m} A_i f(x_i)
\]  \hspace{1cm} (3.57)

where \( k \) is the order of differentiation, \( m \) is the order of the finite-difference approximation, \( h \) is the step size (or node spacing), \( j \) is the node at which the derivative is being approximated, and \( A_i \) are the (tabulated) coefficients. From these, I obtain the following expressions for second-order finite differences:

1. First derivative, centred difference (applies at interior nodes)

\[
\frac{df}{dx} \bigg|_{i} = \frac{f_{i+1} - f_{i-1}}{2\Delta x}
\]  \hspace{1cm} (3.58)

2. First derivative, forward difference (applies at inner boundary node)

\[
\frac{df}{dx} \bigg|_{i} = \frac{-f_{i+2} + 4f_{i+1} - 3f_{i}}{2\Delta x}
\]  \hspace{1cm} (3.59)

3. First derivative, backward difference (applies at outer boundary node)

\[
\frac{df}{dx} \bigg|_{i} = \frac{3f_{i} - 4f_{i-1} + f_{i-2}}{2\Delta x}
\]  \hspace{1cm} (3.60)

4. Second derivative, central difference (applies at interior nodes). (Second derivatives are never taken at boundary nodes.)

\[
\frac{d^2 f}{dx^2} \bigg|_{i} = \frac{f_{i+1} - 2f_{i} + f_{i-1}}{(\Delta x)^2}
\]  \hspace{1cm} (3.61)

This completes the method-of-lines formulation of the coupled ice–bed–borehole problem. The resulting system of equations is summarized in Appendix A.
3.6 Computer Programming of Solution

The final step in the problem solution is the solution of the system of equations of Appendix A, using a numerical integration routine. I have chosen ddriv3 of Kahaner and Sutherland (public domain software, available from Los Alamos National Laboratory), an implicit integrator which uses the Backward Differentiation Formula method, an extension of the Euler method [Schiesser, 1991, p. 65]. ddriv3 is similar to the stiffly stable integrator sdriv2 described in Kahaner et al. [1989, pp. 295-297, 341-346], except that it is double precision and capable of handling systems of differential and algebraic equations.

The solution has been implemented in the program bfiI4 (Borehole Flow Infinitesimal, 14th version), written in Sun Fortran77. An earlier version of the program, bfiI3, was used for the tests of Chapter 4. It contained bugs which only manifested themselves when the background pressure $P_0 \neq 0$. The tests of Chapter 4 are valid because all the tests were done with $P_0 = 0$.

The program allows the user to set many parameters at run time including:

1. **Forcing type** can be step pressurization (creep test), sudden pressurization followed by free relaxation, sudden pressurization followed by freezing forcing, or freezing forcing alone.

2. **Problem geometry** including borehole radius, borehole height as a function of time, and basal-cavity radius.

3. **Ice properties** including elastic constants, steady-state viscous parameters, and transient viscous parameters.

4. **Ice temperature** at each node.
5. **Basal hydraulic properties** including hydraulic conductivity and compressibility $\alpha + n\beta$.


7. *Grid parameters* including number of ice and bed nodes, and spatial transformation in the ice.

8. *Initial conditions* including background pressure and initial ice scalar back stress.

9. *Pressure forcing* including forcing pressure and ramp-up time.

10. *Output control parameters* including frequency of output, optional output of ice stresses, basal hydraulic heads, and debug output.

11. *ddriv3 control parameters*

Parameters are communicated to the program via an input file.

The program can be run with the transient viscous part of the rheology turned off (leaving a power-law viscoelastic rheology), or the elastic part turned off (leaving a transient viscous rheology), or with both the elastic and transient viscous parts turned off (leaving a Glen-Law viscous rheology). An effectively linear elastic rheology can be achieved by suitable choice of viscous parameters (very stiff). The ice-borehole system can be modelled independently of the basal system by setting hydraulic conductivity and compressibility $\alpha + n\beta$ to zero. The bed-borehole system (i.e., ice assumed rigid) can be modelled by suitable choice of ice parameters (very stiff). The outputs of the program are: a summary of the input parameters (`.sum` file), time series of the field variables (`.out` file), and optional debugging information (`.dbg` file), all stress components at all ice nodes at all time steps (`.str` file), and the head at all aquifer nodes at all time steps (`.hed` file).
Chapter 4

Model Testing

4.1 Introduction

Any computer model must be tested to ensure that its results are correct. This is
done by comparing model output to available known solutions (usually analytic), and
by qualitative assessment when no known solutions exist. The performance of a method-
of-lines solution is limited by both the accuracy and stability of the solution. In general
accuracy is increased by decreasing the grid spacing (increasing the number of nodes),
increasing the finite-difference approximation order, increasing the integration-method
order, and decreasing the temporal step size [Schiesser, 1991, pp. 19-31]. In this problem
the finite-difference approximation order has already been fixed, so that only the grid
spacing, integration-method order, and temporal step size remain to be varied. In ddriv3,
as in many other integrators, the temporal step size is adjusted automatically to keep the
estimated error at each time step within a user-specified tolerance. Hence in this case
the error tolerance replaces the temporal step size as the user-specified parameter. Stiff
problems may also require the integrator to take very small time steps to meet the error
tolerance. Stability can also be a problem, causing the model solution to diverge from the
true solution, or causing temporal numerical oscillation [Schiesser, 1991, pp. 122-129].

The model testing reported on here has two purposes: to determine the control parameter
values which give optimum stability and accuracy, and to determine if the optimum
solutions are acceptably close to known solutions. These questions are first addressed
for the ice part of the model, then for the bed part, and last, in a qualitative way, for the coupled model. The ice and bed models are tested and results compared to analytic solutions. It is shown that although numerical oscillation of the ice solution can be a problem and stiffness limits accuracy for certain choices of ice properties, acceptable solutions can in general be obtained with the correct choice of input parameters.

4.2 Ice Deformation Model

The ice model was tested by running creep tests and systematically varying input parameters. These parameters include: ddriv3 error control parameters, spatial coordinate transformation, ratio of maximum radius to borehole radius $r_{\text{max}}/r_b$, and number of nodes $M$. The effect on the Glen-Law viscous and linear elastic solutions was investigated. The values of ice parameters used for all tests in this chapter are listed in Table 4.1.

4.2.1 Glen-Law Viscous Ice

These tests were run by modelling one-year creep tests, with transient and elastic parts of the rheology disabled. First I ran a number of tests to determine the optimum ddriv3 error control parameters. The ddriv3 integrator can be run using several different one-step error control strategies: absolute error control, relative error control, or relative error control with user-specified definitions of "problem zero". The last case is identical to relative error control, except that any dependent variable having a value less than its problem zero is considered equal to zero when its relative error is computed. This has the effect of relaxing the error tolerance on variables having small absolute values. This option is used to reduce the computing time that would be wasted in accurately computing numbers which are essentially zero. The integrator allows the problem zeros to be set separately for each variable. I have taken advantage of this capability because the
### Table 4.1: Standard rheological parameters used for model testing.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>$V_0$</td>
<td>6590 Pa s$^{1/3}$</td>
<td><em>Shyam Sunder and Wu</em> [1989a] estimated from data of <em>Sinha</em> [1978]</td>
</tr>
<tr>
<td>$A$</td>
<td>0.0142</td>
<td><em>Shyam Sunder and Wu</em> [1989a]</td>
</tr>
<tr>
<td>$\bar{H}$</td>
<td>0.02</td>
<td><em>Shyam Sunder and Wu</em> [1989a]</td>
</tr>
<tr>
<td>$B_0$</td>
<td>0.286</td>
<td><em>Shyam Sunder and Wu</em> [1989a]</td>
</tr>
<tr>
<td>$R_{gas}$</td>
<td>8.314 J mol$^{-1}$K$^{-1}$</td>
<td><em>Shyam Sunder and Wu</em> [1989a]</td>
</tr>
<tr>
<td>$Q_L$</td>
<td>67000 J mol$^{-1}$</td>
<td><em>Paterson</em> [1981, p. 34]</td>
</tr>
<tr>
<td>$Q_H$</td>
<td>139000 J mol$^{-1}$</td>
<td><em>Paterson</em> [1981, p. 34]</td>
</tr>
<tr>
<td>$\mu$</td>
<td>$3.3005 \times 10^9$ Pa</td>
<td>calculated from seismic velocities of <em>Paterson</em> [1981, p. 78]</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>$6.3608 \times 10^9$ Pa</td>
<td>calculated from seismic velocities of <em>Paterson</em> [1981, p. 78]</td>
</tr>
<tr>
<td>ice temperature</td>
<td>0 °C</td>
<td></td>
</tr>
<tr>
<td>water temperature</td>
<td>0 °C</td>
<td></td>
</tr>
<tr>
<td>$\rho_w$</td>
<td>999.9 kg m$^{-3}$</td>
<td><em>Streeter and Wylie</em> [1979, p. 54]</td>
</tr>
<tr>
<td>$\beta$</td>
<td>$4.4 \times 10^{-10}$ Pa$^{-1}$</td>
<td><em>Streeter and Wylie</em> [1979, p. 54]</td>
</tr>
</tbody>
</table>
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Parameter | bfi13 Name | Value |
--- | --- | --- |
Maximum integration order | mxord | 5 |
Error control method specifier | ierror | 4 |
Relative error tolerance | eps | $1 \times 10^{-2}$ |
Problem zero for $m_{aq}$, $B$, $R$, and $\sigma$ | ewt(1,3–6,10,11) | $1 \times 10^{-6}$ |
Problem zero for $h$ | ewt(2) | $1 \times 10^{-10}$ |
Problem zero for $\epsilon^*$ | ewt(7–9) | $1 \times 10^{-40}$ |

Table 4.2: Optimum ddriv3 error control parameters.

dependent variables have widely differing characteristic magnitudes (for instance stresses have typical magnitude $10^0$–$10^4$, whereas viscous strains have typical magnitude $10^{-9}$–$10^{-5}$.) It was found that the error tolerance ($\text{eps}$) and problem zeros ($\text{ewts}$) were limited by the step size required to keep the error within the tolerance. ddriv3 terminates with an error message whenever the step size has to be reduced more than 50 times in the attempt to take one time step, or if the time step size falls to less than the roundoff error in time. All step size errors observed during the model testing occurred during the pressure ramp-up. It was found that the solution changed by less than one part in $10^7$ when $\text{eps}$ was changed $1 \times 10^{-2}$ to $1 \times 10^{-3}$. The strictest parameters that could be run under most conditions are summarized in Table 4.2.

It was found that the Glen-Law ice deformation problem is very stiff; many combinations of parameters resulted in problems so stiff that a step size error resulted, even with the loose error tolerance of $\text{eps} = 1 \times 10^{-2}$. In contrast, when elasticity was included all trial runs with $\text{eps} = 1 \times 10^{-5}$ succeeded.

The ratio of maximum node radius to borehole radius ($r_{max}/r_b$) has a large effect on how well the model solution approximates the true solution for infinite ice. This is
because \texttt{bf113} really solves the problem of flow in a thick-walled cylinder, which has a solution different to that of infinite ice, especially for small \((r_{\text{max}}/r_b)\). Hence even if the numerical solution were perfect it could not be expected to do any better than the analytic solution to the thick walled cylinder problem.

In this section I focus on tangential strain at the borehole wall \((\epsilon_\theta, r_b)\) as a measure of solution accuracy. It is through tangential strain (and radial stress) at the borehole wall that the ice couples to the water. An analytic solution for steady-state power-law creep in a thick-walled cylinder is given by \textit{Finnie and Heller} [1959, pp. 182–187]

\[
\frac{d\epsilon_\theta}{dt} = A \left(\frac{3}{4}\right)^{(N+1)/2} \frac{p_b}{(r_{\text{max}}/r_b)^{2/N} - 1} \left(\frac{r_{\text{max}}}{r_b}\right)^2
\]  

(4.1)

where the flow law of ice is

\[
\frac{d\epsilon}{dt} = A\sigma^N
\]

in uniaxial compression. For the case of \(N = 3\) considered here (4.1) becomes

\[
\frac{d\epsilon_\theta}{dt} = A \left(\frac{3}{4}\right)^{3} \frac{p_b}{(r_{\text{max}}/r_b)^{2/3} - 1} \left(\frac{r_{\text{max}}}{r_b}\right)^2
\]  

(4.2)

where

\[
\frac{d\epsilon}{dt} = A\sigma^3.
\]  

(4.3)

This is the desired solution, except for the coefficient \(A\) defined in (4.3). Comparison of (4.3) to the steady-state viscous part of the Shyam Sunder and Wu rheology allows \(A\) to be expressed in terms of \(V\), and yield the desired result. Recalling (2.65) and (2.72)

\[
\frac{d\epsilon_{ij}}{dt} = \lambda_{i} \sigma_{ij} \left(\frac{d\epsilon}{dt}\right)_0
\]

\[
= 3 \left(\frac{1}{V}\right)^N \sigma_{eq}^{-1} \sigma_{ij} \left(\frac{d\epsilon}{dt}\right)_0.
\]  

(4.4)
When stress is uniaxial (in $x_1$ direction)

$$\sigma_{ij} = \begin{bmatrix} \sigma & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix}$$  \hspace{1cm} (4.5)

and $\sigma_{ij}$ is given by (2.45)

$$\sigma_{ij} = \begin{bmatrix} (2/3)\sigma & 0 & 0 \\ 0 & -(1/3)\sigma & 0 \\ 0 & 0 & -(1/3)\sigma \end{bmatrix}$$  \hspace{1cm} (4.6)

With (2.51) for the definition of effective stress

$$\sigma_{eq}^2 = \sigma^2.$$  \hspace{1cm} (4.7)

Hence for uniaxial compression

$$\frac{de^s}{dt} = \frac{3}{2} \left( \frac{1}{V} \right)^3 \sigma^2 \sigma_{11} \left( \frac{de}{dt} \right)_0$$

$$\frac{de^s}{dt} = \frac{3}{2} \left( \frac{1}{V} \right)^3 \sigma^2 \sigma_{11} \left( \frac{de}{dt} \right)_0$$

$$= \left( \frac{1}{V} \right)^3 \sigma^3 \left( \frac{de}{dt} \right)_0.$$  \hspace{1cm} (4.8)

Comparing (4.8) to (4.3) reveals that $A = (d\epsilon/dt)_0 / V^3$. Hence (4.2) becomes

$$\frac{de_\theta}{dt} = \frac{p_b^3}{6V^3} \left( \frac{de}{dt} \right)_0 \left( \frac{1}{(r_{\text{max}}/r_b)^{2/N} - 1} \right)^3 \left( \frac{r_{\text{max}}}{r} \right)^2.$$  \hspace{1cm} (4.9)

and at the borehole wall

$$\frac{de_\theta}{dt} \bigg|_{r_b} = \frac{p_b^3}{6V^3} \left( \frac{de}{dt} \right)_0 \left( \frac{1}{(r_{\text{max}}/r_b)^{2/N} - 1} \right)^3 \left( \frac{r_{\text{max}}}{r_b} \right)^2.$$  \hspace{1cm} (4.10)

For infinite outer radius

$$\frac{de_\theta}{dt} \bigg|_{r_b} = \frac{p_b^3}{6V^3} \left( \frac{de}{dt} \right)_0.$$  \hspace{1cm} (4.11)
Fig. 4.1: Effect of maximum radius on borehole-wall tangential strain in Glen-Law viscous ice, after 1 yr creep test with $p_b = 10$ kPa, $M = 9$, and $R = r^{-2/3}$. The thick walled cylinder solution differs from the infinite solution by 107% at $r_{\text{max}}/r_b = 10$, 15% at 100, 3.1% at 1000, 1.0% at 5000, and 0.65% at $10^4$. The bfi13 solution differs from the thick walled cylinder solution by $-1.6\%$ at $r_{\text{max}}/r_b = 10$, $-6.9\%$ at 100, $-10\%$ at 1000, and $-11\%$ at 5000.
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Model simulations and analytic solutions were computed for a range of $r_{\text{max}}/r_b$ values (Fig. 4.1). The thick walled cylinder solution differs significantly from the infinite-ice one; the difference for $r_{\text{max}}/r_b = 1000$ is 3.1%. The model results differ significantly from the thick walled cylinder solution due to error introduced by finite differencing. This error increases as $r_{\text{max}}/r_b$ is increased, because the node spacing is increased. No model output was obtained for $r_{\text{max}}/r_b \geq 10^4$ as time step errors occurred. It appears that extending the grid to larger radius increases the stiffness of the problem. Since the thick walled cylinder solution overestimates the true strain, and the model solution underestimates the thick walled cylinder solution, there is an optimum number of nodes for which the model solution closely approximates the true one (at least in terms of the borehole-wall strain). This point is between 100 and 1000, for $R = r^{-2/3}$. I therefore chose $r_{\text{max}}/r_b = 1000$ for the balance of the testing.

The choice of radial coordinate transformation has a large effect (Table 4.3, and Fig. 4.2). Transformations with negative powers of two or more could not be run without causing step size errors. Significant spatial oscillations, of wavelength $2 \Delta R$, are most noticeable in the stress solution for $R = r$ and $R = \ln r$. Similar oscillations exist in the other solutions, but are of smaller amplitude. Similar numerical oscillations can appear in solutions of the one-dimensional advection equation and the one-dimensional wave equation, when centred spatial finite-difference operators are used [Mesinger and Arakawa, 1976, pp. 26–30, 43–44]. These parasitic waves can in some cases be eliminated by using un-centred finite-difference approximations. This may be true of the current problem as well. Nevertheless, this model generates adequate solutions for transformations on the order of $R = r^{-2/3}$. It appears that, at least for $r_{\text{max}}/r_b = 1000$, that $R = r^{-3/4}$ is the optimum transformation. The error is a reasonable $-0.96\%$ for 9 nodes.

The number of nodes also affects the accuracy of the solution (Fig. 4.3). As expected the error drops as the number of nodes is increased. No step size errors were encountered
Fig. 4.2: Glen-Law viscous stress distributions for various radial coordinate transformations. $M = 9$ and $r_{max}/r_b = 1000$. The outermost nodes are not plotted. Analytic solutions are those for infinite ice.
Fig. 4.3: Effect of number of nodes on borehole-wall tangential strain in Glen-Law ice. $R = r^{-2/3}$ and $r_{max}/r_b = 1000$. The relative errors in the $bf113$ solutions are 15% for 5 nodes, 7.3% for 9, and 2.1% for 17.
Table 4.3: Dependence of borehole-wall tangential strain in Glen-Law ice on radial coordinate transformation.

<table>
<thead>
<tr>
<th>Transformation ($R =$)</th>
<th>$\epsilon_{\theta,r_b}$</th>
<th>Relative error (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$r$</td>
<td>$5.477253 \times 10^{-10}$</td>
<td>$-99.99$</td>
</tr>
<tr>
<td>$\ln r$</td>
<td>$4.949487 \times 10^{-6}$</td>
<td>$-47$</td>
</tr>
<tr>
<td>$r^{-2/3}$</td>
<td>$8.710883 \times 10^{-6}$</td>
<td>$-7.3$</td>
</tr>
<tr>
<td>$r^{-0.7}$</td>
<td>$8.938541 \times 10^{-6}$</td>
<td>$-4.8$</td>
</tr>
<tr>
<td>$r^{-0.75}$</td>
<td>$9.307882 \times 10^{-6}$</td>
<td>$-0.96$</td>
</tr>
<tr>
<td>$r^{-0.8}$</td>
<td>$9.709685 \times 10^{-6}$</td>
<td>$3.3$</td>
</tr>
<tr>
<td>$r^{-1.0}$</td>
<td>$1.161782 \times 10^{-5}$</td>
<td>$24$</td>
</tr>
<tr>
<td>Analytic solution (infinite ice)</td>
<td>$9.398034 \times 10^{-5}$</td>
<td>$- $</td>
</tr>
</tbody>
</table>

with $R = r^{-2/3}$. However with $R = r^{-3/4}$ it was found that increasing $M > 13$ caused step size errors. Thus increasing the number of nodes increases the problem stiffness in agreement with the observations of Schiesser [1991, p. 22].

After consideration of the Glen-Law ice modelling, I chose as optimum the parameter values listed in Table 4.4. The value of $M$ can be chosen as large as possible, subject to the stiffness constraint discussed earlier. These parameters lead to a Glen-Law solution accurate to within 1%. It is apparent from the results presented in this subsection that the errors caused by finite outer radius and the finite-difference approximation are far greater than those introduced by the numerical integration, for transformations in the range of $r^{-3/4} \leq R \leq r^{-2/3}$.


<table>
<thead>
<tr>
<th>Parameter</th>
<th>bfi13 Name</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maximum integration order</td>
<td>mxord</td>
<td>5</td>
</tr>
<tr>
<td>Error control method specifier</td>
<td>ierror</td>
<td>4</td>
</tr>
<tr>
<td>Relative error tolerance</td>
<td>eps</td>
<td>$1 \times 10^{-2}$</td>
</tr>
<tr>
<td>Problem zero for $m_{aq}$, $B$, $R$, and $\sigma$</td>
<td>ewt(1,3-6,10,11)</td>
<td>$1 \times 10^{-6}$</td>
</tr>
<tr>
<td>Problem zero for $h$</td>
<td>ewt(2)</td>
<td>$1 \times 10^{-6}$</td>
</tr>
<tr>
<td>Problem zero for $\epsilon^*$</td>
<td>ewt(7-9)</td>
<td>$1 \times 10^{-40}$</td>
</tr>
<tr>
<td>Ratio of $r_{\text{max}}$ to $r_b$</td>
<td>r_max/r_b</td>
<td>1000</td>
</tr>
<tr>
<td>Number of nodes</td>
<td>M</td>
<td>9+</td>
</tr>
</tbody>
</table>

Table 4.4: Optimum parameters for Glen-Law ice.

### 4.2.2 Linear Elastic Ice

The elastic behaviour of the model was tested by running it with power-law viscoelastic ice (i.e., transient part of rheology disabled), and observing the solution at the end of the pressure ramp-up. The parameters of Table 4.1, a pressure ramp-up to 10 kPa in 1 s, and a background pressure $p_0 = 0$ were used. The solution after 1 s was taken to be the elastic solution; of a total borehole-wall tangential strain of $10^{-5}$, only $10^{-14}$ is viscous.

The ddriv error control parameters of Table 4.2 were used, except that $\text{eps} = 10^{-5}$. This was done because the error tolerance could be tightened without causing step size errors. No step size errors ever occurred in these tests, indicating that the viscoelastic problem is much less stiff than the purely viscous one.

First I assess the effect of the maximum radius on the solution. Jaeger and Cook [1969, p. 128] give the solution for a linearly elastic thick-walled cylinder undergoing both internal and external pressure. For internal pressure only it reduces to

$$u_r = \frac{p_b r_b^2 r}{2(\lambda + \mu)(r_{\text{max}}^2 - r_b^2)} - \frac{p_b r_b^2 r_{\text{max}}^2}{2\mu(r_{\text{max}}^2 - r_b^2)r}. \quad (4.12)$$
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At the borehole wall

\[
\varepsilon_{\theta, r_b}(r_b) = \frac{p_b r_b^3}{2(\lambda + \mu) (r_{max}^2 - r_b^2)} - \frac{p_b r_b r_{max}^2}{2\mu (r_{max}^2 - r_b^2)}
\]

\[
= \frac{p_b r_b}{2(r_{max}^2 - r_b^2)} \left( \frac{r_b^2}{(\lambda + \mu)} + \frac{r_{max}^2}{\mu} \right).
\]

Using the definition of tangential strain (2.188) this becomes

\[
\varepsilon_{\theta, r_b} = \frac{p_b}{2\left(r_{max}^2 - r_b^2\right)^2} \left( \frac{r_b^2}{(\lambda + \mu)} + \frac{r_{max}^2}{\mu} \right)
\]

\[
= \frac{p_b}{2 \left((r_{max}/r_b)^2 - 1\right)} \left( \frac{1}{(\lambda + \mu)} + \frac{(r_{max}/r_b)^2}{\mu} \right).
\]

For infinite ice (4.14) reduces to

\[
\varepsilon_{\theta, r_b} = \frac{p_b}{2\mu}.
\]

Model simulations and analytic solutions were computed for a range of \(r_{max}/r_b\) values (Fig. 4.4). The thick walled cylinder solution differs from the infinite-ice solution, but not as much as in the Glen-Law case. Hence limiting \(r_{max}/r_b\) does not degrade the elastic solution as severely as it does the Glen-Law one. Thus the \(r_{max}/r_b = 1000\) chosen during the Glen-Law testing is also acceptable as far as the elastic solution is concerned.

The choice of radial coordinate transformation has a large effect on the solution (Table 4.5, Figure 4.5), as was the case for Glen-Law ice. The elastic solution is quite accurate for a wide range of transformations. The Glen-Law optimum transformation (\(R = r^{-3/4}\)) results in a modest \(-0.01\%\) error in the elastic solution, which is quite acceptable.

The effect of the number of nodes on solution accuracy was tested (Fig. 4.6). As expected, the error decreases as the number of nodes is increased. The error for \(M = 9\) is \(-0.03\%\), again better than the Glen-Law solution with the same parameters. No stiffness limit on \(M\) was found; thus there is no reason not to use the maximum allowable number of nodes \((M = 20)\), except if computation time is a concern.
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Fig. 4.4: Effect of maximum radius on borehole-wall tangential strain in linear elastic ice. $M = 9$ and $R = r^{-2/3}$. The thick walled cylinder solution differs from the infinite solution by 1.4% at $r_{\text{max}}/r_b = 10$, 0.01% at 100, 0.0001% at 1000, and 0.000001% at 10000. The $bfi13$ solution differs from the thick walled cylinder solution by $-0.79\%$ at $r_{\text{max}}/r_b = 10$, $-0.002\%$ at 100, $0.007\%$ at 1000, and $0.007\%$ at $10^4$. 
Fig. 4.5: Linear elastic stress distributions for various radial coordinate transformations. $M = 9$ and $r_{max}/r_b = 1000$. The solid lines are the infinite-ice analytic solutions. The outermost node is omitted for clarity.
Fig. 4.6: Effect of number of nodes on borehole-wall tangential strain in linear elastic ice. $R = r^{-2/3}$ and $r_{max}/r_b = 1000$. The relative errors in the bfi13 solutions are: $-0.12\%$ for $M = 5$, $-0.03\%$ for 9, and $-0.007\%$ for 17.
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<table>
<thead>
<tr>
<th>Transformation ((R =))</th>
<th>(\epsilon_{\theta, r_b})</th>
<th>Relative error (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(r)</td>
<td>(-4.893174 \times 10^{-7})</td>
<td>(-132)</td>
</tr>
<tr>
<td>(\ln r)</td>
<td>(1.188106 \times 10^{-6})</td>
<td>(-21)</td>
</tr>
<tr>
<td>(r^{-2/3})</td>
<td>(1.514491 \times 10^{-6})</td>
<td>(-0.03)</td>
</tr>
<tr>
<td>(r^{-3/4})</td>
<td>(1.514727 \times 10^{-6})</td>
<td>(-0.01)</td>
</tr>
<tr>
<td>(r^{-1})</td>
<td>(1.514925 \times 10^{-6})</td>
<td>(0.0002)</td>
</tr>
<tr>
<td>(r^{-2})</td>
<td>(1.514925 \times 10^{-6})</td>
<td>(0.0002)</td>
</tr>
<tr>
<td>(r^{-3})</td>
<td>(1.514923 \times 10^{-6})</td>
<td>(0.00007)</td>
</tr>
<tr>
<td>Analytic solution (infinite ice)</td>
<td>(1.514922 \times 10^{-6})</td>
<td>—</td>
</tr>
</tbody>
</table>

Table 4.5: Dependence of borehole-wall tangential strain in linear elastic ice on radial coordinate transformation.

It appears, then, that the viscoelastic problem is better behaved than the Glen-Law one. It is less stiff. The elastic component of the solution is less affected by the choice of \(r_{max}/r_b\) and suffers less finite-differencing error, compared to the Glen-Law viscous solution. I find the optimum parameters determined for the Glen-Law problem to be acceptable for the elastic problem, except that \(\epsilon = 1 \times 10^{-5}\) be used, and that up to \(M = 20\) nodes be used.

4.3 Basal Groundwater Flow Model

To test the accuracy of the basal part of the model, a step pressure change was simulated using bfi13; the number of nodes was varied and the results compared to the analytic solution. The analytic solution can be obtained, by analogy, from the solution to the problem of heat conduction in a whole space with imposed step temperature change at
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a spherical inner boundary given by Carslaw and Jaeger [1959, p. 247]. The solution to

$$\frac{\partial h}{\partial t} = D \left( \frac{1}{r^2} \frac{\partial}{\partial r} \left( r^2 \frac{\partial h}{\partial r} \right) \right), \quad r \geq r_c$$

(4.16)

$$h(r,0) = 0, \quad r \geq r_c$$

(4.17)

$$h(\infty,t) = 0, \quad t > 0$$

(4.18)

$$h(r_c,t) = h_{\text{force}} = P_{\text{force}}/\rho g, \quad t > 0$$

(4.19)

is

$$h(r,t) = \frac{r_c h_{\text{force}}}{r} \text{erfc} \left( \frac{r - r_c}{2 \sqrt{D t}} \right)$$

(4.20)

where $D = K/\rho g (\alpha + n \beta)$.

To correspond with the analytic solution, bfi13 was run with $p_0 = 0$ and values of $r_c, K,$ and $D$ representative of Trapridge Glacier used ($K$ and $D$ values from T. Murray, unpublished data, 1992). The rheological parameters of Table 4.2 and ddriv3 parameters of Table 4.3 were used, except that the relative error parameter was set to $\text{eps} = 1 \times 10^{-5}$. It was found that the accuracy of the solution increases with increasing number of nodes, as expected (Fig. 4.7). At $r_a = 0.129$ (equivalent node 3) the relative errors in head are: $M_a = 5$ nodes, 4.9%; $M_a = 9$, 3.4%; and $M_a = 17$, 0.9%. Even with just 10 nodes the time-dependent solution is well reproduced (Fig. 4.8). Note that the model solution at first diverges and later converges to the analytic one. No stability problems are evident for $M \leq 20$. It appears that 9 nodes provide a sufficiently accurate solution for most purposes, although more nodes would give greater accuracy, especially at early time.

4.4 Coupled Model

The coupled ice-water-bed model was tested quantitatively as well as qualitatively. Quantitative testing was restricted to the case of sudden pressurization of a sealed borehole, and subsequent pressure decay, with Glen-Law ice. This is the only coupled problem
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Fig. 4.7: A comparison of model predictions with analytic solution for bed response to a borehole pressure step change for various numbers of nodes at $t = 12 \text{ h}$. The equivalent node is that which has the same $r/r_b$ as for the 9-node case.
Fig. 4.8: Comparison of model predictions and analytic solution for bed response to borehole pressure step change at various times. An essentially steady state has been reached after 100 yr.
for which an analytic solution was found. Next the effect of adding the elastic and transient viscous parts of the rheology was checked by simulating sealed-borehole sudden pressurization/decays. The results can be explained qualitatively. Lastly the coupled model was checked qualitatively by comparing sudden pressurization/decays for various combinations of ice and bed properties.

4.4.1 Sealed Borehole with Glen-Law Ice

The coupled ice–water model can be checked by simulating the sudden pressurization of a sealed borehole and its subsequent decay for Glen-Law ice, and comparing results to the analytic solution. The analytic solution is derived from the strain-rate solution of Section 4.2 and borehole mass conservation equation of Chapter 3 as follows.

Consider a cylindrical borehole with no cavity at the bottom. The borehole is short, so that water pressure (and hence density) is uniform throughout. For a sealed borehole with no freezing, the mass of water is constant and

\[
\frac{dm_w}{dt} = 0. \tag{4.21}
\]

At any given time the mass of water is

\[
m_w(t) = \int_V \rho(t) dV(t) \tag{4.22}
\]

where

\[
dV(t) = \pi r_b^2(t) \, dz \tag{4.23}
\]

and

\[
\rho_w(t) = \rho_0 \exp \left[ \beta (p_b(t) - p_0) \right]. \tag{4.24}
\]

Substituting (4.23) and (4.24) into (4.22),

\[
m_w(t) = \int_0^L \rho_0 \exp \left[ \beta (p_b(t) - p_0) \right] \pi r_b^2(t) \, dz = \pi \rho_0 r_b^2(t) L \exp \left[ \beta (p_b(t) - p_0) \right]. \tag{4.25}
\]
Differentiating (4.25) with respect to $t$

$$\frac{dm_{W}}{dt} = \pi \rho_{0}(t)L \left\{ r_{b}^{2}(t) \beta \exp[\beta (p_{b}(t) - p_{0})] \frac{dp_{b}}{dt} + 2r_{b}(t) \frac{dr_{b}}{dt} \exp[\beta (p_{b}(t) - p_{0})] \right\}$$

$$= \pi \rho_{0}(t)Lr_{b}(t) \exp[\beta (p_{b}(t) - p_{0})] \left( \beta r_{b}(t) \frac{dp_{b}}{dt} + 2 \frac{dr_{b}}{dt} \right).$$

Conservation of mass demands that this be equal to zero, thus

$$0 = \beta r_{b}(t) \frac{dp_{b}}{dt} + 2 \frac{dr_{b}}{dt}.$$  \hspace{1cm} (4.28)

Now recall the analytic solution for the strain rate of Glen-Law ice around a cylindrical hole in infinite ice (4.11)

$$\frac{d\epsilon_{\theta}}{dt} = \frac{p_{b}^{2}(t)}{6V^{3}} \left( \frac{d\epsilon}{dt} \right)_{0}.$$  \hspace{1cm} (4.29)

Using the definition of tangential strain (2.188),

$$\frac{dr_{b}}{dt} = \frac{r_{b}(t)p_{b}^{2}(t)}{6V^{3}} \left( \frac{d\epsilon}{dt} \right)_{0}.$$  \hspace{1cm} (4.30)

Substituting (4.30) into (4.28) and rearranging,

$$0 = \beta r_{b}(t) \frac{dp_{b}}{dt} + 2 \frac{r_{b}(t)p_{b}^{2}(t)}{6V^{3}} \left( \frac{d\epsilon}{dt} \right)_{0}$$

$$0 = \beta \frac{dp_{b}}{dt} + \frac{p_{b}^{2}(t)}{3V^{3}} \left( \frac{d\epsilon}{dt} \right)_{0}$$

$$\frac{dp_{b}}{dt} = -\frac{p_{b}^{2}(t)}{3\beta V^{3}} \left( \frac{d\epsilon}{dt} \right)_{0}$$  \hspace{1cm} (4.31)

$$-\frac{p_{b}^{-3}(t)}{3\beta V^{3}} dp_{b} = \frac{1}{3\beta V^{3}} \left( \frac{d\epsilon}{dt} \right)_{0} dt$$  \hspace{1cm} (4.32)

Integrating (4.32) from 0 to $t$ (assuming instantaneous pressurization at $t = 0$) with $p_{b}(0) = p_{force}$, and simplifying, gives

$$\int_{p_{force}}^{p_{b}(t)} \frac{1}{p_{b}^{-3}} dp = \frac{1}{3\beta V^{3}} \left( \frac{d\epsilon}{dt} \right)_{0} \int_{0}^{t} dr$$  \hspace{1cm} (4.33)
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\[
\frac{p_b(t)^{-2}}{2} p_{force} = \frac{t}{3 \beta V^3} \left( \frac{d \epsilon}{dt} \right)_0 \tag{4.34}
\]

\[
\frac{p_b(t)^{-2}}{2} - \frac{p_{force}^{-2}}{2} = \frac{t}{3 \beta V^3} \left( \frac{d \epsilon}{dt} \right)_0 \tag{4.35}
\]

\[
p_b(t)^{-2} - p_{force}^{-2} = \frac{2t}{3 \beta V^3} \left( \frac{d \epsilon}{dt} \right)_0 \tag{4.36}
\]

\[
p_b(t)^{-2} = p_{force}^{-2} + \frac{2t}{3 \beta V^3} \left( \frac{d \epsilon}{dt} \right)_0 \tag{4.37}
\]

\[
p_b(t) = \left( p_{force}^{-2} + \frac{2t}{3 \beta V^3} \left( \frac{d \epsilon}{dt} \right)_0 \right)^{-1/2} \tag{4.38}
\]

The program bfi13 was run with the optimum ice model parameters, \( r_c = 0.001 \text{ m} \), and \( L = 0.01 \text{ m} \), to correspond to the assumptions of the analytic solution. The results very closely approximate the analytic solution (Fig. 4.9). For 9 nodes the error in pressure after 1 yr is 0.4\%, and for 13 nodes -0.04\%.

4.4.2 Effect of Viscoelastic and Transient Viscoelastic Ice

So far only the steady-state viscous and pure elastic behaviour of the ice model have been checked. The behaviour of viscoelastic and transient viscoelastic ice must be assessed qualitatively, as no analytic solutions exist. Three sealed borehole sudden pressurization/decay simulations were run with identical parameters: one with steady-state viscous ice, one with power-law viscoelastic ice, and one with transient viscoelastic ice. Attempts were also made to run the same test with transient viscous ice (elasticity turned off), but step size errors occurred, even when the error tolerance was relaxed (\( \text{eps} = 1 \times 10^{-1}, \text{ewt}(1,3-6,10,11) = 1 \times 10^{-2}, \text{ewt}(2) = 1 \times 10^{-5}, \text{and ewt}(7-9) = 1 \times 10^{-20} \)). I do not consider a solution obtained using a one-step error tolerance any greater than this (10\%) to be useful. It therefore appears that the transient viscous problem is even stiffer than the steady-state viscous one.
Fig. 4.9: Sudden pressurization and relaxation of a sealed borehole surrounded by Glen-Law ice.
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It was found that the power-law viscous solution decays faster than the Glen-Law viscous one (Fig. 4.10). This appears counter-intuitive at first. One might expect that as viscous creep causes pressure to drop, the ice would elastically relax, reducing borehole radius; hence pressure would remain high for longer than would happen for Glen-Law ice. This is in fact what happens for the flow solution with linear viscoelastic ice around a borehole and for power-law viscoelastic ice in uniaxial compression. The important difference between those two cases and the thesis problem is that they involve uniform stress distributions; the ratio $\frac{\sigma_r}{\sigma_{\theta}}/\sigma_z$ is the same everywhere, as is $\frac{\epsilon^e}{\epsilon^v}$. Hence in these cases the total strain solutions can be obtained by linear superposition of the elastic and viscous solutions. But superposition fails for the deformation of power-law viscoelastic ice around a borehole. The stress solutions for linear elastic ice and power-law viscous ice
are different; hence total strain is not equal to the sum of the strains found from separate elastic and viscous solutions. For a given loading the stress and strain state depends on the loading history. The initial state of stress is purely elastic, evolving later toward the viscous stress distribution [Murat et al., 1986]. Hence intuition based on superposition of elastic and viscous solutions fails, and cannot be used to predict the relative pressure decay rates in the borehole. Thus the observed result is not ruled out, although I cannot explain it conceptually.

The accelerated pressure decay with transient viscoelastic ice compared to that with power-law viscoelastic ice is consistent with the fact that transient creep is faster than steady-state creep.

4.4.3 Ice–Water–Bed Model

This test was done to verify that the fully coupled model behaves as expected, in a qualitative sense. Sudden pressurization and decay simulations were run for the following four cases: deformable ice and impermeable bed, deformable ice and permeable bed (both with transient viscoelastic ice rheology), Glen-Law deformable ice and permeable bed, and rigid ice and permeable bed. As expected, pressure decays much more quickly when the bed is permeable than when it is impermeable (Fig. 4.11). The situation is not so clear-cut for the case of deformable ice. Glen-Law ice results in a very slightly faster decay than rigid ice (by an amount imperceptible in Figure 4.11), which is expected. With transient viscoelastic ice the pressure decays first more quickly then more slowly, compared to that with rigid ice. Initially rapid transient creep allows the ice to relax quickly, relieving the pressure on the water. Later, as transient creep slows down, ice elasticity and recovery of transient creep dominate, and slow pressure decay.
Fig. 4.11: Pressure decay for various ice/bed combinations. The permeable bed has $K = 1 \times 10^{-12} \text{ m s}^{-1}$ and $D = 1 \times 10^{-10} \text{ m}^2 \text{s}^{-1}$. 
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<table>
<thead>
<tr>
<th>Parameter</th>
<th>bfi13 Name</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maximum integration order</td>
<td>mxord</td>
<td>5</td>
</tr>
<tr>
<td>Error control method specifier</td>
<td>ierror</td>
<td>4</td>
</tr>
<tr>
<td>Relative error tolerance</td>
<td>eps</td>
<td>$1 \times 10^{-2}$</td>
</tr>
<tr>
<td>Problem zero for $m_{aq}$, $B$, $R$, and $\sigma$</td>
<td>ewt (1, 3−6, 10, 11)</td>
<td>$1 \times 10^{-6}$</td>
</tr>
<tr>
<td>Problem zero for $h$</td>
<td>ewt (2)</td>
<td>$1 \times 10^{-6}$</td>
</tr>
<tr>
<td>Problem zero for $\epsilon^v$</td>
<td>ewt (7−9)</td>
<td>$1 \times 10^{-40}$</td>
</tr>
<tr>
<td>Ratio of $r_{max}$ to $r_b$</td>
<td>r_max/r_b</td>
<td>1000</td>
</tr>
<tr>
<td>Number of nodes (ice)</td>
<td>M</td>
<td>9+</td>
</tr>
<tr>
<td>Number of nodes (bed)</td>
<td>M_a</td>
<td>20</td>
</tr>
</tbody>
</table>

Table 4.6: Optimum parameters for coupled problem.

4.5 Conclusions

It is concluded that the model adequately simulates the problem. The elastic solution can be reproduced to within 0.01%. The Glen-Law viscous solution can be reproduced to within 1%. The bed solution can be reproduced to within 5%. The behaviour of the coupled system is qualitatively correct. The optimum control parameters are summarized in Table 4.6.
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Model Results

5.1 Introduction

In this chapter the bfi14 computer model is used to infer Trapridge Glacier ice and bed properties. Of primary interest are the basal hydraulic properties of hydraulic conductivity and bed compressibility. These are determined by using the model to interpret the observations obtained from three boreholes drilled in the summer of 1992, as well as three boreholes from earlier years. In 1992 two boreholes were drilled 5 m apart on the same day. The first, 92H24, was an unconnected hole. The second, 92H26, was a blind hole. Both holes were instrumented with a pressure sensor and a thermistor string. Analysis of the thermistor data provides information on the borehole-length function $L(t)$. The pressure sensors provide pressure time series which can be fit by iterative forward modelling using the model developed in Chapters 2 and 3. First the ice properties are inferred from forward modelling of the 92H26 pressure record, then the bed properties are inferred from forward modelling of the 92H24 pressure record using the ice properties inferred in the first step. The sensitivity of the resulting basal parameters to changes in some of the more uncertain input parameters (such as ice parameters and borehole freezing forcing) are tested by repeating the fitting with altered parameters. In addition three other unconnected holes from other years (89H50, 90H54, and 91H46) are modelled using the 1992 freezing forcing and ice parameters determined from 92H26, and a second blind hole (92H45) is modelled.
Finally, the model is used to answer the question of to what extent the pressure records of unconnected holes reflect the “true” basal conditions, and to what extent they are altered by the response of the borehole itself. This is done by examining the response of the model to sudden pressurization, with the ice and bed properties obtained for 92H24 and 92H26.

5.2 Freezing Forcing $L(t)$ Obtained from Thermistor Records

Boreholes through Trapridge Glacier are drilled with a hot-water drill. In all years except 1992 the holes were drilled to their final diameter in one pass with the drill in roughly one hour of drilling. In 1992, however, the thermal efficiency of the drill was impaired, so that the hole after one pass was too small, and a second pass was required. The first pass took about one hour, and the second about 10 minutes.

In 1992 two thermistor strings were built and installed: 92T01 in unconnected hole 92H24, and 92T02 in blind hole 92H26. The thermistors were calibrated in 1990 by P. Langevin and zero readings checked in 1992 in an ice bath before cabling. All thermistors were stable, although the calculated temperatures were between $-0.03^\circ C$ and $-0.25^\circ C$ rather than the expected $0^\circ C$. For this study the absolute temperature is not critical, so this is acceptable. The thermistors were calibrated and strings assembled as described in Jarvis [1973], except that Thermometrics P10 DA 402L thermistors were used. Measurements were taken using a Fluke 8060A digital multimeter, using the two-polarity method of Clarke and Blake [1991] to average out spurious electro-chemical potentials. Readings were taken once a day for nine days following installation. Lead resistance was calculated and subtracted from the readings before the calibrations were applied.

Trapridge Glacier is coldest near the surface ($\approx -5^\circ C$ at the surface if the winter
cold wave is neglected), and below freezing throughout except at the bed where it is at the pressure melting point [Clarke and Blake, 1991]. I therefore expect that a borehole freezes shut first at the highest point with water in it, then downward from there. The time of the first freeze-over can be found from the borehole water-pressure record (It is the time when the pressure begins to rise, usually about 12 h after drilling). Hole length then decreases with time, asymptotically approaching zero, as the freezing time at the bed where ice is at its melting point is essentially infinite (neglecting melting due to geothermal or frictional heating).

The temperature versus time after cessation of drilling was plotted for the thermistors of the two strings (Figs. 5.1 and 5.2). For each thermistor a smooth curve was extrapolated back until it intersected the initial temperature (measured soon after installation when all thermistors were in water); this was taken to be the time when the thermistor froze in (Table 5.1). If freezing is assumed to be from the top down only, as in the model, then thermistor position versus freeze-in time gives the borehole length as a function of time required by the model.

The records from the two holes were then stacked together to reduce noise. I assume that because the holes are nearby the ice surrounding both holes has the same temperature stratification, and furthermore that because the drilling method was approximately the same, the two boreholes should freeze at the same rate. A point was added at time zero, corresponding to the initial water level in 92H24. This was done under the assumption that freezing would happen first at the water surface. Also a point was added at long time ($L = 0.5 \text{ m at } t = 2 \text{ yr}$). Pressure sensors located 0.5 m above the bed appear to remain in water after one year, but be isolated by freezing after two years (Fig. 5.3).

Therefore the lengths and times from both thermistor strings, and two extra points at zero and two years (weighted 10 times and 20 times respectively to reflect greater confidence in these points, and force the solution away from local minima) were fitted
Fig. 5.1: 92H24 freeze-in temperature record (92T01). Solid lines are smooth extrapolations used to find time of freeze-in. Thermistors at 58.1 m and 68.1 m displayed no temperature drop and are omitted for clarity.
Fig. 5.2: 92H26 freeze-in temperature record (92T02). Solid lines are smooth extrapolations used to find time of freeze-in. Thermistors at 55.9 m and 65.9 m displayed no temperature drop and are omitted for clarity.
### Table 5.1: Freeze-in times for 92T01 and 92T02.
The borehole length is glacier depth at 92H24 (69.48 m) minus the thermistor depth below the glacier surface.

<table>
<thead>
<tr>
<th>Thermistor String</th>
<th>Depth (m)</th>
<th>Borehole Length (m)</th>
<th>Time After Drilling (days)</th>
<th>Time After Start of Pressure Rise (days)</th>
</tr>
</thead>
<tbody>
<tr>
<td>92T01</td>
<td>8.06</td>
<td>61.4</td>
<td>0.58</td>
<td>0.02</td>
</tr>
<tr>
<td></td>
<td>13.06</td>
<td>56.4</td>
<td>0.72</td>
<td>0.16</td>
</tr>
<tr>
<td></td>
<td>18.06</td>
<td>51.4</td>
<td>0.95</td>
<td>0.39</td>
</tr>
<tr>
<td></td>
<td>23.06</td>
<td>46.4</td>
<td>1.3</td>
<td>0.7</td>
</tr>
<tr>
<td></td>
<td>28.06</td>
<td>41.4</td>
<td>2.1</td>
<td>1.5</td>
</tr>
<tr>
<td></td>
<td>38.06</td>
<td>31.4</td>
<td>4.2</td>
<td>3.6</td>
</tr>
<tr>
<td></td>
<td>48.06</td>
<td>21.4</td>
<td>6.0</td>
<td>5.4</td>
</tr>
<tr>
<td></td>
<td>58.06</td>
<td>11.4</td>
<td>&gt; 9.0</td>
<td>&gt; 8.4</td>
</tr>
<tr>
<td></td>
<td>68.06</td>
<td>1.4</td>
<td>&gt; 9.0</td>
<td>&gt; 8.4</td>
</tr>
<tr>
<td>92T02</td>
<td>5.92</td>
<td>63.6</td>
<td>0.51</td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td>10.92</td>
<td>58.6</td>
<td>0.67</td>
<td>0.17</td>
</tr>
<tr>
<td></td>
<td>15.92</td>
<td>53.6</td>
<td>1.0</td>
<td>0.5</td>
</tr>
<tr>
<td></td>
<td>25.92</td>
<td>43.6</td>
<td>1.8</td>
<td>1.3</td>
</tr>
<tr>
<td></td>
<td>35.92</td>
<td>33.6</td>
<td>3.7</td>
<td>3.2</td>
</tr>
<tr>
<td></td>
<td>45.92</td>
<td>23.6</td>
<td>6.4</td>
<td>5.9</td>
</tr>
<tr>
<td></td>
<td>55.92</td>
<td>13.6</td>
<td>&gt; 8.9</td>
<td>&gt; 8.4</td>
</tr>
<tr>
<td></td>
<td>65.92</td>
<td>3.6</td>
<td>&gt; 8.9</td>
<td>&gt; 8.4</td>
</tr>
</tbody>
</table>
Fig. 5.3: Multi-year pressure record for 90P02. Note that after one year there is considerable activity, indicating the sensor remains in water, whereas after two years only slow changes occur, indicating that the sensor is frozen in and observes only slowly varying ice stress.
Fig. 5.4: 92H24 length versus time: observed and fitted.

with the exponential series $L(t) = \sum_{i=1}^{5} a_i \exp(b_i t)$ (form required by the model) by minimizing the least-squares misfit using the down-hill simplex method of Press et al. [1987, pp. 289–293]. The $b_i$s were constrained to be negative, to prevent the length from increasing with time. The result is $L(t)$ of the bottoming hole 92H24, and the inverted function $t(L)$ is the freezing time as a function of height above the bed in that borehole (Fig. 5.4). Since the thermal conditions in other boreholes are assumed to be the same as those for hole 92H24, it is also the freezing time as a function of height above the bed in other nearby boreholes. Hence for these nearby boreholes the length as a function of time can be obtained from $L(t)$ for 92H24. To adapt the estimate to the blind hole 92H26 two changes must be made: $L$ must be made smaller by the distance between the bottom of the hole and the bed (by adding a negative $a_0$), and $L$ must be reduced so
that $L_{t=0}$ is consistent with the initial water level in the borehole. Since freezing time versus depth is assumed to be the same, this is done by shifting the time zero (i.e., start later on the same curve). So the new $a_i$s are set to the old $a_i \exp(b_i \Delta t)$, where $\Delta t$ is the time at which $L = L_{t=0}$ in the new hole. This was done for 92H26 and the other holes considered in this chapter.

### 5.3 Acceptable Parameter Ranges

Before the observed pressure records are fit by adjusting input parameters, it is necessary to place reasonable limits on these parameters so that, for example, an ice temperature of $+5^\circ$C may not be used to obtain a good fit. Some parameter ranges were obtained from the literature (for example ice and bed properties), whereas others were obtained from Trapridge Glacier conditions (for example temperature and geometry).

#### 5.3.1 Geometry

The freezing forcing $L(t)$ was obtained from the 1992 thermistor data as outlined in Section 5.2. The borehole radius is that of Trapridge Glacier boreholes. These holes are nominally 5.0 cm diameter at the time of drilling, but are usually larger near the surface. Hence $0.02 \text{ m} \leq r_b \leq 0.03 \text{ m}$, with a nominal value of 0.025 m appears reasonable. But it is quite unlikely that the borehole still has this radius when it begins to pressurize. Because freezing to the wall occurs more quickly in the colder ice near the glacier surface the borehole will be smaller at the top. Suppose the borehole always has a parabolic vertical cross-section (Fig. 5.5). The equation of this parabola is

$$z = L \left(\frac{r}{r_b}\right)^2. \quad (5.1)$$
Fig. 5.5: Parabolic borehole.
The volume of water in this borehole is found by evaluating the volume integral

\[ V = \int_0^{2\pi} \int_0^r (L - z) r \, dr \, d\theta. \]  

(5.2)

Substituting (5.1) for \( z \)

\[
\begin{align*}
V &= \int_0^{2\pi} d\theta \int_0^r L \left(1 - \left(\frac{r}{r_b}\right)^2\right) r \, dr \\
&= \int_0^{2\pi} d\theta \left[ L \int_0^{r_b} r \, dr - \left(\frac{L}{r_b^2}\right) \int_0^{r_b} r^3 \, dr \right] \\
&= \int_0^{2\pi} d\theta \left[ \frac{1}{2} L r_b^2 - \frac{1}{4} \frac{L}{r_b^2} r_b^4 \right] \\
&= \int_0^{2\pi} d\theta \left[ \frac{1}{2} L r_b^2 - \frac{1}{4} L r_b^2 \right] \\
&= \frac{1}{4} L r_b^2 \int_0^{2\pi} d\theta \\
&= \frac{\pi}{2} L r_b^2. 
\end{align*}
\]  

(5.3)

Comparing this to the volume \( V = \pi r_b^2 \) of a cylindrical borehole of length \( L \) and radius \( r_b \), it is evident that the parabolic borehole has half the volume of the cylindrical one. Therefore to approximate the parabolic borehole by a cylindrical one of the same volume, as required for the model, it is necessary to reduce the radius by \( 1/\sqrt{2} \). Hence the borehole radius, for modelling purposes, will be taken to be 0.018 m, with minimum of 0.014 m. The maximum will remain 0.03 m, to allow for uncertainty in the above assumption.

The radius of the subglacial cavity excavated by the drill at the bottom of the borehole is poorly constrained. Scratches in the paint of a dummy ploughmeter inserted and recovered in the summer of 1992 indicate that the area of disturbed and weakened sediment (or no sediment) is as much as 20 cm deep (U.H. Fischer, unpublished data, 1992). Although a large volume of material is disturbed by the drill, it is unlikely that all this material is completely removed from the bed in an unconnected borehole in which the water (and sediment) has nowhere to go. It is likely stirred up and loosened, then
allowed to settle back into place. Hence the cavity radius might be considerably smaller than the ploughmeter result suggests. The borehole radius will be taken to be the lower bound. Hence $0.025 \leq r_c \leq 0.20 \text{m}$ is assumed for bottoming holes. In blind holes there is no basal cavity, so a cavity radius of zero should be used. This would cause numerical difficulties in the model though, so a small radius of $1 \times 10^{-5} \text{m}$ will instead be used for blind holes.

5.3.2 Ice Properties

The minimum elastic parameters found in the literature were those computed from the seismic velocities of Paterson [1981, p. 78]; $\mu = 3.3005 \times 10^9 \text{Pa}$, and $\lambda = 6.3608 \times 10^9 \text{Pa}$, corresponding to a Young's Modulus $E = 8.77 \text{GPa}$ (where $E = \mu (3\lambda + 2\mu) / (\lambda + \mu)$).

Shyam Sunder and Wu [1989a, 1989b, 1990] use $E = 9.5 \text{GPa}$, and Gold [1977] gives a range of 9–11 GPa. I will therefore use the range $8.77 \leq E \leq 11 \text{GPa}$. Assuming that the change in $E$ is shared equally by $\mu$ and $\lambda$, this gives the ranges $3.3005 \times 10^9 \leq \mu \leq 4.1 \times 10^9 \text{Pa}$, and $6.3608 \times 10^9 \leq \lambda \leq 8.0 \times 10^9 \text{Pa}$.

The activation energies $Q_L$ and $Q_H$ will be assigned the values of Paterson [1981, p. 34], as was done in Chapter 4; $Q_L = 67000 \text{J mol}^{-1}$ and $Q_H = 126000 \text{J mol}^{-1}$. I consider it unnecessary to allow these to vary, since they affect only $V$, which is also affected by the variables $V_0$ and $T$.

The viscous parameter $V_0$ is widely discussed in the literature. Shyam Sunder and Wu [1990] give a range of values $5390 \text{Pas}^{1/3} \leq V_0 \leq 7860 \text{Pas}^{1/3}$. These correspond to $73 \times 10^6 \text{Pas}^{1/3} \leq V(-1 \text{\degree C}) \leq 106 \times 10^6 \text{Pas}^{1/3}$ (where $V(T)$ is given by (2.24)). Values of $V(-1 \text{\degree C})$ were computed corresponding to the viscous parameters of Paterson [1981, p. 39] ($102 \times 10^6 \text{Pas}^{1/3}$), Hooke [1981] ($101 \times 10^6 \text{Pas}^{1/3}$), Budd and Jacka [1989] ($99 \times 10^6 \text{Pas}^{1/3}$), and the high-temperature experiments of Morgan [1991] ($131 \times 10^6 \text{Pas}^{1/3}$). Of these Morgan's is the highest. Hence I assume $73 \times 10^6 \leq \ldots$
Table 5.2: Transient parameters from Shyam Sunder and Wu [1990]; \(d\) is the average grain size of the ice tested.

\[ V(-1^\circC) \leq 131 \times 10^6 \text{ Pa s}^{1/3}. \] Inverting (2.24) and rounding the results gives the range for \(V_0\) as \(5400 \leq V_0 \leq 9700 \text{ Pa s}^{1/3}\).

The transient parameters \(A, \bar{H},\) and \(B_0\) are obtained from Shyam Sunder and Wu [1990]. They give values for \(A, \bar{H},\) and \(B_0\) for two kinds of ice derived from test data reported by others in laboratory tests (Table 5.2). The transient behaviour of ice has been shown to be grain-size dependent [e.g., Sinha, 1979]. Both the tests quoted were done on relatively fine grained ice. Glacier ice can have much larger grains, anywhere from one to several millimetres in polar ice to hundreds of millimetres in temperate ice [Paterson, 1981, pp. 233–239]. Hence the test values must be extrapolated to larger grain sizes. If the grain-size dependence of Sinha [1979] is accepted, the transient parameters are related to the grain size by [Shyam Sunder and Wu, 1989a]

\[
A = d/A' \tag{5.4}
\]
\[
\bar{H} = \bar{H}'d^{(N+1)/N} \tag{5.5}
\]
\[
B_0 = B_0'd^{1/N}. \tag{5.6}
\]
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<table>
<thead>
<tr>
<th></th>
<th>$A'$ (mm)</th>
<th>$\tilde{H}'$ (mm$^{-1/3}$)</th>
<th>$B_0'$ (mm$^{-1/3}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>From data of Sinha [1978]</td>
<td>120</td>
<td>0.010</td>
<td>0.24</td>
</tr>
<tr>
<td>From data of Jacka [1984]</td>
<td>9</td>
<td>0.105</td>
<td>0.06</td>
</tr>
</tbody>
</table>

Table 5.3: Grain-size-independent transient parameters.

<table>
<thead>
<tr>
<th>$d$ (mm)</th>
<th>$A$ Sinha</th>
<th>$A$ Jacka</th>
<th>$\tilde{H}$ Sinha</th>
<th>$\tilde{H}$ Jacka</th>
<th>$B_0$ Sinha</th>
<th>$B_0$ Jacka</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.1</td>
<td>0.008</td>
<td>0.1</td>
<td>0.01</td>
<td>0.06</td>
<td>0.2</td>
</tr>
<tr>
<td>100</td>
<td>10</td>
<td>0.8</td>
<td>50</td>
<td>5</td>
<td>0.3</td>
<td>1.0</td>
</tr>
</tbody>
</table>

Table 5.4: Transient parameters computed from the data of Sinha [1978] and Jacka [1984].

Inverting these and applying them to the parameters of Table 5.2 gives the grain-size-independent parameters (Table 5.3). Now assuming a minimum grain size of 1 mm and a maximum grain size of 100 mm, and applying (5.4)-(5.6), gives the grain-size-dependent transient parameters (Table 5.4). Taking the extreme values from Table 5.4 (and rounding) gives the ranges of the transient parameters as $0.01 \leq A \leq 10$, $0.01 \leq \tilde{H} \leq 50$, and $0.05 \leq B_0 \leq 1$.

In the absence of more detailed information, ice temperature will be assumed constant in time and space. The representative temperature will be some sort of average with depth in the borehole and distance from the borehole. Ice cannot be warmer than the pressure melting point, approximately 0°C. The coldest reasonable effective average
ice temperature must be somewhat warmer than the average background ice temperature, because ice surrounding the borehole is warmed by drilling, and deformation will concentrate in the warmer ice. Since the coldest temperature observed is \(\approx -6.5^\circ\text{C}\) (92T02, at 5.9 m depth, Fig. 5.2), I will adopt a lowest reasonable average temperature of \(-2^\circ\text{C}\). Hence \(-2 \leq T \leq 0^\circ\text{C}\).

5.3.3 Bed Properties

The range of hydraulic conductivity and matrix compressibility for glacial till deposits are \([\text{Freeze and Cherry, 1979, pp. 29, 56}]\) \(10^{-12} \leq K \leq 10^{-6}\text{m s}^{-1}\) and \(10^{-8} \leq \alpha \leq 10^{-6}\text{Pa}^{-1}\). Hence \(10^{-8} \leq \alpha + n\beta \leq 10^{-6}\text{Pa}^{-1}\) (because \(\beta \approx 10^{-10}\text{Pa}^{-1}\)). Consolidation tests of Trapridge Glacier forefield till yield values of \(K = 2.2 \times 10^{-8}\text{m s}^{-1}\) and \(\alpha + n\beta = 6.4 \times 10^{-6}\text{Pa}^{-1}\) (T. Murray, unpublished data, 1992). Hence I will use the ranges \(1.0 \times 10^{-12} \leq K \leq 1.0 \times 10^{-6}\text{m s}^{-1}\) and \(1.0 \times 10^{-8} \leq \alpha + n\beta \leq 1.0 \times 10^{-5}\text{Pa}^{-1}\). These and other parameter ranges are summarized in Table 5.5.

5.4 Ice Parameters from Blind Hole Fits

Because blind holes do not reach the bed, the pressure signal observed in them must be a function of ice properties, geometry, and freezing rate only. Hence it should be possible to discover the ice properties by forward modelling and fitting the observed pressure signals, assuming that the geometry and freezing forcings are chosen correctly.

The first record to be modelled is that of 92P02, the pressure sensor in 92H26 which also contained the thermistor string 92T02. The freeze-in record of this sensor shows a very rapid pressure rise to high pressure, followed by a sudden drop, and further repeated steep rises and sudden drops until, after several days, the pressure eventually stabilizes and begins to decline (Fig. 5.6). The rapid rise results from the compression applied by
Fig. 5.6: Freeze-in pressure record for 92P02 (in borehole 92H26).
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<table>
<thead>
<tr>
<th>Parameter</th>
<th>Minimum</th>
<th>Maximum</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>$r_b$</td>
<td>0.014</td>
<td>0.03</td>
<td>m</td>
</tr>
<tr>
<td>$r_c$</td>
<td>0.025</td>
<td>0.20</td>
<td>m</td>
</tr>
<tr>
<td>$\mu$</td>
<td>$3.3005 \times 10^6$</td>
<td>$4.1 \times 10^6$</td>
<td>Pa$^{-1}$</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>$6.3608 \times 10^9$</td>
<td>$8.0 \times 10^9$</td>
<td>Pa$^{-1}$</td>
</tr>
<tr>
<td>$Q_L$</td>
<td></td>
<td>67000</td>
<td>J mol$^{-1}$</td>
</tr>
<tr>
<td>$Q_H$</td>
<td></td>
<td>126000</td>
<td>J mol$^{-1}$</td>
</tr>
<tr>
<td>$V_0$</td>
<td>5400</td>
<td>9700</td>
<td>Pa s$^{1/3}$</td>
</tr>
<tr>
<td>$A$</td>
<td>0.01</td>
<td>10</td>
<td>—</td>
</tr>
<tr>
<td>$\tilde{H}$</td>
<td>0.01</td>
<td>50</td>
<td>—</td>
</tr>
<tr>
<td>$B_0$</td>
<td>0.05</td>
<td>1</td>
<td>—</td>
</tr>
<tr>
<td>$T$</td>
<td>-5</td>
<td>0</td>
<td>°C</td>
</tr>
</tbody>
</table>

Table 5.5: Summary of input parameter ranges.

the expansion of freezing water. The sudden drops presumably reflect cracking of the ice, allowing water to exit the borehole, thus lowering the pressure. It is likely that this cracking occurs primarily at the top of the borehole where the sharp curvature of the surface and the presence of the instrument cables causes the greatest stress concentration.

To determine ice properties only the initial part of the record, from first pressure rise to first fracture, will be modelled. This is necessary because the SS&W rheology has no fracture mechanics embedded in it. The computer model cannot be started at the end of the drilling, as would be ideal, since it is not flexible enough to deal with a constant pressure followed by freezing-induced compression.

Closer examination of the early part of the 92P02 record reveals that the initial pressurization is not one smooth curve (Fig. 5.7). I am unsure what causes this inflection in the curve. All freeze-in pressure records examined for this thesis displayed this feature,
Fig. 5.7: Initial part of 92H26 freeze-in (from 92P02).
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Fig. 5.8: Freeze-in pressure records considered in this thesis: (a) borehole 92H45 (pressure sensor 92P08), (b) 92H26 (92P02), (c) 89H50 (89P04), (d) 90H54 (90P10), (e) 92H24 (91P12), and (f) 91H46 (91P05). Dashed lines (a) and (b) were blind holes. Solid lines (c), (d), (e), and (f) were believed to be drilled to the bed, although (c) has the character of a blind hole. Broken lines indicate interpolated missing data.

with the sole exception of 89P04 (Fig. 5.8). One possible explanation involves water entry into instrument cables. Pressurized water has been observed to flow up inside cables (between the outer jacket and the insulated conductors) and into data logger enclosure boxes. Thus initially water could flow into the cables and force its way upwards. Eventually the water in the cable above the freezing front would freeze, preventing further water entry. (The volume of water displaced by the assumed freezing before the inflection point is 0.120 m³, somewhat less than the volume of air in the two cables of approximately 0.400 m³.) This would cause the inflection point on the pressure records. After that
the system would behave as a water-filled borehole, as modelled in this thesis. (It is not possible that the compressibility of cable materials, PVC and copper, plays a part since these materials are less compressible than water [Van Krevelen and Hoflyzer, 1972, pp. 150–152].) Hence I will attempt to model only the curve after the inflection point. To do so, I will extrapolate this curve back until it reaches the initial pressure (Fig. 5.7) and time shift the borehole \( L(t) \) (as was done in Section 5.2) so that the simulation begins at that point. This is yet another compromise, necessitated by the fact that the model does not include all the physics involved.

The model ice parameters were varied until the best visual fit with the pressure record was obtained. It was found that the pressure rise was scaled up by decreasing \( T \), or increasing \( V_0, \mu, \lambda \). The rate of pressure rise was increased by increasing the transient parameters \( A, \tilde{H}, \) and \( B_0 \). Changing \( r_b \) had no significant effect. The best fit, which is not particularly good (Fig. 5.9), was obtained with \( T = -2 ^\circ \text{C} \) (coldest allowable); \( V_0 = 9700 \, \text{Pas}^{1/3}, \mu = 4.1 \times 10^9 \, \text{Pa}^{-1}, \) and \( \lambda = 8.0 \times 10^9 \, \text{Pa}^{-1} \) (highest allowable); and \( A = 0.02, \tilde{H} = 0.02, \) and \( B_0 = 0.05 \) (rather close to the lowest allowable). The poor fit suggests that the model is not adequately describing the system. One likely cause is the poorly constrained, approximate, top-down freezing forcing. Another is the use of a one-layer model to simulate deformation in ice with depth-varying temperature, and hence rheological properties. A third effect is that new, unstrained ice is continuously being added to the borehole wall by freezing, which could be expected to depress the apparent values of the transient parameters.

Another possible cause of the poor fit is that the ice strains get large enough that the infinitesimal-strain assumption fails. However, at the time of first fracture, the model-predicted borehole-wall tangential strain is only \( 2.5 \times 10^{-3} \) (with best-fit ice parameters), which is still quite small. The strain elsewhere in the ice is lower. Hence the strain definition is unlikely to be the source of error.
Fig. 5.9: Best fit to 92H26 freeze-in pressure record. Solid line is observed pressure record, dashed line is bfi14 model simulation.
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Fig. 5.10: Best fit to 92H45 freeze-in pressure record. Model ice parameters are $T = -2^\circ C$, $V_0 = 9700 \text{ Pas}^{1/3}$, $\mu = 4.1 \times 10^9 \text{ Pa}^{-1}$, $\lambda = 8.0 \times 10^9 \text{ Pa}^{-1}$, $A = 0.01$, $\bar{H} = 0.015$, and $B_0 = 0.05$.

Fitting the freeze-in pressure record of 92H45, which contained pressure sensor 92P02 and a geophone but no thermistor string, using the $L(t)$ derived from 92H24 and 92H26 (suitably time shifted) gave similar results (see Figure 5.10), and yielded even softer transient parameters.

The 92H26 record was also fit using a slower decaying $L(t)$. This was done to investigate the effect of off-centre thermistors on the results. If the thermistors are off-centre they will freeze in sooner than if they were on the centre-line of the borehole, as I have assumed. Hence the actual borehole length would be longer than assumed. To model this possibility I halved all $b_i$s in the $L(t)$ expression and repeated the fit of 92H26. The
ice properties for the best fit are somewhat different \((T = -2^\circ \text{C}, \text{ the coldest allowable}; \ V_0 = 9700 \text{ Pa s}^{1/3}, \ \mu = 4.1 \times 10^9 \text{ Pa}^{-1}, \text{ and } \lambda = 8.0 \times 10^9 \text{ Pa}^{-1} \) (highest allowable); and \(A = 0.1, \ \bar{H} = 0.2, \text{ and } B_0 = 0.07\), although the fit is still poor (Fig. 5.11).

### 5.5 Bed Parameters from Unconnected Hole Fits

This investigation concentrates primarily on 92H24, one of the two 1992 boreholes from which the length function \(L(t)\) was derived. It was also the only unconnected hole in 1992 for which a pressure record of the freeze-in was obtained. This hole was unconnected at the time of drilling, as indicated by the high and constant pressure in the hole between drilling and the freezing-induced pressure rise (Fig. 5.12). This hole did later connect
Fig. 5.12: Freeze-in pressure record of 92H24 (from 91P12).
to the subglacial drainage, as indicated by the onset of large-amplitude diurnal signal halfway through day 201. However I believe that the hole was unconnected during the freeze-in period, until approximately 0900 h on day 201.

The method used to obtain bed-parameter estimates was similar to that used, in the previous section, to obtain ice-parameter estimates from blind holes. The freezing forcing was time shifted to account for the initial water level difference (none in the case of 92H24, because it is the hole for which $L(t)$ was initially computed), and the delay between the first pressure rise and the start of the extrapolated post-inflection freeze-in curve.

Since the basal-cavity radius $r_c$ is poorly known, fits were done by adjusting $K$ and $\alpha + n\beta$ for several values of $r_c$ spanning its range. It was found that the height of the pressure peak was decreased by increasing $K$, $\alpha + n\beta$, or $r_c$. The shape of the pressure peak was affected differently by changing the different parameters. Increasing $K$ caused a sharper peak with a more rapid subsequent pressure decline, whereas increasing $\alpha + n\beta$ or $r_c$ had the opposite effect of causing a rounder peak with a slower decline. Hence for a given $r_c$ the records were fit by trading off $K$ and $\alpha + n\beta$ to obtain the correct height and shape of curve.

First 92H24 was fit using the “standard” $L(t)$ and ice properties determined from the fit of 92H26 using the same $L(t)$. Fits were obtained for $r_c$ of 0.025 m, 0.10 m, and 0.13 m (Fig. 5.13 and Table 5.6). A good fit could not be obtained for $r_c > 0.13$ m without decreasing $\alpha + n\beta$ below the minimum allowable $1.0 \times 10^{-8}$ Pa$^{-1}$. This suggests that the basal cavity is not larger than 0.13 m in radius, consistent with the reasoning of Section 5.3.1 that the material disturbed by the drill settles back into place.
Fig. 5.13: Best fits to 92H24 freeze-in pressure record, with various assumed values of $r_c$:
(a) 0.025 m, (b) 0.10 m, and (c) 0.13 m.
Table 5.6: Best-fit bed parameters from fit to 92H24 freeze-in pressure record, using standard $L(t)$.

<table>
<thead>
<tr>
<th>$r_c$ (m)</th>
<th>$K$ (m s$^{-1}$)</th>
<th>$\alpha + n\beta$ (Pa$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.025</td>
<td>$7.0 \times 10^{-9}$</td>
<td>$1.6 \times 10^{-6}$</td>
</tr>
<tr>
<td>0.10</td>
<td>$1.7 \times 10^{-9}$</td>
<td>$3.0 \times 10^{-8}$</td>
</tr>
<tr>
<td>0.13</td>
<td>$1.35 \times 10^{-9}$</td>
<td>$1.0 \times 10^{-8}$</td>
</tr>
</tbody>
</table>

5.5.1 Effect of Ice Properties

An important question is how much influence the ice properties have on these results. It is necessary to know which parameters most strongly affect the results in order to assess the reliability of results obtained using uncertain input parameters. To do this the behaviour of the model was investigated with the softest allowable ice, the stiffest allowable ice, and rigid ice. The softest ice is that with all ice properties minimum, except temperature which was the maximum. The stiffest ice is that with all ice properties maximum, except temperature, which was $-5^\circ C$. Rigid ice was simulated by running $bfi14$ with the transient part of the rheology disabled, $V_0 = 9700 \times 10^{10}$ Pas$^{1/3}$, $\mu = 4.1 \times 10^{30}$ Pa, and $\lambda = 8.0 \times 10^{30}$ Pa (higher values resulted in step size errors). The best-fit bed properties for $r_c = 0.025$ m from Table 5.6 were used. The ice does indeed influence the simulation results (Fig. 5.14), although not as strongly as $K$ does. The pressure rise changes by many orders of magnitude when $K$ is varied over its range.

The 92H24 freeze-in record was then fit, for $r_c = 0.025$ m, with softest ice and rigid ice (see Figure 5.15 and Table 5.7). The best fit obtained with the softest ice is not very good. A good fit could not be achieved without reducing $\alpha + n\beta$ below $1.0 \times 10^{-8}$ Pa$^{-1}$, its minimum reasonable value. A proper fit could be obtained with a slightly higher $K$.
Fig. 5.14: Freeze-in pressure record of 92H24, modelled using softest, stiffest, and rigid ice.

<table>
<thead>
<tr>
<th>Ice Type</th>
<th>$K$ (m s$^{-1}$)</th>
<th>$\alpha + n\beta$ (Pa$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Softest Ice</td>
<td>$7.2 \times 10^{-9}$</td>
<td>$1.0 \times 10^{-6}$</td>
</tr>
<tr>
<td>92H26 Best Fit Ice</td>
<td>$7.0 \times 10^{-9}$</td>
<td>$1.6 \times 10^{-6}$</td>
</tr>
<tr>
<td>Rigid Ice</td>
<td>$6.5 \times 10^{-9}$</td>
<td>$4.0 \times 10^{-8}$</td>
</tr>
</tbody>
</table>

Table 5.7: Best-fit bed parameters from fit to 92H24 freeze-in pressure record, with various ice properties. Standard $L(t)$, $r_e = 0.025$ m.
Fig. 5.15: Best fit to 92H24 freeze-in pressure record with (a) softest ice and (b) rigid ice, for $r_e = 0.025$ m.
and a slightly lower $\alpha + n\beta$. Nevertheless the softest ice values in Table 5.7 are probably within 20% of the best-fit values. It is evident that the hydraulic conductivity estimate is quite insensitive to the assumed ice properties, but the compressibility estimate is more sensitive. Also, it appears that assumed ice properties have less effect on the hydraulic conductivity estimate than does the assumed basal-cavity radius (Tables 5.6, 5.7). This is explained by the fact that for bed properties in this range the volume of water expelled into the bed is much greater than the increase in volume of the borehole due to ice deformation.

5.5.2 Effect of Freezing Forcing

Perhaps the largest uncertainty surrounds the freezing forcing. To assess the effect of the freezing forcing on the inferred bed properties, 92H26 was separately fit with a weaker freezing forcing than the standard $L(t)$ and a stronger one.

The weaker forcing was the (appropriately time shifted) one used in Section 5.4, except that all $b_s$ in the $L(t)$ expression were doubled (hence the borehole length decreases more slowly). The ice properties derived from the fit of 92H24 with this forcing were used, as was an $r_c$ of 0.025 m. The best fit is fairly poor (Fig. 5.16). This suggests that this freezing forcing is not accurate.

The stronger forcing was achieved by increasing the borehole radius $r_b$ to 0.025 m, from 0.018 m. This effectively increases the forcing since a greater volume of water must be expelled into the bed. 92H26 was fit with $r_c$ of 0.025 m, 0.10 m, and 0.20 m (Fig. 5.17). The best-fit bed properties for both weaker and stronger freezing forcings, summarized in Table 5.8, show little change in $K$, but large change in $\alpha + n\beta$.

This investigation only scratches the surface of the freezing forcing issue. Although it appears that the hydraulic conductivity estimate is not overly sensitive to perturbations to the freezing forcing, the fact that freezing is so crudely modelled suggests that this
Fig. 5.16: Best fit to 92H24 freeze-in pressure record, with weaker freezing forcing. \( r_c = 0.025 \text{ m} \).

<table>
<thead>
<tr>
<th>Forcing Level</th>
<th>( K \text{ (m s}^{-1})</th>
<th>( \alpha + n\beta \text{ (Pa}^{-1})</th>
</tr>
</thead>
<tbody>
<tr>
<td>Weak Forcing</td>
<td>(4.5 \times 10^{-9})</td>
<td>(3.5 \times 10^{-7})</td>
</tr>
<tr>
<td>Standard Forcing</td>
<td>(7.0 \times 10^{-9})</td>
<td>(1.6 \times 10^{-6})</td>
</tr>
<tr>
<td>Stronger Forcing</td>
<td>(1.3 \times 10^{-8})</td>
<td>(4.0 \times 10^{-6})</td>
</tr>
</tbody>
</table>

Table 5.8: Best-fit bed parameters from fit to 92H24 freeze-in pressure record, with weak, strong, and standard freezing forcings. \( r_c = 0.025 \text{ m} \).
Fig. 5.17: Best fits to 92H24 freeze-in pressure record with \( r_b = 0.025 \) m and various values of \( r_c \): (a) 0.025 m, (b) 0.10 m, and (c) 0.20 m.
remains an area of large uncertainty.

### 5.5.3 Other Boreholes

To check the results inferred from the freezing of the single 1992 unconnected borehole, the freeze-in pressure records of three other boreholes from previous years were also examined: 89H50 (pressure sensor 89P04), 90H54 (90P10), and 91H46 (91P05). These holes did not connect when drilled. 90H24 and 91H46 both have freeze-in pressure curves with characters similar to the unconnected 92H24, while 89H50 looks suspiciously like a blind hole (Fig. 5.8). Nevertheless all three were modelled as bottoming unconnected holes, with the (suitably time-shifted) freezing forcing determined from the 1992 thermistor observations and ice properties determined from the fitting of 92H26. It is certain that this freezing forcing is at least somewhat in error, owing to the differing drill characteristics and method of these years compared to 1992.

The fits are not especially good (Figs. 5.18, 5.19, and 5.20). Hydraulic conductivities determined from fits to 90H54 and 91H46 agree quite well with those determined from 92H24, while that from 89H50 is quite a bit lower (Table 5.9). The compressibility estimates span the entire allowable range. The low hydraulic conductivity from 89H50 is no surprise, since the character of its pressure record suggests that it is a blind hole anyway. Therefore these results do not contradict the results obtained from 92H24.

### 5.5.4 Summary of Bed Properties

The foregoing forward modelling has produced reasonably consistent estimates of hydraulic conductivity and wildly varying estimates of bed compressibility. The hydraulic conductivity falls in the range $1.35 \times 10^{-9} \text{ m s}^{-1}$ (for $r_e = 0.13 \text{ m}$) to $1.3 \times 10^{-8} \text{ m s}^{-1}$ (for $r_b = 0.025 \text{ m}, r_e = 0.025 \text{ m}$), inferred from the 1992 unconnected borehole 92H24. This result is supported by the results from two boreholes (90H54 and 91H46) drilled in other
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Fig. 5.18: Best fit to 89H50 freeze-in pressure record with \( r_c = 0.025 \text{m} \).

<table>
<thead>
<tr>
<th></th>
<th>( K ) (m s(^{-1}))</th>
<th>( \alpha + n\beta ) (Pa(^{-1}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>89H50</td>
<td>( 4.0 \times 10^{-10} )</td>
<td>( 1.0 \times 10^{-5} )</td>
</tr>
<tr>
<td>90H54</td>
<td>( 6.0 \times 10^{-9} )</td>
<td>( 2.0 \times 10^{-7} )</td>
</tr>
<tr>
<td>91H46</td>
<td>( 7.0 \times 10^{-8} )</td>
<td>( 1.0 \times 10^{-8} )</td>
</tr>
<tr>
<td>92H24</td>
<td>( 7.0 \times 10^{-9} )</td>
<td>( 1.6 \times 10^{-6} )</td>
</tr>
</tbody>
</table>

Table 5.9: Best-fit bed parameters from fits to various borehole freeze-in pressure records. Standard \( L(t), r_c = 0.025 \text{m} \).
Fig. 5.19: Best fit to 90H54 freeze-in pressure record with $r_c = 0.025$ m.
Fig. 5.20: Best fit to 91H46 freeze-in pressure record with $r_c = 0.025$ m.
years (using a somewhat different drilling method). The very low estimate from 89H50 is ignored as I conclude that it was a blind hole. This range is in good agreement with the values obtained by other investigators (upper bound of $3.6 \times 10^{-7}$ m s$^{-1}$ [Smart and Clarke, submitted], $1.27 \times 10^{-8}$ m s$^{-1}$ [Clarke, 1987], and $2.2 \times 10^{-8}$ m s$^{-1}$ (T. Murray, unpublished data, 1992). The estimates obtained for bed compressibility are so wildly varying that I attach no significance to them.

### 5.6 Response to Sudden Pressure Forcing

Sudden pressure rises (or drops) are frequently seen on subglacial pressure records (e.g., Fig. 5.21). Are these events intrinsic to the basal hydrological system, or could they be
influenced by the response of the borehole itself? To answer this question I examine the response of an unconnected borehole to a sudden pressurization. If the system responds slowly, and the excess pressure decays with a time constant similar to those observed in pressure records, then it is possible that the borehole is responsible for the observed decays. If however the excess pressure decays away very quickly, then the observed slow decays must be due to some other processes unrelated to the borehole.

Simulations were run with the ice properties found from consideration of 92H24 freeze-in (see Section 5.4). To place an upper bound on the length of the decay, the longest reasonable borehole (92H24 after only one day, $L = 45.3\,\text{m}$), and the smallest pressure forcing of interest ($P_{\text{force}} = 10^5\,\text{Pa}$, or about $1\,\text{m}\,\text{H}_2\text{O}$) were chosen.

When bed properties found from 92H24 were used ($r_c = 0.025\,\text{m}$, $K = 7.0 \times 10^{-9}\,\text{m}\,\text{s}^{-1}$, and $\alpha + n\beta = 1.6 \times 10^{-6}\,\text{Pa}^{-1}$), the decay curve has approximately the right shape, but the decay is much too rapid (Fig. 5.22). The pressure drops to $1/e$ of its initial value in just 56 s. This response is so rapid that such an event would likely go unnoticed on a pressure record sampled every 2 min, as taken at Trapridge Glacier during the summer field season. It almost certainly would be missed by the 20 min overwinter sampling. Hence it appears that the borehole response is essentially instantaneous, and cannot be responsible for the decay events observed in Trapridge Glacier pressure records.

The simulation was repeated with a hydraulic conductivity of zero, to simulate the response of a blind hole (Fig. 5.23). The decay is considerably slower, with a $1/e$ time of 2.6 days. The decay would be even slower for stiffer ice.
Fig. 5.22: Sudden pressurization at \( t = 1 \) day of hole 92H24 (simulation).
Fig. 5.23: Sudden pressurization at $t = 1$ day of hole 92H24 assuming impermeable bed (simulation).
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Summary

In this thesis I have presented a model for the mechanical response of water-filled boreholes and applied it to interpret borehole water-pressure records from Trapridge Glacier. The model consists of single-layer plane-strain ice around a water-filled borehole, connected to a uniform half-space permeable bed through a hemispherical cavity, which can be forced by an approximate top-down freezing forcing, or by sudden pressurization. The model was formulated using the non-linear transient viscoelastic rheology of Shyam Sunder and Wu. This is the first time that this rheology has been used to model borehole response or, to my knowledge, any other aspect of glacier physics.

The resulting system of non-linear partial differential equations and algebraic equations was solved using the method of lines, with integration by the ddriv3 integrator of Kahaner and Sutherland. The model was tested by comparing model results to the analytic solutions for Glen-Law ice, linear elastic ice, and the response of a spherically symmetric aquifer to a step head change on its inside boundary. Satisfactory solutions were found, although the stiffness of the problem did limit accuracy, especially for (incompressible) Glen-Law ice. Spatial oscillations of the ice solution were observed for some choices of spatial coordinate transformation, possibly as a result of using a centred-difference approximation of the spatial derivatives. The model gave qualitatively correct results for various tests of the coupled system.

The model was then used to infer the hydraulic properties of the bed under Trapridge Glacier, by forward modelling of the freeze-in pressure records of six boreholes. The
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model freezing forcing was inferred from the freeze-in temperature records from thermistor strings in two boreholes. Ice properties were then inferred from the modelling of the freeze-in pressure records from two blind holes. These results were not considered reliable, as the model results did not fit the pressure records well. This is probably due to the simple freezing forcing used in the model.

The freeze-in pressure records of four unconnected boreholes were then modelled, using the ice properties from the blind-hole modelling, to obtain estimates of the properties of the low-permeability layer. Good fits were achieved to the 1992 pressure record (the year for which the freezing forcing was estimated) whereas the fits to records from other years were poorer. The hydraulic conductivity was found to be in the range $1.3 \times 10^{-9} - 1.3 \times 10^{-8} \text{ m s}^{-1}$, which agrees well with previous estimates (upper bound of $3.6 \times 10^{-7} \text{ m s}^{-1}$ [Smart and Clarke, submitted], $1.27 \times 10^{-8} \text{ m s}^{-1}$ [Clarke, 1987], and $2.2 \times 10^{-8} \text{ m s}^{-1}$ (T. Murray, unpublished data, 1992). The hydraulic conductivity was found to be most strongly influenced by the assumed freezing forcing and size of the cavity in the bed at the bottom of the borehole. It was found to be rather weakly dependent on the assumed ice properties. The bed compressibility was found to vary so much that no useful estimate of it was obtained.

In addition, the response of blind and unconnected boreholes to sudden pressurization was investigated. It was found that the pressure decays very quickly in unconnected holes, much more quickly than any decay observed in pressure records. In fact the decay is so rapid that it is unlikely to be resolved by the sampling rates used for Trapridge Glacier pressure sensors. It can therefore be concluded that the response of the borehole system is essentially instantaneous compared to the signals being measured; hence the observed signals reflect the true basal conditions, rather than the influence of the borehole (except during the initial freeze-in period when the freezing forcing dominates).

Some recommendations can be made, based on this work. The approach used in this
thesis to obtain estimates of the hydraulic conductivity of the basal sediment is sound. The simple one-layer ice model is adequate. The added complexity of a multi-layer ice model is not justified, since the ice deformation was found to be much less important than water flow into the bed from unconnected holes. Improvements could, however, be made. The approximate top-down freezing forcing is a major weak point of the model. This should be replaced by a proper thermal freeze-in model, such as that of Humphrey and Echelmeyer, to accurately model the important freezing forcing. Then perhaps useful estimates of ice properties could be made, as well as a better hydraulic conductivity estimate. The hydraulic conductivity estimate could also be improved if the size of the basal cavity at the bottom of the borehole could be better constrained. The use of a formal inversion scheme instead of the trial and error forward modelling approach used here would improve the reliability of the results.

The finite-difference approximation used for spatial derivatives in the ice model should be re-examined. It is possible that replacement of centred-differences by an asymmetric differencing scheme might eliminate the observed spatial oscillations of the stress solution, and hence improve accuracy.

The ice deformation part of the model could be used for other purposes, such as interpreting pressuremeter results, which have previously been interpreted only in terms of the Andrade relation [Kjartanson et al., 1988; Murat et al., 1986; Shields et al., 1989]. This would allow the Shyam Sunder and Wu rheological parameters to be obtained from in-situ pressuremeter tests.

Finally, the pressure signals observed at Trapridge Glacier indeed reflect true basal conditions, and the influence of the borehole on the signal need not be considered, except during the initial freeze-in period.
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Appendix A

Summary of Model Equations

This appendix presents the complete system of equations for the coupled ice-bed-borehole problem, in a form that can conveniently be programmed. Water density, previously termed $\rho_0$, is written in this appendix as $\rho_w$. The flow law exponent $N = 3$, and the expressions containing $N$ have been simplified accordingly.

Dependent Variables

\[ h_j \quad (\text{for } j = 2, M_a - 1) \]
\[ m_{aq} \]
\[ B_i, R_{r,i}, R_{\theta,i}, R_{z,i}, \epsilon_{r,i}, \epsilon_{\theta,i}, \epsilon_{z,i}, \text{ and } \sigma_{z,i} \quad (\text{for } i = 1, M) \]
\[ \sigma_{r,i} \quad (\text{for } i = 1, M - 1) \]

There are a total of $M_a + 9M - 2$ dependent variables.

Initial Conditions

\[ h_j = p_0/\rho wg \quad (\text{for } j = 1, M_a - 1) \]
\[ m_{aq} = 0 \]
\[ B_i = B_0, R_{r,i} = R_{\theta,i} = R_{z,i} = 0, \quad \epsilon_{r,i} = \epsilon_{\theta,i} = \epsilon_{z,i} = 0, \quad \sigma_{r,i} = \sigma_{z,i} = -p_0 \quad (\text{for } i = 1, M) \]

Differential Equations

\[
\frac{\partial m_{aq}}{\partial t} = 2\pi \rho_w \exp[\beta(p_b(t) - p_0)] K \frac{\partial h}{\partial R_{r,c}} \tag{A.1}
\]
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For \( j = 2, M_a - 1 \)

\[
\frac{\partial h_j}{\partial t} = \frac{K}{\rho_w g (\alpha + n \beta)} R_j^4 \frac{\partial^2 h_j}{\partial R^2},
\]

(A.2)

For \( j = 1, M \)

\[
\frac{\partial B_i}{\partial t} = \bar{H}E \left( \frac{1}{B_i V_i} \right)^3 \sigma_{eq,i}^2.
\]

(A.3)

\[
\frac{\partial R_{r,i}}{\partial t} = \frac{2}{3} AE \frac{\partial \varepsilon_{r,i}^e}{\partial t},
\]

(A.4)

\[
\frac{\partial R_{\theta,i}}{\partial t} = \frac{2}{3} AE \frac{\partial \varepsilon_{\theta,i}^e}{\partial t},
\]

(A.5)

\[
\frac{\partial R_{z,i}}{\partial t} = \frac{2}{3} AE \frac{\partial \varepsilon_{z,i}^e}{\partial t},
\]

(A.6)

\[
\frac{\partial \varepsilon_{r,i}^e}{\partial t} = \frac{\partial \varepsilon_{r,i}^e}{\partial t} + \frac{\partial \varepsilon_{r,i}^s}{\partial t},
\]

(A.7)

\[
\frac{\partial \varepsilon_{\theta,i}^e}{\partial t} = \frac{\partial \varepsilon_{\theta,i}^e}{\partial t} + \frac{\partial \varepsilon_{\theta,i}^s}{\partial t},
\]

(A.8)

\[
\frac{\partial \varepsilon_{z,i}^e}{\partial t} = \frac{\partial \varepsilon_{z,i}^e}{\partial t} + \frac{\partial \varepsilon_{z,i}^s}{\partial t}.
\]

(A.9)

**Algebraic Constraint Equations**

For \( i = 1, M \)

\[
0 = \varepsilon_{z,i}.
\]

(A.10)

For \( i = 2, M - 1 \)

\[
0 = \varepsilon_{z,i} + W_i \frac{\partial \varepsilon_{\theta}}{\partial R_i} - \varepsilon_{r,i}.
\]

(A.11)

For \( i = M \)

\[
0 = \sigma_{r,M} + p_0.
\]

(A.12)

For \( i = 1 \), when no pressure forcing is applied,

\[
0 = m_w - m_0 + m_{aq} + m_f.
\]

(A.13)

For \( i = 1 \), when sudden pressurization is applied and \( t < t_{ramp} \),

\[
0 = \sigma_{r,1} + p_{ramp} + p_0.
\]

(A.14)
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For $i = 1$, after application of sudden pressurization ($t \geq t_{\text{ramp}}$),

$$0 = m_w - m_{\text{ramp}} + m_{\text{aq}} - m_{\text{aq, ramp}} + m_f - m_{f, \text{ramp}}. \quad (A.15)$$

**Auxiliary Relations**

$$h_1 = -\frac{\sigma_{r,1}}{\rho wg} \quad (A.16)$$

$$h_{Ma} = \frac{p_0}{\rho wg} \quad (A.17)$$

$$L = \sum_{i=1}^{5} a_i e^{bt} \quad (A.18)$$

$$\epsilon_{r,i} = \epsilon_{r,i} + \epsilon_{r,i} \quad (A.19)$$

$$\epsilon_{\theta,i} = \epsilon_{\theta,i} + \epsilon_{\theta,i} \quad (A.20)$$

$$\epsilon_{z,i} = \epsilon_{z,i} + \epsilon_{z,i} \quad (A.21)$$

$$\epsilon_{r,i} = \frac{1}{2\mu} \sigma_{r,i} - \frac{\lambda}{2\mu (3\lambda + 2\mu)} (\sigma_{r,i} + \sigma_{\theta,i} + \sigma_{z,i}) \quad (A.22)$$

$$\epsilon_{\theta,i} = \frac{1}{2\mu} \sigma_{\theta,i} - \frac{\lambda}{2\mu (3\lambda + 2\mu)} (\sigma_{r,i} + \sigma_{\theta,i} + \sigma_{z,i}) \quad (A.23)$$

$$\epsilon_{z,i} = \frac{1}{2\mu} \sigma_{z,i} - \frac{\lambda}{2\mu (3\lambda + 2\mu)} (\sigma_{r,i} + \sigma_{\theta,i} + \sigma_{z,i}) \quad (A.24)$$

$$'\sigma_{r,i} = \sigma_{r,i} - \frac{1}{3} (\sigma_{r,i} + \sigma_{\theta,i} + \sigma_{z,i}) \quad (A.25)$$

$$'\sigma_{\theta,i} = \sigma_{\theta,i} - \frac{1}{3} (\sigma_{r,i} + \sigma_{\theta,i} + \sigma_{z,i}) \quad (A.26)$$

$$'\sigma_{z,i} = \sigma_{z,i} - \frac{1}{3} (\sigma_{r,i} + \sigma_{\theta,i} + \sigma_{z,i}) \quad (A.27)$$

$$\sigma_{eq,i} = \sqrt{\frac{3}{2} (\sigma_{r,i}^2 + \sigma_{\theta,i}^2 + \sigma_{z,i}^2)} \quad (A.28)$$

$$\lambda_{s,i} = \frac{3}{2} \left( \frac{1}{V_i} \right)^3 \sigma_{eq,i}^2 \quad (A.29)$$
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\[
\frac{\partial \varepsilon_{r,i}}{\partial t} = \lambda_{t,i} \sigma_{r,i} \left( \frac{d\varepsilon}{dt} \right) \quad (A.30)
\]

\[
\frac{\partial \varepsilon_{\theta,i}}{\partial t} = \lambda_{t,i} \sigma_{\theta,i} \left( \frac{d\varepsilon}{dt} \right) \quad (A.31)
\]

\[
\frac{\partial \varepsilon_{z,i}}{\partial t} = \lambda_{t,i} \sigma_{z,i} \left( \frac{d\varepsilon}{dt} \right) \quad (A.32)
\]

\[
\sigma_{r,i}^{d} = \sigma_{r,i} - R_{r,i} \quad (A.33)
\]

\[
\sigma_{\theta,i}^{d} = \sigma_{\theta,i} - R_{\theta,i} \quad (A.34)
\]

\[
\sigma_{z,i}^{d} = \sigma_{z,i} - R_{z,i} \quad (A.35)
\]

\[
\sigma_{r,i}^{d} = \sigma_{r,i}^{d} - \frac{1}{3} \left( \sigma_{r,i}^{d} + \sigma_{\theta,i}^{d} + \sigma_{z,i}^{d} \right) \quad (A.36)
\]

\[
\sigma_{\theta,i}^{d} = \sigma_{\theta,i}^{d} - \frac{1}{3} \left( \sigma_{r,i}^{d} + \sigma_{\theta,i}^{d} + \sigma_{z,i}^{d} \right) \quad (A.37)
\]

\[
\sigma_{z,i}^{d} = \sigma_{z,i}^{d} - \frac{1}{3} \left( \sigma_{r,i}^{d} + \sigma_{\theta,i}^{d} + \sigma_{z,i}^{d} \right) \quad (A.38)
\]

\[
\lambda_{t,i} = \frac{3}{2} \left( \frac{1}{B_{l}V_{l}} \right) \sigma_{eq,i}^{2} \quad (A.39)
\]

\[
\sigma_{eq,i} = \sqrt{\frac{3}{2} \left( \sigma_{r,i}^{2} + \sigma_{\theta,i}^{2} + \sigma_{z,i}^{2} \right)} \quad (A.40)
\]

\[
\frac{\partial \varepsilon_{r,i}^{d}}{\partial t} = \lambda_{t,i} \sigma_{r,i}^{d} \left( \frac{d\varepsilon}{dt} \right) \quad (A.41)
\]

\[
\frac{\partial \varepsilon_{\theta,i}^{d}}{\partial t} = \lambda_{t,i} \sigma_{\theta,i}^{d} \left( \frac{d\varepsilon}{dt} \right) \quad (A.42)
\]

\[
\frac{\partial \varepsilon_{z,i}^{d}}{\partial t} = \lambda_{t,i} \sigma_{z,i}^{d} \left( \frac{d\varepsilon}{dt} \right) \quad (A.43)
\]

\[
\sigma_{r,i} = \sigma_{r,i} + W_{i} \frac{\partial \sigma_{r}}{\partial R_{i}} \quad (A.44)
\]

\[
W_{i} = \begin{cases} 
1 & \text{for } R = \ln r \text{ transformation} \\
XR_{i} & \text{for } R = r^X \text{ transformation} 
\end{cases} \quad (A.45)
\]
Appendix A. Summary of Model Equations

\[ V_i = \begin{cases} 
V_0 \exp \left( \frac{Q_i}{3R_{gas}T_i} \right) & \text{for } T \leq 263.12 \text{K} \\
V_0 \exp \left[ \left( Q_L - Q_H \right) / NR_{gas}T_{263} \right] \exp \left[ Q_H / NR_{gas}T \right] & \text{for } T > 263.12 \text{K} 
\end{cases} \] (A.46)

\[ m_w = \frac{\pi r_b^2}{\beta g} \exp \left[ \beta \left( -\sigma_{r,1} - p_0 \right) \right] \left[ 1 - \exp \left( -\beta \rho_w g L \right) \right] \]
\[ + \frac{2}{3} \pi r_c^3 \rho_w \exp \left[ \beta \left( -\sigma_{r,1} - p_0 \right) \right] \] (A.47)

\[ m_0 = \frac{\pi r_{b,0}^2}{\beta g} \left[ 1 - \exp \left( -\beta \rho_w g L_0 \right) \right] + \frac{2}{3} \pi r_c^3 \rho_w \] (A.48)

\[ m_f = \pi r_{b,0}^2 \left( L - L_0 \right) \] (A.49)

\[ m_f, \text{ramp} = \pi r_{b,0}^2 \left( L_{\text{ramp}} - L_0 \right) \] (A.50)

\[ m_{aq, \text{ramp}} = m_{aq} \left( t = t_{\text{ramp}} \right) \] (A.51)

\[ r_b = r_{b,0} \left( 1 + \epsilon_{r,1} \right) \] (A.52)

\[ \left( \frac{df}{dt} \right)_0 = 1 \text{s}^{-1} \] (A.53)

\[ \frac{df}{dR_i} = \frac{f_{i+1} - f_{i-1}}{2\Delta R} \text{ for } i = 2, M - 1 \] (A.54)

\[ \frac{df}{dR_i} = \frac{-f_{i+2} + 4f_{i+1} - 3f_i}{2\Delta R} \text{ for } i = 1 \] (A.55)

\[ \frac{df}{dR_i} = \frac{3f_i - 4f_{i-1} + f_{i-2}}{2\Delta R} \text{ for } i = M \] (A.56)

\[ \frac{df}{dR_a} = \frac{-f_{j+2} + 4f_{j+1} - 3f_j}{2\Delta R_a} \text{ for } j = 1 \] (A.57)

\[ \frac{df}{dR_a^2} = \frac{f_{j+1} - 2f_j + f_{j-1}}{\Delta R_a^2} \text{ for } j = 2, M_a - 1 \] (A.58)

where \( f \) is the dependent variable (e.g., \( \sigma_r, \epsilon_\theta, h \)).