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Abstract

The return of the first Voyager images of Io in 1979 provoked a controversy over the importance of sulfur versus silicate volcanism in resurfacing the satellite. The debate involves both the strength of crustal material as well as the mode of mass and heat transport to the surface of Io. The dynamics of sulfur magma transport will depend upon the properties of liquid sulfur. Unlike the Newtonian behaviour of silicate magmas, molten sulfur has anomalies in the heat capacity (a λ-like transition at 432 K) and in the viscosity (a maximum at 460 K) due to a polymerization reaction. Numerical modelling of a pure liquid sulfur supply region at depth in a porous crust shows that the fluid supply rate from such a magma reservoir is about seven orders of magnitude less than the observed mass and heat fluxes at the surface of Io. This requires accumulation of magma in a reservoir prior to eruption at the surface, but the accumulation time on the order of tens of thousands of years is much longer than would be consistent with the level of volcanic activity observed on Io. Low sulfur magma supply rates suggest that sulfur is not the dominant resurfacing material for the satellite. This is consistent with calculations performed for the viscous relaxation of topography on Io. Surface features of a largely sulfur crust would disappear within months because of material weakness. Significant topographic highs and steep slopes on Io provide evidence for a crust with stronger mechanical properties. Sulfur convection in the crust can still provide a large fraction of the global heat flow, within certain conditions on the permeability. Previous estimates of resurfacing rates have equated the cooling of erupted material to the entire global energy budget. Significant convective transfer of heat by liquid sulfur may call for a downward revision of resurfacing rates.
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Preface

The advent of powerful computers and workstations has opened up the study of non-linear fluid dynamics. Numerical simulations can be valuable aids in understanding sometimes complex flow patterns that arise due to variations in fluid properties and domain boundaries. Models of mass and heat transport by fluids in porous media are increasingly able to take into account the many parameters involved in characterizing both the fluid and the porous matrix. The finite element model developed in the following chapters has been tested against problems for which analytic solutions exist, and subsequently used to investigate the effects of variable fluid viscosity and heat capacity on thermal convection in a porous medium with spatially heterogeneous permeability and porosity.

The numerical code has been applied to the problem of sulfur volcanism on Io as a quantification of a hypothesis introduced by McEwen and Soderblom (1983). Chapter 1 tests their suggestion, within observed and calculated constraints for Io, that sulfur may feed volcanic eruptions from a liquid zone at depth in a porous silicate crust. The second chapter develops in detail the mathematical solution of the conservation equations by the finite element method and presents the benchmarking against known analytic solutions. The isolated effects of a temperature dependence in the heat capacity and viscosity of a fluid are treated in chapter 3. The final chapter focusses again on Io. In considering the merits of sulfur versus silicate volcanism for resurfacing the satellite, constraints imposed by surface topography are examined in chapter 4. An analytic treatment of the viscous flow equations for topographic relaxation provides insight into the likelihood of an upper crust on Io which is rich in sulfur.
Chapter 1

Sulfur Volcanism on Io

1.1 Introduction

Active volcanism on Io was predicted by Peale et al. (1979) shortly before the Voyager spacecraft rendezvous with this satellite of Jupiter. They suggested that tidal heating would be dissipated by widespread volcanic activity. This prediction was borne out the same year by the two Voyager observations of volcanic plumes up to 300 km high.

A debate emerged and continues today over the nature of the erupting material. The controversy between silicate and sulfur volcanism is based upon surface features of Io, infrared temperature estimates at hot spots, and spectroscopic evidence. Either side must address the nature of a magma source and the transport of fluid to the surface. The premise of a sulfur supply region lends itself to models of crustal structure and magma generation which differ markedly from those for silicate volcanism because the fluid dynamics and transport of a such a magma will depend upon the properties of liquid sulfur, which are quite different from those of molten silicate.

Perhaps the most important fluid property that may allow us to distinguish sulfur from silicate transport is the variation of viscosity with temperature. As sulfur is heated through its liquid temperature range (393 K to 717 K at 1 atmosphere), it undergoes a viscosity increase of four orders of magnitude at 432 K, from less than 0.01 Pa·s to almost 100 Pa·s, due to a polymerization reaction. The viscosity decreases with temperature from 460 K onwards as the polymer chains are shortened by increasing thermal energy
(Touro and Wiewiorowski, 1966). The viscosity variation of silicate liquid is much simpler. A typical viscosity for a basaltic magma is about 1 Pa-s (Turcotte and Schubert, 1982), less than the sulfur maximum. Although a silicate melting temperature about 900 K higher than the melting point for sulfur will dictate a deeper source region for a silicate magma, the extreme temperature dependence of the viscosity of sulfur may exert greater control on a sulfur magma flow regime.

McEwen and Soderblom (1983) considered the implications of this viscosity variation for volcanism on Io and speculated on the subsurface dynamics of a liquid sulfur supply region. They proposed that a reservoir of liquid sulfur within a silicate crustal matrix, at temperatures spanning the sulfur viscosity maximum, would contain two zones of more mobile fluid separated by the high-viscosity zone. They hypothesized that these two low-viscosity zones formed a sulfur aquifer associated with two different types of volcanic eruptions differing in magma temperature and composition – low temperature (∼400 K) S-SO₂ events, and 650 K or higher eruptions of sulfur.

McEwen and Soderblom (1983) related the colour of the surface material around a volcanic feature to the eruption temperature of the magma (obtained from infrared heat flow measurements). Elemental sulfur undergoes distinct colour changes at different temperatures in the liquid range. Sulfur dioxide and liquid sulfur quenched from below 432 K are white and pale yellow under laboratory conditions. These colours were recorded around low temperature calderas on Io. At 600 K and higher, sulfur is dark brown and black. Such dark deposits were observed around high-temperature calderas, and McEwen and Soderblom (1983) associated these deposits with hotter sulfur. If the magma ascent is isothermal, as suggested by Kieffer (1982), then the temperature of the magma source region can be inferred directly from the colour of surface deposits. McEwen and Soderblom (1983) used this argument to propose that the low-viscosity zone at the top of a liquid sulfur reservoir heats SO₂ and drives the low-temperature eruptions which have
light-coloured deposits, and that the low-viscosity zone at greater depth supplies hotter sulfur magma to the high-temperature eruptions and is responsible for the dark surface deposits.

The qualitative model of McEwen and Soderblom (1983) is developed in this thesis into a numerical model of the liquid sulfur aquifer. This is used to examine the feasibility of such a reservoir as a source region for sulfur magma on Io, within the context of crustal structure and the observational constraints of mass and heat flux at the surface.

1.2 Observations and Constraints

Mass and heat flux estimates at the surface of Io provide some constraints on volcanic activity. Infrared spectroscopy has provided values for the global average heat flow and for temperatures and heat fluxes at localized hot spots coinciding with the locations of volcanic calderas (e.g. Pearl and Sinton, 1982; McEwen et al., 1985; Veeder et al., 1994). Tidal forces are assumed to produce the bulk of the escaping heat energy, which has been estimated at up to $10^{14}$ W (Veeder et al., 1994), for a global average of 2.5 W/m$^2$. Researchers agree that most of this heat flow is radiated from the hot spots (Veeder et al., 1994) and is therefore not representative of the conductive heat flux through the lithosphere. Reasonable values for this conductive flux are as low as 0.1 W/m$^2$ (Carr, 1986) or as high as 0.5 W/m$^2$ (McEwen et al., 1989). Associated near-surface temperature gradients range anywhere from 25 K/km to 160 K/km for a silicate lithosphere, depending on the thermal conductivity.

A number of researchers have suggested that the upper crust of Io is rich in sulfur. This had already been proposed before the Voyager encounters (e.g. Nash and Fanale, 1977). After the return of the first photographic images of the surface, sulfur was quickly championed based on the match between the colours of Io and those of various allotropes
Chapter 1. Sulfur Volcanism on Io

of elemental sulfur (e.g. Smith et al., 1979). This colour-matching scheme has since been called into question by Young (1984) on the basis of the instability of those coloured allotropes. He argues that the conditions on the surface of Io should cause the reversion of red $S_3$ and $S_4$ to the stable $S_8$ form of sulfur. A combination of low temperatures and bombardment of the exposed surface by x-rays would prevent $S_3$ and $S_4$ from existing for more than a few hours. Since $S_8$ is colourless below 150 K, and the average surface temperature on Io is 130 K (Nash et al., 1986), sulfur should not be responsible for any colouration. Spectroscopic data remains, however, a source of inspiration for those who argue the case of abundant sulfur on the surface of Io.

The similarity of Io's spectral reflectance in the UV through near infrared wavelength range with laboratory spectra of powdered sulfur (e.g. Fanale et al., 1974) led to crustal models such as that proposed by Smith et al. (1979). Their model consisted of layers of sulfur dioxide and sulfur near the surface, with possibly a molten sulfur "ocean" below this and overlying a silicate basement. However, topographical features on Io with relief of 2 km preclude a dominantly sulfur crust. Clow and Carr (1980) argue that structural failure would occur for the observed caldera depths and scarp heights. Chapter 4 details independent calculations for viscous relaxation of sulfur topography on Io which confirm this conclusion. Brief relaxation times of less than one week argue against the likelihood of a crust composed mainly of sulfur. Modifications of the Smith et al. (1979) layered crustal model must therefore be sought.

McEwen and Soderblom (1983) propose a crust that is largely non-sulfur for a different reason. If sulfur exists as the molten ocean described by Smith et al. (1979), the Rayleigh number, although ill-defined for a fluid with such variable properties, will be very large ($> 10^{15}$), and therefore the fluid will be freely convecting and thermally mixed. However, the two classes of volcanic eruptions require the existence of two distinct low-viscosity zones within the liquid sulfur layer. Invoking flow in a porous medium reduces the
Rayleigh number of the system by many orders of magnitude and may enable the sulfur layer to remain thermally stratified. For constant properties, the ratio of the Rayleigh numbers for non-porous and porous flow in a layer of depth \( b \) is

\[
\frac{Ra}{Ra_{\text{por}}} = \frac{b^2}{k}
\]

where \( k \) is the permeability of the porous medium. The depth of a porous layer containing liquid sulfur will be greater than the depth of an entirely fluid sulfur layer because the thermal gradient through a porous silicate lithosphere will be lower. However, with the parameters adopted herein, the Rayleigh number is still more than thirteen orders of magnitude less, whereas the critical Rayleigh number for convection in a porous medium is little more than one order of magnitude less than that for convection in a purely fluid layer. This should prevent thorough mixing of the sulfur layer and ensure that the two low-viscosity temperature ranges remain at separate depths. For this reason McEwen and Soderblom (1983) propose a model where liquid sulfur is mobile within a matrix of silicates or impure sulfur compounds.

Arguments for sulfur eruptions have been widely based on Voyager infrared data, which returned estimates of surface temperatures at volcanic calderas from 400 K to 650 K (Pearl and Sinton, 1982), spanning the liquid sulfur range. Early ground-based measurements similarly pointed to temperatures slightly greater than 600 K (Sinton, 1981). The type example of what McEwen and Soderblom (1983) classified as a high temperature sulfur eruption is associated with the volcano Pele. Pearl and Sinton (1982) used infrared data to model Pele as a 654 K circular area of radius 6 km superimposed on a larger, low temperature hot spot. McEwen and Soderblom (1983) match this result, and the dark surface deposits around Pele, to the extrusion and quenching of 650 K molten sulfur. More recent observations and calculations point to higher temperature infrared outbursts >1000 K. Blaney et al. (1994) modelled a 1990 outburst on Io as
being a large, erupting lava flow cooling from 1225 K. Two analyses of an earlier event in 1986 conferred temperatures of 900 K and 1550 K on that outburst. Such temperatures are consistent with the presence of silicate melts (Veeder et al., 1994), but are too high to account for liquid sulfur at surface pressures.

Average mass flux estimates for eruptions can be obtained from resurfacing rates. An order of magnitude method for determining a resurfacing rate through energetics equates the heat energy lost by cooling erupted magmas to the global heat flux $\Delta E = 10^{14}$ W (e.g. Blaney et al., 1994). This neglects the contribution of the kinetic energy of plumes, which Johnson and Soderblom (1982) have estimated at less than one percent of the total. Taking into account cooling through both liquid and solid phases,

$$\Delta E = \rho_m c_m \Delta T_m + \rho_s L_s + \rho_s c_s \Delta T_s$$  \hspace{1cm} (1.1)

where the subscripts $m$ and $s$ refer to the molten and solid states, respectively, of the density $\rho$, heat capacity $c$, temperature $T$, and latent heat of fusion (solidification) $L$. Using values from Turcotte and Schubert (1982) for silicate properties, with an initial melt temperature of 1300 K and a final temperature of 130 K, equal to the surface temperature of Io, a silicate resurfacing rate of $2.2 \times 10^4$ m$^3$/s (1.66 cm/year) will provide the required energy budget. This is similar to the value 1.33 cm/year obtained by Blaney et al. (1994). Sulfur has a much lower heat of fusion ($\approx 4 \times 10^4$ J/kg), and so $1.4 \times 10^5$ m$^3$/s, or 10 cm/year, must be extruded to supply the same power upon cooling from 650 K.

Veeder et al. (1994) report intense infrared emissions during 4% of their observation time. If this is taken as a measure of eruptive frequency, then during any one event the eruption rate is 25 times the average resurfacing rate. The volume flux for a sulfur eruption would be $3.5 \times 10^6$ m$^3$/s, which is equivalent to about $7.2 \times 10^9$ kg/s. This translates into an advected heat flux of $4.7 \times 10^{15}$ W during the course of a 650 K
eruption. The same analysis for resurfacing by 400 K sulfur yields mass and heat fluxes per eruption of $1.1 \times 10^{10}$ kg/s and $5 \times 10^{15}$ W, respectively. The silicate resurfacing rate only demands an effusion rate one tenth of that for hot sulfur, which again agrees with a calculation by Blaney et al. (1994) based on their observation of a diffusing infrared outburst.

The geotherm will constrain the depth at which sulfur melts. Carr (1986) calculated various geothermal profiles based on the maximum heat flux that could be sustained through the lithosphere without causing thinning. A model geotherm from Carr (1986) for a 30 km thick lithosphere with a thermal conductivity of 4.5 W/m is redrawn in figure 1.1, along with the sulfur liquidus and vaporization curves. Also included are the steepest geotherm advocated by Smith et al. (1979) and a conservative geotherm for a pure sulfur upper crust based on a conductive heat flux of 0.1 W/m$^2$. Although the melting temperature is relatively unaffected by depth, the boiling point is a strong function of pressure. The vaporization curve and the geotherm never intersect, even for the Smith et al. (1979) gradient. Sulfur will remain stable as a liquid deep into the lithosphere, and therefore it is warranted to model a single phase fluid in the aquifer.

Carr's (1986) geotherm is adopted as a constraint on temperatures and associated fluid properties throughout the aquifer, providing conditions with which to test the hypothesis by McEwen and Soderblom (1983) that the two low-viscosity zones contribute to separate styles of volcanic eruptions. The derived estimates of mass and heat fluxes during volcanic events are compared with those of the theoretical modelling.
Figure 1.1: Geotherm and Sulfur Phases

1.3 Model

1.3.1 Initial and boundary conditions

A hydrological approach is adopted to model the magma source regions for sulfur volcanoes on Io. The region of the lithosphere below the melting depth of sulfur, illustrated in figure 1.2, constitutes the field of interest. Since liquid sulfur may exist deep into the crust, there is no well-defined lower boundary, and free inflow-outflow conditions are assumed at the bottom. The domain is modelled as a two-dimensional, single-phase aquifer of pure liquid sulfur. Saturated conditions are assumed, and the porous crust is non-deforming, although it may be heterogeneous in permeability and porosity. The assumption of pure sulfur is justified by an interest in the role of fluid thermodynamic properties in controlling flow in the layer. Attention is confined to the horizontally extended region of liquid sulfur, and phenomena associated with a possible magma chamber or fluid conduit to the surface, which may be very complex and involve phase changes, are not dealt with. There are no internal heat sources within the layer, and convection is driven by thermal buoyancy forces alone.

Three basic cases (A, B, and C) are examined. All models are run in a box of depth 10 km and width 6 km. The top of the aquifer remains at a constant temperature of 393 K, and the bottom at 1000 K. There is no mass or heat flux normal to the axis of symmetry at $x=0$. A superhydrostatic pressure of zero at the base of the domain permits fluid inflow or outflow as needed, in order to provide the least restrictive boundary condition for the ill-constrained lower region of the aquifer.

Model A is designed to establish the convection patterns in the aquifer. A sinusoidal temperature perturbation is imposed and allowed to evolve in time. There is no flow through the vertical sides, in order to simulate a convective pattern repeating infinitely in the $x$ direction.
A saturated aquifer of pure liquid sulfur exists within a permeable silicate crust. Partially molten silicate intrusions may supply a source of heating from below. The numerical model does not include a possible sulfur magma chamber and conduit to the surface. Some models include a region of greater permeability representing a fracture network leading to the magma chamber. Boundary conditions are shown in the enlarged illustration of the mathematical domain.
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As a test of the influence of the crustal permeability, a variation of model A is run at permeabilities of $2 \times 10^{-11} \text{ m}^2$ to $8 \times 10^{-11} \text{ m}^2$ and the associated average heat flow through the aquifer is calculated. Initial conditions for this suite of models are identical to those for model A with the exception that the bottom boundary is 1.5 km below the top of the aquifer, at a temperature of 484 K. As well, the domain is only 1.5 km long, corresponding to the most stable wavelength of perturbation.

Model B has the same initial and boundary conditions as model A, but includes a vertically extended, higher-permeability zone along the reflection axis $x=0$. This heterogeneity extends out to $x=100 \text{ m}$, and is illustrated in the enlarged crustal section in figure 1.2. The permeability is increased by an order of magnitude inside the “pipe” to represent possible greater fracturing below, and leading to, the magma chamber.

Model C allows fluid to escape from the top of the aquifer to feed a magma chamber or conduit. The initial conditions are the steady-state results of model A. The zero mass flux condition is removed for two outflow nodes feeding the magma chamber from the top boundary, from $x=0$ to $x=100 \text{ m}$. Fluid is allowed to enter from the boundary at $x=6 \text{ km}$ to replenish the aquifer. This is accomplished by specifying the superhydrostatic pressure to be zero at all of these nodes. There is effectively an infinite supply of liquid sulfur from which to recharge the aquifer. The rise and escape of magma is driven solely by fluid density contrasts and not via a pressure drop.

1.3.2 Fluid thermodynamic equations

The governing equations are those of mass, momentum, and energy balance. The Boussinesq approximation for an incompressible fluid in a non-deforming porous matrix leaves only the velocity $v$ in the mass conservation equation.

$$\rho v_{i,i} = 0$$ (1.2)
The momentum equation is given by Darcy's Law

$$\rho v_i = -\frac{k}{\nu} (p,i - (\rho - \rho_0)g,i)$$

(1.3)

where $p$ is the superhydrostatic pressure only. The velocity is pre-multiplied by the density in order to use the kinematic viscosity $\nu$ as a variable, rather than the dynamic viscosity. This renders the equations more tractable because the density does not appear explicitly in each term. The density is also implicitly allowed to vary with temperature by virtue of the definition of $\nu$, so that the Boussinesq approximation is not strictly followed. The permeability is denoted by $k$, $\rho_0$ is a reference density, and $g$ is the gravitational force, which acts in the $-\hat{y}$ direction. In the heat equation

$$\rho c v_i T,i + (-\lambda_m T,i) + \rho_m c_m \frac{\partial T}{\partial t} = 0$$

(1.4)

c is the specific heat capacity at constant pressure, $\lambda$ is the thermal conductivity, $T$ is temperature, and $t$ is time. Unsubscripted properties are those of the fluid and the subscript $m$ denotes material averaged properties. These averages are weighted according to the porosity $\phi$ as

$$x_m = \phi x_{\text{fluid}} + (1 - \phi) x_{\text{solid}}$$

Allowing for spatial variations in permeability and porosity, equation (1.4) is expanded in cartesian coordinates as

$$\rho_m c_m \frac{\partial T}{\partial t} + \left[ \rho u c + (\lambda - \lambda_s) \frac{\partial \phi}{\partial x} \right] \frac{\partial T}{\partial x} + \left[ \rho v c + (\lambda - \lambda_s) \frac{\partial \phi}{\partial y} \right] \frac{\partial T}{\partial y}$$

$$-\lambda_m \frac{\partial^2 T}{\partial x^2} - \lambda_m \frac{\partial^2 T}{\partial y^2} = 0$$

(1.5)

Here $\lambda_s$ indicates the thermal conductivity of the solid porous medium, and $u$ and $v$ are the $x$ and $y$ components of velocity, respectively. Equation (1.6) is solved simultaneously
with the following flow equation obtained by the substitution of equation (1.3) into the
continuity equation (1.2):
\[
\left( \frac{k \partial \nu}{\nu \partial T} \frac{\partial T}{\partial x} - \frac{\partial k}{\partial x} \right) \frac{\partial p}{\partial x} + \left( \frac{k \partial \nu}{\nu \partial T} \frac{\partial T}{\partial y} - \frac{\partial k}{\partial y} \right) \frac{\partial p}{\partial y} - k \frac{\partial^2 p}{\partial x^2} - k \frac{\partial^2 p}{\partial y^2}
\]
\[
+ \left[ k \frac{\partial \rho}{\partial T} \left( \frac{\partial T}{\partial y} - \frac{\partial T_o}{\partial y} \right) + \left( \rho - \rho_o \right) \left( \frac{\partial k}{\partial y} - \frac{k \partial \nu \partial T}{\nu \partial T} \right) \right] g = 0
\]

Fluid properties vary with temperature only. The physical constraints demanded by
the Boussinesq approximation (including the neglect of pressure effects) are outlined in
Appendix B.

1.3.3 Parameters

The temperature dependence of the density, heat capacity at constant pressure, and
kinematic viscosity of liquid sulfur are presented graphically in figure 1.3 for the liquid
temperature range at atmospheric pressure. A comparison with the original data is illus­
trated in Appendix A. The variation of density with temperature is constant everywhere,
and the heat capacity remains constant at 1020 J/kg/K after 717 K. The viscosity in­
creases linearly, beyond 717 K, from about \(7 \times 10^{-5}\) Pa-s to twice that value at 1000 K.
Numerical experiments in chapter 3 reveal that the small variation in viscosity from 393
K to 432 K is not likely to affect fluid convection, and so the viscosity is approximated as
constant in that temperature region. Fluid and crustal properties are listed in table 1.1
along with other physical parameters that are identical for all models presented below.

Assumptions about fluid properties and boundary conditions far below the viscosity
maximum are difficult to make. The depolymerization temperature for sulfur does not
change appreciably with pressure (Vezzoli et al.,1969), and so the viscosity is likely to
remain on the same order as it is at 717 K and atmospheric pressure. Experimental
data from Heath (1995) at 1 GPa and 723 K shows a viscosity for sulfur of about 2
Figure 1.3: Liquid Sulfur Properties

(a) Density (Tuller, 1954). (b) Specific heat capacity at constant pressure (West, 1959). (c) Kinematic viscosity (based on dynamic viscosity in Tuller, 1954). (d) Log-linear plot of kinematic viscosity. The dotted line is the 432 K polymerization temperature.
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Table 1.1: Sulfur Aquifer Parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>gravitational acceleration $g$</td>
<td>$1.7 \text{ m/s}^2$</td>
</tr>
<tr>
<td>top boundary temperature</td>
<td>$393 \text{ K}$</td>
</tr>
<tr>
<td>silicate matrix</td>
<td></td>
</tr>
<tr>
<td>thermal conductivity $\lambda$</td>
<td>$4.5 \text{ W/m/K}$</td>
</tr>
<tr>
<td>density $\rho$</td>
<td>$2700 \text{ kg/m}^3$</td>
</tr>
<tr>
<td>specific heat capacity $c_p$</td>
<td>$1000 \text{ J/kg/K}$</td>
</tr>
<tr>
<td>permeability $k$</td>
<td>$6 \times 10^{-11} \text{ m}^2$</td>
</tr>
<tr>
<td>porosity $\phi$</td>
<td>$0.10$</td>
</tr>
<tr>
<td>liquid sulfur</td>
<td></td>
</tr>
<tr>
<td>$\lambda$</td>
<td>$0.2 \text{ W/m/K}$</td>
</tr>
<tr>
<td>$\rho$ ($\text{kg/m}^3$)</td>
<td>$2032 - 0.59T$</td>
</tr>
<tr>
<td>$c_p$ ($\text{J/kg/K}$)</td>
<td></td>
</tr>
<tr>
<td>$T &lt; 432 \text{ K}$</td>
<td>$220.1e^{(T-426)/8} + 1000$</td>
</tr>
<tr>
<td>$T \geq 432 \text{ K}$</td>
<td>$508e^{-(T-432)/59} + 1020$</td>
</tr>
<tr>
<td>kinematic viscosity $\nu$ ($\text{m}^2/\text{s}$)</td>
<td>$5 \times 10^{-6}$</td>
</tr>
<tr>
<td>$T &lt; 432 \text{ K}$</td>
<td></td>
</tr>
<tr>
<td>$T \geq 432 \text{ K}$</td>
<td>$\left[\left(\frac{T-432}{76}\right) \text{sech}\left(\frac{T-432}{28}\right)\right]^2 + \frac{(T-432)}{4 \times 10^6} + 5 \times 10^{-6}$</td>
</tr>
</tbody>
</table>
Pa-s. Although this pressure is more than ten times the pressures encountered in the lithosphere of Io, the results lend value to the assumption of a relatively constant viscosity above 717 K.

If the viscosity remains constant, the heat capacity is less likely to show extreme variation until critical point temperatures are reached. Thus the heat capacity of liquid sulfur is also assumed to remain constant below the high-viscosity barrier. The bottom of the modelling domain is kept no higher than 1000 K to avoid speculating on the fluid properties and dynamics at elevated pressures and temperatures.

The thermal conductivity of the silicate crust is the same as that chosen by Carr (1986), in order to remain consistent with his geotherm. The density reflects that of an iron-poor, or silicic, crust. Smith et al. (1979) argued that if molten silicate intrusions came into contact with sulfur, iron in the silicate would tend to react with the sulfur to form sulfides. The denser sulfides would sink and permanently remove this sulfur from the supply region. Thus a differentiated, silicic crust is assumed.

The natural permeability of unfractured silicates is much lower than $10^{-11}$ m$^2$. A typical value for granite, a silicic rock, is $10^{-19}$ m$^2$ (Turcotte and Schubert, 1982), which is basically impermeable. There would be almost no fluid circulation in such material. Thus fractures must play an important role in the flow. The adopted value represents a large-scale average which includes the contribution of fractures, and possibly fragmented pyroclastic silicate material. The mechanics of fracture flow are likely to better describe the fluid movement, and the use of Darcy's law for the momentum equation is a limitation of the numerical model. A permeability value becomes somewhat arbitrary, and is chosen to accommodate the upper limit on the velocity-grid cell size constraint in the model.

The relationship between the porosity and the permeability depends upon the assumed geometry of the pores and their connections. It affects the calculations insofar as material-averaged properties are concerned. A porosity much smaller than 0.10 would
not allow the thermal properties of sulfur to contribute to the fluid dynamics and would change the effective Rayleigh number of the system.

1.3.4 Numerical model

Solutions to the pressure and temperature fields are approximated by the finite element method on a two-dimensional rectangular grid with triangular elements. Equations (1.6) and (1.6) are both of the form

\[ c_0 \xi + c_1 \frac{\partial \xi}{\partial t} + c_2 \frac{\partial \xi}{\partial x} + c_3 \frac{\partial \xi}{\partial y} + c_4 \frac{\partial^2 \xi}{\partial x^2} + c_5 \frac{\partial^2 \xi}{\partial y^2} + c_6 = 0 \]  

where the \( c_i \) are constant during solution. The linear equation (1.7) is written

\[ L(\xi) = 0 \]

and the finite element approach requires that the approximate solution \( \hat{\xi} \), when multiplied by an appropriate weighting coefficient \( \omega_i \) over the whole domain, satisfies

\[ \iint \omega_i L(\hat{\xi}) \, dx \, dy = 0 \]  

for \( i = 1, \ldots, n \), where \( n \) is the number of grid nodes. The value of \( \hat{\xi} \) within elements is expressed as a linear combination of the values at the node points.

\[ \hat{\xi}(x, y, t) = N_j(x, y) \xi_j(t) \quad , j = 1, \ldots, n \]

Taking the weighting functions \( \omega_i \) in equation (1.8) equal to the basis functions \( N_j \) is referred to as the Galerkin formulation. These basis or interpolation functions are linear, of the form

\[ N_i = a_i x + b_i y + c_i \]

\( N_i \) has a value of unity at node \( i \) and is zero at all other nodes. Substitution of the summation expression for \( \hat{\xi} \) into equation (1.8) results in a matrix equation for each
element. These element equations are solved simultaneously for all elements in the grid in the global matrix equation

\[ T_{ij} \frac{\partial \xi_j}{\partial t} + S_{ij} \xi_j + q_i = 0 \]

\( T_{ij} \) is the coefficient matrix of transient terms, \( S_{ij} \) contains the spatial coefficients, and \( q_i \) is a vector of constant terms including known fluxes. The time derivative is dealt with by an implicit finite difference scheme, so that the above equation becomes

\[ A_{ij} \xi_j^{t+\Delta t} = f_i (\xi_j^t) \]

Grid spacing is constrained according to typical expected velocities and the thermal diffusivity through a parameter \( Pe \) known as the Peclet number.

\[ Pe = \frac{V \Delta X}{\kappa} < 2 \]

This experimentally determined criterion ensures that the distance \( \Delta X \) between grid nodes is of the same order as the characteristic thermal diffusion distance \( \sqrt{\kappa t} \). For a highly non-linear problem such as the one under investigation, it was found that \( Pe \) must be smaller than suggested above, in order to accommodate sudden changes in fluid properties. The Courant number \( Ct \) is a similarly derived parameter which controls the size of the time step by allowing fluid to move no further than the distance across one element (at velocity \( V \)) during one time step.

\[ Ct = \frac{V \Delta t}{\Delta X} < 1 \]

Iteration within one time step is carried out between equations (1.3), (1.6) and (1.6) until convergence in the temperature field is satisfied. Boundary conditions allow the specification of a constant temperature or heat flux, and constant pressure or mass flux.
1.4 Model Results

The nature of the convective regime of the sulfur aquifer can be established from the results of model A. Convection will develop fully only in the upper region (figure 1.4). There is no interaction between the upper and lower sections of the aquifer because they are separated by the high-viscosity zone. Velocities in the deeper low-viscosity zone are small since the viscosity there is more than an order of magnitude higher than in the upper region. The length and time scales of convection are different above and below the high-viscosity barrier. Maximum velocities near the top of the aquifer are about 3.5 mm/day, almost ten times those in the lower part. The Rayleigh number in the lower part of the aquifer is close to the critical value. Increasing the horizontal extent of the domain might allow a more strongly convecting system to develop in the lower aquifer at the most stable wavelength.

The convected heat flux through the upper portion of the sulfur aquifer is presented in figure 1.5. The average value, integrated over the length of the domain, is about 2 W/m². This is of the same order of magnitude as the global surface heat flow of 2.5 W/m².

This convected heat flux is highly dependent upon the permability of the crust. Figure 1.6 illustrates this, showing the maximum integrated heat flux through the upper zone of the aquifer for various permeability values. The system falls below the critical Rayleigh number for permeabilities less than $2 \times 10^{-11}$ m², and the convected heat flux becomes zero.

The high-permeability pipe in model B permits greater vertical velocities in the aquifer, but there is still no flow across the high-viscosity barrier, and the aquifer remains divided. Figure 1.7 shows only the top of the domain for model B. A narrow, higher velocity plume develops where the permeability is greater.
Figure 1.4: Model A: Convection Patterns in Aquifer

Temperature contours and scaled fluid velocity vectors in the aquifer. Contours are every 10 degrees from 400 K to 460 K and every 100 degrees from 500 K to 900 K. The size of the arrow represents the magnitude of the velocity. Maximum velocities are about 3.5 mm/day in the upper region. The depth is measured from the top of the aquifer, which is 3.5 km below the surface of Io.
Chapter 1. Sulfur Volcanism on Io

Figure 1.5: Model A: Convected Heat Flux

Heat flux convected through the upper layer of the aquifer. The integrated value is about 2 W/m$^2$.

The remaining model C simulates the withdrawal of fluid from the aquifer in order to feed eruptions at the surface. In this case fluid is allowed to escape out of the top boundary from $x=0$ to $x=100$ m. Thermal buoyancy forces power the withdrawal of magma. An infinite supply of fluid is available from the boundary at $x=4$ km. The mass and heat fluxes at the outflow nodes are calculated for each time step and plotted in figure 1.8. During a start-up period of about 15 years, the exit temperature increases from 393 K to a fairly steady 429 K as heat is advected towards an initially cold outflow region. Exit velocities increase by an amount equal to the increased buoyancy force due to the new temperature. The response of the heat flux is magnified because of the changing temperature. Mass and heat fluxes decrease in tandem as a steady state exit velocity is approached due to the establishment of a steady driving pressure field. The mass flux levels off at about $2.5 \times 10^{-4}$ kg/s/m$^2$, with an advected heat flux of 125 W/m$^2$. 
Figure 1.6: Influence of Permeability on Convected Heat Flux

Maximum average heat flux convected through the upper layer of the aquifer for different values of the crustal permeability.

1.5 Discussion

1.5.1 Thermal stratification of the aquifer

Within the confines of the chosen parameters, the result of model A supports the assumption by McEwen and Soderblom (1983) that two zones of low-viscosity sulfur would exist at different depths in a porous crust and would not be thermally mixed. This separation then requires that some mechanism exist to tap the deep region of hot, low-viscosity fluid and feed Pele-type eruptions according to the McEwen and Soderblom (1983) hypothesis. The role of crustal heterogeneity in this regard is examined using model B. A high-permeability pipe extending from the top of the aquifer down below the 460 K viscosity barrier does not succeed in bringing hot sulfur to the upper boundary of the domain. If fluid were to be allowed to escape from the top of the aquifer in model B, the higher permeability would simply enhance outflow velocities for sulfur at 400 K from the upper zone. Hotter fluid would not be drawn from the deeper zone. This conclusion would probably not change qualitatively for a large range of permeability contrasts, as long as
Figure 1.7: Model B: High-Permeability “Pipe”

Top kilometre of the aquifer showing the effect of high permeability from $x=0$ to $x=100$ m.

an infinite supply of liquid sulfur is assumed at the right-hand boundary $x=6$ km.

An alternative to crustal heterogeneity for bringing hot sulfur to the top of the reservoir is the suppression of the viscosity maximum. This has been documented to occur with the addition of both halogens and H$_2$S to liquid sulfur. Chang and Jhon (1982) developed theoretical expressions for the viscosity of sulfur with halogen impurities which agree well with experimental results by Fanelli (Fanelli, 1946, in Chang and Jhon, 1982). The viscosity increase after 432 K is greatly damped, rising to less than 0.02 Pa·s at 460 K, compared to the pure sulfur viscosity of almost 100 Pa·s. The viscosity maximum for halogen-doped sulfur was not reached within the temperature range investigated by Chang and Jhon (1982), but at 520 K the viscosity was still under 0.06 Pa·s for all the halogens and concentrations involved.

Although there is no reason to suspect that halogens are present on Io, Nash and Howell (1989) have proposed a similarity between the infrared reflection spectrum of Io and laboratory spectra of hydrogen sulfide frost at 77 K and 10$^{-5}$ atm. Wiewiorowski and Touro (1966) calculated, in agreement with experimental data, the viscosity of liquid sulfur containing H$_2$S, based on the average chain length in the polymerized state. As
with halogens, the chain termination reactions which take place drastically reduce the viscosity. At 510 K, sulfur saturated with H\textsubscript{2}S at 1 atm has a viscosity of only 0.125 Pa-s.

Since the polymerization temperature of pure sulfur does not change by more than 20 K from atmospheric pressure to 60 MPa (10 km depth) (Vezzoli et al., 1969), the suppression of the viscosity maximum should remain stable with depth as well. This would most likely enable whole-domain convection to develop. In this case the aquifer would no longer be thermally stratified, defeating the hypothesis of McEwen and Soderblom (1983). Hot sulfur eruptions may be fed from thermal plumes in an entire, well-mixed reservoir. Lower-temperature eruptions, which may still be heated to nearly 400 K by the sulfur aquifer, might be fed solely by SO\textsubscript{2} circulating in a similar manner at a shallower depth.
1.5.2 Mass and heat fluxes

The model mass and heat fluxes at the outflow regions are many orders of magnitude less than the observed and calculated fluxes at the surface of Io. The first conclusion to be drawn is that the sulfur aquifer, as modelled, cannot directly supply the surface eruptions. Rather, sulfur magma must be collected and stored at some point between the reservoir and the surface. Eruption intervals and durations may be roughly calculated based on the supply rate of magma from the reservoir.

Before comparing the model results with surface data, a reinterpretation of the resurfacing rate as calculated in section 1.2 may be in order, considering the heat flux convected through the upper aquifer in model A. The calculations of section 1.2, and those of Blaney et al. (1994), rely on volcanism to supply the entire measured heat flux from Io, with the result that resurfacing rates are much larger than the minimum 0.1 cm/year needed to erase the cratering record (Johnson and Soderblom, 1982).

This need not be the case. Although conduction through the lithosphere probably does not contribute much to global heat flow, convecting fluids in the crust may transport heat much more efficiently to the surface. The heat flux convected through the top part of the aquifer is of the same order of magnitude as the globally averaged surface heat flow (2.5 W/m²) observed by Veeder et al. (1994), if the permeability of the crust is high enough. This indicates that if the liquid sulfur aquifer (and possibly a SO₂ aquifer) is present more or less continuously around Io, velocities may be sufficient to deliver a large part of this global heat flow by fluid circulation in the crust. The energetics of resurfacing may have to be equated with a fraction of the total heat flow.

Veeder et al. (1994) have reported that more than four fifths of the measured heat flux is radiated from relatively low-temperature areas under 200 K. The 20% contribution from regions with an apparent surface temperature greater than 200 K includes small,
localized hot spots associated with volcanic centers. For example, as did Pearl and Sinton (1982), Veeder et al. (1994) model Pele as a 650 K circle of average radius 6 km, superimposed on a warm area (<200 K) of radius 300 km to 600 km. The areally averaged heat fluxes over these two complimentary regions are displayed in figure 1.9. The average 20% contribution from hot spots greater than 200 K could be considered a maximum supplied by cooling magma and volcanic plumes, with the remaining 80% derived from conduction and convection within the lithosphere. The heat flux from the large, relatively low-temperature Pele component is an order of magnitude greater than that convected through the upper part of the aquifer. However, such uncertainties exist in the model parameters that it is conceivable that fluid convection in the crust of Io could deliver a large part of that power.

If resurfacing accounts for only 20% of the global heat flux, then the estimates of the
resurfacing rates may be revised downwards. The silicate resurfacing rate approaches the lower limit based on the obliteration of the cratering record on Io (Johnson and Soderblom, 1982). A sulfur eruptive mass flux would be close to $1.5 \times 10^9$ kg/s, with an advected heat flux of $1 \times 10^{15}$ W.

These flux values may be greater than the actual magma mass and heat fluxes. Besides omitting any convective heat transport through the crust, the resurfacing rate calculated in section 1.2 entirely neglects solid pyroclastic material in the volcanic plumes. Equation (1.1) assumes that all material is cooled from its liquidus temperature, whereas there may be significant entrained solids which are not supplied from a magma chamber. It would be difficult to estimate the relative proportions of initially solid and liquid material ejected from a volcano, but including solid near-surface ejecta in the resurfacing calculations would diminish the required magma flow rate. For example, Johnson and Soderblom (1982) point out that an analysis of the volcanic plume Loki, from Voyager images, yielded a fine particulate mass flux of up to $10^8$ kg/s, equivalent to 1 cm/year of global resurfacing during the period of eruption. Much of this may have originated from above the magma supply region.

A final point in the estimation of individual eruptive fluxes is that some volcanoes may be continuously active for years at lower temperatures (e.g. 400 K S-SO$_2$ volcanoes in McEwen and Soderblom, 1983), while others may have short-lived eruptions corresponding to the observed high-temperature outbursts of Veeder et al. (1994). Individual flow rates will be highly variable, and it is simplistic to apply an average value to a particular volcano or type of eruption.

Factoring in thermal convection in the crust and solid pyroclastic plume material as contributors to heat flow, magmatic eruption rates are assumed to be responsible for one tenth of the global $10^{14}$ W. This yields a mass flux per eruption of approximately $5 \times 10^8$ kg/s and a corresponding advected heat flux of $5 \times 10^{14}$ W.
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The rate of magma supply from the model reservoir C is about $2.5 \times 10^{-4}$ kg/s/m$^2$, and the heat flux is 125 W/m$^2$ (figure 1.8). The area of the reservoir outflow region will determine the total mass and heat flux supplied to a magma chamber. Since the domain is symmetric, the total width of the outflow region is 200 m. Assuming a 1 km length perpendicular to this, the area is $2 \times 10^5$ m$^2$. The total mass flux would be 50 kg/s, which is $10^{-7}$ times the surface flux. At this rate, a one day eruption, bringing $4.3 \times 10^{13}$ kg of liquid sulfur to the surface, would necessitate a supply time of almost 28 000 years. This is clearly in discord with the high rate of volcanic activity observed on Io. It would take 56 000 years to resurface Io completely with the minimum 0.1 cm/year rate required by the cratering record argument.

The heat flux of $2.5 \times 10^7$ W leaving the reservoir is similarly only $5 \times 10^{-8}$ times the eruptive surface value. If all the heat energy supplied to the magma chamber is transported to the surface in the above one-day eruption, the heat flux would be $2.5 \times 10^{14}$ W. Averaged over 28 000 years, this is one millionth of the global heat flow assumed to be due to magma transport.

Model results and surface observations are difficult to reconcile even within orders of magnitude. This calls into doubt the importance of a liquid sulfur aquifer in terms of a global contribution to volcanic output on Io. The assumption of Darcy flow for liquid sulfur, and the porosity and permeability distributions that accompany this assumption, do not provide the required mass and heat fluxes demanded by the observed rate of activity on the surface of Io. Although this conclusion lends support to resurfacing by silicate volcanism, convection of liquid sulfur in the crust could still supply a significant fraction of the observed global heat flow.
1.5.3 Crustal recycling

If sulfur volcanism is important on Io, the continued existence of a liquid sulfur aquifer depends upon recycling what is erupted. Burial will result in eventual remelting and reincorporation into the supply region. The same is true of any equivalent SO$_2$ layer, which would be at a shallower depth because SO$_2$ melts at a lower temperature. However, the assumption that reservoirs in a porous silicate crust supply uniquely sulfur and SO$_2$ eruptions poses problems with the fluid recycling system. If the crust of Io is mainly silicate, as suggested by McEwen and Soderblom (1983) and from the magnitude of topographic variations on the surface (Clow and Carr, 1980; chapter 4), then erupted sulfur must migrate downwards, through a relatively impermeable crust, to rejoin the aquifer. In the absence of silicate volcanism, continued burial by other sulfur and SO$_2$ eruptions would tend to cause a sulfur-rich layer to accumulate over a silicate subcrust. This is the scenario envisaged by Smith et al. (1979) but questioned on the basis of inconsistency with the surface topography.

If both sulfur (and SO$_2$) and silicate volcanism coexist, the entire lithosphere would be extensively recycled. Burial of sulfur on the surface of Io by silicate lava flows and pyroclastic ejecta would increase the likelihood of returning sulfur to its melting depth in the lithosphere. Moreover, a young crust of fractured silicate lava flows and pyroclastics would be more permeable than an older, passive silicate crust.

1.6 Conclusions

Although parameter uncertainties are significant, the result of modelling a sulfur magma reservoir according to the hypothesis of McEwen and Soderblom (1983) — as an aquifer of pure liquid sulfur within a porous silicate crust — suggests that mass and heat fluxes are insufficient to power the volcanic activity observed on the surface of Io.
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The high-viscosity zone centered around 460 K impedes the transport of sulfur from the lower regions of the aquifer to the upper boundary. This remains the case when a high-permeability pipe extends to depth below the outflow area. Thus some mechanism other than purely thermal convection would need to exist in order to tap the deeper region of the reservoir and supply hot sulfur to a volcanic eruption. If impurities in the sulfur such as H$_2$S suppress the viscosity maximum sufficiently, whole-aquifer convection would develop, and this would enable hot sulfur to rise and feed a magma chamber.

While results indicate that the mass and heat fluxes from the reservoir are incompatible with those for eruptions at the surface, convection of liquid sulfur in the crust of Io may transport a significant proportion of the globally averaged heat flux. This convected heat flow is highly dependent upon the assumed permeability of the crust, and falls to zero below a critical permeability of about $2 \times 10^{-11}$ m$^2$. Whereas previous high resurfacing rates are based upon equating the cooling of magma alone to the global thermal budget, a lower rate of extrusion is required if crustal fluid circulation is responsible for part of the heat flow.
Chapter 2

Model Construction and Benchmarking

2.1 Detailed Mathematical Model

Finite element modelling constitutes a method of numerical solution which offers more flexibility, in terms of grid set-up and subsequent alteration to the equation being solved, than the more popular finite difference approach. Integral to the mathematical formulation is choosing the shape of the elements and the manner in which an approximate solution will vary across these elements. Solutions to the equation are determined exactly at the node points in the grid, but require interpolation between the node points.

The equations were solved on a rectangular grid with triangular elements, as illustrated in figure 2.1. The $n$ nodes are numbered along the $y$ axis as shown, beginning in the top left hand corner. Numbering along the side of the domain with fewer nodes will result in the solution of matrices with a smaller bandwidth. The advantage in using a rectangular grid is the ease with which the grid may be set up. The drawback lies in the fact that spacing is constant between two adjacent coordinates. Thus if small elements are required in the vicinity of some $(x_i, y_i)$, this narrow spacing is propagated along all values of $x$ and $y$ throughout the grid. This may result in an unnecessarily large number of nodes and computation time.
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Figure 2.1: Finite Element Grid

The finite element grid has $i_f$ node points along the vertical. The shaded region illustrates the bandwidth of the matrices to be solved. A node $i$ is attached to 6 other nodes between $i - i_f$ and $i + i_f$. This results in a bandwidth of $2i_f + 1$.

2.1.1 Basis Functions

The use of triangular elements provides the simplest approach to the construction of a finite element model. Linear interpolation within triangular elements can be combined with a dense grid for any desired accuracy, and results in the solution of matrices with the smallest possible bandwidth.

An arbitrary triangular element has node coordinates $(x_i, y_i)$. The solution of an unknown function $\xi$ is sought at the node points, using the approximation that it varies linearly across the element. Within the element, this approximate function is denoted by $\hat{\xi}$, to distinguish it from the true function. It is a linear combination of the values of
\( \xi \) at the node points.

\[
\xi(x, y, t) = N_i(x, y) \xi_i(t)
\]

On a node \( i \), \( N_j \) and \( N_k \) are zero, \( N_i \) is unity. In a global coordinate system

\[
\xi = ax + by + c
\]

Since the approximate solution is equal to the true solution at the node points,

\[
\xi(x_i, y_i) = \xi_i = ax_i + by_i + c
\]

This provides the following three equations:

\[
\begin{pmatrix}
  x_1 & y_1 & 1 \\
  x_2 & y_2 & 1 \\
  x_3 & y_3 & 1
\end{pmatrix}
\begin{pmatrix}
  a \\
  b \\
  c
\end{pmatrix}
= \begin{pmatrix}
  \xi_1 \\
  \xi_2 \\
  \xi_3
\end{pmatrix}
\]

Solution of the above yields the coefficients \( a, b, c \) of the linear interpolation function \( \hat{\xi} \).

The computation was carried out symbolically using Mathematica\(^1\) software.

\[
a = \frac{1}{2A} \left[ (y_3 - y_2)\xi_1 + (y_1 - y_3)\xi_2 + (y_2 - y_1)\xi_3 \right]
\]

\[
b = \frac{1}{2A} \left[ (x_2 - x_3)\xi_1 + (x_3 - x_1)\xi_2 + (x_1 - x_2)\xi_3 \right]
\]

\[
c = \frac{1}{2A} \left[ (x_3y_2 - x_2y_3)\xi_1 + (x_1y_3 - x_3y_1)\xi_2 + (x_2y_1 - x_1y_2)\xi_3 \right]
\]

where \( A \) is the area of the element. Defining the following differences,

\[
\alpha_1 = y_3 - y_2 \quad \alpha_2 = y_1 - y_3 \quad \alpha_3 = y_2 - y_1
\]

\[
\beta_1 = x_2 - x_3 \quad \beta_2 = x_3 - x_1 \quad \beta_3 = x_1 - x_2
\]

\[
\gamma_1 = x_3y_2 - x_2y_3 \quad \gamma_2 = x_1y_3 - x_3y_1 \quad \gamma_3 = x_2y_1 - x_1y_2
\]

and substituting the expressions for \( a, b, c \) back into \( \hat{\xi} = ax + by + c \), the basis functions \( N_i \) are

\[
N_i = \frac{1}{2A} \left( \alpha_i x + \beta_i y + \gamma_i \right) \tag{2.1}
\]

\(^1\)Registered trademark of Wolfram Research, Inc.
2.1.2 Finite Element Equations

This section casts into finite element form a linear, second order, partial differential equation with constant coefficients.

\[
\frac{d^2 \xi}{dt^2} + c_1 \frac{\partial \xi}{\partial t} + c_2 \frac{\partial^2 \xi}{\partial x^2} + c_3 \frac{\partial \xi}{\partial y} + c_4 \frac{\partial^2 \xi}{\partial x^2} + c_5 \frac{\partial^2 \xi}{\partial y^2} + c_6 = 0 \tag{2.2}
\]

Non-linearity (e.g. \( c_i = c_i(\xi) \)) is dealt with by iterative solution, assuming each time a constant, but updated, coefficient \( c_i \). Equation (2.2) is a linear operator on \( \xi \) which will be denoted \( L(\xi) \). The approximate solution does not in general satisfy this equation, and the finite element approach seeks to minimize the residual

\[
L(\hat{\xi}) - L(\xi) = L(\hat{\xi}) \neq 0
\]

by requiring the integral over the entire domain

\[
\iint \omega_i L(\hat{\xi}) \, dx \, dy = 0 \quad i = 1, \ldots, n \tag{2.3}
\]

The \( \omega_i \) are arbitrary weighting functions for each of the \( n \) node points. If the \( \omega_i \) are all equal, the system of equations is underdetermined, with fewer equations than unknowns. Point collocation assumes \( \omega_i = \delta(x - x_i)(y - y_i) \) and so \( L(\xi_i) = 0 \) at every node point. However, with this approach the solution is sensitive to the positions of the nodes. Choosing these weighting functions to be equal to the basis functions \( N_i \) derived in the previous section is known as the Galerkin method. The residual is then made zero, in a piecewise sense, over each small domain defined by the basis function \( N_i \).

A full expansion is carried out using equation (2.2) with the summation expression \( \hat{\xi} = N_j \xi_j \) and the basis functions from equation (2.1).

The \( c_0 \) term becomes

\[
\iint N_i c_0 \xi \, dx \, dy = c_0 \xi_j \iint N_i N_j \, dx \, dy = c_0 \frac{A + A_\delta_{ij}}{12} \xi_j \tag{2.4}
\]
where $A$ is again the area. The time derivative is dealt with in a finite difference manner and is considered constant during this spatial finite element expansion.

$$\int \int N_i c_1 \frac{\partial \dot{\xi}}{\partial t} \, dx \, dy = c_1 \frac{\partial \xi}{\partial t} \int \int N_i \, dx \, dy$$

$$= c_1 \frac{A + A \delta_{ij} \frac{\partial \xi_j}{\partial t}}{12}$$  \hspace{0.5cm} (2.5)

The spatial first derivatives are

$$\int \int N_i c_2 \frac{\partial \dot{\xi}}{\partial x} \, dx \, dy = c_2 \frac{\partial \xi}{\partial x} \int \int N_i \, dx \, dy$$

$$= c_2 \frac{\alpha_j}{2A} \int \int N_i \, dx \, dy$$

$$= c_2 \frac{\alpha_j A}{2A 3}$$

$$= \frac{c_2 \alpha_j}{6} \xi_j$$  \hspace{0.5cm} (2.6)

and similarly

$$\int \int N_i c_3 \frac{\partial \dot{\xi}}{\partial y} \, dx \, dy = \frac{c_3 \beta_j}{6} \xi_j$$  \hspace{0.5cm} (2.7)

Green’s identity must be invoked to eliminate the second derivative in the spatial terms. Otherwise, the choice of linear interpolation between node points produces a second derivative equal to zero.

$$\int \int N_i c_4 \frac{\partial^2 \dot{\xi}}{\partial x^2} \, dx \, dy$$

$$= c_4 \int \int N_i \frac{\partial \dot{\xi}}{\partial x} \, dy - c_4 \int \int \frac{\partial N_i \partial \xi}{\partial x} \, dx \, dy$$

$$= c_4 \int \int N_i \frac{\partial \dot{\xi}}{\partial x} \, dy - c_4 \frac{\xi_j}{2A} \alpha_j \int \int dx \, dy$$

$$= c_4 \int \int N_i \frac{\partial \dot{\xi}}{\partial x} \, dy - c_4 \frac{\alpha_j}{4A} \xi_j$$  \hspace{0.5cm} (2.8)

$$\int \int N_i c_5 \frac{\partial^2 \dot{\xi}}{\partial y^2} \, dx \, dy$$

$$= c_6 \int \int N_i \frac{\partial \dot{\xi}}{\partial y} \, dx - c_6 \frac{\beta_i \beta_j}{4A} \xi_j$$  \hspace{0.5cm} (2.9)

In both equations (2.8) and (2.9) the integral around the element boundary represents the normal flux of the quantity $\dot{\xi}$ across that boundary. When these integrals are added
together, all fluxes across shared element boundaries cancel out, leaving only the flux into or out of the outside boundary of the entire domain. If this is a known quantity it becomes a specified boundary condition. The final constant term is

$$\int \int N_i c_6 \, dx \, dy = \frac{c_6 \, A}{3} \quad (2.10)$$

The above expressions (2.4) through (2.10) are grouped into temporal, spatial, and constant terms.

$$\frac{c_1 (A + A \delta_{ij})}{12} \frac{\partial \xi_j}{\partial t} + \left( \frac{c_0 (A + A \delta_{ij})}{12} + \frac{c_2 \alpha_j}{6} + \frac{c_3 \beta_j}{6} - \frac{c_4 \alpha_i \alpha_j}{4A} - \frac{c_5 \beta_i \beta_j}{4A} \right) \xi_j$$

$$+ \int \left( c_4 N_i \frac{\partial \xi_j}{\partial x} \, dy + c_5 N_i \frac{\partial \xi_j}{\partial y} \, dx \right) + \frac{c_6 \, A}{3} = 0 \quad (2.11)$$

Equation (2.11) is known as the element stiffness matrix equation. The entries in each of these 3x3 matrices must be correctly placed into the global equation according to the numbering scheme introduced in figure 2.1. If the nodes 1, 2, 3 of the triangular element are numbered i, j, k in the global scheme, then an entry $a_{12}$ in an element stiffness matrix, for example, is placed at the position $a_{ij}$ in the corresponding global matrix. The final entry in the global stiffness matrix is the sum of all contributions from each element stiffness equation.

The global equation contains temporal, spatial, and constant coefficient matrices $T_{ij}, S_{ij},$ and $q_i,$ respectively.

$$T_{ij} \frac{\partial \xi_j}{\partial t} + S_{ij} \xi_j + q_i = 0$$

The vector $q_i$ contains the boundary integrals from equations (2.8) and (2.9) as specified fluxes if they are known, along with the terms associated with the constant $c_6.$ The finite difference treatment of the time derivative, in an implicit sense, allows all constant terms and those known from the previous time step to be grouped together, with the following rearrangement:

$$\frac{1}{\Delta t} T_{ij} \left( \xi_j^{t+\Delta t} - \xi_j^t \right) + S_{ij} \xi_j^{t+\Delta t} + q_i^{t+\Delta t} = 0$$
\[
\left( \frac{1}{\Delta t} T_{ij} + S_{ij} \right) \xi_j^{t+\Delta t} + q_t^{t+\Delta t} - \frac{1}{\Delta t} T_{ij} \xi_j^t = 0
\]

\[A_{ij} \xi_j^{t+\Delta t} = f_i \left( \xi_j^t \right) \quad \text{(2.12)}\]

The right hand side of equation (2.12) is known, and the coefficient matrix \(A_{ij}\) is updated at each time step.

2.2 Validation Tests

In order to test the accuracy of the numerical model, results were benchmarked against analytic solutions for one-dimensional heat conduction and advection, and the critical Rayleigh number for two-dimensional thermal convection. All tests were carried out with constant property fluids in homogeneous porous media.

2.2.1 One-Dimensional Thermal Conduction

The finite element code was tested against the analytic solution of the one-dimensional heat conduction equation

\[
\frac{\partial T}{\partial t} - \kappa \frac{\partial^2 T}{\partial x^2} = 0 , \quad x \in [0, \infty) \quad \text{(2.13)}
\]

with the boundary conditions

\[
T(x, 0) = 100
\]

\[
T(0, t) = 150
\]

\[
T(\infty, t) = 100
\]

The value of \(\kappa\) is \(10^{-6}\).

The analytic solution is derived, as in Turcotte and Schubert (1982), by means of a similarity variable. Using

\[
\eta = \frac{x}{\sqrt{\kappa t}}
\]
equation (2.13) becomes the ordinary differential equation
\[
\frac{\partial^2 T}{\partial \eta^2} + 2\eta \frac{\partial T}{\partial \eta} = 0
\]
with the solution
\[
T = T(0,t) - (T(0,t) - T(x,0)) \text{erf} \left( \frac{x}{2\sqrt{\kappa t}} \right)
\]

The solution was advanced one hundred time steps from the initial conditions on a 100 m grid of constant 1 m spacing. Each time step corresponds to $10^6$ seconds, or about 11.6 days. This is equal to the characteristic diffusion time $\tau$ of heat across one grid cell, $\tau \sim L^2/\kappa$. The simulation time is such that the temperature disturbance never reaches the boundary at $x = 100$ m, satisfying the condition at $x = \infty$. Figure 2.2 shows
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the simulation results and comparisons with the analytic solution. Agreement between numerical and analytic solutions is close at all times, and may be improved by employing a smaller time step.

2.2.2 One-Dimensional Thermal Advection

The equation describing the transport of heat by both advection and conduction in a constant property flow field in one dimension is

$$\frac{\partial T}{\partial t} + u \frac{\partial T}{\partial x} - \kappa \frac{\partial^2 T}{\partial x^2} = 0, \quad x \in [0, \infty) \tag{2.14}$$

The same boundary conditions were chosen as for the conduction case.

$$T(x, 0) = 100$$
$$T(0, t) = 150$$
$$T(\infty, t) = 100$$

Ogata and Banks (1961) derived the standard analytic solution to equation (2.14).

$$T = \frac{T(0, t) - T(x, 0)}{2} \left\{ \text{erfc} \left( \frac{x - ut}{2\sqrt{\kappa t}} \right) + e^{ut/\kappa} \text{erfc} \left( \frac{x + ut}{2\sqrt{\kappa t}} \right) \right\} + T(x, 0)$$

The numerical solution was again calculated up to one hundred time steps from the initial conditions on a 100 m grid of constant 1 m spacing. Grid spacing is subject to the condition that the Peclet number $Pe < 2$, and the time step of $1 \times 10^6$ seconds is chosen so that the Courant number $Ct < 1$. The boundary at $x=100$ m is sufficiently far to accommodate the condition at $x = \infty$ without influencing the solution.

Results are shown in figure 2.3 for an advective velocity of $5 \times 10^{-7}$ m/s. Numerical dispersion along the advective front occurs in the model calculations. This is a ubiquitous phenomenon due to the truncated Taylor series employed in defining the temporal derivative in a finite difference sense. Reduction of the time step results in improved
Figure 2.3: One Dimensional Thermal Advection

(a) Comparison of numerical and analytic solutions after 100 time steps.
(b) Numerical solution at same time as (a) using one tenth the time step size.
agreement between the numerical and analytic solutions. Figure 2.3b shows that a sufficient reduction in the time step can nearly eliminate numerical dispersion.

2.2.3 Two-Dimensional Thermal Convection

No analytic solutions exist to describe time-dependent convective flow. However, for a small perturbation to the conductive state of a fluid layer, a linear stability analysis can determine whether the perturbation grows or decays exponentially in time. From this the well-known relation between the critical Rayleigh number for the onset of convection and the aspect ratio of the disturbance is constructed. For a fluid with constant properties in an infinite layer of a homogeneous, porous medium heated from below, the Rayleigh number is defined as

\[ Ra = \frac{\partial \rho g c k b \Delta T}{\nu \lambda_m} \]

for a layer of height \( b \) with a temperature difference of \( \Delta T \) between the top and bottom boundaries. The numerical model was tested by comparison against the theoretical plot of critical Rayleigh number versus non-dimensional wavelength of the perturbation. Figure 2.4 shows that results are in agreement with theory. The theoretical curve is given by

\[ Ra_{cr} = \left( \frac{\pi^2 + \frac{2\pi b}{\lambda}}{\frac{2\pi b^2}{\lambda}} \right)^3 \]

The minimum critical Rayleigh number for convection in a porous medium is 39.48, at a wavelength corresponding to \( \lambda=2b \). The numerical calculations were carried out with a cosine temperature perturbation in a closed box one wavelength long, at selected values of \( Ra \) for various box aspect ratios. No heat flux was allowed out of the ends of the box, in order to simulate identical conditions repeated along an infinite layer, and the top and bottom were kept at constant temperatures. The initial response of the perturbation is plotted. Critical Rayleigh number theory does not predict the time evolution towards
finite amplitude convective cells, and in general perturbation wavelengths revert to $\lambda=2b$, the most stable wavelength at the minimum critical Rayleigh number.

2.3 Summary

The finite element method is used to provide a numerical solution to the equations of thermal convection in a porous medium. Included in the non-linear equations are variations with temperature of the fluid density, heat capacity, and viscosity. Heterogeneous permeability and porosity are allowed in the porous medium. When tested with constant
properties, the models agree with established analytic solutions for one-dimensional heat conduction and advection, and two-dimensional convection in an infinite layer.
Chapter 3

Numerical Experiments with Variable Fluid Properties

The viscosity and heat capacity of liquid sulfur both display a strong temperature dependence (figure 1.3). Numerical experiments were performed in order to isolate the effect on convective behaviour of these two fluid properties and provide a better understanding of the contribution of each to the dynamics of the liquid sulfur aquifer. All runs were carried out in a closed box of aspect ratio 2, which corresponds to the wavelength parameter of the minimum critical Rayleigh number $Ra_{cr}$ for a fluid with constant properties save density (figure 2.4). This case is chosen as the benchmark against which to compare the following models and thus determine if the variation in a fluid property increases or decreases the effective Rayleigh number $Ra_{eff}$. A measure of the evolution of a perturbation is made in terms of a normalized summation $V$ of velocity magnitudes over the entire domain. The top and bottom boundaries of the box remain at a constant temperature and there is no heat flux out of the ends. The mass flux at all boundaries is zero. Figure 3.1 illustrates the time evolution of a cosine temperature perturbation for a constant property fluid at the theoretical value $Ra_{cr}=40$. Real physical values of temperature, length, and fluid properties have been normalized for all models according to

$$x' = \frac{x}{\lambda}, \quad y' = \frac{y}{b}, \quad T' = \frac{T}{T_o} \text{ where } T_o = T(b/2)$$
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Figure 3.1: Constant Property Fluid at $Ra_{cr}$

(a) $T(t=0)$  
(b) $T(t=400)$

(c) Evolution of Perturbation

(a) Initial temperature contours. (b) Temperature contours after 400 time steps. (c) Time evolution of velocity. ($T$, $t$, $x$, and $y$ refer to their primed counterparts in the text.)

\[
\nu'(T) = \frac{\nu(T)}{\nu(T_0)}
\]
\[
c'(T) = \frac{c(T)}{c(T_0)}
\]
\[
t' = \frac{t}{\delta t}
\]

where $b$ is the height of the box and $\delta t$ is the time step. The parameters for each model in the following sections are such that, based on $\nu(T_0)$ and $c(T_0)$, $Ra=40$. The porosity of the medium is 10%. This does not enter into the calculation of $Ra$, but determines the weighting of fluid and solid properties in a material average.
3.1 Heat Capacity

The high viscosity barrier at 432 K effectively isolates an upper low viscosity zone in the sulfur aquifer. This layer of fluid is fairly accurately modelled as having a constant viscosity and a lower impermeable boundary at a constant temperature of 432 K, the polymerization temperature. Figure 1.3 illustrates the relative positions of the maxima in viscosity and heat capacity. The steep positive slope in the heat capacity lies entirely within the low viscosity temperature range, and it is therefore instructive to examine the effect that such a variation in heat capacity produces in a fluid with otherwise constant properties.

Heat capacity is a measure of the ability of a substance to contain thermal energy. An incremental change in this thermal energy content, or enthalpy, per unit mass is expressed as

\[ dh = cdT \]

Comparing an equal enthalpy change \( \Delta h \) for a fluid particle with a constant heat capacity \( c_0 \) to one with varying heat capacity \( c(T) \), which at initial conditions have equal values of \( c \) and \( T \),

\[ \int_{T_o}^{T_{\text{exit}}} c_0 dT = \int_{T_o}^{T} c(T) dT \]  \hspace{1cm} (3.1)

A first order Taylor series expansion for the heat capacity (assuming a linear change over a small \( \Delta T \)) is

\[ c(T) = c_0 + \frac{\partial c}{\partial T}(T - T_o) \]

Integrating (3.1) produces

\[ c_0 \Delta T_{\text{exit}} = c_0 (T - T_o) + \frac{1}{2} \frac{\partial c}{\partial T} (T - T_o)^2 \]

The ratio of the temperature response of the two fluids is

\[ \frac{\Delta T_{\text{exit}}}{\Delta T} = 1 + \frac{\Delta T}{2c_0} \left( \frac{\partial c}{\partial T} \right) \]  \hspace{1cm} (3.2)
Chapter 3. Numerical Experiments with Variable Fluid Properties

Table 3.1: Effect of Variable Heat Capacity on Fluid Velocity

<table>
<thead>
<tr>
<th>$\Delta T$</th>
<th>$\frac{\partial c}{\partial T} &lt; 0$</th>
<th>$\frac{\partial c}{\partial T} &gt; 0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$&gt; 0$</td>
<td>$\Delta T &gt; \Delta T_{\text{cst}}$</td>
<td>$\Delta T &lt; \Delta T_{\text{cst}}$</td>
</tr>
<tr>
<td>fluid sinks ...</td>
<td>more slowly</td>
<td>more quickly</td>
</tr>
<tr>
<td>$&lt; 0$</td>
<td>$\Delta T &lt; \Delta T_{\text{cst}}$</td>
<td>$\Delta T &gt; \Delta T_{\text{cst}}$</td>
</tr>
<tr>
<td>fluid rises ...</td>
<td>more quickly</td>
<td>more slowly</td>
</tr>
</tbody>
</table>

for $\Delta T = T - T_o$. If this ratio is greater than one, i.e. $\Delta T < \Delta T_{\text{cst}}$, the fluid particle with a variable heat capacity equilibrates less quickly with the surrounding temperature field. This translates into a greater density difference and a consequently greater buoyancy force (positive or negative) which drives higher velocities. If the ratio (3.2) is less than one, temperature equilibration proceeds more quickly for a variable heat capacity fluid, and the buoyancy force is decreased.

Whether this ratio is greater or less than one depends upon both the sign of $\Delta T$ and that of the slope of the heat capacity. Table 3.1 illustrates the competing effects of the buoyancy forces for rising and sinking fluid, as a function of the sign of the heat capacity slope. The overall effect on velocities is equivalent, whatever the direction of the heat capacity variation. Thus it seems that $Ra_{\text{eff}}$ does not depend on the sign of the heat capacity slope.

The ratio (3.2) can be rewritten in terms of the normalized variables $T'$ and $c'$.

$$\frac{\Delta T_{\text{cst}}}{\Delta T} = 1 + \frac{1}{2} \Delta T' \left( \frac{\partial c'}{\partial T'} \right)$$

(3.3)

Since $\Delta T'$ is small for this analysis, the effect of a variable heat capacity relies upon the magnitude of its normalized slope. If changes in the heat capacity of the fluid are sizable compared to the magnitude of the average value $c_o$, this will be reflected to a larger extent in the thermal buoyancy.

Figure 3.2 shows the numerical results of a positive slope in the heat capacity function.
Figure 3.2: Effect of Variable Heat Capacity on Fluid Velocities

The normalized heat capacity varies by 30%, 60%, and 120% respectively in a, b, and c. (T, c, and t refer to their primed counterparts in the text.)

Results are identical for the equivalent negative slope of each figure, true to the prediction of table 3.1. The non-normalized slope of the heat capacity is the same for each case. A different reference value $c_o$, however, results in different normalized slopes. Although $Ra_{eff}$ is increased in each case, the effect of a variable heat capacity remains a second order contribution to fluid convection, and the final temperature contours are still quite similar to those of figure 3.1. For a variation in $c'$ of 30% around some mean, $Ra_{eff}$ is negligibly increased. When the variation is about 120%, fluid velocities increase by a
factor of two at the steady state. This result is true whether the temperature dependence of the heat capacity is positive or negative.

The effect of a variable heat capacity is most pronounced if the system is near $Ra_{cr}$. At $Ra$ only 6% higher than the critical value, steady state velocities are nearly equal for the cases of constant and variable heat capacities. Figure 3.3 illustrates this for the largest variation in $c$ (120%). The difference in velocities is less yet for a smaller temperature dependence in the heat capacity.

### 3.2 Viscosity

The fourfold viscosity increase due to polymerization dominates overall flow patterns in the liquid sulfur aquifer. As opposed to the effect of a variable heat capacity, changes in viscosity are straightforwardly reflected in the fluid velocity through Darcy's law

$$ v_i = \frac{k}{\mu} p_{zi} $$

where $p_{zi}$ is the total pressure force including the buoyancy force. Relative to the heat capacity, a temperature dependent viscosity has more effect on $Ra_{eff}$. Figure 3.4 shows
The normalized viscosity varies by 30%, 60%, and 120% respectively in a, b, and c. (T', ν, and t refer to their primed counterparts in the text.)

the result of variations in the viscosity from 30% to 120%. Numerical results are identical for the cases of positive and negative slopes in the temperature dependence, as with the heat capacity. A variation of 30% in ν causes a 50% increase in velocities at $Ra_{cr}$, and a 120% variation in ν leads to an increase of 4.5 times in the velocity.

Differences between constant and variable viscosity cases become less pronounced away from the critical Rayleigh number. Figure 3.5 illustrates this for a 6% departure from $Ra_{cr}$ and a 120% variation in ν. As ν varies less, this difference becomes smaller also.
3.3 Summary and Application to Io

A temperature dependence in the heat capacity of a fluid may appreciably influence the effective Rayleigh number of a system if variations in the heat capacity are large compared to the average value. When referenced to the case of a constant property fluid at $Ra_{cr}$ in a medium with 10% porosity:

1. A variation with temperature of 30% in the heat capacity increases fluid velocities by only about 5%.

2. A variation with temperature of 120% in the heat capacity increases fluid velocities by a factor of two.

3. Positive or negative slopes of equal magnitude have an identical effect and result in exactly the same velocity increase.

Away from $Ra_{cr}$ of the system, a variable heat capacity has much less effect on velocities.

A temperature dependence in viscosity of the same order of magnitude, whether positive or negative, has a greater effect on $Ra_{eff}$.
1. A variation with temperature of 30% in the viscosity increases fluid velocities by about 50%.

2. A variation with temperature of 120% in the viscosity increases fluid velocities by a factor of 4.5.

3. Positive or negative slopes of equal magnitude have an identical effect and result in exactly the same velocity increase.

The above results illustrate that the sudden increase in the heat capacity of sulfur, from about 1000 J/kg/K to 1500 J/kg/K between 393 K and 432 K, will promote convection in the upper low viscosity zone of the sulfur aquifer if that layer is near its critical Rayleigh number. However, the variation in $c$ of about 40% relative to the average value of 1250 J/kg/K will result in velocity increases of at most 10% relative to a constant heat capacity system at the average value. The system could probably be modelled as having a constant heat capacity of 1250 J/kg/K. It would be inaccurate to model the system with a constant heat capacity of 1000 J/kg/K, since $Ra$ depends strongly upon the magnitude of the heat capacity.

After the onset of the polymerization reaction, the heat capacity of sulfur decreases with temperature. At this point, however, fluid motion is overwhelmed by the effect of the high viscosity in this region, from 432 K to about 600 K. Assumed sulfur properties at temperatures above 717 K are fairly constant, and the Rayleigh number will vary linearly with the depth to the bottom of the aquifer. Such an assumption is likely to be invalid at some point as higher temperatures and pressures are encountered deep in the lithosphere. The present modelling does not seek to speculate on the fluid dynamics far below the high viscosity barrier.

The peak in heat capacity and the onset of polymerization in liquid sulfur occur in tandem. If impurities in the sulfur act to retard polymerization until higher temperatures
(Doi, 1965; Chang and Jhon, 1982), the upper convecting region of the aquifer will be deeper. While this region will still cover the same heat capacity range, $c$ will remain at 1000 J/kg/K over a greater temperature range. This should still allow accurate modelling of the upper low-viscosity layer with a constant, but lower, average value of $c$.

Experimental data from Kennedy and Wheeler (1984) indicates that the heat capacity peak of doped sulfur is broadened, but reaches the same maximum value with the addition of increasing amounts of impurities. This again would probably not alter the positive effect that the rise in heat capacity has on the effective Rayleigh number of the top low-viscosity zone. Thus it is likely that the conclusions arising in Chapter 1 from modelling a pure sulfur aquifer would not differ qualitatively if impurities are included which change the polymerization temperature. Results would be altered only if impurities lower the maximum viscosity values to a point where there is no longer a barrier to whole-aquifer convection.
Chapter 4

Viscous Relaxation of Topography on Io

4.1 Introduction

In the debate about the relative importance of sulfur versus silicates as crustal and volcanic material on Io, proponents of a silicate crust often argue that the strength of sulfur is insufficient to maintain the observed topographic slopes and relief reported by Carr et al. (1979) of up to 10 km. Clow and Carr (1980) calculated the conditions for mechanical failure of scarps and caldera walls and concluded that it is improbable that sulfur is the main upper crustal material. Recent estimates of global surface heat flow are around 2.5 W/m² (e.g. Veeder et al., 1993), and more than ten times higher around volcanic hotspots. But even for values less than 1 W/m², Clow and Carr (1980) calculate that ductile behaviour will occur in a sulfur crust at depths much less than the kilometer scale depths of calderas on Io, causing the disappearance of such topographical variations within the span of a few months. They favour a silicate crust with less than ten percent sulfur in order to achieve sufficient strength.

Another approach to studying the feasibility of an upper crust of sulfur over the surface of Io, as opposed to a porous silicate crust with interstitial sulfur, is to calculate the characteristic time for viscous relaxation of sulfur topography. This neglects mechanical failure, and so is suitable for small slope angles.
4.2 Model

The crust of Io is modelled as a layer of sulfur, assumed to behave as a viscous fluid, overlying a rigid silicate lithosphere (figure 4.1). The viscosity contrast between sulfur and silicates is large enough that the two materials will not deform on the same time scale. For this reason also, isostatic compensation is neglected. Topographic variations are treated as perturbations to the hydrostatic equilibrium state.

![Figure 4.1: Mathematical Domain](image)

An infinite, viscous layer of sulfur overlies a rigid silicate half-space at a depth $H$ below the mean surface. Topographic variations are approximated by a sinusoidal function.

4.2.1 Solution to the viscous flow equations

The governing fluid dynamic equations in two dimensions are those of mass and momentum conservation.

$$\frac{\partial \rho}{\partial t} + (\rho v_i)_i = 0$$
and

\[ \frac{Dv_i}{Dt} = \rho g + \tau_{ji,j} \]

The fluid density is \( \rho \), \( v \) is velocity, \( \tau \) is the viscous stress tensor, \( g \) is the gravitational acceleration, and \( t \) is time. For an incompressible fluid with a small Reynolds number, these become, respectively,

\[ v_{i,i} = 0 \] (4.1)

and

\[ \rho g + \tau_{ji,j} = 0 \] (4.2)

To these is added the constitutive relation for the stress tensor

\[ \tau_{ij} = -p\delta_{ij} + \mu (v_{i,j} + v_{j,i}) \] (4.3)

with \( p \) being the pressure and \( \mu \) the viscosity. The hydrostatic equilibrium state, where velocities are zero, is given by

\[ v_i = 0 \]
\[ \rho g - p = 0 \]
\[ \tau_{ij} = -p\delta_{ij} \]

Equations (4.1) to (4.3) are solved for the perturbations to this static state, yielding the following six equations for the perturbation terms:

\[ \tau_{xx,x} + \tau_{xz,z} = 0 \]
\[ \tau_{xz,x} + \tau_{zz,z} = 0 \]
\[ v_{x,z} + v_{z,z} = 0 \]
\[ \tau_{xx} = -p + 2\mu v_{x,x} \]
\[ \tau_{xz} = \mu (v_{x,z} + v_{z,x}) \]
\[ \tau_{zz} = -p + 2\mu v_{z,z} \] (4.4)
For irrotational flow, $\tau_{ij} = \tau_{ji}$. The coordinate of horizontal distance is $x$, and $z$ is the vertical coordinate.

An analytical solution to this system of equations is facilitated by modelling topographic variations as continuous sinusoids. The height $h$ above a reference plane $z=0$ is

$$h = h_0 e^{ikz}$$

Solutions of a similar form are sought for the perturbation quantities in (4.4). These are approximated by truncated sinusoidal series up to degree 2 in the wavenumber $k$. For a perturbation quantity $\xi$, the $x$ and $z$ dependencies are separated as

$$\xi = \tilde{\xi}^{(1)}(z)e^{ikx} + \tilde{\xi}^{(2)}(z)e^{2ikx}$$

where $\tilde{\xi}^{(m)}$ is a complex function of $z$. Only real solutions will be kept in the end. These forms of the perturbation quantities are substituted into equations (4.4) and provide the relationships

$$ik\tilde{\xi}_{xx}^{(1)} + \frac{d}{dz}\tilde{\xi}_{xz}^{(1)} = 0$$

$$ik\tilde{\xi}_{xz}^{(1)} + \frac{d}{dz}\tilde{\xi}_{zz}^{(1)} = 0$$

$$ik\tilde{\nu}_{z}^{(1)} + \frac{d}{dz}\tilde{\nu}_{zz}^{(1)} = 0$$

$$\tilde{\xi}_{xx}^{(1)} = -\tilde{\nu}_{z}^{(1)} + 2\mu ik\tilde{\nu}_{zz}^{(1)}$$

$$\tilde{\xi}_{zz}^{(1)} = \mu \frac{d}{dz}\tilde{\nu}_{z}^{(1)} + \mu ik\tilde{\nu}_{zz}^{(1)}$$

$$\tilde{\xi}_{zz}^{(1)} = -\tilde{\nu}_{z}^{(1)} + 2\mu \frac{d}{dz}\tilde{\nu}_{zz}^{(1)}$$

(4.5)

for the coefficients of the $e^{ikx}$ terms, and a similar set of relationships for the $e^{2ikx}$ terms, with $k$ replaced everywhere by $2k$. Algebraic manipulation of the above results in a system of four equations for the four unknowns $\tilde{v}_{z}^{(1)}, \tilde{v}_{z}^{(1)}, \tilde{\tau}_{xz}^{(1)},$ and $\tilde{\tau}_{zz}^{(1)}$. Defining a vector
\( \vec{u} \) to be
\[
\vec{u} = \begin{pmatrix}
\hat{v}^{(1)}_x \\
\hat{v}^{(1)}_z \\
\hat{\tau}^{(1)}_{xx} \\
\hat{\tau}^{(1)}_{zz}
\end{pmatrix}
\] (4.6)

this system can be written
\[
\begin{pmatrix}
u_1 \\
u_2 \\
u_3 \\
u_4
\end{pmatrix}
= \begin{pmatrix}0 & k & 1/\mu & 0 \\
-k & 0 & 0 & 0 \\
4\mu k^2 & 0 & 0 & k \\
0 & 0 & -k & 0
\end{pmatrix}
\begin{pmatrix}
u_1 \\
u_2 \\
u_3 \\
u_4
\end{pmatrix}
\]
or
\[
\frac{d}{dz} \vec{u} = A\vec{u}
\] (4.7)

The variables \( \hat{\tau}^{(1)}_{xx} \) and \( \hat{\tau}^{(1)}_{zz} \) can be determined from a combination of the elements of \( \vec{u} \).
The coefficient matrix \( A \) is independent of \( z \), and so equation (4.7) suggests a solution of the form \( \vec{u} = \tilde{c} e^{\lambda z} \) where \( \tilde{c} \) is constant. This becomes the eigenvalue problem
\[
(A - \lambda I) \tilde{c} = 0
\]
The characteristic equation
\[
\lambda^4 - 2k^2 \lambda^2 + k^4 = 0
\]
yields eigenvalues \( \lambda = \pm k \). Associated eigenvectors are
\[
(1)_c = \begin{pmatrix} 1 \\
-1 \\
2\mu k \\
-2\mu k
\end{pmatrix}, \quad (2)_c = \begin{pmatrix} 1 \\
1 \\
-2\mu k \\
-2\mu k
\end{pmatrix}
\]
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The remaining two eigenvectors satisfy the solutions \( \vec{u} = \left( (3) c + (1) c k z \right) e^{kz} \) and \( \vec{u} = \left( (4) c + (2) c k z \right) e^{-kz} \), and with appropriate choices of constants to ensure orthogonality, are

\[
(3) c = \begin{pmatrix}
1/2 \\
1/2 \\
\mu k \\
\mu k
\end{pmatrix}, \quad (4) c = \begin{pmatrix}
-1/2 \\
1/2 \\
\mu k \\
-\mu k
\end{pmatrix}
\]

These four solutions make up the general solution \( \vec{u} = \sum_{j=1}^{4} a_j (j) \vec{u} \). A similar procedure for the terms in \( e^{2ikx} \) with the definition

\[
\vec{w} = \begin{pmatrix}
i \vec{e}_z^{(2)} \\
i \vec{e}_z^{(2)} \\
i \vec{e}_{zz}^{(2)} \\
i \vec{e}_{zz}^{(2)}
\end{pmatrix}
\]

produces another set of four solutions \( (j) \vec{w} \) with \( k \) replaced everywhere by \( 2k \). Thus the entire general solution is the superposition of the two general solutions \( \vec{u} \) and \( \vec{w} \).

\[
\vec{s} = \vec{u} + \vec{w} = \sum_{j=1}^{4} (a_j (j) \vec{u} + b_j (j) \vec{w})
\]

4.2.2 Boundary conditions

The mathematical problem has thus far been linear. Non-linearity is introduced in the formulation of the boundary conditions, which are simply the continuity of velocity and stress vectors across any interface. The problem being considered involves a stress free boundary at the surface and a no-slip velocity condition at the sulfur-silicate contact. For the deformed surface \( h = h_0 e^{ikz} \), instead of applying them at the interface proper, a first-order Taylor series is used to bring the boundary conditions to a constant reference plane at the topographic mean \( z=0 \). The components of the stress vector \( \vec{t} \) on some
surface are related to the stress tensor by

\[ t_i = \tau_{ji} n_j \]

where \( \vec{n} \) is the outward normal to the surface. Thus, with \( \tau_{xz} = \tau_{zx} \),

\[
t_x(z + \Delta z) = \tau_{xx}(z + \Delta z)n_x + \tau_{xz}(z + \Delta z)n_z
\]

\[ = (\tau_{xx}(z) + \Delta z\tau_{xx,z}(z))n_x + (\tau_{xz}(z) + \Delta z\tau_{xz,z}(z))n_z \]

\[ = (p + \tau'_{xx})n_x + (p_z + \tau'_{xx,z})\Delta z n_x + \tau'_{xz}n_z + \tau'_{zz,z}\Delta z n_z \]

with terms on the right hand side evaluated at \( z \). The primed variables represent the perturbation quantities. Removing the contribution of the hydrostatic equilibrium state,

\[
t'_x = t_x - \rho n_x
\]

\[ = \tau'_{xx}n_x + (p_z + \tau'_{xx,z})\Delta z n_x + \tau'_{xz}n_z + \tau'_{zz,z}\Delta z n_z \]

Dropping the primes and eliminating products of three or more perturbation terms,

\[
t_x(z + \Delta z) = \tau_{xx}n_x + \rho g \Delta z n_x + \tau_{xx}n_z \quad (4.10)
\]

The same treatment for \( t_z \) yields

\[
t_z(z + \Delta z) = \tau_{xz}n_x + \tau_{zz}n_z + \rho g \Delta z n_z \quad (4.11)
\]

The sinusoidal expressions for the stress perturbations and surface normal are substituted into the above Taylor series expansions. For the surface in question, the normal is

\[
\vec{n} = -ikh e^{ikx} \hat{x} + \hat{z}
\]

Care must be taken to incorporate the real part only. The real part of the quantity

\[
\xi = \tilde{\xi} e^{ikx}
\]
can be written

\[ 2\Re\{\xi\} = \tilde{\xi} e^{ikz} + \tilde{\xi}^* e^{-ikz} \]

where \( \tilde{\xi}^* \) denotes the complex conjugate. Using this expansion, equation (4.10) applied across an interface becomes

\[
\begin{align*}
\frac{1}{2} \left( \Delta \tau_{zz}^{(1)} e^{ikz} + \Delta \tau_{zz}^{(1)*} e^{-ikz} + \Delta \tau_{zz}^{(2)} e^{2ikz} + \Delta \tau_{zz}^{(2)*} e^{-2ikz} \right) (-i\h_0 k e^{ikz} + i\h_0 k e^{-ikz}) \\
+ \frac{1}{2} \Delta \rho g \left( \h_0 e^{ikz} + i\h_0 e^{-ikz} \right) (-i\h_0 k e^{ikz} + i\h_0 k e^{-ikz}) \\
+ \Delta \tau_{zz}^{(1)} e^{ikz} + \Delta \tau_{zz}^{(1)*} e^{-ikz} + \Delta \tau_{zz}^{(2)} e^{2ikz} + \Delta \tau_{zz}^{(2)*} e^{-2ikz} = 0
\end{align*}
\]

Choosing the topography to vary symmetrically about \( x = 0 \), i.e. \( h = h_0 \cos kx \), means that \( h_0 = h_0^* \) in the above equation. Collecting terms in powers of \( e^{ikz} \) results in the following relations:

\[
\begin{align*}
\Delta \tau_{zz}^{(1)} - \Delta \tau_{zz}^{(1)*} &= 0 \\
\left\{ \frac{1}{2} i\h_0 k \Delta \tau_{zz}^{(2)} + \Delta \tau_{zz}^{(1)} \right\} e^{ikz} &= 0 \\
\left\{ -\frac{1}{2} i\h_0 k \Delta \tau_{zz}^{(1)} - \frac{1}{2} i\h_0 k \Delta \rho g h_0 + \Delta \tau_{zz}^{(2)} \right\} e^{2ikz} &= 0 \\
\left\{ -\frac{1}{2} i\h_0 k \Delta \tau_{zz}^{(2)*} + \Delta \tau_{zz}^{(1)*} \right\} e^{-ikz} &= 0 \\
\left\{ \frac{1}{2} i\h_0 k \Delta \tau_{zz}^{(1)*} + \frac{1}{2} i\h_0 k \Delta \rho g h_0 + \Delta \tau_{zz}^{(2)*} \right\} e^{-2ikz} &= 0 
\end{align*}
\]

(4.12)

The same analysis applied to equation (4.11) for \( \Delta t_z = 0 \) produces five more relations.

\[
\begin{align*}
\Delta \tau_{zz}^{(1)} - \Delta \tau_{zz}^{(1)*} &= 0 \\
\left\{ \frac{1}{2} i\h_0 k \Delta \tau_{zz}^{(2)} + \Delta \tau_{zz}^{(1)} + \Delta \rho g h_0 \right\} e^{ikz} &= 0 \\
\left\{ -\frac{1}{2} i\h_0 k \Delta \tau_{zz}^{(1)} + \Delta \tau_{zz}^{(2)} \right\} e^{2ikz} &= 0 \\
\left\{ -\frac{1}{2} i\h_0 k \Delta \tau_{zz}^{(2)*} + \Delta \tau_{zz}^{(1)*} + \Delta \rho g h_0 \right\} e^{-ikz} &= 0 \\
\left\{ \frac{1}{2} i\h_0 k \Delta \tau_{zz}^{(1)*} + \Delta \tau_{zz}^{(2)*} \right\} e^{-2ikz} &= 0 
\end{align*}
\]

(4.13)
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The first equations of (4.12) and (4.13) demonstrate that both $\Delta \tau_{zz}^{(1)}$ and $\Delta \tau_{zz}^{(2)}$ are real, and this in turn leads to $\Delta \tau_{zz}^{(1)}$ being real and the remaining coefficients $\Delta \tau_{ij}^{(2)}$ all imaginary. The ten relations (4.12) and (4.13) reduce to four boundary conditions.

\begin{align*}
\Delta \tau_{zz}^{(1)} + \frac{1}{2} i h_o k \Delta \tau_{zz}^{(2)} &= 0 \\
i \Delta \tau_{zz}^{(2)} + \frac{1}{2} h_o k \Delta \tau_{zz}^{(1)} + \frac{1}{2} h_o k \Delta \rho h_o &= 0 \\
\Delta \tau_{zz}^{(1)} + \frac{1}{2} i h_o k \Delta \tau_{zz}^{(2)} + \Delta \rho h_o &= 0 \\
i \Delta \tau_{zz}^{(2)} + \frac{1}{2} h_o k \Delta \tau_{zz}^{(1)} &= 0
\end{align*}

These equations illustrate that allowing solutions up to degree 2 in $k$ is equivalent to considering the product $h_o k$ to be relatively large. The analysis is therefore applicable to topography with a steeper slope, where $(h_o k)^2 \ll 1$ but $h_o k \sim 1$. If terms of the order $10^{-1}$ can be discarded, this implies that $h_o k = \sqrt{0.1}$, and solutions are valid for amplitude to wavelength ratios as large as 1/20.

In order to recast equations (4.14) to (4.17) into conditions for the solutions $\tilde{u}$ and $\tilde{w}$, the relations (4.5) are employed. For instance, the first two boundary conditions can be written

\begin{align*}
\Delta u_3 + \frac{1}{2} i h_o \frac{d}{dz} \Delta u_3 &= 0 \\
i \Delta u_4 + \frac{1}{2} h_o \frac{d^2}{dz^2} \Delta u_4 + \Delta \rho h_o &= 0
\end{align*}

Taking the derivative of the second and substituting into the first,

\begin{equation}
\Delta u_3 + \frac{1}{8} h_o \frac{d^2}{dz^2} \Delta u_3 = 0
\end{equation}

an ordinary differential equation for $u_3$. The other boundary conditions transform into

\begin{equation}
\Delta u_4 + \frac{1}{8} h_o \frac{d^2}{dz^2} \Delta u_4 + \Delta \rho h_o = 0
\end{equation}
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\[
\Delta w_3 + \frac{1}{8} h_o^2 d^2 \Delta w_3 + \frac{1}{2} h_o k \Delta \rho g h_o = 0
\]  \hspace{1cm} (4.20)

\[
\Delta w_4 + \frac{1}{8} h_o^2 d^2 \Delta w_4 = 0
\]  \hspace{1cm} (4.21)

For the present problem, the no-slip and impermeability boundary conditions at \( z = -H \) are given by

\[
\Delta u_1 = \Delta w_1 = \Delta u_2 = \Delta w_2 = 0
\]

and the stress-free surface conditions at \( z = 0 \) by equations (4.18) to (4.21). Since the velocities in the silicate basement and the stresses in the atmosphere are all zero, \( \Delta u_i \) and \( \Delta w_i \) are equivalent to the values of \( u_i \) and \( w_i \) in the viscous sulfur layer.

When the boundary conditions are evaluated at their respective values of \( z \), they provide two sets of four equations for the four constant coefficients \( a_i \) and \( b_i \) in the general solution (4.9). Thus the solutions \( \bar{u} \) and \( \bar{w} \) are obtained. These are transformed into the real solutions for velocity and stress, recalling the definitions (4.6) and (4.8).

\[
v_u = \Re \left\{ \tilde{v}_u^{(1)} e^{ikx} + \tilde{v}_u^{(2)} e^{2ikx} \right\}
\]

\[
= \Re \{ -i u_1 e^{ikx} - i w_1 e^{2ikx} \}
\]

\[
= u_1(z) \sin(kx) + w_1(z) \sin(2kx)
\]  \hspace{1cm} (4.22)

\[
v_z = \Re \left\{ \tilde{v}_z^{(1)} e^{ikx} + \tilde{v}_z^{(2)} e^{2ikx} \right\}
\]

\[
= \Re \{ u_2 e^{ikx} + w_2 e^{2ikx} \}
\]

\[
= u_2(z) \cos(kx) + w_2(z) \cos(2kx)
\]  \hspace{1cm} (4.23)

\[
\tau_{xz} = u_3(z) \sin(kx) + w_3(z) \sin(2kx)
\]  \hspace{1cm} (4.24)

\[
\tau_{zz} = u_4(z) \cos(kx) + w_4(z) \cos(2kx)
\]  \hspace{1cm} (4.25)
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The final step is to derive an expression for the relaxation time of the topography. This is defined as the time required for the amplitude of the perturbation to reach $1/e$ of its original value. The rate of change of the height $h$ is

$$\frac{dh}{dt} = \frac{\partial h}{\partial t} + v_z \frac{\partial h}{\partial t} \approx \frac{\partial h}{\partial t} = v_z$$

Consistent with the low Reynolds number approximation, $v_z$ is considered constant, and thus

$$\Delta h = v_z T = h - h_o = \frac{1}{e} h_o - h_o$$

where $T$ is the characteristic relaxation time. The expression for $T$ becomes

$$T = \frac{h_o}{v_z} \left( \frac{1}{e} - 1 \right)$$

(4.26)

The assumption of constant vertical velocity at $x=0$ was tested by time-stepping through the entire calculations and recalculating $v_z$ and $h$ until $1/e$ of the original amplitude was reached. Agreement between the two methods was extremely close. The validity of equation (4.26) will deteriorate progressively below the relaxed profile as velocities begin to decrease to zero at equilibrium.

4.3 Model Parameters

In order to carry out the calculations, material and topographic parameters are required. These are listed in table 4.3. The density is that used by Clow and Carr (1980). The yield stresses they use for brittle failure and plastic flow for solid sulfur are converted into equivalent viscosities through the simple relation

$$\mu = \frac{\sigma}{2\dot{\epsilon}}$$

where $\sigma$ is the yield stress and $\dot{\epsilon}$ is the strain rate. The yield strength for brittle sulfur gives the highest viscosity ($3 \times 10^{11}$ Pa-s) and is used in order to place an upper limit on relaxation times.
### Table 4.1: Viscous Relaxation Parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$g$</td>
<td>1.7 m/s$^2$</td>
</tr>
<tr>
<td>$\rho$</td>
<td>2070 kg/m$^3$</td>
</tr>
<tr>
<td>$\mu$</td>
<td>$3 \times 10^{11}$ Pa s</td>
</tr>
<tr>
<td>$h_o$ (mountain)</td>
<td>1000 m</td>
</tr>
<tr>
<td>$h_o$ (crater)</td>
<td>-100 m</td>
</tr>
<tr>
<td>$H$ (mountain)</td>
<td>2000 m</td>
</tr>
<tr>
<td>$H$ (crater)</td>
<td>1000 m</td>
</tr>
<tr>
<td>$</td>
<td>h_o/\lambda</td>
</tr>
</tbody>
</table>

A slope of 10° approaches the upper limit of the amplitude to wavelength range of this model. Heights of 2 km (amplitude 1 km) are typical of mountains on the surface of Io, although 10 km high relief has also been reported (Carr et al., 1979). The model is applied to small impact craters as well, using a crater depth of 100 m. The maximum depth to diameter ratio of 1:20 is imposed by the limits of the mathematics. Average depth to diameter ratios for fresh appearing bowl-shaped craters of a similar size on Ganymede are 1:6 to 1:12 (Passey and Shoemaker, 1982). It may be misleading to compare impact craters on Io with those on the icy satellites: a sulfurous crust will be much softer and craters may be even deeper on Io.

The depth to the rigid silicate basement is chosen as 1 km for the following reason. Since the thermal conductivity of sulfur is low (about 0.3 W/m/K, or one tenth that of silicates) the temperature gradient through a sulfur crustal layer will be very high in order to coincide with the heat flux through the silicate lithosphere. For a conductive heat flow of 0.1 W/m$^2$, less than one tenth the overall global average from the surface of Io, sulfur will reach its melting point at little over 1 km depth. If this occurs, the zero velocity boundary condition becomes a zero stress condition and flow will be greatly enhanced, diminishing relaxation times considerably. The chosen basement depth acts to provide conservative results, erring on the side of long relaxation times. This still
neglects the probable ductile flow of solid sulfur at depths less than 1 km, which would also partially lubricate the bottom boundary and facilitate horizontal flow. Furthermore, the heat flow beneath volcanic structures would be still greater than that away from the hotspots, decreasing the probable depth to melting or ductile behaviour.

4.4 Results and Discussion

A typical viscous flow field for the calculated models is illustrated in figure 4.2 for one wavelength of topographic variation. The basement depth has been increased to allow better visualization of the velocity vectors. The silicate subcrust is 1 km deep for the actual calculations. Relaxation profiles are reached within less than a week using the parameters from table 4.3, for both the mountains and craters. This suggests immediately that any enduring features on the surface of Io can not be composed of sulfur. Observation time during the Voyager missions was limited, and in general the same terrain was not
photographed by the two spacecraft at a resolution which would allow comparison of landforms over time (Morrison, 1982). However, in order for shield volcanoes composed of sulfur to be 2 km high, they must build up over multiple eruptions. Relaxation times on the order of a week or less would not allow successive eruptions to contribute to a single volcanic edifice.

Such short relaxation times might, however, be invoked to explain the lack of impact craters on the surface, although large volcanic resurfacing rates have been the accepted explanation for this phenomenon. Global volcanic mass flux estimates based upon the obliteration of the cratering record require a resurfacing rate of at least 0.1 cm/yr (Johnson and Soderblom, 1982). If the surface of Io is dominantly sulfur, then the resurfacing rate can be revised downwards to accommodate rapid relaxation of impact craters. The same rapid decay for elevated topography, however, makes it unlikely that silicate crust does not form a large fraction of the surface, and this fraction should preserve the cratering record. In the absence of vastly inhomogeneous global resurfacing and crustal composition, extensive recycling of the crust seems the most likely candidate for explaining the lack of craters.

The effect of varying physical parameters is shown in figures 4.3 to 4.5. Relaxation time is most sensitive to the viscosity of the crust. Reducing the viscosity by a factor of ten also cuts the relaxation time to one tenth. If a viscosity \(7 \times 10^{10}\) Pa·s is calculated using the yield stresses for ductile sulfur given by Clow and Carr (1980), then craters and mountains both relax in one day.

The depth to the rigid silicate basement is another important factor. Since velocities are zero along the sulfur-silicate boundary, a shallow basement inhibits rapid vertical velocities as well as spreading. Figure 4.4 illustrates the fact that if the sulfur crust is only 200 m thick, the relaxation time is increased by a factor of about eight. Thus 2 km high mountains would relax in 40 days, and the model craters in 33 days. This is still
rapid and would explain the lack of craters in any sulfur-rich crust, but not the continued existence of raised relief.

Although viscous relaxation theory predicts longer relaxation times for shorter wavelength features, this is not generally the case when a rigid basement is involved. Figure 4.5 illustrates this for three different basements depths $H$. For the infinite half-space problem, relaxation times vary inversely with topographic wavelength. As the silicate subcrust is moved closer to the surface, there appears a critical wavelength to amplitude ratio with a minimum relaxation time. This critical ratio is a function of the basement depth and decreases as $H$ decreases. At shallow enough depths it disappears within the parameter range of the model, and relaxation time increases monotonically with wavelength. This can be explained by the increasing effect of the no-slip boundary condition along $z = -H$. As the wavelength increases in a thin viscous layer, horizontal flow becomes relatively more important than vertical flow for moving mass. The zero velocity condition propagated upwards from the sulfur-silicate interface reduces the lateral mass flux to a relatively greater extent as the layer is made thinner. Thus wide, shallow craters
in a thin sulfur crust will last longer, but likely still less than 4 months for reasonable depth to diameter ratios.

The conclusions to be made from viscous relaxation calculations do not uphold the presence of a dominantly sulfur crust on the surface of Io. This agrees with the findings of Clow and Carr (1980). Using a depth of 1 km to the silicate subcrust, 2 km high relief will reach its relaxed profile within one week. Such rapid decay would prohibit the formation of shield volcanoes by accumulation of material from successive eruptions. The relaxation time for small craters is about the same, and increases to one month for a shallow sulfur layer 200 m thick. This can explain the apparent lack of impact craters on the surface, although a large volcanic resurfacing rate remains a better candidate for hiding the cratering record. The existence of the topographical relief observed on Io is better served by largely silicate crustal material. This does not disallow a significant proportion of sulfur on and near the surface, but would seem to indicate that the bulk of planetary resurfacing is due to silicates.
Figure 4.5: Dependence of Relaxation Time on Wavelength

Variation of the relaxation time with the ratio of wavelength to initial amplitude of topography for three different depths $H$ to the rigid basement.
Overview and Future Directions

Hydrological modelling of a pure sulfur aquifer on Io as a source region for volcanoes leads to the conclusion that such a reservoir is not able to supply a sufficient volume of magma to resurface the satellite at a rate consistent with observation. Combined with the evidence from topographic features, this suggests a greater role for silicate volcanism in resurfacing the satellite. However, fluid circulation in the crust of Io may carry a substantial fraction of the heat flow through the lithosphere. Future research should be directed towards determining what fluids are present in the crust and to what extent they contribute to the global heat flux.

The adoption of common assumptions from hydrology for simulating flow through the crust of Io permits a focus on the effects of the variable properties of liquid sulfur. However, model parameters are poorly constrained and depend to a large extent upon a crust of unknown composition and structure. The use of Darcy's law to describe fluid motion may be found wanting in a quantification of flow through very heterogeneous or fractured material. An assumption of laminar velocity profiles and continual thermal equilibrium between fluid and porous matrix prohibits modelling velocities of more than a few centimeters per day. Turbulent fluid motion will not follow the linear pressure–velocity Darcy law. The development of realistic descriptions of fracture and non-laminar flow beneath the surface of Io is crucial to any further investigation of the role of fluid circulation and heat transport.

Since sulfur may be stable as a liquid until near the base of the lithosphere, a better understanding is needed of the behaviour of its thermodynamic properties at elevated pressures and temperatures. The very real possibility of substantial impurities in the
sulfur deserves attention, as this may drastically alter fluid responses to temperature variations. Studies of the composition of Io could constrain the type and amount of impurities that may be involved.

Sulfur is most likely an important element on Io, and may be involved in volcanism in ways other than uniquely sulfur eruptions from sulfur reservoirs. The imminent return of new information from the Galileo spacecraft encounter with Jupiter and its satellites may offer insights into this complex planetary problem.
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Appendix A

Liquid Sulfur Thermodynamic Data and Equations of State

Thermodynamic data for the temperature dependence of the properties of liquid sulfur were fit with a minimum of splined functions to ensure maximum continuity in the derivatives of the functions. The data for the density of liquid sulfur are from Tuller (1954), listed in table A.1 and plotted together with the model fit in figure A.1. The values for the heat capacity at constant pressure in table A.2 are a least squares fit by West (1959) to his experimental data. The fitted curve is plotted in figure A.2. The dynamic viscosity $\mu$ is divided by the extrapolated density at each corresponding temperature point and transformed into the kinematic viscosity $\nu$. Table A.3 contains the original viscosity data (Tuller, 1954), and $\nu$ is plotted alongside its mathematical representation in figure A.3.
Table A.1: Density

<table>
<thead>
<tr>
<th>T (K)</th>
<th>( \rho ) (kg/m(^3))</th>
<th>T</th>
<th>( \rho )</th>
<th>T</th>
<th>( \rho )</th>
</tr>
</thead>
<tbody>
<tr>
<td>394.26</td>
<td>1803.7</td>
<td>416.48</td>
<td>1784.2</td>
<td>438.15</td>
<td>1771.4</td>
</tr>
<tr>
<td>397.04</td>
<td>1800.7</td>
<td>419.26</td>
<td>1781.8</td>
<td>444.43</td>
<td>1770.5</td>
</tr>
<tr>
<td>399.82</td>
<td>1798.1</td>
<td>422.04</td>
<td>1779.5</td>
<td>451.43</td>
<td>1767.1</td>
</tr>
<tr>
<td>402.59</td>
<td>1795.7</td>
<td>424.82</td>
<td>1777.3</td>
<td>457.15</td>
<td>1764.4</td>
</tr>
<tr>
<td>405.37</td>
<td>1793.5</td>
<td>427.59</td>
<td>1775.2</td>
<td>483.15</td>
<td>1750.9</td>
</tr>
<tr>
<td>408.15</td>
<td>1791.2</td>
<td>430.04</td>
<td>1773.9</td>
<td>512.65</td>
<td>1732.9</td>
</tr>
<tr>
<td>410.93</td>
<td>1788.8</td>
<td>431.65</td>
<td>1772.9</td>
<td>551.65</td>
<td>1709.6</td>
</tr>
<tr>
<td>413.71</td>
<td>1786.4</td>
<td>434.15</td>
<td>1772.3</td>
<td>630.15</td>
<td>1658.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>718.15</td>
<td>1606.0</td>
</tr>
</tbody>
</table>

\( \rho(T) \) (kg/m\(^3\)) = 2032 - 0.59T

Figure A.1: Fit to Density Data

Data from Tuller (1954) — Fit
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Table A.2: Specific Heat Capacity at Constant Pressure

<table>
<thead>
<tr>
<th>T (°C)</th>
<th>$c$ (J/mol/K)</th>
<th>T</th>
<th>$c$</th>
<th>T</th>
<th>$c$</th>
<th>T</th>
<th>$c$</th>
</tr>
</thead>
<tbody>
<tr>
<td>115.207</td>
<td>31.710</td>
<td>162</td>
<td>48.03</td>
<td>250</td>
<td>36.774</td>
<td>360</td>
<td>33.712</td>
</tr>
<tr>
<td>120</td>
<td>31.983</td>
<td>163</td>
<td>47.34</td>
<td>260</td>
<td>36.349</td>
<td>370</td>
<td>33.562</td>
</tr>
<tr>
<td>130</td>
<td>32.534</td>
<td>164</td>
<td>46.81</td>
<td>270</td>
<td>35.956</td>
<td>380</td>
<td>33.417</td>
</tr>
<tr>
<td>140</td>
<td>33.203</td>
<td>170</td>
<td>44.603</td>
<td>280</td>
<td>35.596</td>
<td>390</td>
<td>33.272</td>
</tr>
<tr>
<td>150</td>
<td>34.454</td>
<td>180</td>
<td>42.453</td>
<td>290</td>
<td>35.267</td>
<td>400</td>
<td>33.121</td>
</tr>
<tr>
<td>156</td>
<td>38.28</td>
<td>190</td>
<td>41.097</td>
<td>300</td>
<td>34.969</td>
<td>410</td>
<td>32.957</td>
</tr>
<tr>
<td>157</td>
<td>40.97</td>
<td>200</td>
<td>40.025</td>
<td>310</td>
<td>34.700</td>
<td>420</td>
<td>32.774</td>
</tr>
<tr>
<td>158</td>
<td>44.45</td>
<td>210</td>
<td>39.144</td>
<td>320</td>
<td>34.459</td>
<td>430</td>
<td>32.564</td>
</tr>
<tr>
<td>159</td>
<td>48.50</td>
<td>220</td>
<td>38.415</td>
<td>330</td>
<td>34.242</td>
<td>440</td>
<td>32.319</td>
</tr>
<tr>
<td>160</td>
<td>49.24</td>
<td>230</td>
<td>37.804</td>
<td>340</td>
<td>34.048</td>
<td>444.60</td>
<td>32.193</td>
</tr>
<tr>
<td>161</td>
<td>48.68</td>
<td>240</td>
<td>37.272</td>
<td>350</td>
<td>33.873</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

$c_p(T < 432)$ (J/kg/K) = $220.1e^{(T-425)/8} + 1000$

$c_p(T \geq 432)$ (J/kg/K) = $508e^{-{(T-432)/59}} + 1020$

Figure A.2: Fit to Heat Capacity Data

- Data from West (1959)
- Fit
### Table A.3: Dynamic Viscosity

<table>
<thead>
<tr>
<th>T (K)</th>
<th>μ (Pa·s)</th>
<th>T</th>
<th>μ</th>
<th>T</th>
<th>μ</th>
</tr>
</thead>
<tbody>
<tr>
<td>399.82</td>
<td>0.00997087</td>
<td>438.71</td>
<td>20.8346</td>
<td>510.93</td>
<td>24.5551</td>
</tr>
<tr>
<td>405.37</td>
<td>0.00892913</td>
<td>444.26</td>
<td>46.1339</td>
<td>522.04</td>
<td>16.3701</td>
</tr>
<tr>
<td>410.93</td>
<td>0.00803622</td>
<td>455.37</td>
<td>89.2913</td>
<td>533.15</td>
<td>11.1614</td>
</tr>
<tr>
<td>416.48</td>
<td>0.00744094</td>
<td>460.93</td>
<td>93.1606</td>
<td>544.26</td>
<td>7.44094</td>
</tr>
<tr>
<td>422.04</td>
<td>0.00669685</td>
<td>466.48</td>
<td>90.7795</td>
<td>555.37</td>
<td>5.20866</td>
</tr>
<tr>
<td>427.59</td>
<td>0.00654803</td>
<td>472.04</td>
<td>81.8504</td>
<td>566.48</td>
<td>3.42283</td>
</tr>
<tr>
<td>430.37</td>
<td>0.00669685</td>
<td>477.59</td>
<td>72.9213</td>
<td>577.59</td>
<td>2.23228</td>
</tr>
<tr>
<td>432.04</td>
<td>0.0119055</td>
<td>488.71</td>
<td>56.5512</td>
<td>588.71</td>
<td>1.78583</td>
</tr>
<tr>
<td>435.93</td>
<td>11.9055</td>
<td>499.82</td>
<td>38.6929</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\[ \nu(T < 432) (\text{m}^2/\text{s}) = 5 \times 10^{-6} \]

\[ \nu(T \geq 432) (\text{m}^2/\text{s}) = \left[ \left( \frac{T - 432}{76} \right) \text{sech} \left( \frac{T - 430}{28} \right) \right]^2 + \frac{(T - 432)}{4 \times 10^6} + 5 \times 10^{-6} \]

---

**Figure A.3: Fit to Kinematic Viscosity Data**

- Derived from Tuller's (1954) density and dynamic viscosity data.
- Fit
Certain conditions must be fulfilled in order to approximate a fluid as incompressible in fluid thermodynamic equations. The requirement that density changes remain small with respect to the scale of the problem is reflected in the following two criteria (Tritton, 1988):

1. Either the temperature dependence of the density or the magnitude of typical density perturbations must be small.

\[ \frac{\Delta \rho}{\rho} \ll 1 \]

where \( \Delta \rho \) is the maximum variation of density across the length scale \( L \) of the problem. This ratio is about 0.013 in the upper low-viscosity zone of the sulfur aquifer and 0.19 for the deeper zone of low-viscosity fluid.

2. The length scale \( L \) of the problem must be small compared with the length scale over which pressure effects on density are significant.

\[ Lg\rho \beta \ll 1 \quad (B.1) \]

for an isothermal compressibility \( \beta \). The expression \( (g\rho \beta)^{-1} \) is referred to as the isothermal pressure scale height. The density of liquid sulfur at 1 GPa and 623 K is about 1500 kg/m\(^3\) (Heath, 1995). At the same temperature and atmospheric pressure it is 1665 kg/m\(^3\), giving an approximate value for \( \beta \) of \( 10^{-10} \) Pa\(^{-1}\). For the problem examined in chapter 1, \( Lg\rho \beta = 0.003 \). Equivalent to equation (B.1) is the
constraint that the driving pressure forces due to buoyancy must be much smaller than the total pressure variations across the domain.

\[ \frac{\Delta \rho g}{\nabla p} \ll 1 \]

The neglect of any viscous heating terms requires that heat loss due to viscous energy dissipation must be much less than that due to advection. The dissipation of viscous energy is proportional to the viscosity and to the square of the velocity gradient

\[ \mu (\nabla v)^2 \]

Darcy's equation assumes laminar flow in pore capillaries, which minimizes viscous effects. In free convection there is a balance between the viscous force and the buoyancy force

\[ \frac{\mu v}{\delta^2} \sim g \rho \alpha \Delta T \]

where \( \delta \) represents the length scale for the importance of viscous effects. Replacing the viscous heating expression by \( g \rho \alpha \Delta T v \) and comparing to the advection term,

\[ \frac{g \rho \alpha \Delta T v}{\rho c_p v \nabla T} \sim \frac{g \alpha L}{c_p} \ll 1 \]

The sulfur aquifer model satisfies this with a ratio of 0.006. The quantity \( g \alpha / c_p \) is often called the adiabatic temperature scale height.
Fluid convection problems involve the simultaneous solution of the equations of mass, momentum, and energy conservation. The advent of powerful computers has made possible the numerical simulation of complex flow problems, including fluids with variable thermodynamic properties. In treating fluids with a variable density and heat capacity, it has come to my attention that a basic inconsistency between various scientific publications exists in the derivation of the heat conservation equation.

The Boussinesq approximation is a widely used approach to the problem of convection, one which assumes a constant fluid density except in the buoyancy force. This approximation also neglects variations in the heat capacity, which is reasonable for many fluids. The use of the Boussinesq approximation sidesteps the erroneous derivation of the heat equation that is present in some publications. The problem manifests itself only when a variable heat capacity is included.

Heat conservation equation

The equation describing the conservation of energy can be derived in either an inertial or Langrangian reference frame. Both methods of course lead to the same result. The following derivation is performed in the context of a control volume $V$ of fluid in an inertial frame. The rate of change of energy of the fluid in the volume must be balanced by the rate at which work is done both on the boundary of $V$ by surface forces and on the fluid in $V$ by body forces, and by the rate at which heat is conducted and convected across
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V. For the purpose of illustrating the error discovered in certain texts, the work terms are neglected. This is akin to neglecting viscous dissipation and fluid compressibility, and will focus attention on the targeted terms in the heat equation and leave a simpler equation to manipulate.

This simplified energy equation, in conventional summation notation, is

\[ \frac{\partial}{\partial t} \int_V \rho \epsilon \, d\tau - \int_S kT_j dS_j + \int_S \rho \epsilon v_j dS_j = 0 \]  

(C.1)

where \( \rho \) is the density, \( \epsilon \) is the energy per unit mass of fluid, \( k \) is the thermal conductivity, \( T \) is the temperature, and \( v \) is the fluid velocity. The bounding surface of the volume \( V \) is denoted by \( S \), with unit normal \( S_j \), and \( d\tau \) is a unit element of volume. Green’s identity transforms surface integrals to corresponding volume integrals, and equation (C.1) becomes

\[ \frac{\partial}{\partial t} \int_V \rho \epsilon \, d\tau - \int_V (kT_j)_j \, d\tau + \int_V (\rho \epsilon v_j)_j \, d\tau = 0 \]

Since this expression must hold for any volume \( V \), we may discard the integrals and write

\[ \frac{\partial}{\partial t} (\rho \epsilon) - (kT_j)_j + (\rho \epsilon v_j)_j = 0 \]  

(C.2)

Making use of the continuity equation

\[ \frac{\partial \rho}{\partial t} + (\rho v_j)_j = 0 \]

equation (C.2) reduces to

\[ \frac{\partial \epsilon}{\partial t} - (kT_j)_j + \rho v_j \epsilon_j = 0 \]  

(C.3)

The energy of the fluid per unit mass may be divided into a kinetic part \( \frac{1}{2}v^2 \) and the internal energy \( u \), without including any chemical or other energy. The kinetic energy terms are cancelled by contributions from the neglected work terms in a full expansion of the heat equation, so we are left with only the internal energy part. The problem noted
arises in the definition of this internal energy. By the first law of thermodynamics,

\[ du = dq - dw \]

where \( dq \) is the differential quantity of heat absorbed by the system (in this case the volume of fluid), and \( dw = pdV \) is the work performed by the system. In keeping with previous simplifications, the differential quantity of work is discarded and thus

\[ du = dq = T\,ds \]

For \( \xi \) equal to either \( t \) or a spatial coordinate \( x_j \),

\[ \frac{\partial \xi}{\partial \xi} = \frac{\partial u}{\partial \xi} = T \frac{\partial s}{\partial \xi} = T \frac{\partial s}{\partial T} \frac{\partial T}{\partial \xi} \]

Substituting this relation into equation (C.3), and making use of the definition \( c_p = T \frac{\partial s}{\partial T} \), conservation of heat energy is described by

\[ \rho c_p \frac{\partial T}{\partial t} - (kT_j)_{,j} + \rho c_p v_j T_{,j} = 0 \] (C.4)

This derivation has made no assumption about the constancy of the heat capacity.

Certain texts (e.g. Chandrasekhar, 1961; Turcotte and Schubert, 1982) erroneously define an absolute heat content per unit mass as

\[ u = c_p T \]

rather than

\[ u = \int_{T_0}^{T} c_p \,dT \]

where \( T_0 \) is a reference temperature which may be absolute zero. The first expression is true only in the case of constant heat capacity. Regardless of any assumptions about \( c_p \), the first definition leads to

\[ du = c_p dT + T \, dc_p \]
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and \( c_p \) is included in the time and spatial derivatives. Thus gradients of \( c_p \) would exist in a full expansion of the heat equation. This is false and leads to dramatically different results for a convecting fluid with a moderate variation in the heat capacity.

**Numerical results**

The difference in fluid convection when an erroneous heat equation is employed is illustrated by a series of numerical experiments. The reference model is the case of a constant property system at the critical Rayleigh number (figure 3.1 in chapter 3). Velocities do not evolve in time and the final and initial conditions are equal. Figure C.1 shows the time evolution of the same perturbation in the case of the correct and incorrect heat equations. All variables are those normalized and defined in chapter 3. The heat capacity varies by 120% around a mean value (figure 3.2c), and the time steps are one tenth those used in chapter 3. Velocities are relatively unchanged by a variable heat capacity (figure C.1b). However, when the internal energy is incorrectly defined, the derivative of the heat capacity enters directly into the heat equation, and a steep positive gradient in the temperature dependence of \( c \) greatly enhances the convective vigour of the system (figures C.1c and C.1d). The opposite effect occurs with a negative temperature dependence for \( c - Ra_{ef} \) is less, and velocities decrease.

**Conclusion**

The assumption of a constant heat capacity is often valid in modelling fluid dynamic problems. In this case, the error in the heat equation discussed above does not affect results. When a variable heat capacity is modelled with the incorrect heat equation, however, fluid velocities may be greater or less than they should be. A positive temperature dependence in the heat capacity leads to an increase in the effective Rayleigh number of the system, whereas a negative slope results in a reduced value of \( Ra_{eff} \). The difference
between the correct and incorrect cases becomes more pronounced as the slope of $\frac{\partial c}{\partial T}$ increases. If the heat capacity varies on the order of 100%, fluid velocities may be off by an order of magnitude.