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Abstract

The following work was undertaken in this study to provide insight about the role
of tidal fluctuations in inflluencing rétes of SGD: (1) Improvements were made to
the installati-on method and accuracy of a new tool developed for measuring the |
transient changes in vertical differential fluid pressures, referred to as the
differential pressure system (DPS-Il), (2) a field experiment was carried 6ut to
obtain measurements of SGD rates by a continuous heat type seepage meter,
transient changes in vertilcal differential fluid pressures heads in shallow
sediment by the DPS-II and tidal fluctuations in the near-shore environment, (3)

the interpretation of the field data sets were constrained based on ¢alculations

using Darcy’s Law and a 1D uniform dehsity flow model.

The field experiment was carried out between October 26-28 2005, which was
the last of a sequence of nine shorter tests completed to refine field procedures
and gain experience using the instruments. Spanish Banks West beach in
Vancouver was chosen as the field site because it is close proximity to The
University of British Columbia, reasonable rates of SGD were measured during
preliminary tests and the location fulfilled many of the Iogisfical demands of -

testing.

Results of the experiment showed that the highest differential fluid pressure
heads (measured between about 0.3 and 0.6 m‘beldw the seabed) at two

piezometers of the DPS-Il and highest SGD rates occurred at iow tide. Using

/




Darcy’s Law, SGD rates were calculated based on the differential fluid pressure
heads and a hydraulic conductivity value within the constraints of the hydraulic
conductivity data set derived from falling head tests completed on core samples
from the site. The calculated SGD rates provided a good match with SGD rates
by the seepage meter. Results of the 1D hydrogeological modelling suggest that

the field based measurements of differential fluid pressure heads and SGD rates

can be explained reasonably well by a 1D uniform density dependent flow model.
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1. Introduction

1.1 Introduction to Research Topic and Purpose

Submarine groundwater discharge is defined as the total mixture of seawater and
fresh groundwater flowing out from the aquifer, into the coastal water, through
the underlying sediments (Destouni et al. 2003). Unlike river flow, SGD is a less
obvious influx to the ocean, typically occurring as diffuse and temporally variable
discharge, in some cases augmehted by focused seeps or springs. SGD in the
near-shore has been measured and predicted by many researchers (e.g. Kohout
1964; Bokuniewicz 1992; Young 1996; Burnett et al. 2003; Taniguchi et al. 2006)
but the exact magnitude of the phenomenon, as well as its impact on the near-
shore zone is still not known with certainty. In some cases, the fresh water
component of SGD, discharging from local surficial or deeper aquifers, has been
shown to represent a potentially important pathway for the transport of
anthropogenic substances such as fertilizers and sewage from land to sea
(Valiela et al. 1990; Capone and Slater 1990; Corbett et al. 1999; Krupa et al.

2003; Slomp and Van Cappellen 2004; Boehm et al. 2004).

A major question that exists is to what extent SGD is controlled by hydraulic
gradients dfiving groundwater of terrestrial origin into the ocean, and how much
is driven by oceanic probesses such as tidal forcing, wave action or saltwater
fingering (e.g., Li et al. 1999; Rasmussen et al. in press) that could cause a
higher quantity of re-circulating seawater to discharge across the seabed.

Discharges influenced by terrestrial and marine forces are typically coincident in



time and space but may differ sign'ificantly in magnitude. Since such factors as
the hydraulic gradient, tidal range, and position of thé freshwater-seawater
“interface change over time; it is possible that the conditions in any one area
could shift (e.g., seasonally) between terrestriaily govérned and marine
dominated systems (BUrnett 2006). In attempts to distinguish between the
mechanisms driving SGD in the near-shore, SGD characteristics such as flux
‘rate and salinity may be monitored in addition to measurements of the SGD
driving forces which may include hydraulic gradients and tidal (sea) levels. In this
study, transient changes in differential fluid pressuré heads in shallow marine
sediments, SGD flux rates, and tidal levels were measured at a coastal site at
Spanish Banks West beach in Vancouver, British Columbia. This site was
chosen because it is in close proximity to The University of British Columbia,
reasonable rates of SGD were méasured at thé site during preliminary tes‘ts, and
it fulfilled mahy of the logistical demahds for testing. The objectives of this study
are to improve the accuracy of a new instrument developed to measure transiéﬁt
changes in vertical differential pressure heads in near-shore shallow marine
sedlments and to mvestlgate the role of tidal fluctuations in mfluencmg rates of
SGD using the measurements of transient changes in vertical fluid pressure

“heads, with direct meésurements of SGD flux rates, and tidal levels.

1.2 Background and Motivation
Within the last decade there has emerged recognition that at least in some

cases, SGD may be both volumetrically and ch_emica!ly‘ important (Johannes



1980). One of the major objectives of the recent interest in SGD hés been to
provide both the scientific and coastal zone management communities with the
tools and skills necessary to evaluate the influence of SGD in the coastal zone.
The three principal approaches used to assess SGD are: (1) direct
measurements using manual or automated seepage meters (e.g., Cable 1997a
and 1997b; Burnett et al. 2003); (2) geochemical tracer techniques (e.g., Moore
1996; Moore and Wilson 2005); and (3) hydrogeological modelling (e.g.,
Bokuniewicz 1992; Smith and Zawadski 2003). Many studies have been
conducted to evaluate SGD, however up until recently rarely was more than one
approach employed in any one study and estimates of measurgment uncertainty
were almost never provided (Burnett et al. 2001). To improve the confidence in
SGD assessments, intercomparison experiments have been performed that
directly compare several of the independent measurement approaches (e.g.,
Burnett et al. 2002). These experiments have shown that careful measurements
can accurately estimate SGD, quantify some of the driving hechanisms, and
provide ihsight to the spatial and temporal scales at which these mechanisms
opera'te. In this study | attempt to improve the accuracy and better constrain the
errors associated with a new tool, referred to as the differential piezometer
system (DPS-I), developed for measuring transient changes in vertical
differential fluid pressure heads in the seabed. | also use measurements of the
transient changes in vertical differential pressure heads by the DPS-II, in
conjunction with SGD rateé by an automated seepage meter to investigate the

relationship the role of tidal fluctuations in influencing rates of SGD.



1.3 Key Questions

This work focuses on better understanding the mechanisms controlling SGD in

the near-shore environment, specifically assessing the role of tidal fluctuations.

The key questions are:

(1) What is the relationship observe)d at the field site between measurements of
sea level fluctuations due to serﬁi-diurnal tides, transient changes in vertical
differential pressure heads in shallow marine sediment and SGD rates? ‘

(2) What are the roles of transient changes in vertical differential pressiure heads
in shallow marine sediment and tidal level fluctuations in modulating SGD
rates?

(3) What are the best approaches that can be implemented in all aspects of the
development of the DPS-II (e.g., design, deployment) to obtain accurate and
reliable measurements of transient changes in vertical differential pressure
heads by the DPS-1I?

(4) What is the uncertainty associated with field measurements of vertical

differential pressure heads by the DPS-II?

1.4 Outline of Thesis
The research questions stated above in section 1.3 were addressed, in part, by
analyzing field measurements of SGD rates by a continuous heat type seepage
meter, transient changes in vertical pressure gradients by the DPS-II and tidal

levels. The field measurements were obtained from an experiment completed

between October 26 — 28, 2005 which was the last field experiment of a




sequence of nine shorter tests (hours to 1 day) completed to refine field
procedures and assess the performance of the séepage meter and DPS-II. The
analysis of the data involved calculations using Darcy’s Law and a 1D uniform
dénsity numerical model to better constrain the interpretation of the field data
sets. An error analysis of the DPS-II was also corﬁpleted to evaluate the error
associated with the measurements by the tool and provide recommendations to

minimize the error of future DPS-I| measurements.



2. Review of Submarine Groundwater Discharge

2.1 Introduction and Significance

In addition to the advective flow of fresh groundwater driven by a hydraulic
gradient between the land and sea, there are several oceanic processes that
drive the flow of re-circulated seawater across the seabed. The term SGD has
been used in different ways over the years, typically to include ohly freshwater
(Zektser et al. 1983) or both freshwater and re-circulating seawater (Church
1996). A clear definition of SGD is important for two key reasons: (1) the ratio of
SGD to total water flux into the ocean has a different meaning depending on
whether SGD includes re-circulated seawater or not, and (2) SGD values
compared to other freshwater discharge estimates to the ocean may lead to

misunderstandings if re-circulated seawater is included.

A definition of SGD that is compatible to both terrestrial and oceanic derived
flows is important, since either flow could be significant from a biogeochemical
perspective. Consistent with recent definitions of SGD (e.g., Kim and Hwang
2002; Burnett et al. 2003; Taniguchi et al. 2004), in this study SGD is defined as
all discharge of subsurface fluids across the land-ocean interface without regard

to its composition (e.g., salinity), origin, or phenomena driving SGD.

SGD in the near-shore is typically diffuse, patchy and temporally variable and
may involve multiple aquifers (Slomp and Van Cappellen 2004; Burnett et al.

2006). The composition of SGD is usually a mixture of waters reflecting different



fluid histories (Figure 2-1). Freshwater is a component of SGD that may
discharge from a surficial aquifer driven by a hydraulic gradient between the land
and the sea. The oceanic processes 'that drive the re-circulated seawater
component of SGD are not as well undelrstood and it is unclear the amount these
processes contribute to SGD. In additiqn to SGD in the region beyond the low
tide line, water will also drain from the seepage face that forms along the ~
shoreline during the tidal cycle. This water includes both freshwater and

seawater components (Smith and Zawadzki 2003).

Burnett et al. (2003) summarized some of the more obvious or important
components and driving forces of SGD, as shown in Table 2-1. This table is a
simplification of the relationships between contributing factors and driving forces.
For example, the tidal range likely influences the tidal forcing of re-circulated
seawater and would also affect SGD rates by modulating thé hydraulic gradient'

in a coastal setting.

An annual rechargé cycle causing a seasonal inflow and outflow of seawater
within an unconfined coastal aquifer is a new concept introduced by é team at
MIT (Michael et al. 2005). The group had shown earlier in a seepage meter
experiment carried out in Waquoit Bay, Massachusetts that the groundwater
discharge was largely saline (Michael et al. 2003). A seasonal shift in the

freshwater-seawater interface in response to the annual recharge cycle was



proposed to explain the source and timing of the high flux of saline water

recorded by the seepage meters.

In addition to the ecological impact of SGD in the coastal zone by groundwater
inputs such as nutrients, heavy metals, radionuclides and organic compounds
(La Roche. et al. 1997), gfoundWater discharge may also influence seawater
ihtrusion into coastal aquifers. Seawater intruéion is an important process that
leads to groundwater salinization to levels exceeding acceptable drinking and
irrigation water levels (Van Dam 1999). Due to increasing population growth and -
the fact that about 70% of the world population oc‘cupies coastal regions, such
groundwater contamination is clearly a significént issue (SCOR/LOICZ Working
Group 112 20‘00). Seawater intrusion into terrestrial aquifer systems aqd SGD
are closely linked processes that directly affect each other.. The freshwater
component of discharge to the sea controls seawater intrusion in some
conditions. However, the over-pumping of coastal aquifers increases séawater
intrusion and. may signifi'cantly reduce or eliminate SGD, or at least the

freshwater component of discharge. |

2.2 MeasurementlApproaches_

When SGD assessments are performed, the rate of groundwater discharge can
be described in several different ways. One way that is widely used is the specific
volume flux across the sea floor, typically expressed as cm/d (cm3scm2e-d™),

SGD has also been expressed as the total volume discharge per unit length of



shoreline per unit time (e.g., L:-m™-d™). Such assessments are difficult because
more measurements are required but are useful for extrapolating to larger areas

(Burnett et al. 2003).

Seep'age meters are the only direct method for measuring SGD. The lower
bound for reliable measurements using seepage meters is about 2 cm/d (Burnett
et al. 2002). The manual seepage meter (Lee, 1977), is essentially a chamber
inserted open end down into the sediment (Figure 2-2). A plastic bag covers a
small hole drilled into the top of the chamber and is used to collect water that is
displaced from the chamber by SGD. The change in the volume of water in the
bag over a measured time interval provides the SGD flux measurement. Studies
involving seepage meters have reached the following general conclusions: (1)
many seepage meters are needed because of the natural spatial and temporal
variability of SGD rates (Shaw et al. 1990), (2) the resistance of the tube (Fellows
et al. 1980) and bag (Shaw et al. 1989; Belanger et al. 1992) should be
minimized to the degree possible to prevent artefacts; (3) use of a cover for the
collection bag may reduce the effects of surface water movements due to wave,
- current or stream flow activity (Libelo et al., 1994), (4) caution should be applied
when operating near the seepage meter detection limit (Cable et al. 1997) and,

(5) artefacts may exist from pressure gradients developed by unidirectional

currents passing over the meter (Shinn et al. 2002).




Manual seepage meters are a simple and inexpensive tool for assessing SGD in
a coastal setting but a significant disadvantage of the meters is that they are
labour intensive. In order to obtain SGD rates auto‘matically and continuously,
various types of automated seepage meters have been developed (Taniguchi
and Fukuo 1993; Krupa et al. 1998, Sholkovitz et al. 2003; Pauleen et al. 2001).
One example of such an epproach is the coh_tiﬁuous heat type meter developed
by Taniguchi end Iwakawa (2001). The meter uses two thermocouples sensors
and a heating wire positioned in a flow tube above an inverted chamber covering
a known area of sediment (Figure 2-3). The basis of the method is to rﬁeasure
the temperature gradient of the water flowing betWeen the thermocouple sensors
that are located at downstream and upstream positions in the flow tube. Heat is
continuously generated at the upstream position. The temperature gradient
between the downstream and upstream sensors is dependent on the SGD flux
rate. When there is no SGD flux, the temperature gradient in the flow tube is the
maximum, and it decreases with increasing SGD. Once the system has been
calibrated, measurements of SGD can be made automatically on a near
* continuous basis. The continuous heat type seepage meter can not measure
recharge (i.e. inflow into the seabed). The expected output of the meter if it is
deployed in a recharge zone would be measurements outside the range of the
calibration curve for the meter (T. Ishitobi personal communication). The
continuous heat type meter has successfully measured SGD over several days
to months at a typical rate of about one measurement every 10 minutes

(Taniguchi 2002; Taniguchi et al. 2004; Taniguchi et al. 2006). Measurement

10



A

rates of one measurement every 1 minute have also been recorded using the
continuous heat type meter (Taniguchi 2005). In this study, a continuous heat
type seepage meter is used to measure SGD rates over a period of about 48

hours at a rate of one measurement every 10 minutes.

The use of geochemical tracers offers a promising approach for regional
assessments of SGD. Small scale variability is a serious problem for the use of
seepage meters, but small spaﬁal scale variations tend to be smoothed out over
time and space in the case of tracer methods. The smooth measurement output
is a result of the tendency of the marine water column to integrate the
groundwater tracers entering via the aquifers. The use of geochemical tracers
requires that all other tracer sources and sinks except groundwater be evaluated
and this task can be difficult. Several studies have employed the use of the
natural U-decay seriés nuclides 2*°Ra and %?Rn to assess SGD (Moore, 1996;
Burnett et al. 1996; Corbett et al. 1999; Kim and Hwang 2002; Burnett and
Dulaiova 2003). Natural geochemical tracers should be greatly enriched in

groundwater relative to coastal waters, be conservative and easy to measure.

Modelling to predict SGD can 5e categorized into three basic groups: (1) flow
équations, i.e. analytical or numerical solutions of Darcy;s Law; (2) mass balance
approaches that usually consist of water or salt budgets; and (3) hydrograph
separation techniques that examine the baseflow from streams and extrapolate

the interpreted groundwater flow to the coastal zone. These approaches are
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carried out on a variety of spatial scales and levels of complexity but all have
certain limitations. Estimates of SGD using Darcy’s Law often assume
homogenefty of the aquifer when thi§ is not the case. Although numerical
solutions are capable of accounting for heterogeneity, it is difficult to obtain
representative values of the hydraulic conductivity within an aquifer. Another
source of uncertainty may result from the assumption of steady state conditions
in some modelling analyses that may not necessarily apply especially

considering the effects of tidal and ‘density driven forces in the near-shore zone.

2.3 Local and Global Estimates

Locations of SGD estimates compiled by Taniguchi (2002) show that many
studies have been performéd on the east coast of the USA, Europe, and Japan
(Figure 2-4). No quantitative SGD data was located from South America, Africa,
India or China, although indications of SGD were reported for India (Moore,

1997) and Kenya (Kitheka, 1998).

Many studies haVe observed that SGD decreases exponentially away from the
shoreline. The world wide compilation of SGD estimates by Taniguchi (2002)
indicated that most SGD rates are below about 10 cm/d. Consivdering the length
of coastal shoreline, this SGD estimate could represent a significant quantity of
discharge into the ocean. Various estimates of the role of SGD in the global
wéter balance range over about three orders of magnitude (approximately 0.01 to

10 % of total river flow). Comparing SGD assessments is complicated because of
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the differences in spatial scales, assumptions and artefacts associated with each
method. As well, one must be cautious about drawing too mahy conclusions from
these SGD results. Most SGD measurements have been performed where it is
easily detected and large volumes of SGD are expected. Therefore, the

estimates may be more representative of maximum SGD values.

2.4 Relationship between \SGD and Tidal Levels

Temporal trends of SGD recorded by seepage meters typically show variations
that correspond in timing to the tidal period in that area. In general, the timing of
the SGD spikes relative to the tidal level varies depending upon the
hydrogeologic setting. For example, Lee (1977) observed that SGD rates were
distinctly higher at low tide in a coastal site in Beaufort, North Carolina, whereas,
Burnett et al. (2002) showed that the highest SGD rates occurred during the:
transition from highest to lowest tide during an intercomparison experiment
carried out at a site along the northeastern coast of the Gulf of Mexico. Taniguchi
et al. (2006) concluded that measurements of SGD in the near-shore at a site
near Kyushu Island, Japan, that showed a direct inverse relationship With tidal
levels could be explained mainly by terrestrial groundwater, while offshore SGD
that showed a lag time of three hours between highest SGD rates and low tide
was controlled mostly by oceanic processes that caused the discharge of re-

circulated seawater.
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Studies have shown longer-term (weeks to months) tidally-modulated cycleé in
| SGD based on continuous. measurements of the groundwater tracers radon and
methane (Kim and Hwang 2002) and measurements by automated seepage
meters (Taniguchi 2002). Taniguchi (2002) continuously recorded SGD rates in
Osaka Bay, Japan from May to AAugust 2001 and using a Fast Fourier Transfer
(FFT) method Was able to identify a semi-diurnal to diurnal variation in SGD as
well as a semi-monthly variation in discharge reflecting the neap spring lunar

cycle.

It may be possible to explain the SGD spikes corres‘ponding to changes in tidal

-~ levels by factors other than tides. It is recognized that benthic chambers
deployed on the seabed cén cause local pressure perturbatidns that drive pore
water flow (Huettel and Gust, 1992). Tidal currents coulld also be at a maximum
during tidal transition periods suggesting that pressure induced flows may be
responsible for these spikeé. However, groundwater tracers measured in the
overlying water column also show similar variations between SGD and tidal
levels (Burnetf et al. 2002; Kim and Hwang, 2002). Prevssure induced artefécts in
seepage meter data would likely not be present. in the same manner for tracer

assessments.

Superimposed on the tidally driven behaviour of SGD rate, are variations in
hydrogeological properties (e.g., water table) that have been shown' to have an

influence 6n SGD rates. In a tracer study complefed in Korea by Kim and Hwang -
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(2002), SGD rates were more limited in the dry season when the aquifer was not
recharging. These results show that despite it being typical to find a
correspondence between tides and SGD rates in the near-shore, the overlapping

nature of terrestrial and marine SGD forcing components can also be important.

15




Components Driving Forces Contributing Factors

Meteoric waters (fresh) Hydraulic gradient Topography, Transmissivity,
Precipitation, Evaporation

Re-circulated seawaters Hydraulic gradient, Tidal ~ Tidal range, period,
(salt) : forcing, Wave set-up frequency, Wind Force,
direction

Connate waters (very salty) Density, Thermal gradient Geology, Geothermal heating

Table 2.1: Slmpllfled relationships between components, driving forces and contrlbutlng
factors of SGD (Burnett et al. 2003).
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3. Instrumentation Development for Measuring Differential Fluid Pressure
Heads

3.1 Application of Fluid Pressure Measuremenfs to SGD

Direct in-situ measurements of fluid pressures are one method to detect and
quantify SGD. Using measurements or estimates of the aquifer permeability and

fluid density, the flux rates of SGD are related to fluid pressure gradients through

‘Darcy’s Law written in terms of fluid pressure:

q =5(£+pgj (Equation 3.1)
pidz :

where q is the specific discharge, k is aquifer permeability, p is fluid viscosity,
dP/dz is the pressure gradient, p is the fluid density at the calculation point (and

time) that SGD is to be determined, and g is the gravitational constant.

Alternatively, for a uniform density flow field, fluid pressure can be converted to
hydraulic head using the relationship:

h=F sz (Equation 3.2)

P9
where z is the elevation above a datum, and the calculation of SGD can be
simplified by using the conventional form of Darcy’s Law:

q= _kdn (Equation 3.3)
dz

where dh/dz is the hydraulic gradient and K is the hydraulic conductivity.

In addition to directly assessing SGD rates, data sets of fluid pressures or
hydraulic gradients are useful as a calibration constraint in the development of

SGD hydrogeological models.
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3.2 Fluid Pressure Measurement Approéches

Typically, the hydraulic potential is assessed at several depths in the sediment

| using multi-level piezometer nests (Freeze and Cherry 1979). It is relatively easy
to install piezometers in shallow-water sediments by direct pushing and -
hammering. Piezometers have been s’uccessfully\used in conjunction with
seepage metérs to explain the periodic fluctuations of SGD from measured
hydraulic gradients and SGD flux rates (Barwell et al.1981;Taniguchi 1995).
However, conventional piezometers may not be suitable for resolving the small

hydraulic head gradients at some SGD sites (Smith and Zawadski 2003).

A variety of instruments to measure fluid pressure are used in geotechnical
applications (Hanna 1985; Dunnicliff 1988). For measuring fluid pressures in
marine sediments, the differential piezometer design is likely the most relevant of
the tools used in geotechnibal applications and offers an advantage over
conventi.onal piezometers. To continuously monitor fluid pressures in the
sediment usihg a conventional piezometer, a pvressur.e transducer may be used
to measure the water level above the screen of the piezometer. The accuracy of
a pressure transducer is usually expressed as a‘percentage of the full scale (FS)
of the instrument. The FS of the instrument refers to the range of signal inputthe
transducer is intended to méasure (i.e., a pressure transducer with a FS of 1 PSI
is rated to measure a range of pressures from 0 to 1 PSI). Because éf the head
of seawater, using a conventional piézometer to measure fluid pressures in the

seabed requires the FS of a pressure transducer to be larger and thus increases
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the error of the instrument. At some SGD sites, an error associated with a
measuring instrument on the order of centimetres may approach the magnitude
of the small changes in fluid pressure gradients and/or the small hydraulic
gradients that are resolved from the fluid pressure measurements. The
differential piezometer design used in this study overcomes the limitations of
resolving small changes in fluid pressure gradients from independent
measurements of fluid pressures by making a direct differential fluid pressure
head measurement between two ports on a piezometer that is driven into the
seabed. Since the early 1970s, several designs of differential pressure
piezometers have been developed as a means fo analyze soil strength (Bennett
et al.1979; Davis et al. 1991; Schultheiss 1989; Anderson et al. 1996). The
majority of these instruments were used to assess fluid pressures'in relatively

deep-water sediments requiring specialized installation techniques.

Although less well documented and with fewer piezometers developed than for
the deep sea, attempts have also been made to measure fluid pressures in
relatively shallow waters using the differential piezometer approach. The lack of
literature and limited success using shallow water differential piezometers likely
reflects fewer applications in the past for highly accurate shallow marine fluid

pressure measurements.

There were three generations of Portable In-situ Pore Pressure Instruments

(PISPPIs) developed at the University of Lehigh in Pennsylvania, USA. The
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PISPPI-3, shown in Figure 3-1, was designed exclusively for shallow water. The
intent of the PISSPI-3 was to determine SGD across the sediment-water
interface, for which measufements were needed of both permeability and
hydraulic head. The instrument utilizes a differential pressure transducer to
monitor the pressure gradient between the sediment water interface and a depth
in the sediment determined by the penetration of a probe. Insertion of the probev
into the sediment induces a transient excess pressure field around the probe and
upon dissipation of this pressure pulse, a small electric pump and a series of
valves are activated to conduct a pump or slug test. The instrument also collects
a small sample of pore water for subsequent chemical analysis. The probe is
hydraulically connected to the pressure transducer through a carrying case left
on the seabed and also a datalogger attached to a buoy. The only documentation
for the PISSPI-3 is the User's Guide and Technical Manual. The project to
develop the instrument was completed in 2001 (B. Carson personal ’

communication).

Figure 3-2 shows the Diver Operated Pore Pressure Instrument (DOPPI)
developed by GEOTEK Ltd in the United Kingdom. The only testing of the DOPPI
was by GEOTEK Ltd in the Adriatic Sea where many problems were
encountered as a result of nearby trawler activity. The instrument is no longer in

operational condition (P. Schulthesis personal communication).
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A differential preésure sensor instrument was developed for the Geological
Survey of Canada to investigate slope failures in the Fraser River Delta. A small
consulting company, Adara Consulting in Vancouver, designed the instrument.
The differential pressure sensor consisted of two probes and a data acquisition
system. The probes were inserted by divers into the seabed to a dep‘th of about 3
to 5 m and each measured the fluid pressure at the seafloor and at a point in the
seabed. Several data sets were obtained but information is not readily available
about the quality of the measurements. Weather and funding problems prevented
the recovery of either of the probes (G. Jolly personal communiéation; T.

Lightfoot personal communication).

Pore pressures and seepage flux rates were measured and compared to tidal
levels at a site near Kurobe, Japan (Urakoshi et al. 2003). Pore pressures were
measured for 25 days using a newly developed multi-depth pore pressure
instrument (Figure 3-3): This device measures pore pressures independently at
the slit of two hollow lances that are imbedded into the sediment, using absolute
pressure transducers positioned on the seabed. Pore pressure gradients are
calculated from the differences in the pore pressure measurements. A
disadvantage of this configuration is that errors in the installation depth of the
lances will directly influence the interpretation of the data. Obtaining accurate
measurements of the installation depth of the lances is a challenging aspect of

the design (T. Urakoshi personal communication).
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3.3 Description of DPS-I

A new tool, referred to as the differential piezometer system (DPS-I), was
developed within the Earth and Ocean Sciences Department at UBC for thé
measurement and short term monitoring of vertical hydraulic gradients in near-

shore, shallow marine sediments (Caulkins, 2003).

The DPS-I consisted of two piezometers and a control box housing the
electronics used for data acquisition (2 differential preséure transducers, 4
resistors, 1 datalogger, and 1 power supply). The piezometers were
approximately 1 m (3.3 ft) in length, and 4.5 cm (1 % in) outside diameter (OD)
and were designed to permit installation by sledge hammering into sandy
sediments. Each piezometer was constructed of 0.3 m (1 ft) length steel drill rods
and ,cbntained two measuring ports with screened diameters of about 6 mm
spaced 31 cm apart. By the addition of short lengths of drill rods, this separation
distance could be adjusted. The measuring ports of a piezometer were
hydraulically connected through plastic tubes filled with deaired water to the
pressure sides of a capacitance-type differential pressure transducer
(manufactured by Setra, model 230, range +/- 0.5 PSI) mounted inside the
control box. Deaired water was used as the hydraulic fluid in the tubes to
minimize the potential for air bubbles within the tubes that could affect the
accuracy of the measurements. Deaired water was obtained by boiling tap water -

for 15 minutes, and subsequently cooling and storing the water in 4L glass jars.
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Each piezometer was connected to a separate transducer, providing independent

measurements of the vertical hydraulic gradient.

In addition to short preliminary tests, the DPS-| was deployed four times over the
course of a three week experiment in August 2002. In this experiment,
installation of the DPS-I system began just after high tide and took five to six
hours for completion. M.easureme.nts at the sites began immediately after
installation of the system. Data were recorded with a Campbell Scientific CR10X
datalogger that measured thé voltage output (linearly related tb differences in
hydraulic head using laboratory calibrations) of the differential pressure
transducer. The control box housing the datalogger and transducers did not have
a water tight seal and the electronics were not submersible. To prevent
submersion of the control box during deployment, it was positioned on a scaffold

that was erected to a height above the maximum expected sea level (Figure 3-4).

3.3.1 Field Results using DPS-I

Prior to the first field experiment that implemented the DPS-| to estimate vertical
hydraulic gradients in shallow marine sediment (Caulkins, 2003), the
performance of the tool wés tested by Caulkins (2003) in convenient near-shore
iocations close to The University of British Columbia in Vancou-ver, British
Columbia (e.g., Spanish Banks, beaches below Burrard Street bridge). |
Satisfactory hydraulic gradient data were obtained from preliminary tests (2-3

hours in duration) using the DPS-|.

25




The first field experiment implementing the DPS-I wés completed'between
August 17 to September 7, 2002. The purpose of the experiment was to
investigate the influence of tidal levels fluctuations on rates of SGD using
measurements of vertical hydraulic gradient, SGD and tidal level. The experiment
was conducted in an aréa adjacent to the Florida State University Marine

. Laboratory (FSUML) at Turkey Point, Florida, in th.e northeastern coast of the
Gulf of Mexico. This site was chosen to enable data cdmparisons with an SGD
intercomparison study previo'usly completed at the Site in August of 2000 by
members of the Scientific Committee on Oceanic Research Working Group 112

-(Burnett et al. 2002).

During the 2002 experiment the DPS-| was installed at two sites located roughly
25 and 8O m offshoré of the low tide line. Two tests were completéd at each site, .
with the tests lasting between two and nine days. The quality of the hydraulic
gradient data collécted using the DPS-1 was too poor to be used for the purposes
of the field experiment. The discrepancy between the performaﬁce of the DPS-I -
during preliminary tests and the field expériment was likely in part a Aresult’of the
different testing duration. As the field experiments were longer than a few hours,
thei DPS-I may have been affected by significant environmental conditions such
as temperature fluctuations, wind and waves that were not present during fhe

brief preliminary tests conducted in Vancouver.
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From an analysis of the 2002 field experiment using the DPS-|, completed in this
study, as well as considering the sources of errors identified by Caulkins (2003),
" the main issues identified with the field data collected using the DPS-I during the

field experiment were:

1. The measurement error was the same magnitude as the measurements.
A zero shift of -2 cm for transducer | and —1 cm for transducer Il was found
between the laboratory calibrations of the transducers undertaken prior to
deployment and after completion of the field experiment. The time or reason
was not known for the zero shifts and consequently, a regression analysis
was performed to account for the shifts. The regression analysis yielded a
single calibration curve that was used to interpret the field data and also an
error that was associated with each field data point. At a 95% confidence
interval, the regression analysis error for the field data for transducer | was +/-
2.1 cm and for transducer Il was +/- 1.4 cm. The magnitudes of these errors
were significant in comparison to the small hydraulic head differences
(averages of 0 to 1 cm using a measuring port separation of 31 cm)
measured in the field by the DPS-I. The temperature fluctuations experienced
by the electronic_components of the DPS-I were suggested as the most likely
cause of the zero shifts. The electronic components of the DPS-|
(transducers, resistors, datalogger) that were positioned on the scaffold in a
closed control box, experienced daily temperature fluctuations over the

course of the experiment. A temperature increase from about 25°C at sunrise
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to 45°C in the late afternoon was recorded by a temperature probe inside the
control box. The performance of transducers and resistors can be affected by
temperature changes but the extent of the influence is specific to the
electronic device. The potential effects of temperature for the DPS-| were not
quantified.
. The significant noisé in the field data prevented recognition of the true
signal. The significant noise present in the data collected using the DPS-I
was considered to be a result of wind and wave disturbances té the exposed
portions of the fluid filled tubes. The fluid in these tubes transmits the
formation pressures from the measuring ports of the piezometer to the
differential pressure transducers housed in the control box. The exposed
tubes were shielded using stilling tubes filled with sand and flexible plastic
tubing but this may not have been adequate to satisfactorily dampen the
winds and wave action at the site.
. The small hydraulic gradients at the site were inherently difficult to
resolve. The first two tests at the site used a measuring port separation
distance of 31 cm, with the bottom port at a depth of roughly 0.7 m below the
seafloor. This separation distance was predetermined prior to deployments
and believed to be sufficient to resolve the hydrauﬁc head gradients at the
site. The separation distance was cohstfained by the steel drill rods that were
available in 0.3 m (1 ft) lengths. Because small hydraulic head differences

/

were being recorded at the site that were the same magnitude as the

accuracy of the DPS-I, the 31 cm port separation distance was increased for
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the last two tests to 62 cm. Although larger hydraulic head differences are
produced using an increased measuring port separation, the drawbacks are
that the assumption of a linear hydraulic gradient between the measuring
ports is more uncertain, density variations may exist preventing the
application of the conventional form of Darcy’s Law and the complete
insertion of the piezometer may be rhore difficult.

4. Early termination of testing. Higher than expected water levels as a result
of strong waves forced the removal of the control box housing the electronics
and consequently early termination of measurements during the last of the
four tests. The control box positioned on the scaffold above the high tide level
permitted periodic collection of the DPS-I data during testing, however the

electronics were also susceptible to water and other environmental damage.

3.4 Description of DPS-II

A key objective of this study was to determine the best approach that would
enable accurate field measurements of the small transient changes in vertical
differential pressure heads in near-shore shallow marine sediments. To achieve.
this goal, an attempt was made to improve the accuracy of the DPS-| by
recognizing the strengths and weaknesses of the system identified during the
FSMUL tests. The instrument used in this study to measure vertical differential
fluid pressure heads in shallow marine sediments is a modified version of the

DPS-|, referred to hereafter in this study as the DPS-II.
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3.4.1 Design Overview

The main components and general installation approach of the DPS-I design
were utilized by the DPS-1l. However, to improve the performance of the system,
particularly with respect to accuracy, the limitations of the system identified in the
2002 field experiment were addressed as follows:

1. An error analysis of the DPS- |l system was completed in an attempt to
identify, quantify and minimize or eliminate all known factors adversely
influencing the performance of the DPS-I.

2. Modifications to fhe calibration procedure were carried out to improve the
accuracy and reliability of the calibration curves.

3. During testing, the electronic components of the DPS-Il were housed in a
submersiblé box located on the seabed rather than on a scaffold above
the high tide level. The intent of this modification was to stabilize the
temperature experienced by the electronics during DPS-Il deployments as
well as minimize the noise associated with the movement from wind and
waves of the fluid filled tubes of the DPS-II.

4. A total of nine trial type tests of the DPS-II, lasting between oné and
nineteen hours, Were completed at near-shore locations close to UBC
be:tween May 18 and September 14, 2005. The main goals of the tests
were to improve the performance of the DPS-II by identifying problems
with the installation method or field data collection and implementing

suitable modifications.
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The DPS-Il consists of two piezometers (Figure 3-5) and a submersible box that
houses two differential pressure transducers, four resistors, a datalogger and a
power supply (Figure 3-6). The piezometers are roughly 1 m (3.3 ft) in length and
4.5 cm (1 % in) OD and are designed to permit installation by sledge hammering
into sandy sediments. The piezometers are constructed of 0.3 m (1 ft) AW steel
drill rods with two screened measuring ports of about 6 mm diameter, spaced 31
cm apart. The top port of the piezometer is approximately 30 cm below the |
seafloor, when the piezometer is inserted into the seabed. The depth to the top
port (30 cm) corresponded to the length of a drill rod sectjon that is added above
the top port of the piezometer. The 30 cm distance between the seabed and the
top port of the piezometer was assumed to be a sufficient depth to allow for
pressure perturbations caused by small waves to attenuate and not affect the
fluid pressure measurements at the top measuring port (i.e., the top port of the
piezométer is assumed to be affected by sea Ieve.l fluctuations caused by tides
but not small passing waves). Formation pressures are transmitted from the top
and bottom ports of the piezometer, via fluid-filled, low density polyethylene tubes
to a capacitance type differential pressure transducer (fnainufactured by Setra
Systems, model 230, range +/- 0.5 PSI) housed inside a submersible box placed
on the seabed (Figure 3-7). Valves located near the positions of the transducers
in the submersible box, prevent the deaired water from draining out of the plastic

tubes in the field set up of the DPS-II.
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Deaired water is used as the hydraulic fluid to minimize the likelihood of air
bubbles and thus discontinuities in the fluid filled tubes that can cause erroneous
differential fluid pressure head measurements. The effect of air bubbles on
measurements by the DPS-Il is discussed in detail in the error analysis of the
instrument (section 3.5). Deaired water is prepared by réducing the dissoived gas
content (i.e. de—a}irirllg) of Vancouver tap water using an instrument called the
Nold Deaerator, shown in Figure 3-8. The Nold Deaerator consists of a sealed
tank, electric motor, impeller and water powered aspirator and operates by
méchaniéal agitation with the application of a vacuum. The agitation/vacuum
system is significantly more efficient at removing dissolved gases from water
than conventional boiling methods. The dissolved oxygen (DO) level of six litres
of water was reduced from air saturation (about 8 ppm) to 1-2 ppm in about 5
minutes .using the Nold Deaerator. The deaired water is stored in completely

filled 4L glass containers.

The differentiél fluid pressure values over which the differential pressure
transduce_rs of the DPS-II are intended to measure (i.e., range) is speéified by the
manufacturer specifications as +/- 0.5 PSID. An explanation of the terminology
used by the manufacturer specification to express the range of the transducer is
required. Differential transducers are designed to simultaneously measure two
independent.pressure sources; the output_is proportibnal to the pressulre'
difference between the two sources. The +/- part of the expression forbthe range

of the transducer indicates that the greater input pressure can be applied to
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either pressure port (i.e., a bidirectional transducef). The value of the highest
differential pressure the transducer is designed to measure is 0.5 PSI, which
converts to a differential fluid pressure head of 35 cm of water at 4°C. A standard
temperature' used to express pressure in terms of centimetres of water is 4°C,
There are insignificant changes in the conversion between pressure in terms of
PSI and centimetres of watér when the density of water (e.g., fresh vs. seawater)
and/or temperature of the water (e.g., 4°C vs. room temperature) are considered.
From hereafter in this study, fluid pressure head expressed in terms of
centimetres of water will omit the reference to 4°C. The letter D that follows the

PSI term refers to differential for the type of pressure transducer.

3.4.2 Data Acquisition System

Data from the differential pressure transducers are recorded with a 16 bit channel
datalogger (CR10X manufactured by Campbell Scientific). Four 10 K Ohm
resistors (1/4 Watt, +/- 2% tolerance, manufactured by NTE) create a voltage
divider that provides a common range over which the transducers can transmit
and the datalogger can receive data. A 12 volt rechargeable lead acid battery
provides the necessary electrical voltage for the operation of the transducers and
datalogger. A differential pressure measurement is obtained by comparing the
pressure at the high pressure side relative to the low pressure side of the
differential pressure transducer. Therefore, if the high pressure side of the

transducer is coupled to the bottom piezometer port, an upward pressure
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gradient is indicated when positive differential pressure measurements are

recorded.

3.4.3 Differential Fluid Pressure Heads from Transducers

The differential pressure transducers output a linear voltage that is proportional
to the applied pressure. The voltage outputs of the transducer recorded in the
field are related to differential fluid pressure heads (dy) using a calibration curve.
The outputs of the transducer could have been related to another expression for
pressure (e.g.,. PSI), but the choice of pressure head was a result of using the
difference between the heights of columns of water to apply the differential
pressures to the transducers to develop the calibration curves. The term
calibration, when used in association with transducers, refers to a test during
which a known value ivs applied to the input of the transducer for the purpose of
observing the system output. By the application of a range of known values to the
input and observation of the system output, a calibration curve for the
measurement system is developed. Details of the calibration procedure are found
in Appéndix A. The general calibration curve is represented by the following form:

/

V=Cxd¥+V, . (Equation 3.4)
where V is the voltage output of the differential pressure transducer, C is the
calibration factor (slépe of the best fit line), dy is the applied differential pressure
head to the t‘ransducer, and V, is the voltage output corresponding to an applied

differential pressure head equal to zero.
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As a result of the measurement system including two differential pressure
transducers (each corresponding to a piezometer) with independent inputs and
outputs, a unique calibration curve was developed for each transducer. The
calibration curves developed before and after deployments are used to interpret
the voltage output recorded by the DPS-II in the field as differential fluid pressure
head (Figures 3.9 and 3.10). There is typically no significant difference between
the calibrations completed prior to and after deployment. The average of the
calibration curves developed for each transducer (differentiated in this study as
~ transducer A and B) before and after the field deployment in this study were y =
35.4x + 1220 for transducer A and y = 35.5x + 1478 fbr transducer B. The y-
intercepts of the calibration curves for the transducers are different due to the
unique conditions for each transducer such as the manufacfuring process,

material components, previous working conditions and age.

During calibration of the DPS-II, known fluid pressure heads are applied directly
to the pressure sides of the differential pressure transducers using columns of
waters as opposed to the loading of the transducers in the field configuration,
where pressures are applied to the sensing element of the transducer via fluid
filled tubes (Figure 3.11). The method for calibration was chosen because of the
ease of implementing in the laboratory and relatively high accuracy of the
calibration method. However, in the field configuration, the fluid filled tubes exert
a constant differential pressure on the pressure sides of the transducer that is not

accounted for when the calibration curves are directly used to relate the voltage
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output from the transducers to differential pressure head. The constant
differential pressure head caused by the fluid filled tubes is a result of the
vacuum conditions that are created by the valves preventing the deaired water in
the tubes from draining under gravity and is equal in magnitude to the vertical
distance between the measuring ports of the piezometer. The constant
differential pressure head of -31 cm exerted on the transducers was observed
during laboratory tests using the DPS-II. In the laboratory, with the bottom
measuring port of the piezometers éonnected to the high pressure side of the
transducer and both measuring ports open to the atmosphere, a constant
differential pressure head of -31 cm was recorded as the output when an output
of 0 would have been expected considering only the pressures acting on the
measuring ports of the piezometer (based on a port separation of 31 cm and a
vertical orientation of the piezometer). When the piezometer was placed in a
bucket of saturated sand with both measuring ports of the piezometer within the
sediment, the differential pressure head output recorded was zero (output of 31

cm éxpected).

After the DPS-II has been deployed in the field, the voltage outputs of the
transducer are converted to differential fluid pressure heads using the calibration
curves. To yield only the differential fluid pressure heads contributed by the
formation pressures in the field, 31 cm is added to each differential fluid pressure
head measurement to correct for the constant differential pressure exerted by the

fluid filled tubes.
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3.4.4 Deployment

A small inflatable boat was used for the deployment of the DPS-lI during this
study. The equipment used for deployment was positioned inside the boat and
the piezometers weré driven into the seabed off the side of the boat while they
were attached through the plastic tubes to the differential pressure transducers
mounted inside the submersible box (Figures 3-12 and 3-13). The total time
required for the complete deployment (not including preparations at the field site)
of the DPS-Il is on average 0.5 to 1 hour. To ensure the collection of valid data,
the following sequence of steps for deployment is completed: |

1. Piezometer Assembly

2. Piezometer Insertion

3. Bleeding of the Pressure Ports of the Transducer

4. Submersion of Data Acquisition Components

5. Differential Pressure Head Response

Piezometer Assembly
Both piezometers are constructed in the laboratory prior to field deployment as

"~ shown by Figure 3-5.

Piezometer Insertion
For the purposes of data comparison and reliability, differential pressure heads
are recorded between the measuring ports of two piezometers. If required, the

DPS-II can be deployed using only one piezometer. Typically the piezometers
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are inserted reasonably quickly (5-10 minutes) into fine grained to sandy
sediments by sledge hammering. This installation technique may not be practical
for some coarse grained sediments because small sized stones may make it

difficult to insert a drive point piezometer.

In this stqdy, insertion of the piezometers is at low tide, when the water level is at
or near the sediment suﬁacé. The hyaraulic tubes leading from the measurihg
ports of the piezometers are connected to the pressure sides of the differential
pressure transducers through the submersible box using swagelok fittings.
Deaired water is pumped usiﬁg a peristaltic pump (Masterflex portable sampler
manufactured by Cole Palmer) fror:n a 4L glass container through thé manifold in
the §ubmérsible box past the pressure sides of the transducer and through the
plastic tubes until the water exits out the measuring ports of the piezometer
(Figure 3-14). De-aired water is pumped through the system to érevent the

measuring ports from clogging with sediment, while the piezometer is held

vertically and hammered into the seabed.

Deployment of the DPS-II at high tide was attémpted in a preliminary test using
the DPS-II, however several difficulties were encountered because of the higher
water levels that were: (1) the distance from shore the DPS-II could be installed
was restricted and cnonsequently the piezometers was inserted closer to shore

and became uncovered (preventing measurements) during the succeeding low

tide, (,2) the sediment closer to shoreline at high tide was coarser than a few




meters seaward and hammering the drive point piezometers into the sediment
was difficult because of obstruction from small rocks, (3) a longer piezometer
(greater than 1 m) would have been more appropriate to permit the top
measuring port of the piezometer to be driven to a sufficient depth (top port 30
cm below the seabed) without hammering the piezometer below the water level,
(4) longer lengths of tubing between the transducers and pressure measuring
ports of the transducer were required during deployment which could cause the
DPS-Il system to be more prone to no.ise from the random motions of the tubing,
however the test did not last long enough to investigate noise from tubing
movement and, (5) submersing the box housing the data acquisition components
of the DPS-II on the seabed following the insertion of the piezometers had be

done underwater and was cumbersome.

Bleeding of the Pressure Ports of the Transducer

Air bubbles in the plastic fluid filled tubes of the DPS-II that are used to
hydraulically transmit the formation pressure to the transducers and/or the
pressure cavities (the space that is exposed to fluid and is in contact with the
diaphragm of the transducer) of the transducers can cause measurement
artefacts. The bleeding of the pressure ports of the transducers allow air bubbles
to escape from the fluid filled tubes or pressure cavities of the transducer. After a
piezometer has been driven into the sediment, the pressure ports of the
transducer hydraulically connected to the installed piezometer are immediately

bled. Deaired water is continuously pumped through the system to preésurize the
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differential pressure transducers, while the pressure ports of the transducer are -
bled. The procedure involves backing off the bleed screws until only bubble free
liquid flows out. The Setra rﬁodel 230 transducer installation guide provides
information about bleeding the pressure ports of the transducer. After the
pressure ports of the transducer have been bled, the two valves on the manifold
leading to that transducer are closed and the pumping of deaired water through
the lines of that transducer is stopped. The two valvés regulating flow to the other
transducer are then opened and the insertion of the second piezomefer is
started. Once both piezometers have been installed, the power source is
connected to initiate differential preséure head measurements and the data

acquisition components are sealed in the submersible box and submerged.

- Submersion of Data Acquisition Components

The box housing the electronic components of the DPS-Il is constructed of 1.9
cm (0.75 in) thick PVC plastic. The lid of the box has an o-ring fitted into a groove
within the bottom of the lid and is secured to the base of the box, using 24 Bolts,
to provide a water proof seal for shallow water deployments of the DPS-II. To
submerse the box on the seabed the box is strapped in a steel crate, machined
to fit the dimensions of the box. The bottom of the steel crate is weighted down
using lead shots stored in sealed plastic containers. The steel crate holding the
control box is positioned at approximately a meter away from the inserted
piezometers to minimize any measurement artefacts caused by the possibility of

flow perturbations resulting from the heavy lead weights and/or surface area of
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the box and crate. The exposed portion of the two fluid filled tubes leading to
each piezometer from a differential pressure transducer in the submersible box is
bound together using zip ties to minimize random movements of the hydraulic

tubes.

Differential Pressure Response

Differential fluid pressure head data is collected during this stage of thé
deployment. The beginning portion of the field data sets by the DPS-II (up to 1-7
1.5 hours) may be omitted to account for disturbances caused by working in the
water after installation. Often the deployment of other instruments (e.g., seepage
meter) nearby the installed DPS-II is completed after DPS-I| measurements have

been initiated.

3.5 Error Analysis

An important part of the development of the DPS-II included efforts to minimize
the error associated with rrlleasurements by the DPS-Il and evaluating a reliable

~ estimate of the upper bound of the errors. Dunnicliff (1989) examineé the various
types of errors that can affect field measurements and provides suggestion of
how they may be minimized. The fundamental performance characteristics of
transducers and also design related considerations are addressed by Horton
(1989). The measurements by the DPS-I| are affected by three main types of
errors: (1) systematic errors, that refer to an error that is present for every

measurement and may be caused by an observation bias, calibration etc., (2)
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random errors, which are a result of random fluctuations in the measured value
that yield different results each time the measurement is repeated, and (3)
conformance errors, caused by the instrument altering the parameter being
measured (e.g., drainage paths along the piezometer that reduce measured

differential fluid pressure heads below the “true” value).

Sources of errors have been identified in the development of the DPS-II. As
shown by Figure 3-15, sources of errors were categorized based on the main
stages of DPS-II development that are: (1) choice of instrument, which considers
the accuracy of the two. Setra model 230 differential pressure transducers that
were used in the design of the DPS-II, (2) calibration of the transducers, which is
particularly important since the calibration of the earlier version of the DPS-II
(DPS-1) was a significant issue pertaining to the poor quality of data obtained
using the tool (section 3.3), (3) deployment of the DPS-Il, which is one of the
most difficult aspect of the error analysis because to identify and/or quantify the
errors requires the most experience using the tool, and (4) site conditions, which
examines the environmental conditions (e.g., temperature fluctuations, wind and
waves) that could adversely affect the DPS-Il measurements. The key factors
regarding the performance of the DPS-II have been identified within each of the

~ DPS-Il stages of development and are discussed in more detail below.
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Choice of electronic instruments

The two Setra 230 differential pressure transducers were chosenAfor use in the
design of the DPS-II begause they met several constraints relating to the field
measurement of differential fluid pressure heads such as a suitable
measurement range, relatively high accuracy and reasonable cost. In addition,
the Setra 230 differential pressure transducers were a convenient choice as two
of these transducers were already available from the design of DPS-I. Two
additional Setra 230 differential pressure transducers have since been purchased
(one transducer from the DPS-I malfunctioned during laboratory tests in this
study and the other is used as an extra) and consequently the transducers used

in this experiment were not the ones from the DPS-I.

The accuracy of the differential pressure transducers used by the DPS-|| is
expressed by the manufacturer specifications as the combined error of non-
linearity, non-repeatability, and hysteresis with a vélue of +/- 0.25 % FS. The FS
of the transducers is 1 PSI, which converts to a pressure head of 70 cm of water.
The correspondin'g accuracy for the given FS of fhe differential pressure
transducers is +/- 0.2 mm of water. Non-linearity, non-repeatability and hysterisis
are defined as follows: (1) non-linearity is the maximum deviation of the
calibration curve from a specified straight line, (2) non-repeatability refers to the
ability of the transducer to reproduce output readings when the same
measurement value is applied to it consecutively under the same conditions and,

(3) hysterisis, is the maximum difference in output at any measurement value,
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- within a specified range, when the value is approached first with an increasing

and then with decreasing measurement values. Since the accuracy and precision
of the calibration curve used to interpret the field data is affected by non-linearity
and non-repeatability and the field measurements of differential pressure head
show that the transducer is loaded by anAincreasing and decreasing pattern, all
three measures of the performance of the transducers are relevant. Manufacturer
specifications of pressure transducers are a general guide for the performance
characteristics of a given model of differential pressure transducer. For the basis
of comparisop with the manufacturing specifications, a Iabbratory test, which
assessed the non-linearity, non-repeatability and hysterisis characteristics of the
differential pressure transducers used by the DPS-II, was performed at room
conditions. The test was carried out by loading the transducers with slow
changes in differential pressure head over the full range of the transducer,
unloading the transducer and than immediately re-loading the transducer (Figure
3—16). The loading, unloading and reloading curves, (which are fitted to a best fit
line) were all linear and in close agreement, reflecting an accuracy in good |
correspondenqe or be'tter than the manufacturer specifications of accuracy of +/-

2 mm.

Drift is a common characteristic of transducers and can be a pro,bl'em for
obtaining high accuracy measurements, however the extent of the drift
experienced by a transducer is specific to the type and testing conditions of a

particular transducer. Defined as the change in output under constant loading
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conditions, drift may occur due to several factors such as a change in voltage
supply. Drift was characterized by measuring an applied zero differential
“pressure head to the transducers every 1 s for 24 hrs at room conditions. Figure
3-17 shows the 1 s measurements over the first 8 hours of the experiment. The
variation in the output of the transducers is about 0.3 cm. Figure §-18 shows 1
minute averages of the 1 s measurements over the entire experiment. It should
be noted that for each plot the measurement values are rounded to the nearest

mm.

Calibration

The errors of the calibration method completed at room conditions are: (1) an
error of +/-1 mm that is associated with reading the applied differential pressure
head using the rulers attached beside the water columns during calibration of the
transducers, (2) the accuracy of the transducers that are specified (and
supported by lab tests) as about +/- 2 mm, and (3) variations in the output of the
systems between +/-1 to 3 mm for a given applied input caused by slight
changes in the shape of the meniscus of the water columns used to apply the
differential pressures to the pressure sides of the transducers. To provide
consistency between calibrations an effort was made to méintain the same shape
of meniscus at each applied pressure using the water columns. Given that the
shape of the meniscus can cause variations of +/- 3 mm, by maintaining a |

consistent meniscus, the calibration curves may have a bias of +/- 3 mm. The
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accuracy of the calibration curves developed for each transducer was thus

estimated as +/- 3 mm (the largest error associated with the calibration method).

The repeatability of the calibration method is about +/- 1 mm. Calibrations
completed within a few days and sometimes weeks (even after they have been

deployed in the field and susceptible to sfress) are within +/- 1 mm (Table 3-1).

Deployment

An air bubble of sufficient size in the vertical segment of the fluid filled tubes of
the DPS-II can cause erroneous measurements. A few small pin sized bubbles
about the diameter of 1 mm or less in the tubing of the DPS-II did not appear to
be significant during testing in the laboratory, although numerous bubbles of this
size could form a larger air bubble. At each air/water meniscus, surface tensions
cause the air bubbles to be at a slightly higher pressure than the water and these
air/water menisci oppose the transmission o_f the formation pressure causing a
pressure different than the formation pressure to be sensed by the transducer.
As well, the contraction or movement of air bubbles in fhe system can cause fluid
motion that can produce false changes in formation pressure head
measurements. Errors on the order of at least centimetres were recorded during
laboratory tests when air bubbles were visible within the system. The primary
methods used to reduce the likelihood of air bqbbles in the fluid filled tubes are:
(1) the use of deaired tap water as the fluid in the hydraulic tubes, (2) coIoUring

the deaired water with a dye to easily observe air bubbles in the visible portions
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of the fluid filled plastic tubes of the DPS-II (i.e., the tubing not enclosed by the

piezometers), and (3) bleeding of the pressure ports of the transducers during

- deployment of the DPS-I| to eliminate air in the hydraulic tubing and pressure

cavities of the transducers. No air bubbles were observed in the visible portions
of the fluid filled plastic tubes either after installation of the DPS-Il or completion

of the field deployment.

During the insertion of the piezometers in the seabed, deaired water is constantly

pumped out the measuring ports of the piezometer to prevent sediment from

“clogging the ports. Although clogged ports, itself, may not interfere with the

measurement of differential fluid pressure, if the sediment clogging the ports is of
a significantly tower hydtaulic conductivity than the surrbunding sediment at the
installation depth, false measurements of differential pressure may be recorded.
There is no method to determine if clogged ports are a source of error during
field tests. Increasing the rate of flow discharging from the ports during
installation of the piezometers may minimize the potential for'clogged ports. A
higher flow rate, however, increases the likelihood of creating temporary
drainage paths along the sides of the piezbmeters that V\;OUId reduce the
measured differential fluid pressures to below the “true” value. Water that is |
pumped out of the piezometer ports at a higtter rate then can be easily
transmitted through the forrﬁation sediment will likely flew along the side of the

piezometer. The discharge of water at the surface of the seabed from along the

piezometer has been observed during installation of the piezometers in the
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- preliminary field deployments and during the deployment in this study (Figure 3-

19). It is assumed that if preferential flow paths are created during installation
they will be eliminated over a short period of time due to the relatively permeable
marine sediment and dynamic action of the waves that will likely cause the

sediment to collapse against the piezometers.

An aspect of the installation method that has not been satisfactorily addressed is

whether the act of inserting the piezometers causes a significant increase in fluid

pressures in the sediment and if so the length of time required for dissipation of
the fluid pressure spike. Because of the relatively slow rate of installation, small
diameter of the piezometer and the permeable marine sediment, installing the
piezometers likely does not cause a significant insertion pressure. No
measurements of fluid pressures in the seabed have been made to monitor fluid
pressures during piezometer insertion. It may be difficult to us‘e the differential
fluid pressure measurements by the DPS-II, even if a long data set was obtained
(e.g. 7 days), to observe if there is a decline in fluid pressure in the seabed over
time after the installation of the piezometers, because the measurements are

differential.

Site Conditions

A deployment configuration has been chosen that would minimize the extent of
environmeﬁtal sources of errors. The box housing the electronic components of
the DPS-1l was submerged on the seabed, thus providing fairly stable

temperature conditions for the electronics. Because both the zero output and
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sensitivity of the differential pressure transducers can change with temperature, a
stable temperature environment ensures the most stable measurements. It
should be stressed the resistors used in the configuration of the electronics of the
DPS-II are also susceptible to changes/ in performance given a change in
temperature. Because the calibration curves fof the measurements by the DPS-I|
are developed at room conditions but the tool is used at temperatures away from
room temperature in most cases, the calibration curves need to be corrected, if

temperature has a significant effect on the output of the transducers.

The operating temperature range of the differential pressure transducers is from
—18 to 80°C, which indicates the limits within which the transducer will not be
damaged. The compensated temperature range, -1 to 65°C, is the range in
which the pressure transducer will meet the specifications for zero and sensitivity
(slope of calibration curve) shift as given in the data sheets. The thermal effects
of the transducers have been compensated by the manufacturer to reduce the
thermal zero and sensitivity shift to a maximum of + 2.% FS (+1.4 cm of water)

~ given a change in operating temperature between 0 - 50°C from room
temperature. To restate in another way, the thermal specification indicate that the
maximum shift that could be expected is + 1.4 cm (although the shift coﬁld be
less) and could occur for}a temperature change of 1°C or 50°C from room
temperature, depending oh the transducer. Because of variations such as
material properties and manufacturing processes, the performance of a group of

the Setra 230 differential pressure transducers will scatter about the stated
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thermal specifications. The manufacturer of the differential pressure transducers
does not characterize thé vthermal effects of individual transduceré because of the
time and labour involved in the calibration process of numeréus transducers. A
shift in the zero and/or sensitivity of the transducer output because of a
temperature change is not permanent (i.e., the output of the transducer may shift
at different temperatures but should output thé same value at a giveh

temperature if all other conditions are constant).

The temperature iﬁside the submersed box housing the data acquisition
components of the DPS-II during the field test in this study was recorded using
the internal temperature of the datalogger. The temperature inside the
submersed box stabilized at about 11 °C after about 8 hours from the start of the
test (Figure 3-20). The period between 22 to 32 hours during field test, showed
lower temperatures that corresponded to the time the submersible box housing

the electronics was uncovered by a low tide.

The performance of the transducers and resistors of the DPS-II at conditions
away from room temperature was investigated by comparing the calibration
curves of the transducers developed: (1) at room temperature (23°C), (2)ina ~
cold room set to a temperature between 11 to 13°C, and (3) in a cold room set to
59C. The calibration tests were completed over three days, with a test at a given
temperature carried out on each day. Before the calibrations.in each cold room

were started, the transducers, resistors and datalogger were placed in the cold
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room for 4 hours to permit the temperature of the electronics to reach the testing
temperature. The reason for not placing the instrument in the room for 8 hours
(the time required for the instruments to reach a stable temperature in the field
experiment in this study) was because the key objective at the time of the tests
was not to simulate the exact conditions during the field deployment but to gain
insight about the effect of temperature on the output of the transducers. Also the
cold rooms were located in a room accessible to all individuals in the building,
requiring const‘ant supervision of the electronics, and consequently the amount of
time chosen to leave the electronics in the room was also a practicél
consideration. Four hours was sufficient time to permit the transducer to reach
the approximate temperature of the cold rooms. For the experiments, the
electronics were housed in the submersible box that is used for the field
deployments but the box remained uncovered. After the 4 hours had elapsed, the
internal temperature of the datalogger was measuring a temperature 2-3°C
higher than the expected ambient temperatures in both the 11-1 3°Cand 5°C
cold rooms. The slightly higher temperatures measured by the CR10X may have
been because the expected temperatures of the cold rooms were not exect. No
independent measurement was obtained of the temperature in either of the cold
rooms. Also there is an error associated with the internal temperature
measurement by the CR10X of about +/- 0.5 °C (Campbell Scientific personal
communication). The transducers were loaded, unloaded and reloaded over the
entire range of the transducer for the calibrations tests at room temperature and

in the 11-13 °C cold room. The purpose of the loading, unloading and reloading
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was to complete several calibrations and thus improve the reliability of the '
calibrations curves at the specified temperature. Other than it is slightly more
time efficient, as a result of not having to refill the water columns after each
calibration, no additional benefit or information was gained by the approach of
loading, unloading and reloading the transducer as opposed to loading the

transducer three times.

The calibration test in the 5°C cold room was completed by twice loading the
transducers. The di.fferent calibration method used in the 5°C cold room was a
result of the significant variations (e.g., +/- 5 mm) in the output of the transducers
that were observed when loading each of the transducers. Instead of unloading
and reloading the transducers to produce additional calibration curves for
comparison at that temperature, as in the calibration test in the 11-13°C cold
room, the entire calibration process was begun again. Deaired water was
pumped through the system and the pressure ports of the transducers rebled
beforé th_e transducer was again loaded. The burpose for beginning the
calibration process from the start for the second calibration was to ensure the
noise in the output was not from air bubbles present in the pressuré cavities of
the transducer. Because both of the loading curves for each transducer were
affected by variations in the output of the transduce‘r, the noise was likely caused
by vibrations of the water in the water columns of the calibration stand, caused
by continuously operating fans in the room that prevented the applied pressure

from remaining constant. Typically during a calibration test, the outputs of the
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applied pressures to the transducer are recorded from real time data. Because of
the noise in the output (+/- 5 mm) during the calibrations in the 5°C room, it was
more difficult to read an exact output for the applied pressures (usually output
variations are +/- 1 mm or less). Consequently, the aVerége observed output
value over about a minute was used to develop the calibration curves. Although
there was noise in the output for both the transducers in the 5°C cold room, the
variat.ions in output were higher and not as consistent for transducer B making it
more difficult to assess an average output value for a given applied differential
pressure. As a result, a calibration curve could not be developed for transducer
B. Transducer B was closer than transducer A to the closest two fans in the cold
room (about 30 cm away), which may account for the more significant noise. An
effort to shield the water columns of the calibration stand from the wind produced

by the fans, did not reduce the noise in the output of Transducer B.

Table 3-2 shows the calibration curves developed at each of the testing
temperatures. The discrepancies between the calibration curves at room
cond;tions and in the 11-13°C cold room showed a shift of +1 rﬁm in output for
transducer A and no measurable change for transducer B. The discrepancy
between the calibration at room temperature and in the 5°C cold room for
transducer A was +3 mm. No change could be noted at transducer B because a
calibration curve was not developed as discussed earlier. Although there may be
a bias associated with the accuracy of the calibration curves of about +/- 3 mm,

the accuracy of the transducers is +/- 2 mm or better. Also in general the
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'repeatability of calibration curves is within +/- 1 mm as shown by Table 3-1. The

discrepancy of +3 mm is larger than would be typically expected for calibrations
completed within days apart. The accuracy of measurements that is required to
measure the changes in differential pressure at some coastal sites, require all
sources of error at this order of magnitude be identified. A potential cause for the
calibration shift is because of errors reading the output of the transducer due to
the significant variations in output of the transducer. Given that both calibration
curves developed for the transducer in the 5°C cold room showed the same
magnitude of shift, errors in the reading of the output are a less likely source for
the shift. Another potential explanation for the shift in output is the decrease in

temperature.

The calibration tests completed at room temperature, and in the 11-13°C and
5°C cold rooms aided with better constraining the magnitude of the shift that may
be caused by temperature changes. The tests showed that the potential
maximum shift of +1.4 cm from thermal effects that is specified by the
manufacturer’s specifications for the transducers does not occur for a decrease
in temperature of almost 15°C from room temperature and that the zero shift may
be closer to +3 mm (at least for transducer A). Howe\}er, the + 3 mm shift
experienced between the calibration tests complefed at room temperature and
59C tests has not been clearly identified as a result of temperature change. It
should be noted that the effects of temperature on the output of the DPS-I| could

change as the transducers and resistors age.
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In addition to stabilizing the temperature of the electronics, submersing the
electronic components of the DPS-II on the seabed aids with minimizing the
motion of the fluid filled tubes of the DPS-II from wind and wave éffects. The
random fluctuations in the output of the DPS-II caused by wind and waves were
also reduced by averaging the 1s measurements of differential pressure head by
the DPS-II over a minute. Figures 3-21 and 3-22 shows the variation in output of
the DPS-II at 1 second measurements for 10 minute periods of testing taken at
the highest high tide (2.3 m of water above the seabed) and the lowest low tide
(75 cm of water above the seabed). The variation in the 1 s measurements of the
DPS-Il was about +/- 0.4 cm at both piezometer A and piezometer B at the
highest water level and increased by a factor of two to +/- 0.8 cm at piezometer A
and by an order of magnitude to +/- 2 cm at piezometer B during the lowest low
tide. Because of the time of day the lowest low tide occurred (10 pm), it was
difficult to observé the condition of the DPS-II. The observations of the DPS-I| at
the lowest low tide were taken over a 30 minute period at the time of predicted
low tide, from on shore (about 20 m away from the instruments) because fhe
darkness, rbugh waves and high water levels at the site prevented entering the
water. From observations of the DPS-II during the low tide, a portion of the
plastic fluid filled tubes of the DPS-II, likely the section of tubing that comes out
from the top of the piezometers, could be seen to be periodically uncovered by
passing waves. The uncovered tubes would have been susceptible to movement

from the wind in addition to the waves and may explain the larger variations in

55




output at. low tide than at high tide. The greater variation in the output at low tide
at piezometer B than at piezometer A may have been a result of the greater
length of exposed tubes at piezometer‘B (about 30-50 cm longer), that are used
to hydraulically connect the measuring ports of the piezometer to the transducers
in the submersible box (Figure 3-7). The piezbmeters are prepared in the lab
prior to deployment and excess tubing is left leading from the measuring ports of
the piezometers to permit the tubes to be connected to the transducers in the
field prior to insertion of the piezometers. Typically, the exﬁess tubing from the
piezometer is shortened in the field before a connéction is made to the
transducers. More effort could be made in the field to ensure a cIoser» agreement
between the lengths of\exposed tubing for each piezometer, wh‘ich may provide
more éonsistency between the measurements at each piezometer. The exposed
portions of the lengths of tubes at each piezometer were not measured in this .
study but were about 1-1.5 m. The length of tubing was more than sufficient

(could have used 0.5 m less tubing at each piezometer) to position the

submersible box with the transducers, on the seabed away from the pieZometers.

3.5.1 Error Estimate
The error associated with the differential pressure head measurements by the
DPS-Il was estimated as +/- 3 mm. The error estimate was calculated based on

the largest error that was estimated for the calibration method. The error estimate

- of the differential fluid pressure head measurements is likely an underestimate,

given the uncertainty associated with several aspects of the DPS-1l design during
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field deployments. The largest sources of uncertainties with the field deployment
is the possibility of a temporary calibration shift due to temperature fluctuations
during deployment, the pvotential for clogged ports (for which there is currently no
method to detect) and the formation of drainage paths along the sides of the
piezometers and/or a transient excess pressure during insertion. Given the 1D
modelling that showed a fairly good agreement with the measurements by the
DPS-II (section 5.2), and also considering the temperature tests which showed
little shift due to temperature changes and relatively high permeability of the
sediment combined with wave action at the éite (making conditions less likely for
drainage paths and/or insertion pressures to be maintained) the error estimate of
+/- 3 mm, likely only slightly undevrestimates the error of the DPS-II
measurements. More experience using the tool in the field would increase the
confidence associated with the estimate of error. Several recommendations have
been proposed in section 6.2, to better constrain the error estimate.

If a uniform dénsity flow field is assumed, the differential pressure head
measurements by the DPS-II can be used to calculate the magnitude and
direction of hydraulic head gradients in the shallow marine sediment. The
difference in hydraulic head between the measuring ports of a piezometer of the
DPS-II can be calculated based on the measured differential fluid pressure heads
by the DPS-II and the distance between the measuring ports of the piézometer
using the following relationship:

dh=dy +dz (Equation 3.5)
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The first term on the right side of Equation 3.5 represents the measurements of
differential pressure head by the DPS-II. The error associated with the calculated
difference in hydraulic head values is equivalent to the error of the differential

fluid pressure head measurements (+/- 3 mm).

Hydraulic gradients based on the differences in hydraulic head can be calculated
according to the following equation:

Vh = db (Equation 3.6)
: dz

An error of 0.01 is estimated for the calculated hydraulic gradients values,
derived using the rule of error propagation (Taylor 1997) that is expressed for the

general relationship defined as z = y/x and written as:

2 2
Az =|z| )y (Equation 3.7)
X y

where Az is the absolute error associated with quotient (i.e. hydraulic gradient),
Ax is the absolute error of the dividend (i.e. distance between the measuring
ports of the piezometer) and Ay is the absolute term_of the divisor (i.e. difference

in hydraulic head).
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Date of Calibration
Test

Transducer B

Transducer C

August 15, 2005
August 23, 2005
Septembeér 1, 2005

September 14, 2005

y = 35.7x + 1470
y = 35.5x + 1469
y = 35.6x + 1472

y = 35.5x + 1471

y =35.0x + 1658
y = 34.8x + 1660
y = 34.8x + 1664
y = 35.0x + 1667

Table 3-1: Calibration curves completed several days to weeks apart typical show variation
less than +/- 1-2 mm. Transducer C was used in the DPS-II prior to the transducer being
replaced by Transducer A.

Date of Calibration Calibration Transducer A Transducer B
Test Temperature Curve
(°C)
5/9/05 23 I y = 35.6x + 1224 y = 35.5x +1478
Il y = 35.5x + 1228 y = 35.4x + 1479
i y = 35.5x + 1227 y = 35.3x+ 1477
Average
5/10/05 14-15 I y=357x+1229  y=35.4x+1479
| Il y = 35.8x + 1229 y = 35.5x + 1478
1 y = 35.8x + 1232 y = 35.5x + 1479
Average _
5/11/05 7-8 I y =35.7x + 1238 N/A
Il y = 35.6x + 1236 N/A
Average y = 35.6x + 1237

Table 3-2: Calibration curves developed at different temperatures to investigate the effect

.of temperature on the electronic components of the DPS-Il. Calibration curves were not

developed for transducer B at 7- 8°C because of significant noise in the output of the

transducer.
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Figure 3-1: The PISSPI-3 developed at the University of Lehigh (photo provided by
B.Carson).
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Figure 3-2: The DOPPI, designed by GEOTEK Ltd for measurement of pore water pressure
in shallow marine sediment. (schematic provided by GEOTEK Ltd.).
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device by Urakoshi et al. (2005).
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Control box

Figure 3-4: The DPS-I deployed at high tide near the FSMUL in 2002 (photo by J.Caulkins).
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Figure 3-5: Schematic of a DPS-II piezometer.
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Figure 3-6: The data acquisition components of the DPS-I| (transducers,resistors,
datalogger and power source) housed inside a submersible (i.e. water proof) box for
deployments.
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Figure 3-7: The DPS-II after completion of installation at low tide at Spanish Banks West
beach, Vancouver.

Figure 3-8: The instrument, Nold Deaerator, used to prepare deaired water for the
installation of the DPS-II.
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Figure 3-9: Calibration curves developed for transducer A of the DPS-Il in this study. (A)
Pre-field deployment calibration curve developed October 21, 2005. (B) Post-field
deployment calibration curve developed October 31, 2005.
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Figure 3-10: Calibration curves developed for transducer B of the DPS-Il in this study. (A)
Pre-field deployment calibration curve developed October 21, 2005. (B) Post-field
deployment calibration curve developed October 31, 2005.
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Figure 3-11: Comparison between the loading of the transducers in the field configuration and calibration set up. Note the
orientation/position of transducer in the submersible box does not change in the configurations.
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Fig. 3-12: Setup of the deaired water, peristaltic pump and data acquisition components in
a small inflatable boat in preparation for insertion of the DPS-Il piezometers into the
seabed.

Fig. 3-1 3“ A ﬁiezometer of the Di’s e‘ing instaled at low tide. This photo was taken during
an earlier trial deployment of the DPS-Il in May 2005.
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Figure 3-14: Schematic of set up inside the submersible box. During insertion of the
piezometers of the DPS-II, deaired water is pumped through the manifold past the sides of
the transducer and out the ports of the piezometer via low density polyethylene tubing.

When a piezometer is inserted, only the pair of valves on the manifold that regulate flow to
that piezometer are open.



Figure 3-15: The sources of error identified within the main stages of the DPS-Il development.
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Figure 3-16: Calibration of the DPS-Il differential pressure transducers to assess non-
linearity, non-repeatability, and hysterisis. (A) Calibration of transducer A. (B) Calibration

of transducer B.
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Figure 3-17: 1s measurements that show the variation in output when a constant zero
differential pressure is applied to the transducers. (A) Transducer A. (B) Transducer B.
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Figure 3-18: One minute averages of 1 s measurements that show the variation in output
when a constant zero differential pressure is applied to the transducers. (A) Transducer A.
(B) Transducer B. '
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Figure 3-19: The discharge of water at the seabed from along the side of the DPS-II
piezometers was observed during the insertion of the piezometers.
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Figure 3-20: Temperature measured inside the submersible box, housing the electronic
components of the DPS-II, by the internal temperature of the CR10X. The decrease in
temperature after about 20 hours from the start of the experiment corresponds to the
timing of the low tide that uncovered the box.
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Figure 3-21: Variation in the output of the transducers at 1 second measurements is
compared to 1 minute averages of the data, for a 10 minute interval occurring at the
highest high tide (2.3 m) over the experiment. (A) Transducer A. (B) Transducer B.
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Figure 3-22: Variation in output of the transducers at 1 second measurements is compared
to 1 minute averages of the data, for a 10 minute measurement interval occurring at the
lowest low tide (0.76 m) over the experiment. (A) Transducer A. (B) Transducer B.
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4. Field Experiment

4.1 Field Site

The field data was collected from an area at Spanish Banks West beach, within
English Bay, located in the most western part of Vancouver, British Columbia
(Figure 4-1). The Spanish Banks West beach is bordered to the south by steep
slopes and cliffs that are approximately 60 m above sea level. The base of the
slopes is réughly 100 m back from the experiment area. The cliffs are composed
primarily of a deposit known as Quadra Sands. In general, the stratigraphy of the
cliffs is comprised of a layer of medium to coarse sized sands, overlying a layer
of relatively finer grained sand, silts, and organic materials inter-layered with
sand (Piteau Associates 2002). Jericho and Kitsilano beaches are located to the
east of the site. The foreshore of these beaches is characterized by mostly
Qﬁadra medium-grained sands and well exposed bedrock in some areas (P.
Mustard personal communication). There are no borehole data at the Spanish
Banks West beach that define the local stratigraphy of the near-shore. Clague
(personal communication), roughly estimates that bedrock may be within a few
tens of metres of sea level at the site. English Bay is a tidal salt-water body and

- extensive sand flats are present at the Spanish Banks(West beach.

4.2 Experimental Method
From October 26 - 28, 2005 a field experiment was carried out ét the Spanish
Banks West site to measure: (1) the transient changes in vertical differential fluid

pressure heads in shallow marine sediment by the DPS-II, (2) SGD rates by a
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continuous heat-type seepage meter, (3) tidal levels by a water Iével sensor and,
(4) the EC of pore waters and hydraulic conductivity of marine ‘sedimer.1t from
pore water and sediment samples collected in the immediate area of testing.
! Figure 4.2 shows the tidal level measured over the course of the experiment. The
period of time represented by the plot is from October 26" at 9:30 am to October
28™M at 7:30 am. The periqd of time chosen for the experiment was constrained by
several factors relating to the tidal level at the site that were: (1) during
deployment the water level had to be sufficienfly low to make working conditions
suitable, (2) the instruments should remain fully submerged over the course of
the experiment, (3) at least one tidal cycle should occur over the course of the
experiment (several tidal cycles WOuId provide more data to compare the
‘relationship between differential fluid pressure heads, SGD rates and tidal levels)
and, (4) a sufficiently low water level to enable removal of the instruments after.
the experiment was completed. Tidal predictions were obtained frqm The |
Natibnal Tides, Currents and Water Levels website (Vancouver station # 7735)
provided by Fisheries and Oceans Canada. The period chosen for the
experiment met all the requirements except that the instruments were uncovered
for about 5 hoUré by' the low tide approximately 20 hours after the start of the
experiment. The uncovering of the instruments for the 5 hours during testing was
écceptable compared to the limitations of other periods considered for

| deployment at the site.
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The DPS-II, seepage meter and water level sensor were deployed approximately
20 m seaward of the high tide line in a configuration that would best permit
comparison between the SGD rates measured by the seepage meter and the

- differential fluid pressure heads measured by the DPS-II (Figure 4-3). The
piezometers of the DPS-Il were spaced approximately 0.5 m on either side of the
seepage drum to minimize effects from spatial heterogeneities in hydraulic
conductivity between the measurements by the DPS-II and the seepage meter.
Because SGD has been observed to decrease exponentially from shore in some
st.udies (e.g., Bokuniewicz 1980; Shaw and Prepas 1990), the pieéometers were
also aligned parallel to each other. The piezometers and seepage meter were
positioned away from the boxes housing the data acquisition components of the
instruments to minimize any measurement artefacts caused by potential flow
perturbations from the surféce area or weight of the submerged boxes. To
differentiate between the measurehents from the piezometers, the piezometers
are referred to as A and B (piezometer A is connected to transducer A and
piezometer B to transducer B). Piezometer A is positioned east of piezometer B

at the site as shown in Figure 4-3.

On the morning of October 26", at the prédicted low-low tide time for the day, the
equipment used for the installation of the field instruments was set up in a small
inflatable boat positioned in the near-shore at the site (Figure 4-4). Preparation
for installing the instruments, which in addition to setting up the gear in the boat

also involved preparing the electronics of the seepage meter, took approximately
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1 hour. Insertion of the piezometers of the DPS-Il was begun roughly 15 minutes

after the set up for installation was completed.

4.2.1 DPS-II

The water level was a few centimetres above the sediment-water interface when
the piezometers of the-DPS-I| were hammered into the seabed. Insertion of each
piezometer took approximately 5-10 minutes. Differential fluid pressure heads
were measured at the bottom measuring port of the piezometer relative to the top
measuring port, thus a positive differenﬁal fluid pressure head indicated a vertical
pressure gradient in the direction toward the seabed. Differential fluid pressure
head was measured simultaneously at both piezometers of the DPS-II, at a rate

of one measurement every 1 second.

4.2.2 Continuous Heat Type Automated Seepage Meter

Approximately 1 hr after installation of the DPS-II, water levels at thé site were
sufficiently high to deploy the seepage meter (i.e., water was deep enough to
fuIIy submerge the seepage drum and flow tube of seepage sensor unit). A
continuous heat-type automated seepage meters was installed directly between
the piezometers of the DPS-II (Figures 4-5 and 4-6). Air bubbles were purged
from the seepage drum and flow tube of the seepage sensor unit during
deployment of the seepage meter. An attempt was made to positibn the flow tube
of the seepage sensor unit parallel to the direction of the waves. Wave motions

can effect SGD measurements made by the seepage meter by interfering with
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discharge from the flow tube of the seepage sensor unit. Two small rocks were
placed on the drum to provide stability from waves. Measurements of SGD were

made every 10 minutes and provided an estimate of SGD at that instant in time.

4.2.3 Levelogger and Barologger

Tidal IeQeIs were recorded every 5 minutes by a pressure transducer (F15/M5 LT
levelogger, Solinst), that was attached to piezometer B, about 5 cm abdve the
sediment-water interface. Barometric pressures used for the tidal level
measurements, were recorded every 5 minutes by a pressure transducer

(F5/M1 .5 Barologger, Solinst) located onshore. |

4.2.4 Pore Water Sampler

Pore water samples (30 ml) were collected daily over the course of the
experiment during the morning low tide with a disposable syringe connected to a
0.6 cm diameter, 90 cm long stainless steel Push Point sampler (MHE product),
shown in Figure 4-7. The electrical conductivity (EC) of the samples was

measured in the laboratory.

A pore water sample was collected each day, adjacent to the top measuring
ports of both piezometers. It was not possible to obtain pore water samples
adjacent to the bottom measuring ports of the piezometers. This condition may

reflect finer sediment at this depth that clogs the port of the sampler. The

“sediment cores collected from adjacent to the piezometers (section 4.2.5) did not

83



support the assumption of finer sediment with depth. However, a complete
recovery of the core samples collected using the coring instrument that was
driven to a depth of 60 cm below the seabed was not achieved (cores
represented about a 40 cm length from within the 60 cm depth). Thus the
sémples may not have been comprised of the sediment present at the bottom
port (60 cm below the seabed). As a result, the lack of observation of finer
sediment at the bottom portion of the cores does not exclude the possibility of a
finer layer at depth. After sampling pore waters from the top measuring port of
the piezometers, two seawater samples were also collected from the surface

water.

On the last day of the experiment, in addition to collecting a porewater sample
adjacent to the top port of each piezometer, a pore water sample was also taken
at about 10 cm below the seabed from directly beside each of the piezometers.
These extra pore water samples were collected for comparison with the samples
at the top ports of the piezometers, to provide insight about whether the EC of

the pore water changed significantly closer to the seabed.

4.2.5 Core Sampler

Three core samples (3.5 cm diameter and 40 cm length) were collected at the
end of the experiment by a core sampler that utilizes a core catcher technique
(Figure 4-8). The core sampler consists of a removable transparent plastic core

tube that fits into a 0.9 m (35 1/2 in) length core barrel and a core catcher that is
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attached to the bottom end of the core barrel. During core collection, the fingers
of the core catcher allow the sediment to pass up into the core tube, but spring

back into place to prevent the core material from faIIing‘ out during core handling.

The core sampler was hammered into the sediment surface to a depth of
approximately 0.6 m (bottom piezometer port) but a full recovery of the core
sample was not possible due to such factors aé the saturation of the sediment
and grain size\which influence how well the core catcher can retain the sample
during retrieval. The location of the core samples are shown in Figure 4-3. Two
samples (referred to as A-in and A-out) were obtained from either side of
piezometer A, parallel to the shoreline. A core sample (reférred to as B-in) was
also taken from adjacent to piezometer B, between the seepage drum and the
piezometer. A second attempt for a core at piezometer B was unsuccessfu!. The
core samples were transpdrted to the laboratory to examine the sediment profile
and estimate the hydraulic conductivity of the sediment using the fallihg head

1

test.

4.3 Results

Figure 4.9 compares the measurements by the DPS-I| of differential fluid
pressure head at both piezometer A and B with the measurements of tidal level
at the site. The plot shows 1 minute averages of the differential fluid pressure
head measurements for the entire duration bf thé experiment. There is a gap in

the field measurements because the piezometers of the DPS-I| were uncovered
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- for five hours by the low tide occurring between 20 —-25 hours after the beginning

of the experiment.

The differential quid‘pr'essure head measurements at both eiezometers Aand B
showed temporal variations that corresponded to the semi-diurnal tides at the
site, with the highest differenti‘al fluid pressure heads occurring at low tide. The
magnitude of the differential fluid pressures measured at piezometer A, however,
were on average 13 % higher then at pjezometer B. The differential fluid
pressure heads at piezometer A ranged frorﬁ 34.4 cm to 46.7 cm with an

arithmetic mean of 39.9 cm. The differential fluid pressure head at piezometer B

was between 32.6 cm and 37.3 cm with an arithmetic mean of 34.6 cm.

For the first high/low tieal cycle between 0 and 18 hours of the experiment, the
tidal level changed by 1.37 m and the corresponding change in differentiel fluid |
preseure head at piezometer A was 6.8 cm and at piezometer B was 2.7 cm. The
tidal Ievel-changed by 1_.56 m for the second tidal cycle between 24 and 37 hours
into the experiment, and the. corresponding change ih‘differential fluid pressure

head at piezometer A was 10.3 cm and at piezometer B was 3.7 cm.

Figure 4-10 compares the SGD measurements recorded every 10 minutes by the

seepage meter with the measurements of tidal level at the site. As was the case

- for the DPS-II field data, there is also a gap in the SGD measurements that

corresponds to the complete exposure of the meter during the low tide. Because
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the exact depth of water that resulted in the seepage meter starting to become
uncovered is not known with certainty, the SGD measurements immediately
before and after the gap in the field data (i.e., the low tide completely exposing
the seepage meter) may be affected by measurement artefacts. The high SGD
rates immédiately preceding the gap in the SGD field data may reflect
measurement artefacts rather than true discharge rates. The seepage drum and
flow tube of the seepage meter must be completely filled With water to permit
valid SGD measurements. As a result the high values of SGD measured at

éround 20 hrs after the beginning of the experiment may not be accurate.

The reason for the fluctuations in SGD rates over short measurement intervals is
not certain but may be the result of several causes that are: (1) environmental
factors (e.g., wind, waves), (2) poor electrical connections, (3) instrument noise
and/or, (4) the natural variability in SGD over time. In some cases, SGD data |
sets obtained using a continuous heat type seepage meter have also shoWn
abrupt changes in discharge rates (e.g., Taniguchi 2006). The deployment of two
seepage meters was preferred for this experiment, to increase the reliability of
SGD measurements, but was not viable because of problems with a second
seepage meter that was constructed. Figure 4-11 shows the plots of the SGD

measurements averaged over time intervals of 20, 30 and 40 minutes.

The SGD rates showed temporal variations that corresponded to the semidiurnal

tides at the site, with the highest SGD rates occurring at low tide. SGD rates
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averaged every 30 minutes over the duration of the experimeht have been used
fdr a comparison with tidal level fluctuations because the SGD pattern is clearer
than the plot of the 10 minute SGD measurements. The SGD rates at the site
varied from 5 cm/d to 103 cm/d, with an arithmetic mean of 38 cm/d. Over the
first high/low tidal cycle of the experiment, the change in SGD rates was about 42
cm/d. The SGD rate changed by about 35 cm/d over the high/low second tidal

cycle.

The averages of the EC measurements of the seawater samples collected at low
tides ‘during the experiment, showed an increase from 15 mS/cm to 31 mS/cm
(Figure 4-12a. These results may suggest the EC of the seawater at the
experiment site is affected by circulaﬁon patterns in English Bay that transports
fresh water from the Fraser River as it moves around from Point Grey. Daily
-changes in the EC of the water column could be important if the EC of the pore
waters in the shallow seabed are affected because of mixing processes
operating close to seabed. However, a higher frequency of sampling is needed to
v‘alidate and more accurately représeht the daily fluctuations of EC for the water

column.

Table 4-1 shows the estimates of the EC measurements for the pore water
samples collected during the low tides over the experiment, at 10 cm below the
seabed and adjacent the top measuring port of piezometer A and B. Figure 4-12b

illustrates the avéragés of these EC measurements at each depth below the
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seabed. The EC pattern at the site suggests: slightly brackish water (average EC
8 mS/cm) at a depth of 10 cm below the seabed that overlies a compone_nt of
fresh water (average EC of 0.3 mS/cm) at 30 cm below the seabed during low
tide conditions. Improving the characterization of the EC profile by additional EC
measurements at smaller vertical intervals within the seabed was unsuccessful

because of difficulties collecting pore water samples with the water sampler.

Figure 4-13 shows the three core samples collected from adjacent to the

 piezometers. With the exception of the core sample identified as A-in, each of the

core samples was divided into two equal sections for the purpose of identifying
any discrepancies in hydraulic conductivity with depth. The core sample, A-in,

was divided by separating coarser sediment occurring in the top portion of the

sample (about top V4 of core) from a finer sediment that was similar to that

comprising the other core samples.

Figure 4-14 shows the estimate for hydraulic conductivity found for both the top
section (closer to the seabed) and bottom sections using the falling head test.
The hydraulic conductivity test was completed twice for each sample, once usihg
tap water and also using Eseawater as the hydraulic fluid. Other than
discrepancies, which were likely a result of the accuracy of the permeameter test,
no differences were observed between estimates of hydraulic conductivity using
tap water and seawater. The estimates of hydraulic conductivity (including

estimates from the top and bottom sections of the core) at piezometer A ranged
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from 1 x10°to 1 x 10 * m/s, with a geometric meaﬁ of 4 x 10 ° m/s. The values
of hydraulic conductivity at piezometer B ranged from 9 x 107 to 1 x 10 Smis
with a geometric mean of 4 x 10 m/s. The geometric mean of all the samples
was 2 x 10 ° m/s. It should be recognized that fhe values are from disturbed
samples that may have experienced' possible compaction during sampling and
“disruption of macropore structures when the cores were prepared for the

permeameter tests.

The average of the hydraulic conductivity measurements at piezometer A were
an order of magnitude higher than at piezometer B. The higher average hydraulic |
conductivity does not agree with the higher differential fluid pressure heads
measured at piezometer A, if the conventional form of Darcy’s Law is to be
applied to calculate SGD rates from the DPS-Il field data. Because the
differential fluid pressure heads measured by the DPS-Il are over a depth of
roughly 0.3 to 0.6 m below the seabed (the depths corresponding to the
measuring ports of the piezometer), the estimates of the hydraulic conductivity of
the bottom core sections may be a more appropriate choice for comparison with
the differential fluid pressure heads measqred at the piezometers. The average |
of the hydraulic conductivity estimates for the bottom sections at piezometer A,
were still higher but by a factor of 3.5, compared to the average hydraulic

conductivity of the bottom core sections at piezometer B.
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Analytical and model based methods have been used to provide a basis for
comparison with field measurements and also to better constrain the
interpretation of the field data sets. A prediction of SGD rates based on Darcy’s
law at the Spanish Banks site has been developed using the transient changes in
vertical pressure gradients in the seabed measured by the DPS-II, the hydraulic '
conductivity estimates from falling head tests completed on core samples and the
EC of water samples collected from near the piezometers and the Water column.
Data available to develop a hydrogeologic model of SGD rates and shallow
vertical pressure gradients in the seabed at the site consisted primarily of the

hydraulic conductivity data set and a rough estimation of the depth to bedrock.

91




~ Location of pore Sample date: Sample date: Sample Date
water sample October 26 October 27 October 28

10 cm below seabed N/A N/A 6and 9

Adjacent top port of 0.23 0.47 0.27

piezometer A (30

cm below seabed)

Adjacent top port of 0.20 0.27 0.33

piezometer B (30
¢m below seabed)

Table 4-1: Values of EC measurements (mS/cm) from pore water samples collected at low
tides over the experiment. Two pore water samples from 10 cm below the seabed (each
adjacent to a piezometer) were collected only on the last day of the experiment.
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Figure 4-1: Map of Vancouver, BC with location of field site, Spanish Banks beach.
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Figure 4-3: Schematic of installation configuration. (A) Top view. (B) View in the direction
offshore. The A-In, B-In, and B-Out labels refer to the position of core samples relative to
the piezometers collected at the end of the field experiment.

95



e .

Figre 4-4: e boat containing th equipment to install the piezometers of the DPS

-Il and
the seepage meter is positioned about a meter in land of the location where the DPS-Il and
seepage meter were installed in this study.
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Figure 4-6: The seepag meter and piezometers were uncvred by the low tide on the second day of testing for about 5 hours (photo
taken in the direction of shore).
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Figure 4-7: Water sampler used to collect pore water samples from within the seabed. The
water level was typically 30 to 60 cm above the seabed during pore water sampling. (A) An
example of a pore water sample being retrieved using the water sampler.
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Figure 4-8: Core sampler used to collect sediment samples from adjacent to the

piezometers of the DPS-II.
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Figure 4-9: Comparison between 1 minute averages of the differential pressure head
measurements by the DPS-Il and 5 minute measurements of tidal levels collected in the
near-shore at the Spanish Banks site. There is a gap in the field data because of the low
tide occurring between 20-25 hours after the beginning of the experiment, which

uncovered the instruments.
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Figure 4-10: Comparison between 10 minute instantaneous measurements of SGD by a
continuous heat type seepage meter and tidal levels.
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Figure 4-12: EC measurements of pore water samples collected during the low tides over
the course of the experiment. (A) Seawater samples. (B) The average EC value of the water
column, and 10 and 30 cm (top piezometer port) below the seabed derived from all pore
water samples collected at these positions.
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Figure 4-13: Core samples (A-Out and A-In) collected from adjacent to piezometer A. The locations of the cores relative to the
piezometer in the field are shown in Figure 4-3. (A) A-Out. (B) A-In.
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Figure 4-14: Core sample (B-In) collected from adjacent to piezometer B. The location of the core relative to the piezometer in the field is
shown in Figure 4-3.
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Figure 4-15: Hydraulic conductivity data derived from falling head tests for the core
samples collected adjacent to the piezometers of the DPS-II. The letter labels indicate the
estimates of hydraulic conductivity for a position relative to piezometer A or B, see Figure
4-3 for the location of these positions. The two estimates for each top and bottom section
of core were based on using tap water and seawater as the hydraulic fluid for the falling
head tests. Both estimates for the bottom core section of A-IN were 1 x 10°° m/s.
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5. Analyses of Field Measurements

5.1 Differential Pressure Heads and Calculated SGD Fluxes

“An objective of this study is to investigate the relationship between differential
fluid pres‘sure heads and SGD flux rates, consequently it is necessary to examine
the relative importance of the pressure gradient component of the SGD flux to
the density-related gravity (i.e., buoyancy) component of the SGD flux. By
expanding the gravity term in Darcy’s Law, written in terms of fluid pressures
(Equation 3.1), an equivalent freshwater head term, which represents the
pressure driven component of flow, can be separated from a density related

term, which represents the gravity-driven component of flow (Davies 1989).

Equivalent freshwater head at point A is expressed as:

Hy L ' (Equation 5.1)
P9

where Htis the equivalent freshwater head and ps is the density of freshwater
(1000 kg/m®). The seepage flux is calculated using the following derived form of
Darcy’s law, expressed in terms of an equivalent freshwater head and a density-

related gravity term:

q,= —KZ[VHf +é£vZ] (Equation 5.2)
Pt :

where K; is hydraulic conductivity, Ap is the difference between the actual fluid

density at point A and a reference fluid density. Equation 5.2 indicates seepage

flux cannot be determined directly from the vertical gradient in freshwater head
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and that a gravity driven component of ﬂc)W must also be considered if it is of

similar magnitude to the gradient in freshwater head.

Figure 5-1 shows the equivalent freshwater head gradients (dH¢/dz) that have
been calculated based on the differential fluid pressure heads measured by the
DPS-II at piezometers A and B, using the differential form of Equation 5.1 which

is written as:

ﬁ=i(f_}r§ o (Equation 5.3)
6z bz\p;g) 0Oz

Direct measurements of fluid density in the field are not required for the

3
calculation of equivalent freshwater head gradients. The first term on the right
side of Equation 5.3 represents a gradient in differential fluid pressure head as

shown by the following relationship:

i(i) _ by (Equation 5.4)
6z\ p¢g oz

Since differential fluid pressure head measurements between the measuring
ports of the piezometers are obtained by the DPS-II, only the distance between
the measuring ports of the piezometer is also required, to evaluate freshwater

head gradients at the piezometers using Equation 5-3.
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For the first high/low tidal cycle between 0 and 18 hours of the experiment,
freshwater head gradients at piezometer A varied from akbout 0.11 at high tide to
0.33 at low tide. At piezometér B, over the same tidal cycle, freshwater head
gradients ranged from 0.05 to 0.14. Over the second high/low tidal cycle between
24 andl 37 hours into the experiment, the freshwatér head gradients at

piezometer A varied from 0.13 to 0.45 and at piezometer B from 0.05 to 0.17.

Because fluid density measurements were not obtained between the pressure
measuring ports of the piezometer (i.e., at the point of the flux calculation), an
upper bound for the gravity term in Equation 5.2 was constrained by assuming a

fluid density equal to seawater (1025_kg/m3) at the point of the flux calculation. It

is unlikely that the fluid density in the seabed at depths between the ports of the

piezometers is equal to seawater since EC measurements obtained at the top

meaéuring ports of the piezometer at low tide indicated a significant component
of freshwater. However, the possibility of seawater at these depths cannot be
excluded, especially durihg the high tide, when the seaward movement of
freshwater is at a minimum. Based on a reference density of 1000 kg/r(n3, the
calculated upper bound for the density-gravity term that could be expected at fhe
fiéld site had a magnitude of 0.025. In this case, the d.ensity--gravity component
of flow is 1 order of magnitude lower than the lowest estimate for freshwater
head gradient at piezometér A. However, the gravity component of flow is
significant in comparison to the freshwater gradients estimated at piéz_ometen B

at high tide.

109




Estimates that are likely more reflective of the gravity driven component of flow at
the site were calculated using actual fluid densities at the point of the flux
calculation that were equivalent to the EC measurement at a depth of 10 cm
beIoW the seabed and the average of the EC measurement obtained from the
pore water samples adjacent to the top port of the piezometers (30 cm below the
seabed). EC was converted to fluid density using the relationships shown in
Fi'gure 5-2 and Figuré 5-3 (EOSC 428/532: Field Techniques in Groundwater
Hydrogeology course notes). The magnitude of the calculated density-gravity
component using an actual fluid density of 1004 kg /m? (equivalent to EC
measurement from 10 cm below seabed) was 0.004 and for an actual fluid
density of 998 kg/m® (equivalent EC top measuring ports of piezometer) was
0.002. In these cases, the gravity driven component bf flow is 2 orders of
magnitude less than the lowest estimate of fresh;/vater‘head gradients at the
piezometers A and an order of magnitude less than the lowest freshwater head
gradient at B. These findings suggest that for the conditions at the site, the
pressure driven gradient component of flow is likely significantly more dominant

than density gravity effects.

SGD rates were calculated based on the freshwater head gradients at
piezometer A and B, for the purpose of comparison with SGD rates measured by
the seepage meter. Using Equation 5.2 and'ass.umling that gravity density effects
were negligible, SGD rates at each piezometer were calculated by varying the

estimate of hydraulic conductivity until a reasonable match with the SGD rates by
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the seepage meter was obtained (Figure 5-4). SGD rates calculated based on
the freshwater gradients at piezometer A were found to best métch the SGD
rates measured by the seepage meter using a hydraulic conductivity of 1.5 x 107
m/s. At piezometer B, a hydraulic conduétivity of 4 x 10”° m/s, best matched the
SGD rates measured by the seepage meter. The hydraulic conductivity values
assumed at each piezometer to célculate the_best match of SGD with the field
based SGD rates are within the constraints of the available hydraulic conductivity

data set obtained from the core samples.

Given the variability in the available hydraulib conductivity data set (9 x 107 to 6 x
10'5’ m/s) it is also plausible, that discharge at each of the piezometers could
have been different than that recorded ny the seepagé meter. Michael (2003)
showéd that differences in SGD over spatial scales of 1 m can be similar in
magnitudé to differences in SGD ovér larger scales. The 1999 cluster experiment
by Michael (2003) indicated that seepage meters located next to each other may
differ greatly in discharge. For example, during the same two hour period, two

seepage meters less than 2 m apart registered 5 cm/d and 37 cm/d.

Three key modifications to the experimental method that would improve the
interpretation of calculated and field based SGD rates are: (1) the addition of a
second seepage meter to improve the reliability of field based SGD
measurements, (2) more measurements of the pore water at depths between

the meésuring ports of the piezometer in order to better characterize the fluid
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density variation in the seabed and thus provide further insight regarding the
significance of the pressure driven component of flow compared to gravity effects

and, (3) a better characterization of the hydraulic conductivity at the site.

5.2 Hydrogeologic Model-

Model based predictions of SGD rates and the vertical hydraulic gradients in the
seabéd have been developed using the finite element model FRAC3DVS
(Therrien and Sudicky 1996). FRAC3DVS is used to simulate a 1D uniform
density flow model that examines how SGD rates are enhanced and diminished
by tidal fluctuations. A 1D model excludes the simulation of density dependent
flow because convection cells that normally form due to density variations cannot
be simulated by only vertical flow.

The hydrogeologic model examined is shown 'in schematic form by Figure 5-5.
The domain of the model has dimensions of 1 m x 10 m. A transient hydraulic
head boundary at the top of the domain is applied to account for the séa level
fluctuations due to the semi-diurnal tides at the site. The specified head at the top
boundary varies from 0.1 m to a maximum of 2.26 m with an arithmetic mean

value of 1.28 m. A constant hydraulic head is specified at the base of the domain.
Two models have been constructed to provide a basis for comparison with the

transient changes in vertical hydraulic head gradients in the seabed calculated

bésed on the differential pressure head measurements by the DPS-II (section
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3.5.1) and the SGD rates by the seepage meter. In Model 1 it is assumed that
the model domain is homogenous. In Model 2, a domain consisting of two layers

is used to characterize heterogeneity with depth.
The boundary conditions assigned to Model 1 are:

Base- No measurements are avaiiable to constrain the conditions in the sediment
with depth at the field site. A constant hydraulic head value is assigned to the

boundary. For the initial simulation of Model 1, avalue of 1.0 mis Aassumed-as an
}a/rbitrary value and provides a hydraulic gradient of 0.1 between the base and the

top of the model domain.

Top- Along the seabed, a transient hydraulic head boundary condition is applied

to simulate the semi-diurnal tides meésured during the experiment at the site.

No information is available about the porosity of the sediment. A typical value of
porosity for fine sand of 0.3 (Domencio and Séhwartz 1997) has been specified )
for all simulations. Specific storage (Ss) is defined as the volume of water that an
aquifer releases from or takes into storage per unit surface area of the aquifer

per unit aquifer thickness per unit change in head. Specific storage is expressed
as:

Ss =Pl (Bp + an) (Equation 5.4)
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where py, is density of water, B, is the vertical compressibility of the porous
matrix, n is the porosity of the porous matrix and By is tﬁe compressibility of
water. Using Equation 5.4, a value of Ss for the simulations was calculated as
between 1 x 102 to 5 x 10 ° m™ based on the assumption that water is
incompressible and a typical range er the vertical compressibility of loose sand
to dense sand gravel (Fetter 2001). A value near the middle of the calculated
range of Ss (1 x 10*m™) has been used for the simulations unless otherwise
noted. In some cases, the sensitivity of the results to S has been evaluated by

varying the value of S from 1 x 10*m™to 5x10°and 5 x 10*m™.

Hydraulic heads are simulated at vertical increments of 20 cm within the model
domain. Hydraulic gradients are calculated based on simulated hydraulic heads
in the domain between points at 0.3 and 0.6 m, for a datum defined at 0.6 m (i.e.
a positive hydraulic gradient indicated upward flow). Simulated SGD rates are

monitored by a flux output node specified along the top boundary of the domain.

Results Model 1

Figure 5-6 illustrates the hydraulic head gradients and the SGD rates for the case
where it is assumed the hydraulic conductivity of the domain is equal to the
geometric mean of the harmonic averages of the core sections estimated from
the falling head tests (1 x 10 ° m/s). A comparison of the magnitudé of the
hydraulic head gradients and SGD rates with that obtained from field

measurements by the DPS-Il and seepage meter indicates a poor
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correspondence. The simulation predicts recharge is occurring at the site at most

times during the tidal cycle, which is not observed from the field.measurements. '

A second simulation was completéd in-which the bottom boundary condition was
assigned a higher value of h= 25m (Figure 5-7). A better agreement Waé
obtained between the simulated hydraulic gradients and the field based hydraulic
gradients values at piezometer B but not at piezometer A. In thié simulation,
.predicted SGD rates indicated discharge at the site but i/vere lower than field-

based SGD measurements.

A third simulation was compleied in which the model domain was assigned a
hydraulic conductivity four times higher (4 x 10 m/s) than in the first two cases
(Fig. 5-8). A comparison of the magnitude of the hydraulic head gradients at
piezometer B and SGD rates with that obtained from field measurements by the
DPS-II and.seepage meter indicates a good gorrespondence but again not at
piezometer A Discrepancies between the simulated and field based SGD rates
at abproximately 20 hours after the beginning of the experiment ére likely a result
of seepage meter measurement artefacts caused by the falling tide, which during

this time was beginning to uncover the seepage meter (section 4.2). -
For the next two simulations, the S value was varied from 1 x 10“ m™ to 5 x 10°

and 5 x 10 m™ (Figure 5-9). There was no significant change in the simulated

results of hydraulic gradient.

115



The hydraulic head at the base of the model was increased to values of 3.0 and
5.0 m in an attempt to simulate the higher hydraulic gradients at piezometer A
(Figure 5-10). Although the relative magnitude of the simulated hydraulic
gradients is closer to the field based measurements, it does not appear possible
to explain the larger fluctuations in the transient changes in vertical hydraulic
gradients at piezometer A over the tidal cycle using Model 1. Given the negligible
effect of S on the model results, it is likely not a storage effect causing the
difference between the simulated and field based results of hydraulic gradient at
piezometer A using Model 1. The purpose of the seco'nd model is to provide
insight to the discrepancy between the hydraulic gradients measured at

piezometer A and piezometer B.
Results Model 2

To maintain consistency with Model 1, the boundary conditions are not modified.
To obtain higher hydraulic gradients, a 1 m thick layer was created at the top of
the domain, and assigned a Iowel; hydraulic conductivity equal to the geometric
mean df all the core sections of 2 x 10”° m/s. There was no physical basis for the
addition of a 1 m thick layer. Although the magnitude of the SGD rates is in
approximate agreement with field based SGD measurements, the -
correspondence betweén simulated and field based estimates of hydraulic head

gradients at piezometer A decreases after 1 day has elapsed (Fig. 5-11).
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A second simulation using Model 2 was completed, in which a lower hydraulic
conductivity of 1.5 x 10° m/s was assigned to the top layer (Figure 5-12). A
comparison of the hydraulic head gradients and SGD rates with that obtained
from field measurements at piezometer A by the DPS-Il and seepage meter
ihdicates a better agreement, however the magnitude of the simulated hydraulic
gradient during the latter portion of the simulation (after 24 hours) are lower than

field based measurements.

The hydraulic head specified at the base of the domain was increased from 2.5
to 3.0 m to account for the lower hydraulic gradients simulated in the latter
portions of the simulation (Figure 5-13). The simulated hydraulic gradient over
the first 20 hqurs of the simulation were higher than the field based
measurem.ents at piezometer A. In the period after the gap in the field

measurements, the simulated results were also higher, but to a lesser extent.

For the next two simulations, the Ss value of the top layer was véried from 1 x 10
*m”to5x10*and 5 x 10° m™. There was no significant change in the

simulated results of hydraulic gradient or SGD rates (results not shown).

Although a reasonable agreement was obtained between simulated hydraulic
gradients using Model 2 and hydraulic gradients at Piezometer A, there was not
" a consistent match over the entire tidal cycle. A better characterization of the

heterogeneity with depth at the field site may be useful for improving the .
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conceptual set up-of the models and providing a better match with the field

measurements at piezometer A.

The 1D flow models were also used to provide insight about the highest SGD
rates observed at low tide by the field measurements at the Spanish Banks site
(and also predicted by the rhodels) compared to other coastal sites that show a
time lag of a few hours between the highest SGD rates and low tide. Caulkins
(2003), using a 1D model similar to the models constructed in this study,

. obtained results that showed the highest SGD rates occurred at the transition
between high and low tide for a field site located along the northeastern Gulf of
Mexico. A plot of simulated hydraulic head values with depth at different times
over the tidal cycle showed that the hydraulic gradient was at a minimum at the

high and low tides.

A key difference betWeen the simulations by Caulkins (2003) and the simulations
completed in this study are the values of hydraulic conductivity and specific
sforage specified for the domain. The domain of the model constructed by
Caulkins was divided into two layers to represent a surficial aquifer and a
limestone layer (Intracoastal Formation) that characterized the coastline at the
field site. The upper 6 m layer of the domain was assigned a hydraulic
conductivity of 1 x 10° m/s and Ss of 1 x 10° m™. The bottom 4 m layer was
assigned a lower hydraulic conductivity of 1 x 10° m/s and S; of 1 x 10 m™. The

lowest hydraulic conductivity applied to the model domains in this study was 1.5
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x 10° m/s. The values of'hydraulic conductivity for the two layers in Model 2 used
in this study were also closer in magnitude, than in the simulations by Caulkins.
The S, used by Caulkins was also varied between the layers and a higher value
for Ss was applied to the top layer than for model 1 and model 2 simulations in

this study.

A simulation using Model 1 was completed with a lower value of hydraulic
conductivity of 1 x 10'6' m/s (Figure 5-14). The simulation showed little shift
between the highest SGD rates and low tide. To also investigate the effect of
storage on the time lag, the value of S¢ was changed from 1 x 10 m™ used in
the previous simulations to higher and lower values of 5 x 10° and 5 x 10* m™,

No significant effect was observed (results not shown).

A simulation was completed using Model 2 with a lower value of hydraulic
conductivity (1 x 10 m/s) for the bottom layer. As well the S; value of the top
layer was increased to 1 x 10° m™ to also match the values used by Caulkins
(Figure 5-15). The results show the highest SGD rates have shifted and occur at

the transition between the high and low tide.

A second simulation was completed with the upper layer thickness increased to 6
m to provide a better comparison with the simulations completed by Caulkins.
The simulated SGD rates again showed a time lag between the highest SGD

rates and low tide. A plot of the hydraulic head with depth in the domain at
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different times over the tidal cycle showed the hydraulic gradient near the top of

the domain was at a minimum at high tide (Figure 5-16).

A third simulation was completed to investigate whether it was the difference kin
hydraulic conductivity between the layers that caused the time lag or also the
lower values of hydraulic conductivity. The upper 6 m layer was assigned a
higher hydraulic conductivity of 1 x 10 m/s and the bottom 4 m layer was also
assigned a higher value of 1 x 10° m/s. The results obtained showed the highest

SGD rates occurred at low tide with no time lag (results not shown).

Despite some discrepancies between the simulated and field based
measurements, it appears possible to satisfactorily explain the field based
estimates of the transient changes in the vertical hydraulic gradient in the seabed
at piezometer A and B as well as the SGD rates using a 1D uniform density flow
model with bounvdary conditions that consider the sea level fluctuations due to
semi-diurnal tides at the site. Although a reasonable agreement was obtained
between simulated hydraulic gradients using Model 2 and hydraulic gradienté at
Piezometer A, there was not a consistent match over the entire tidal cycle. The
possible discrepancy in the hydraulic gradients at piezometer A and the
simulated results could be the result of heterogeneity that was not well
characterized by the models. Also the error associated with the calculated
hydraulic gradients (estimated as +/- 0.01) may have contributed to the difference

between the simulated and field based values of hydraulic gradients. However if
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- measurement error was the only source for the discrepancy between the
| modelled and simulated results, the discrepancy should have been more
consistent over the simulated period (unless the error associated with the DPS-I|

changed over time).

The models have also shown that the timihg of the highest SGD rates relative to
the low tide is sensitive to the value of hydraulic conductivity. Simulations using
model 2 showed a greater time lag than model 1 simulations, suggesting ,
heterogeneity with depth may be importént in influencing the timing between the

highest SGD rates and low tide.

To advance the framework for modelling SGD and hydraulic gradients at'the site,
data sets that would be beneficial are: (1) salinity-depth profiles in the near-shore
to provide more insight about the applicability of usihg a uniform flow model to

simulate flow at the site, (2) a better characterization of the hydraulic conductiVity

in the area of the deployment to constrain the heterogeneity with depth, and (3)

more information about the geology at depth.
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Figure 5-1: Freshwater head gradients calculated based on the differential pressure head
measurements by the DPS-II at piezometer A and B.
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Figure 5-4: Comparison between SGD rates calculated based on the differential pressure
head measurements by the DPS-Il using Darcy’s Law and measured SGD rates by the
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6. Discussion ahd Recommendations

6.1 Differential Pressure Heads, SGD and Tidal Levels

The field measurements of differential pressure heads (measured between 0.3
and 0.6 m below the seabed) by the DPS-Ii {and SGD rates by the seepage meter
showed a semi-diurnal pattern with the highesf differential pressure heads and
SGD rates occurring at low tide. A significant component of freshwater at a depth
of 0.3 m below the seabed was indicated by EC measurements of pore water
samples collected at low tide, which suggests that the flow of terrestrial

freshwater may be a significant source of SGD at the site.

It was possible to match the SGD rates measured by the seepage meter with
calculated SGD rates using Darcy’é Law based on the measured differential
pressure heads at each of the DPS-Il piezometers and a hydraulic conductivity
value within the range of the available data set derived from falling head tests
completed on core samples collected from adjacent to the piezometers. A
reasonable match was also obtained between predicted and field based values
of SGD rates and hydraulic gradients at piezometer A and B using a 1D uniform
flow model. Although a reasonable agreement was obtained between simulated
hydraulic gradients and field based hydraulic gradients at Piezometer A, there

was not a consistent match over the entire tidal cycle.

The results of this research suggests that the transient changes in differential

pressure heads in shallow marine sediment and changes in seepage rates, are
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likely predominantly in response to tidal level fluctuations, and a significant

driving mechanism controlling SGD rates in the near-shore at Spanish Banks

West beach.

To better constrain the interpretation of the field data sets the following

modifications to the field experiment procedure and additional modeling

considerations are suggested:

1.

Obtaining EC measurements of the pore water over the entire tidal cycle
and at vertical incremental distances of 5-10 cm to a depth of 1 m below

the seabed. The additional EC measurements would be useful for

| supporting the results of the 1D uniform density flow model in this study.

Also EC measurements of the seawater over the entire tidal cycle should

be obtained to better characterize the variation in EC that was observed

-from the water samples collected from the water column in this study.

Measurements of the salinity of the discharge water may help to constrain
the origin of the waters and provide more insight about the significant
component of freshwater that has been measured from pore waters
collected 0.3 m below the seabed. Water samples collected from the
outflow of the seepage drum or the seepage drum, itself, could be used to
assess the salinity of the discharge water. A conductivity probe within the

drum of the seepage meter could also be used to continuously monitor the
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salinity of discharge, whfch has been done in other studiés using a
continuous heat type seepage meter (Taniguchi 2006).

. A second seepage meter would be useful for increasing the reliability of
the SGD measurements. An additional seepage meter would also permit
other field configurations of the DPS-Il and seepage meter to be tested.
As well a method to calibrate the seepage meters should be developed
(the calibration curve for the seepage meter was provided when the meter
was purchased) to permit periodic performance checks and accuracy of

" the calibration curves, similar to the calibration tests that are completed for
the transducers of the DPS-II before and after field installations.

. A higher frequency of measurements of seepage (i.e. every 1 or 5 minutes
instead of 10 minutes) could be attempted to investigate the significant
fluctuations in the SGD rates.

. Collection of complete core s'ampleé from the upper 1 m of sediment. Only
about a 75% partial recovery of the cores driven to a depth 0.6 m (bottom
measuring port of piezometers) was achieved from the coring attempts. -
The core catcher was likely not able-to retain the sample as the corer wés
being pulled up from the sediment because of the saturation of the
sediment. The coring technique had only been used once previous to this
attempt to recover core samples, and more experience using the tool in
the field may increase the core sample recovery.

. Estimation of the hydraulic.conductivity of the core samples in the original

collection tubes to minimize further disruptions to the samples. In this
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study the core samples were transferred to permeameters that were
compatible with a falling head test apparatus that was available in the
laboratory of the department.

. The Spanish Banks West beach provided a site in close proximity to the
University, relatively high rates of SGD and accessibility to a location for
loading and unloading field equipment near the field site. However, a
different location may need to be considered for longer deploymenis (e.q.
greater than 1 or 2 days), because of the significant tidal flats at the site
which uncover the instruments.

. The significance of the hydraulic gradient between land and sea in
comparison to other modeling parameters such as hydraulic conductivity
and specific storage could be investigated in controlling the timing of the
highest SGD rates reilative to the low tide. A sensitivity analysis using the
models constructed in this study was completed to evaluate the effect of
the values of hydraulic gradient and specific storage on the timing of the
highest simulated SGD rates relative to the tidal levels. The steep cliffs at
the Spanish Banks west beach likely set up hi'gher hydra‘ulic gradients that
drive SGD in the near-shore and should also be investigated to aid with
explaining the highest SGD rates observed at low tide at Spanish Banks.
. The construction of a 2D model to investigate the effect of horizontal
gradients at the site may be beneficiall in providing more insight about the

usefulness of the 1D model.
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6.2 'Measurements by the DPS-II

The DPS-Il was developed to provide measurements of the transient changes in
differential pressure head in shallow marine sediment, which could be used to
investigate tidal forcing as a driving mechanism of SGD in near-shore
environments. The DPS-Il is a new tool that can be relatively easily installed and

monitored.

Key issues regarding the accuracy of an earlier version of the DPS-ll used in a
previous field experiment (Caulkins 2003) were addressed in this study. The
significant achievements of this study with regard to the DPS-I| are: (1) refining
and documenting the method used for collecting data in the field, (2) minimizing
the noise in the measurements of differential fluid pressure head (a tidal signal
could be observed from the field data), (3) providing an estimate of the error
associated with the measurements by the DPS-II, (4) identifying areas in the
development of the DPS-II that need to be improved and recommending

strategies to advance the DPS-II.

Recommendations to further improve and establish the performance of the DPS-

Il are:
1. The calibration of the differential pressure transducers in the field

configuration. During calibration the known differential pressure heads

are applied directly to the pressure sides of the transducers, as opposed
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to the field tests where formation pressures in the sediment are
transmitted via fluid filled tubes. Although it is recognized that a constant
differential pressure head is exerted on the transducers from the fluid filled
tubes, a test has not been completed to ensure that the transducer senses
differential preséure changes in a similar manner in both configurations
over the full range of the transducer. A calibration curve should be
developed with the DPS-1I in the field configuration and compared to
calibration curves derived from the current calibration techﬁique. There is
not expected to be a variation between the calibrations but by completing
the calibration in the field configuration, any uncertainties regarding effects
from the tubing and/or the performance of the transducer are eliminated

and more insight regarding the DPS-Il is gained.

. Evaluate the effect, if any, of the pressurization of the transducers

while deployed in the submersible box on the seabed. It is assumed
there is that there is no effect on the transducers and consequently
calibration curve, from the pressurization (maximum water pressure 1.5 m
of head) of the transducers while deployed on the seabed in the
submersible box. This assumption could be investigated by deploying the
transducers, while reading a constant applied zero differential pressure

head, on the seabed for a tidal cycle.
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3. Assess if insertion pressures, due to the displacement of water

during the insertion of the piezometers, are significant. Insertion
pressures are dependent on such factors as the rate of piezometer
insertion, the dirhensions of the piezometer and the hydraulic conductivity
of the marine sediment. It is assumed that the measurements by the DPS-
Il are not affected by insertion pressures that would alter the measured
differential fluid pressure heads from “true” field values. An independenf
measurement of the fluid pressure in the seabed (i.e. an absolute
pressure transducer embedded in the seabed) during insertion of the
piezometers could provide more insight regarding the effect of piezometer

insertion on the fluid pressures in the shallow sediment.

. Completion of a laboratory test that simulates the field conditions

under controlled conditions and can monitor the outpuf of the DPS-II
over a time similar to field deployments (e.g., 1-2 days). A laboratory
test of the DPS-II to simulate field conditions was attempted in this study
but was not unsuccessful. The apparatus consisted of a 0.6 x 0.6 x 0.6 m
box constructed of 2 cm thick wood sheets and lined with a plastic used
for small backyard ponds. The piezometers of the DPS-Il were positioned
in the box, with two piezometers constructed of glass columns with
screens at the base of the columns, attached to each of the piezometers
of the DPS-II. The screens of the glass piezometers were pbsitioned at the

measuring ports of the DPS-II piezometers. The box was filled with fine
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sand and saturated. A hose was used to vary the water level above the
sand layer. An.outlet at the base of the box permitted water to be
discharged and the flow was regulated by a valve. A coarser layer
composed of medium gravel was required at the base of the box to
prevent the sand from clogging the outlet at the base. The piezometers of
the DPS-Il were prepared for testing in a similar manner as for a field
deployment. ,Each piezometer of the DPS-Il was connected to a
transducer mounted in the submérsible box through plastic tu}bing, and
deaired water was pumped through the system in order to bleed the
pressure ports of the transduqers. The plastic tubes were filled with
deaired water to permit the pressures at the ports of the piezometers to be
hydraulically transmitted to the transducers. An attempt was made to set
up hydraulic gradients in the sediment by varying the water level above
the sand layer and/or discharging water at the base of the box. By
comparing the output at each of the piezometers and also the response of
the glass piezometers, insight could be gained regarding nll'low the DPS-II
may respond to tidal level fluctuations. Leakage through the liner of the
box prevented prolonged testing before the sand became partially or fully
unsaturated, which occurred in approximately 10-15 minutes. Another test
of this nature would be useful to gain insight about the performance of the
DPS-If, however a container to hold the piezometers that does not require

waterproofing should be considered. A 55 gallon drum that is composed of
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a thick wall (to prevent deformation from the weight of the saturated sand)

may be more suitable choice.

. The effect of temperature on the transducers and resistors used by

the DPS-Il should be further investigated. The calibration tests
completed at room temperature (23°C), 14-15°C and 7-8°C were useful
to better constrain the potential shift in the calibration curves due to
temperature change. However, the temperature tests did not evaluate the
effect of a fluctuating temperature on measureménts by the DPS-II,’ which
could cause a greater érror associated with the DPS-Il measurements.
Although the transducers are deployed on the seabed, it takes time for the
instrument to reach a stable temperature (8 hours in this study) and if the
electronics are uncovered by a low tide (as in this study) the temperature
experienced by the electronics may vary. Also future tests should make an R
effort to differentiate between temperature effects caused by the

transducers and resistors. Since the resistors are inexpensive and easy to

'repiace, it would be advantageous to better constrain the potential

temperature errors associated with the individual electronic.components.

. The addition of a valve enabling a zero differential pressure head

measurement to be applied to the system during deployment and
checked against the expected zero output. A zero check valve was not

implemented in the DPS-II design because the valve was not considered a
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critical feature that would improve the performance of the tool compared to
the other changes in the design that were being implemented and
assessed in this study. However, an ability to check the calibration of the
transducers during deployment provides significant information about the
performance of the DPS-Il. The implementation of a zero check valve
should be considered for future applications using the DPS-II. A zero
check valve has been used in other differential piezometer designs (e.g.
DOPPI by GEOTEK Ltd).

. Additional short deployments (e.g. 1-2 days) and longer deployments
(e.g. 7 days) to establish the performance of the tool. Longer
deployments may generate additional questions regarding the use of the
DPS-II that have not been considered in this study. In general, for eacH
deployment of the ‘DPS-II that is carriea out under different testing
conditions (e.g. environment, time) the effect of the specific conditions for
that test on the performance of the DPS-II should be considered. For
example, longer deployments of the DPS-II may require more insight to
the likelihood of gas bubbles forming in the fluid filled tubes that are used
to transmit the formation pressures at the measuring ports of the
piezometers to the transducers. Temperature effects on the fluid in the
tubes could cause degassing to occur over time, which is likely not a key
issue in shorter tests. No gas bubbles have been observed in the fluid
filled tubes of the DPS-II after test lasting less than 1 day or after the

deployment in this study (almost 48 hours). No tests have been completed
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to specifically investigate the potential for gas bubbles forming in the fluid

filled tubes of the DPS-II.
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7. Conclusions and Summary

This research focused on improving the accuracy and refining the installation
method of a new tool (DPS-II) developed for measuring differential pressure
heads in shallow marine sediment, and was achieved in part by resolving the
difficulties in obtaining accurate differential pressure head measurements by an
earlier version of the tool (DPS-I). Another key objective of this research was to
use the measurements of differential préssure heads by the DPS-I| to investigate
the relationship between transient changes in differential pressure heads in
shallow marine sediment, SGD rates and tidal level fluctuations at a field site
Iocat;d at Spanish Banks West beach. Spanish Banks West beach was chosen

for the location of this study because the site met many of the logistical demands

for field testing.

In this study, the highest differential pressure heads measured between 0.3 and
0.6 m below the seabed by the DPS-Il and the highest SGD rates by a
continuous heat type seepage meter occurred at low tide. The average
measurements of the EC at depths of 10 and 30 cm below the seabed (8 mS/cm
and 0.3 mS/cm respectively) were different by an order of magnitude, which
suggested the fluid density within the shallow marine sediment at the site may
not be uniform. To better understand the relationship between the transient
changes in differential fluid pressure heads, SGD rates and tidal level
fluctuations, the significance of density effects on flow had to ‘also be considered.

A comparison between the magnitude of calculated equivalent freshwater head
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gradients and the density driven component of flow at the site indicated the
relative importance of density on flow was likely negligible. SGD rates calculated
using Darcy’s Law based on the transient changes in differential pressure head
measured at each of the DPS-II piezometers and a value of hydraulic
conductivity within the constraints of th'e available hydraulic conductivity data set,
provided a good match with SGD rates by the seepage meter. Two uniform
density 1D flow models were used to predict the SGD rates and hydraulic
gradients at 0.3 and 0.6 m below the seabed. Simulations using Model 1, that
assumed a homogeneous domain, showed a reasonable agreement between the
predicted and field based SGD rates and hydraulic gradients at piezometer B: It
did not appear possible to obtain a good match between the simulated and field
based hydraulic gradients at piezometer A using Model 1. A better agreement
was obtained between the hydréulic gradients at piezometer A and simulated
results using Model 2, which assigned a lower hydraulic conductivity layer to the
upper 1 m of the domain. Despite the better agreement with hydraulic gradients
at piezometer A using Model 2, the results were not consistently a good match
over the entire tidal cycle. A better characterization of fluid density with depth and
time (e.g., over the tidal cycle) as well as heterogeneity at depth at the site may
provide insight to better explaiﬁ the hydraulic gradients at piezometer A.
Recommendations to improve the field procedure and further constrain the

interpretation of the field results have been suggested in section 6.1.
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Measurements of differential pressure heads in the seabed were successfully
recorded by the DPS-Il over a period of about 48 hours. The result of this work
suggést that using a careful measurement approach, the DPS-Il can measure the
transient changes in shallow marine sediment to an accuracy of about +/- 3 mm.
Several recommendations have been proposed in section 6.2 to further advance

the DPS-II.
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Method for Calibration of Differential Pressure Transducers

Background

The relationship between the input and output of a measuring system is established
during the calibration of a system. The calibration curve enables a measurement
system’s direct outbut to be interpreted during an actual measurement. By the
application of a range of known values to the input and observation of the system output,
a calibration curve for the measurement system can be developed. Caiibration methods
may vary widely. The main issue in a calibration is that the value of the input applied to
the transducer and the errors associated with that value are known. The expected error
of the applied inputs must be smaller than those allowed for the transducer. Most
transducers are subject to a static calibration, which is performed under room conditions
and includes letting the input stabilize at various values before an output reading is
recorded. These values are generally selected at equal increments, with the input first

increasing and then decreasing.

Calibrations were completed before and after field deployments and following any
modifications to the electronics of the DPS-Il such as re-wiring or replacement of a
transducer. As a result of the measurement system including two differential pressure
transducers with independent inputs and outputs, separate calibrations particular to each

transducer were required.

Calibration Method
Bleeding the Pressure Ports of the Transducer
Prior to transducers being calibrated the pressure ports of the transducer were bled to

eliminate any air in the lines or pressure cavities of the transducer. The following steps
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were taken to bleed the pressure ports of the transducer and begin the calibration of the

transducers:

1. The transducers were positioned in the submersible box that is used to house the
transducers during DPS-Il deployments.

2. The pressure ports of the transducer are connected to water columns that are
attached to a stand, via swagelok connections on the submersible box.

3. To begin calibration of the first transducer (either transducer A or B\), the fwo
valves regulating flow toward the transducer are opened. The two valves
regulating flow to th‘e other transducer remain closed. Deaired tap water, which
has been dyed with colouring, is pumped using a peristaltic pump from a 4L
glass container, through an inlet on the manifold and past the sides of the
pressure transducer. The deaired water flows out from the transducer and
discharges from the top of the water columns (Figure AA-1). Deaired water is
used for the calibration to minimize sources of air bubbles. Air bubbles in any
part of the measurement system such as the water columns or pressure cavities
of thé transducer may cause discontinuities which can affect fluid pressure
measurements and thus the accuracy of the calibration. The deaired water is
dyed blue using food colouring to easily identify any air bubbles present in the
water columns.

4. As the transducer pressure ports are being pressurized with the deaired water,
the pressure ports of the transducer are bled. The bleeding of the pressure ports
allow air bubbles to escape from the pressure cavities of the transducer. The
procedure for bleeding the pressure ports is described in the Setra model 230
transducer installation guide. The procedure involves backing off the bleed

screws until only bubble free liquid flows out (Figure AA-2). After the pressure
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ports have been bled, the valves regulating flow toward the transducer are closed

and the pumping of deaired water stopped.

.Applying Known Differential Pressures Heads and Transducer Observing
Transducer Output

- A differential pressure measufement is obtained from a pressure measured relative
to a reference preésure. In the case of the differential pressure transducers used by
thé DPS-Il (Setra Systems model 230, range +/- 0.5 PSID), differential pressures are
measured at the high pressure side relative to the low pressure side. Known
pressures are applied to the high and low pressure sides the transducer to yield a
known difference in pressure. The pressure heads are applied by varying the water
levels in the water columns connected to each of the transducer pressure sides. The
change in water levels are read from rulers afﬁxed next to the water columns. A
syringe coupled to a plastic tube was used to rémove or add water from the water
columns. The operating range of the Setra Systems model 230 differential pressure
transducér is +/- 35 cm of water. This operating rahge was taken as the upper and
lower limits of the differential pressure measurement system for the calibratioﬁs.

1. Initially 40 cm of water is applied to both sideé of the transducer to yield én
applied differential pressuré head ovf 0. The output of the transducer at this
applied pressure is recorded. The o‘utput of 'the system in response to the
known differential pressure input is displayed using the Campbell Scientific
datalogger support software, PC208W Version 3.2 (Figure AA-3).

2. The applied pressure to the low pressuAre side is decreased by 5 cm
increménts until a differential pressufe head of + 35 cm is obtained. At each 5
cm interval of change in pressure head the output»vof the transducer is

recorded.
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3. The water column connecfed to the low pressure side is refilled to a water
level of 40 cm to again produce a 0 differential pressure. The output of the
zero applied differential pressure head is reéorded and compared to the initial
value obtained for a zero applied differential pressure.

4. The water column connected to the high pressure port is decreased by 5 cm
increments until a differential pressure head of - 35 cm is reached. At each 5
cm interval of change in pressure head the output of the transducer is
recorded. |

5. The known input and corresponding system output recorded at each 5 cm
increment is used to yield a calibration curve of system output (mV) vs.
known applied differential pressure head (cm).

6. The calibration procedure is repeated again for the transduéer to obtain a
second calibration curve for the purpose of comparison with the first

calibration.
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"

Figure AA-1: Flow path of deaired water (blue arrows) during preparation for bleeding the
pressure ports of the transducer.
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Figure AA-2: Bleeding of a pressure port of the Setra 230 differential pressure transducer.
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Figure AA-: Set up for taking readings during calibration
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Wiring Configuration of the Electronic Components of DPS-II

Set Up of the Differential Pressure Measurement System

Figure AB-1 shows the organization of the electronic components making up the data

acquisition part of the DPS-II.

The data acquisition components consisted of:

~

1. Two Setra System model 230 differential pressure transducers, which measured
- the differential pressure between two points in the seabed and than converted
this measurement into a usable electrical output.
2. A Campbell Scientific CR10X datalogger, which controlled the frequency of the
differential pressure measurements as well as the storage and display of the
measurements.
3. Two 10K Ohm resistors, which created a voltage divider to provide an acceptable
range over which the CR10X datalogger could receive the output from the
transducers.
‘4. A power supply to provide the required voltages to the transducers and CR10X.

Differential
Pressure

Setra model
230
differential
pressure
transducer

10 K Ohm resistors

2% Tolerance -

A

12 Volt
Power
Supply

Campbell
Scientific Data
CR10X Interpretation
” datalogger >
H
........... X

Figure AB-1: Flow chart illustrating the interaction between the data acquisition
components of the DPS-II.
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CR10X WIRING DIAGRAM
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Figure AB-2: Wiring of the Electronic Components through the CR10X.
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Appendix C: Calibration Curve for Continuous Heat Type Seepage Meter
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