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ABSTRACT

During Auqust 1975, three reversed deep seismic sounding
profiles were run over Winona Basin, a deep water sedimentary
basin located west of the northern end of Vancouver Island.
This thesis repocts-on the analysis of the data for reversed
profiles 75-1 and 75-1R, which were recorded to distances of
greater than 90 km along the axis of the basiﬁ.

The seismic signals from explosive charges are detected
by six individual hydrophones, amplified and recorded“ on a
'multhchannel digital acguisition systen.

The sub-critical reflection data and the refraction data
are amplitude corrected for spherical spreading, amplifier
gain, charge size and varvying .hydrophone sensitivity.
Immediately prior to comp;lation into record sections, the
data are bandpass filtered to improve their general
appearance.

Three methods of analysis were used to obtain velocity-
depth information from the sub-critical reflection data; the
ray parameter, T2-X2 and the stripped T2-X2 nmethods. A
comparison of the resﬁlts obtained from the three techniques
shows that the ray paraméter and T2-X2 methods vield
essentially_the same result, whereas the stripped T2-X2 method
is of no use in analysing the data below the second sub-botton
layer. The analysis of profile 75-1R data at the northwest end

of the basin gave a sedimentary structure divided into three
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prominént horizons, with velocities ranging from 1.7 to 2.1
km/s. The total depth to the basaltic layver was determined to
be 1.8 km. This thickness 1is considerably vless than that
suggested by other authors on the basis of gravity studies and
assumptions concerning continuous seismic profiles. Due to the
presence of significant dips on the reflecting horizons in the
southeast, no velocity-depth information cduld be obtained
from the analysis of profile 75-1.

Calculation of a preliminary velocity-depth model based
on first arrival travel times was the first step in the
analysis of the refraction data. These iso-velocity 1layered
‘models provided an initial interpretive quide and a starting
place for the calculation of synthetic seismograms. In order
to utilize traveltimes of first and secondary arrivals and the
relative amplitude characteristicé of tﬁe seismogqrams, the
final interpretation made use of synthetic seismogram sections
for comparison with the real data.

Based on such an analysis, the refraction data indicate
that the cr;st underlying ®winona Basin is separated into four
sub-sediment lavers, having significant velocity  gradients.
Average velocities and thicknesses for the layers are; 4.28
km/s, 1.6 km; 5.26 km/s, 2.75 km; 6.28 km/s, U4.13 km; 7.04
km/s, 3.76 km. The total . sub-sediment thickness of this
crus£al section is thﬁs 12 km. An.unreversed mantle velocity
of 7.8 km/é was interpreted from 75-1 reshlts. On the basis of
the velocity values, the lavers have been identified with

oceanic crustal layers 2a, 2b, 3a, 3b.
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Tﬂe thick.crust is postulated to be the result of complex
plate interactions occurring in the region. A comparison of
the data from this work with previous studies in the region of
Explorer and Juan de Fuca Ridges has led to the speculative
conclusion that Winona Basin has been created within the last
3 to 4 my, by the slovw northward progression of the Pacific-

North America-Explorer plate triple point.
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1 INTRODUCTION

The tectonic structure west of Vancouver 1Island is, to
say the least, extremely complicated. This reqion is the area
of interaction between two major plates, the Pacific and North
American, and two minor plates, the Explorer and Juan de Fuca
plate (Fig 1.1). These smaller plates are the remnant of a
much larger and ancient plate, the Farallon plate, which
according = to Atwater (1970) has been consumed by the
overriding North American plate. Of special ihterest to this
study is the 1location of the triple point betweenvthé three
plates. It is thought to be somewhere near the region of 510 N
1319 W; however, its absolute position is questionable._Winona
Basin, the area of interest for this study, 1is located near
the region of this triple point and is surrounded by the
Pacific, North American and Explorer plates. What its role is,
and how it is related to the complex plate tectonics, provided
much of the impetus .for the marine deep seismic sounding

survey which.was carried out in 1975.

1.1 Area of Study

The name ¥Winona Basin wvas first applied to the deep
sedimentary basin located at the foot of the continental
maréin off the northwest tip of Vancouver Island, by
Srivastava et al (1971). The southernmost boundary is taken to
be at the Brooks fracture zone, an area of iniense fracturing

and uplift, whereas the northern boundary is taken to be some

¥
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150 km to the northwest at the Dellwood Knolls. The basin 1is
bounded on the west by Paul Bevere Ridge and on the east by
the edge of the continental slope. Fig 1.2 is a bathymetric
map of the area detailing the major topographic features of
- the basin. The only major feature located within the interior
of ‘the bésin itself 1is a broad low-relief structure named
Winona Ridge. This feature trends somewhat obliquely to Paul
Revere Ridge and is underlain by the sfratified sediments of
the basin. Other than this feature, the interior of the basin
is flat lying with a mean water depth of approximately 2000 m.

A gravity survey over the area by Couch (1969) has
revealed a -160 mgal free air anomaly located between Winona
Ridge and the continental shelf. He interpreted this as being
due to 4 to 6 km of sediments in this portion of the basin.
This depth is consistent with later work by Tiffin et al
(1873), who suggests that '"the Dbasin 1is underlain by
approximately 4 km of mudstone, sandstode, conglomerate and
minor coal of definite Pliocene-Pleistocene aqge".

On the Sasis of his gravity data, Couch (1969) generated
a crustal and sub-crustal cross section along a line running
from. . 48¢ N, 1340 § to 520 N, 1269 W. This section crosses
Winbna Basin at an oblique angle at toughly the midpoint of
the basin and shows an approximate depth to the mantle of 15
km éub—bottom.

The basin is thought to be a relatively voung structure,
probably of Pliocene-Pleistocene age. This proposal has been

given by Tiffin et al (1972) on the basis of 1limited
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Location of Winona Basin with respect to
the Pacific, ©North American, Explorer
and Juan de Fuca plates. The area within
the rectangle 1is shown enlarged on Fig
1.2. PA P, Pacific plate; &AM P, North
American plate; EX P, Explorer plate;
JF P, Juan de Fuca plate. The hatchured
line shows the assumed convergent
boundary between Explorer/Juan‘ de Fuca

plates and the North American plate.
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Location of 1975 nmarine deep.seismic
sounding profiles in Winona Basin. Open
circles show the drift track of the
receiving ship during the profile run;
heavy lines show the track of the
shooting Ship, Profiles. 75-1 and 75-1R
along the basin are the subject of this
study. Bathymetric contours 1in nmeters

{from Tiffin and Seemen, 1975).
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formaniferal evidence.

The sediments in the basin are relatively undeformed in
the northwest, as shown by Figs 1.3 and 1.4 (pocket on the
rear cover); however, they are severely folded and faulted in
the southeast, with the faults trending northwest (see Fig
1.5). Continuous seismic profile (C.S.P.) line 75-2 (Fig 1.4),
shéws the oceanic basement dipping eastward from Paul-Revere
Ridge. It then dips beneath Winona ridge and can not be
identified further on the' profile. .

Epicentral locations for earthquakes in the region have
suggestéd the possibility that active deformation-is presently
taking place in the basin (Tobin and Sykes 1968). Milne et al
(1977) , however,have recently pointed out that there is. a
systematic bias in ‘epicentral locations for the earthquakes
off Canada's west coast. On the basis of this work and
research currently in progress it appears likely that the
majority of earthquakes are located on the Explorer
Ridge/Revere-Dellvood fracture =zone and not 1in the basin
itself. |

The area of Winona Basin was part of the original
maghetic survey by Raff and Mason (1961) which provided much
of . the evidence for the introduction of the sea-floor
spreading concept. In Winona Basin however, the anomalies show
none of the magnetic 1lineations normally associated with a
spreading centre, the magnetic structure of the basin being
relatively smooth. There are normal magnetic lineations to the

west in the region of Explorer Ridge; however, they terminate

z
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A. Continuouslseismic profile line 75-1,

parallel to DSS profile 75-1.
Penetration is achieved only to a
maximum of 4 s two-way travel time.

B. Interpretation of C.S.P. line 75-1,
courtesy 6f Hopkins (1976). HNote the
continuity along the profile of the
interpreted reflecting horizons (located

in pocket on the back cover)..



A. Continuous seisnic profile line 75-2
paralleling DSS profile 75-2. Note the
relatively undeformed upper sediments,
and the increase in fold amplitude with
depth. .

B. Interpretation of C.S.P. line 75-2,
élso from Hopkins {1976). On the lover
right corner, basement - has been
interpreted as dipping td thé east (also

in pocket on back cover).




An air gun seismic profile over the deep
vater portion of Winona Basin beyond the
base of the continental slope showing a
thick folded and faulted sedimentary
sequence, - f=fault. Area between the
ArrowWs indicates the approximate
position of reflection profile 75-1.

Taken from Murray and Tiffin (1974).
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formaniferal evidence.

. The sediments in the basin are relatively undeformed in
the northwest, as shown by FPigs 1.3 and 1.4 (pocket on the
rear cover); however, they are severely folded and faulted in
the southeast, with the faults trending northwest (see Fig
1.5). Continuous seismic profile (C;S.P.) line 75-2 (Fiq 1.4),
shows the oceanic basement dipping eastward from Paul-Revere
Ridge. It then dips beneath Winona ridge and can not be
identified further on the.profile.

Epicentral locations for earthquakes in the region have
suggested the possibility that active deformation is presently
taking place in the basin (Tobin and Sykes 1968). Milne et al
(1977), however, have recently pointed out that there 1s a
systematic Dbias in Vepicentral locations for the earthquakes
off Canada's west coast. On the basis of this work and
research currently in progress it appears likely that the
majority of earthquakes are located on the Explorer
_ Ridge/Revere-Dellwood fracture zone and not in the basin
itself.

The area of Winona Basin was part of the _oriqinal
magnetic survey by Raff and Mason (1961) which provided mnuch
of 'the evidence for the introduction of the sea-floor
spreading concept. In Winona Basin however, the anomalies show
none of the magnetic lineations normally associated with a
spreading centre, the magnetic structure of the basin being
relatively smooth. There are normal magnetic lineations to the

west in the region of Explorer Ridge; however, they terminate
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at Paul Revere Ridge and do not penetrate the basin itself.

The position of the triple point between the Pacific-
North American and Explorer plates has been a source of
conﬁecture for some time. FEarly work by Srivastava et al
(1971) and Bertrand (1972) have suggested that the Dellwood
Knolls, the northern boundary of Winona Basin, marks the
present location of the triple point. Chase (1975) on the
other hand has suggested that the triple point does not exist
as a discrete point but rather it exists as a broad area of
deformétion.

Basing their conclusions on the lack of deformation of
the shélf sediments north of Brooks fracture zone as opposed
to the extreme deformation of the shelf sediments to the south
of the fracture zone, Murray and Tiffin (1974) have proposed
that the triple point was stable at the Brooks fracture zone
until approximately 4 mya. This divides the continental margin
of f northern Vancouver Island into two different regimes:
subduction, wuplift and deformation to the south of Brooks
'fragture zone, and strike-slip motion to the north. They have
suggested, however, that the triple point has migrated north
in the last 4 my,  resulting in the formation of the Winona
Basin by the moving triple point. This would require the crust
underlying the basin to be less than 4 my old.

Such a suggestion 1is supported by recent work of

Riddihough (1977). From a 'detailed re-examination of the
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existing magnetic anowmaly patterns, he has calculated the
Explorer-Juan de Fuca plate motions for the past 10 my. "His
results show that the triple point remained ‘remarkably stable
near the Brooks fracture zone until about 2 to 3 mya whereupon
it started a slow northward migration.

It is possible then that Winona Basin has been created
ver§ recently by the slow northward progression of the
Pacific-North American-Explorer (P-A-E) plate triple point.

Another matter of debate is the position of the Paciﬁicjw
North America plate boundary south of 510 N. North of 510 the
boundary is defined by the Queen Charlotte tranéform fault
zone. To the south, however, 1its location 1is 1less well
established., If indeed the Dellwood Knolls do form the
position of the P-3-E triple ©point, then south of 510 the
Pacific and American plates are separated by Winona Basin.
This idea requires that Winona Basin be part of the Explorer
plate, or at least that it be independent of the American
plate.

Barr and Chase (1974) suggested that the Pacific-American
plate boundary now lies along a line connecting the northern
edge of Juan de Fuca Ridge with the Queen Charlotte fault in
the, region of 510 N, 1310 W. This was suggested on the basis
of the available earthquake data and reguires that the fault
extend through Winona Basin. This would essentially isolate
Explorer Ridge and thus render it inactive. However, recent
ocean bottom seismometer results (G.C. Rogers, personal

communication, 1977) have established the presence of seisnic

1
*
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activity on the northern branch of Explorer Ridge. This, plus
the high heat flow values detected in the reqion by Srivastava
et al (1971), and the fresh basalt dredged by Bertrand (1972)
in the region of Explorer Ridge, make the conclusion of
inactivity of the ridge unacceptable. In addition to this, a
recent re-exanination of the earthquake data for the area
(Miine et al 1977) has shown serious systematic biases in the
data with the result that most of the earthguakes are now
believed to folléw the Revere-Dellwood fracture zone systen.
Tt is wunlikely then that the Queen Charlotte Fault extends
through Winona Basin to the Juan de Fuca Ridge.

The recent relocation of the earthquake data for the area
supports the idea of Chase et al (1975) that the Revere-
Dellwood fracture zone 1is a transform fault. Unfortunately
this does not clarify the position ‘of Winona Basin to any
great extent. The basin could be an isolated section of old
Pacific plate material, an integral part of the North American
platé or a recently formed addition to the Explorer-Juan de
Fuca plate,

In any event, in order to completely understand the Ttole
Winona Basin plays in the complex tectonics of this region,
additional geoloqicgl and gqeophysical data are required. It
was with this purpose in mind that a ‘deep seismic sounding
survey was Tun over the area of Winona Basin during the sumnmer

of 1975.
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Project Description :

The main objective of this project is to supply detailed
velocity and structural information for the crust and upper
mantle beneath Winoma Basin, 1in order that its role in the
local tectonics may be further understood. To this end three
reversed deep seisnic %ounding (DSS) profiles were run over
_the basin, their locations being shown on Fig 1.2. The deep
seismic sounding method (Clowes, 1977), enables the recording
of sub-critical reflections, wide angle 'reflectiqns and
refraction arrivals, with penetration being achieved from the
ocean bottom to the uﬁper mantle. As a method of delineating
the shallow sedimentary structure of the basin, short sub-
critical incidence reflection profiles. with .the shots at 7 wu
depth were recordzd parallel to the start of eaqh complete DSS
profile and at the points of intersection of the cross:
profiles with profiles 75-1 and 75-1R. It was hoped that by
placing the shots at this shallow depth they would blow out
and mipimise the bubble pulse problem. To delineate the deep
sedimentary structure and possibly obtain sub-basement
reflections, more energy was needed than could be obtained by
placing the shots at 7 m. As a result, sub-critical incidence
profiles were run using the source at 45 m depth. These
profiles comprised the start of each DSS profile, thus

enabling the interpreter to trace the transition from
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reflecfion to refraction arrivals.

Continuous seismic profiles were also run along the
length of each of the three reversed refraction lines. A 300
cu in air gun was used as the source with the recordings being
on standard electrostatic paper. These profiles subsequently

wvere analysed by Hopkins (1976).

Data Acquisition :

The method of data lacquisition for the deep seisnric
sounding project is similar in principle to the two ship
refraction technigque described by Shor (1963). Operations at
sea require one ship, in this case C.F.A.V. Endeavour, to
drift freely and act as the recording ship while the second
vessel, C.TF.A.V, Laymore, proceeds along a predetermined path
releasing the explosives. Detailéd descriptions of the
shéotinq procedures and data acquisition system are provided
by Malecek (1976) and Clowes (1977). For this reason only a
brief description of the methods and system will be given
here. '

Two types of shooting pfocedures "were used during the
profiles. Geogel, a commercial explosive, was used as the
explosive source for the reflection profiles and out to a
distance of 70 km on the refraction profiles. The charges
ranéed in size from 2.3 kg (5 1lb) to 96 kg (200 1lbs) and were
suspended in the water by twine attached to large red party
balloons. Detonation was acconplished by use of a timed

fuse/Seismocap assembly and Primacord. For these shots, the
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shot—td-ship distancé was measured by use of a rangefinder
chussed on the party balloons.

Beyond 70 km the explosive source consisted of three Hark
IV H.E. anti-submarine projectiles per shot. Each projectile
contained the equivalent of 94 kg of Minol high explosive,
resulting in an equivilent charge size of 282 kg per shot. Due
to their 68 kg cas-ings the projectiles were far too heavy to
be suspended by the party balhﬁhs. As an alternative, they
wvere suspended from . a .raft rade of empty 45 gallon drunms.
Detonation was similar to that used for +the commercial
explosives with the exception that the bombs were primed with
plastic explosiﬁe. As a safety precaution, the bombs wvere
detonated at distances 1in excess of 1 km from the shooting
ship. As a result; 'the shot-to-ship distance had - to be
determined by the ship's radar.

The ship-to-ship distances were determined by radar out
to a distance of approximately 22 km. Beyond this, LORAN A
fixes had to be used té determine the ship®s relative
positions. '

The direct. water vwave (D.H.W.) was detected at the
shooting ship by means of a hydrophone trailed immediately
behind the ship, and by a geophone loéated oh the shipt!s deck.
The two signals were recorded simultaneously with the WWVB
time code on a 4 channel FPM tape transport. The hydrophone and
WHVBE signals were recorded directly on a 2-channel Brush chart
recorder played at a speed of 125 mm/s. These recordings were

used to time the D.W.W. and the data recorded on tape was used
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as a béckup.

The receiving ship trailed a'61Q m cable from which, at
intervals of 91 m, 6 individual hydrophone systems and battery
boxes were suspended to a depth of 45 m. The battery box vas
de-coupled from the main cable and hence surface wave action
by _shock cord. In order to provide additional mechanical
damping, the hydrophone and a 15 m cable leading to the
battery box were made neutrally bouyant by attaching flotation
material. |

The signal output from the hydrophone element is pre-
amplified by 20 db and transmitted to amplifiers in the ship's
laboratory. They are filtered using limits of 0.8 to 100 hz
and then anmplified by individual fixed gain amplifiers,
manually set for each shot. The six analog signals plus WWVB
time code are digitized on board the receiving ship at a
fregquency of 312.5 hz and then written onto magnetic tape:
using an I.B.M. conmpatible, 14 bit, multi-channel data
acquisition systen (Clowes 1977). PFive of the six data
channelé plus the WWVB time code are monitored on a six-
channel chart-recorder to ensure good quality control of the-
data-.

Unfortunately, neither the recording ship nor ‘the
shooting ship had operational depth sounding equiprnent,
although this was supposed to be available. Thus no record of

the sea floor topography was obtained during the cruise.
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As discuésed in Section 1.4, the seven channel data set
used in this study were recorded in multiplexed form on two
digital field tapes. A sampling rate of 312.5 hz was used to
digitize the analog signals on board the ship. Thus the
sampling interval of the data is .0032 s and the Nyquist
frequency is 156 hz. This high sanmpling rate was chosen to
eliminate any aliasing problems associated with the high-cut
filter {100 hz with a 12db/octave rolloff) of the anéloq
amplifiers.

Far more data were stored on the field tapes than was
actually needed. For this reason the data were demultiplexed
and edited simultaneously as a preliminary step to the
analysis. Approximately three seconds of data were kept before
the first arrival for both reflection and refraction data. The
termination for the reflection data was chosen to be
immediately after the end of the second water bottom

reflection whereas the <cutoff for the refraction data was
ch;sen to be immediately after the arrival of the direct water
wave and super-critical water bottom reflections.

A number of problems were encountefed during the
demultiplexing of the data. During the process of digitizing
and writing the analog signals from the hydrophones onto tape,

the digitizer occaisionally "lost"™ data. Clowes (1977) has
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described . .how such errors can occur with the marine data
acquisition system. Also on a number of occasions the ship
board operators failed to write "End of Files" at the
termination of the data, resulting in the concatenation of
several data files. At the time this study was begun, no
demultiplexing program that would identify and correct these
errors was available . in the department. As a result,
considerable effort was expended in Qritinq a program that
would handle all the érrors associated with the field data.

This program is now available for general use.

In all seismic work accurate determination of the time
between the original seismic impulse, in our case the
explosive detonation, and the arrival of the signal at a
certain distance is of primary importance. As a result of the
field technique wused, the wmajor source of error in the
traveltime calculations is that associated with determining
the origin time of the original seismic impulse. Since ¢the
explosive charges are detonated at depth, remote from the ship
and by a timed fuse/Seismocap assembly, it is impossible to

know the exact instant of detonation. Thus we nust use the

known distance and depth of the shot plus the known time of -

arrival of the explosive impulse at the hydrophone trailed
behind the ship to extrapolate back to the origin time of the
shot.

The paper chart recordings described in section 1.3 were
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the only data set used to time the direct arrivals. Sufficient
accuracy was obtained using these recordings and hence the
back-up data on the FM tapes was never used. The arrival of
the signal at the hydrophone could be timed to better than 5
mé from these chart recordings. The method‘ of measuring the
ship to shot distance has beeﬁ described in section 1.3. The
error in the rangefinder method is estimated to be less than
15%, which translates tp an error of 15 m for the near shots
(100 m) and 45 m for the farthest shots (300 m) in which this
meihod wvas used. Using a water velocity of 1.49 km/s, these
distance errors translate to timing errors of 10 ms and 30 ns,
respectively.

The radar method of determiniﬁg the distances to the
anti;submarine projectiles was completély unreliable. The 45
gallon druns were so weighted down by the projectiles that
they barely showed above the surface of the water. This made
them very poor reflectors and thus the radar ranges obtained
Wwere uselesg. On subsequent cruises a radar reflector should
be placed on the drums.

I was able, however, to devise an alternate method of

obtaining the distances to these shots. Consider the following

-~

diagram :
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The méthod requires only a knowledge of the travel time
difference between the direct arrival and the bottom bounce,
plus the water depth to make it applicable to our data.'The
tines of arrival of the direct wave T, and the bottom bounce
T{ are recordad and hence Ti- T) is determined without knowing
thg actual length of either Tz'or Tr. In essence, the shot at
depth D could be moved to the surface for the botton
reflection by applying the correction Tc=D*cosé/1.49%, where
typically cos6=0.97. Theﬂ if we assume that - the surface-to-
surface travel path T2 is the same as the Tj travel path ve

have the following :

Ti= [ x* "'d"')/lz//‘(‘? 2.2-1
Ta= [ %" 428" /149 2.2-2
Ta-Tes { (x4 29" < (x*+d")} /149 2.2-3

By assuming a reasonable value for the depth 2, we can use
2.2-3 by trial and-error to find the value of X yielding the
cofrect value of T2- T, .

It is poésible to perform the same type of analysis as
above usinq' the first and second bottor reflections. Such a
method would yield X independently of the depth Z. However I
was not able to time accurately the second bottom bounce and
hence could not appiy this procedure.

The error in thé Tz— T: method is estimated to be £100 m
or .correspondinqu +66 ms using a 1.49 km/s water velocity;
the main source of error is the lack of an adequately defined
water depth. It is highly récommended that future cruises have

. working depth sounding equipment as the lack of adequate depth
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knowledge was a hindrance not only in these calculations but
in several other places throughout the study.

| Corrections to obtain the true oriqgin time of the shot
were calculated using 2.2-1. The resulting corrections ranged
from 70 X15 ns for the near shots using the Dballoons to 250
+35 @ms for the farthest shots using balloons, and 1000 170 mé

for the shots using the anti-submarine projectiles.

Once the origin time of the shot has been determined, the
distance of the individual hydrophones from each shot must be
calculated. This is done by timing the arrival of the direct
water wave (D.W.W.) f:om the shot at the various hydrophones.
From a knowledge of this arrival time, the origin time of the
shot, and assuming a constant water velocity (1.49 km/s), the
shot-receiver -distances can be calculafed. In so doing, it is
assumed that the differences in the shot and receiver depths
are insignificant.

The demultiplexed records of each shot were plotted at a
density of 100epoints/in (i.e. 1s=3.125 in) each point being one
diéitized value. The six seismic channels and W.H.V.B. were
pl&tted simultaneously, each trace being normalised to a
maximum amplitude of 0.75 in. The four seismograms shown on
Fig 2.1 areltypical of these records.

The direct water wave was then identified and tﬁe phase .
onset was timed with respect to the nearest second by using a

millimeter ruler. Timing of first breaks for all clear D.W.W.



Four seism&qrams fromv profile 75-1,
typical of those used to time the direct
water wave and the first refraction
arrivals. Approximate shot-receiver
distances are; A) 0.5 km, B) 9.5 km, C)
94 km, D)'uu kms The upper trace of each
seismogram is the WHWVB time code. In
(A) , the direct arrival 1is '~overloading

the hydrophone/amplifier combination.
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arrivals was better than 0.5 mm, corresponding to better than
7ms in time. Naturally not all shot-receiver distances could
be calculated this simply. At distances qreater than two
kilometers along the rTeflection profiles using shots at 7 m
depth, the direct wave became indistinct compared to the
boptom bounce. This was probably due to the enerqgy from the
shots being trapped near the surface of the water and tﬂe
hydrophones being too deep to detect it. This problem was not
observed on the reflectién profiles using shots at 45 m depth,
i.e. with the shots the same depth as the hydrophones. In any
case this was not catastrophic, the solution simply being to
normalise the section of the trace containing D.W.W. arrivals
independently of thé large amplitude bottom reflection. This
proceedure allowed the D.W.W. to be timed to better than 1nmm
or 13 ms for these shots.

Along the refraction part of the profile, the D.W.W.
could be timed to better than 0.5 nm (7Tms) for all shots
closer than 25 km. In the range 25-55 km, the D.W.W. became
very emerqen£ and I found it easier to time the bottom bhounce
instead. By assuming a value for the water depth at the middle
of  the shot, it was then possible to calculate the shot-
receiver distance. Once again the 1lack of adequate depth
sounding was the major source of error, Wwith the ©poor
assumption of the depth being the 1limiting factor 1in the
accuracy. It was possible on some shots to time both the
D.W.W. and the bottom bounce. In these cases, the two results

agreed to within 50 m for all cases tested. Beyond 55 km, the
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D.HW.W. and .the bottom reflection arrived so close together as
to be indistinguishable. The combined phases were somewhat
emergent from the background noise of late refraction arrivals
and reverberations, causing the first break in these cases to
be determined to better than 4nmm or 50 nms.

The total error calculated for the shot-receiver distance
inco:porates not only the timing error of the D.W.¥®. and
bottom reflections; but also the error in the origin time. The
total estimated error in the shot-receiver distances are

therefore :.

 TABLE 2.1

Reflection Data

Distance Shot Timing Pistance
Range km Depth n Error ms Error n
0-2 7 T2 T T<30

2-4 7 <30 <45

0-4 45 <22 <30

Distance Timing Distance

Range kn Error ms Error m
5-25 <22 T30
25-55 <70 <100

55-95 <120 <200
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Thus in all cases the distances could be determined to better

than 1.5% and in most cases to better than 1%.

Record sections of all reflection and refraction profiles
were compiled using the program RSEC written by the author and
now available for general use. As one might expect, it was not
sufficient to simply compile the raw demultiplexed data since
any amplitude information would be lost if no appropriate
corrections were applied. To obtain meaningful information
from the anplitudes it was neccessary to compénsate for the
effect of spherical spreading, varying charge size and varying

amplifier gain.

Amplifier Gain :

The armbient noise level at each hydrophone varied greatly
due to the positioning of the main cable and manouvering of
the ship.'lln order +to maintain a similar background nois=
level on all +traces and to prevent the transient noise
impulses (especially at high qain} from overloading the
amplifiers, different gains were used on different amplifiers.
Thé gain (G) is defined by :

G=20Log (Vout)
Vout=output voltage for a 1 volt input
To remove this effect a correction of‘H;%% was applied to all

traces, in effect normalising all amplitudes to a chosen

constant gain. ;
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Charge Size :

For a charge weight of ¥ pounds, O'Brien (1960) and
M@aler (1962) have shown that seismic amplitudes recorded at
sea vary approximately as WL%. In order to remove the effect
on amplitudes of using various charge sizes along the
profiles, corrections of w"%@were applied to all traces for a
siﬁgle shot.

For the reflection profiles and out to a distance of 67
km {shot 54) on the refraction profiles, commercial explosives
vere used as enérgy sources. Beyond 67 km, however, ihe enerqgy
source for each shot consisted of three anti-submarine
projectiles having an eﬁuivalent yield of 282 kg. There
probably exists a difference 1in energy yield between the bonbs
and the <conmercial explosives due to the different explosive
types and the steel packaging of the bombs. However, no
correction for this difference has been made, but it should>be

noted.

Spherical Spreading :

Cerveny and Ravindra ({1971) have shown that head wave
amplitudes at large distances decrease as 1/r2; near the
critical distance, however, the drop in amplitude is closer to
1/r3 or 1/r%. Even so, it was decided to apply a uniforn
amplitude correction of r2 to the refraction seismograms to
correct for spherical spreading. This is not entirely
appropriate as Braille and Smith (1975) have shown that wide

angle reflection amplitudes decrease as 1/r. Thus the r?
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factor will enlarge these amplitudés out of proportion to the
refraction amplitudes. However these same corrections are
applied to the synthetic seismograms so the compensation 1s
consistent.

To compensate for the effect of spherical spreading on
thé sub-critical reflection data a factor of rt was applied to
thé data. This 1is also not entirely appropriate, Braille and
Smith (1975) having shown that reflection amplitudés in a
layered medium drop off between r-! and r-15, It was decided
however that a correction of «r! was satisfactory since
amplitudes were not being used in other than a qualitative

manner.

Hydrophone Sensitivities :

Two of the hydrophones were new and unused whereas the
others were purchased a few yvears before and had been used to
varying extents dn previous trips. Both age and extent of use
tend to affect the sensing element; as a result, the
hydrophones "were of differing sensitivities. Consequently,
after all the other corrections had been applied the traces
from each channel for a particular shot differed significantly
in . amplitude. As a. correction for this effect, the amplitude
of each channel was multiplied by an appropriate correcticn
factor to approximate a corstant amplitude for a given phase.

It 1is desirable in the compilation of any marine seisnic
record section to remove the effect on travel times of the

varying bottom topography. I have mrentioned several times
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previohsly that we did not have adequate depth sounding on the
_ cruise. Without wishing to belabour the point, the lack of
such information plus the relatively smooth topography along
the profile (see Fig 1.2) " made the application of static
corrections unnecessary.

Although the = first profile was started with six
functioning hydrophones, as one might expect, we -did not
finish with the same number; Channel two became inoperative

-midway along profile 75-1R (recorded first) .and remained so

for the duration of profile 75-1. Channel six also threatened -

to cease functioning at the start of 75-1; however, it did
operate off and on for the duration of the prdfile thus giving
usable information at irregqular intervals. All data from
inoperative hydrophones were ignored during the compilation of

the record sections.

Prior to final compilation into record sections, the data

were bandpass filtered wusing a zero phase, four pole
Butterworth filter. An excellent development of the theory fqr
Buttervorth 'filters is given in Kanasewich (1976). The - analog
amplifieré provided filtering between 0.8 and 100 hz, but this
was judged to be insufficient as a considerable amount of high
freguenéy noise remained. In order to remove this noise and
improve the general apearance of the sections all seisnic
traces were filtered between 5.0 and 30 hz.

Filtering limits of 2.0 to 15 hz were applied at one
stage to various sections of profile 75-1. This was done in an

effort to identify later arrivals embedded in the



reverberations of earlier arrivals. This ©proceedure proved

gquite successful as shown by Fig 4.8 where coherent later
afrivals were identified.

The program RSEC is capable of compiling and plotting any
part of a complete record section with any desired time and
distance scale, and any desired amplitude. This proved to be a
mogt useful tool in analysing the seismic data. The ability fo
look at any individual portion of a complete section at any

desired amplitude saved considerable time throughout the

analysis of both reflection and refraction profiles.



The record sections for reflection profiles 75-1R and 75-
1 are shown in Figs 3.1 and 3.2, respectively. These profiles
contain all the data available from the operative hydrophones.
The first arrival seen on the profiles is the direct water
wave. Both the first and second bottom bounces can be
identified, the first starting at about 2.7 s and the second
at about 5.3 s. All of the reflections timed for analysis are
shown on the prgfiles, although the ones shown with a "?'" on
Fig 3.1 were too poorly defined to allow proper analysis.
These record sections were very useful in gaining a broad
overview of the reflecting sequences. However they were not
particularly wuseful in identifying and timing individual
arrivals due to trace overlap, hydrophone signature variations
and the generally cluttered appearance. Far more detail was
needed to time the arrivals than could be obtained off these
complete sections.

Fig 3.3 shows the type of section used to 1identify and
time arrivals. By using these expanded sections 1t was
possible io examine sets of arrivals for one channel at a
time. As previously mentioned, the hydrophones were of
different ages, resulting in different frequency responses for
each one. This differing freguency response was responsible

for each channel having a’different arrival signature. With



Record section of reflection profile 75~

1R using shots at 45m depth. Amplitude
corrections have been applied to the
data as per section 2.4 and the data are
filtered 5.0-30 hz. The part of the
section within the rectangle is shown on
the right side with a five-fold increase
in amplitude. The DWW arrival lies along
the straight line. Curved lines show the
six reflection phase correlations which
Qere timed. ¥ 1s the bottom reflection.
The dashed 1line shows the transition
from a deep' reflector to the first
refraction arrival. The "?" indicates

poorly defined reflections.
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all chénnels plotted out together as in Figs 3.1 and 3.2, I
found it extremely difficult to phase correlate arrivals due
to the differing signature complicating any continuitf in the
phases. However with the individual channel sections, phase
correlations «could be accomplished guite easily. This
differing arrival signature is shown clearly on Fig 3.3.

Even using the smaller sections I encountered a number of
problems, the major one‘beinq the apprdximately 300 ms ienqth
of the arrival signatures. This was caused by & prominent
bubble pulse with period of approximately 100 ms. The D.W.W.
arrival seen on Fig 2.1 (B) and on Figs 3.1 and 3.2 show
clearly this bubble pulse problem. Both the first and second
bubble pulses had sufficient amplitude to complicate the
records, the first bubble having a relative amplitude of 0.9
and the second a relative amplitude of 0.4, when compared to
the original pulse. This effect ‘tended to obliterate
everything within 100 nms of the onset of an arrival.

Various deconvolution methods have been attespted on
similar daté by Knize (1976). His conclusion was that time
adaptive deconvolution would be required to reduce this bubble
pulse effect and enhance the data. This falls beyond the scope
of this project with the result that no deconvolution has been
atteapted.

One other minor problem with the sections is the marked
decrease in amplitude of the signal along the trace. This
makes later arrivals difficult to see if the complete trace is

plotted. This was solved gquite simply by splitting the section
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Two typical record sections used to time
individual reflection arrivals. ‘'Both
sections are filtered 5.0-30 hz. The
correlated phases are the water botton
and first and second - sub-bottomn

reflectors.
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intec vérious tine segments and by plotting out each time-
section individually with an appropriate amplitude.

Any reflection interpretation from which velocity
information will be calculated is only as good as the 'timinq
of the various arrivals. As stated previously, I was able to
phase correlate arrivals from shot to shot using record
sections showing only one channel at a time. Phase correlation
of arrivals betveen different channels for the same shot
hovever was not possible. Thus the phases picked for the
various channels were sometimes offset from one another by as
much as 50 ms. Corrections for these offsets were made by
overlapping the various sections on a 1light table and
measuring the time difference between the phases picked on
each channel relative to a standard channel. By this method I
was able to eliminate the prohlem of picking different phases
for each channel.

While it was possible to trace arrivals out to
approximately 3.0 to 3.5 km it was impossible to pick first
breaks. Mogt arrivals were extremely emergent from the
reverberations and bubble pulses of wearlier arrivals. Thus
their first breaks were essentially hidden. As a result, all
picks for any one arrival could be offset by up to 50 ms fron
the first break. No attempt was made to correct for this,
however, as it was difficult to identify 7just what the offset
time should be. This offset, while not affecting the lavyer
velocities obtained in the analysis, placed limits of 50 to

100 m on the laver depths.
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Finally, although I had considerable success phase
correlating arrivals, at distances beyond 2.5 km the arrivals
from the different horizons started to overlap somewhat. This
caused considerable confusion in trying to follow phases with
the resqlt that the possibility of "jumping” a phase cannot be
overlookgd.

Once the arrivals had been timed I was faced with the
problem of how to analyse the data obtained. The basic problen
is that the travel time 6f the arrivals is related to the
average velocity from a plane containing the shot and receiver
to a feflectinq horizon. In our case this average velocity is
dominated by the thick water laygr (2000 m) causinq the
average velocity to change very little from layer to layver. In
order to analyse the results of the travel time picks, it
became essential to remove the effect on the various arrivals
of this thick water layer. Three methods have been used to

accomplish this.

1) Ray parameter Method :

The ray parameter (p) of a seismic ray can be thought of
as the angular velocity of turning about the centre of the
earth of the ray in question., If we assume the earth 1is
laterally homnogeneous (an assumption that is made in most
refraction and reflection analyses ), then the ray parameter
(R.P.) remains constant along the ray path. This makes it
extremely suitable as a tool for analysing both reflection and

refraction work.
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Consider the following

.

R) B)
ke x s
S 2
G
L o 2
quer |
g
L2 =
|
Layer 2
: Distanvce
p=sin (i) /v 3.1-1
p=dT/ax t 3.1-2

According to Snell's law sin(ir) /v, =3in(iz)/va. Hence 3.1-1 is
simply a reétatement of Snell's léw. 3.1-2 is derived by
Bullen (1963, p 110) and is the fundamental equation of the
ray parameter method
The two layered medium of diagram (A) results in the two T vs
X curves of diagram ({B). The curve defining arrival 2 is
comprised of contributions from the passage of the fays
through both layers one and two. The obijective is to remove
the effect on the second T vs X curve, generated by the
ref;ection of the ray off the bottom of layer 2, of the ray
passing through layer one. This can be accomplished gquite
simply by using egﬁ 3.1-2. .

Egquation 3,1-2 states that the p value corresponding to

an arrival at a distance X eguals the slope of the travel time
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curve kT vs X) at that point. It is possible then to obtain a
p vs X curve for both arrivals one and two by fitting the
curves (T vs X) with a third order polynomial and then taking
the derivative of the fitted curves. Any particular ray with
R.P. value p will arrive at the surface after reflecting off.
both the first and second layers. By subtracting the travel
times and distances obtained from the corresponding p values
on the two T vs X curves wWe can remove the effect on the ray
of its passage through layer one. We have then reduced the
arrival to a simple one layered case which may be analysad by
the standard formula given below

,Tzz(xz}uﬁz)/vz 3.1-3

Hhere H=depth of the lavyer

Vv=velocity of the layer

Keen (1976) has devised an algorithm to perform the above
analysis. I have modified this algorithm to fit my own data
and have used it as the primary method of reducing the

reflection data.

T2-¥2 Method :

Having had no previous experience with the ray paranmeter
method, I thought it better to compare the results obtainred
usiﬁg it with results obtained using the more familiar T2-X2
method.

Dix {1955) has defined the average root-nmean sguare

(r.m.s.) velocity from the surface down to the bottom of the
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nth layer as

—_ 2 V-2
Vv = Z VL' To,i 3.1-4
2 To¢
Where Vv is the average r.m.s. velocity
Vi is the interval velocity of the ith layer
To,i 1S the two-way vertical incidence travel time in
the ith lavyer.

When the travel times and distances of a set of arrivals
from one reflecting horizon are plotted on a T vs X curve they
are hyperbolic. If, however, they are plotted on a T2-X2
curve, they define straight lines, the intercept being the two
way vertical incidence travel time and the inverse slope being
the average f.m.s. velocity of the arrival. This velocity
corresponds to Vm of equation 3.1-4.

Let us novw define the average r.m.s. veloci£y from the
surface to the top of the kth layer and its corresponding two
way vertical incidence travel time as Vk-1 and Tk-1 . Let us
further define Vk and Tk as being the corresponding values to
the pottom of the kth layer. Then the interval velocity of the

kth layer is given by Dix (1355) as :

VH"L = VHI Tk - ‘\7!17:! Tn-i 3.1-5
Tk =T

Fquation 3.1-5 has been used to generate a velocity depth
model to «compare with the results obtained using the ray

paraneter nethod.

v
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3) Stripped T2-X2 HMethod :

A third method of analysis, hereby referred to as the
stripped T2-X2 method, was attempted. This method, unlike the
previous two, depends on the previous calculation of the upper
15yer velocities and depths.

I used the ray parameter method to the extent of
obtaining the p vs X curve for the arrival branch in gquestion.
The upper layers however were stripped off Dby means of
equation 3.1-1 and simple qeometry. Once the upper lavers had
been stripped off the remaining data wvere analysed by use of
equation 3.1-3

The major problem associated with this method is that it
requires an accurate knowledge of all the layer velocities and
depths above the 1layer in gquestion. These velocities and
depths are also calculated by this method, resulting in a step
by step progreséion in the analysis. Unfortunately this also
means that any errors encountered during the calculation of
the velocity and thickness for a layer will affect the
subsequent ;alues for all the lower layers, with the errors
accumulating from layer to layer. We would expect therefore
that this method would become less and less accurate with each
additional laver. This method was attempted more for my own
edification than for the resulté obtained. It was not expected

that it would yield usable solutions from the data.



Profile 75-1R

Fig 3.1 shows the complete record section of reflection
data for profile 75-1R using shots at 45 m depth. The profile
using shots at 7 m depth was also compiled; hovever, it added
little to the analysis as the lovwer enerqgy yvield of the 7 n
shots did not allow the depth of penetration of the 45 n
shots., For this reason the profiles using shots at 7 m were
not analysed. A total of five sub-bottom reflectors are
identified on Fig 3.1; unfortunately only 3 could be timed
sufficiently well to be analyzed.

The first two reflectors are clearly identified and
little trouble was encountered 1in timing them. There is a
prominent arrival approximately 300 ms .after reflector two.
This, however, was identified as either a reverberation or a
bubble pulse, effect as it had the same nmoveout as reflector
two, Both reflectors one and two are seen clearly upon
examination of the water bottom multiples beginning at a time
of approximately 5.3 s. This gives further evidence for their
being interpreted as separate arrivals.

The timiné of of arrival three was too pdor to enable any
sort of proper analysis. As a result it is identified on Fig
3.1 with a "?", This arrival could also be seen on profile 75-
1; however, once again 1t also was not usable due to poor

timing.
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Reflector four is timed very well and can be 1identified
as the reflection from the sediment/basement interface, since
it can be traced out to the first refraction arrival (apparent
veloc{ty of 4.28 km/s). This transformation from the
reflection to the refraction arrival is shown on Fig 3.1 with
a dashed line.

Reflector five 1is the last reflection that can be
identified as a separate arrival. Unfortunately it is tod weak
to time. It is my opinion that it is an arrival from a deeper
crustal layer, but due to the lack of adequate timing this
idea can not be supported.

The arrival times and distances for the water botton
reflection and reflectors one, two and four in both T vs X and
T2 vyvs x2 modes are plotted on Fig 3.u. (A} and (3),
respectively. I have also  plotted the arrival times of
refléctor three on these plots to illustrate how 1nadequately
this arrival is defined. Table 3.1 compares the results of the
analysis of the usable arrivals wusing the three methods
discussed in the last section.

The ray parameter and T2-X2 methods vyvield essentially
jdentical results and comparable errors. The stripped '1“2—)(‘-2
method results differed from the previous two to a greater
extent, especially in the last layer. This is consistent with
what would be expected considering that the errors 1in this
method are cumulative. The first two methods are ;iﬁilar in
that neither method reqqires,any previous knowledge of the

velocities and depths of the layers above the one in question.



A. T vs X plot for 5 reflections fronm
profile 75-1R shown on Fig 3.1. The
lines are third-order polynomial fits
used in the ray parameter methoé of
determining velocities and depths.

B. T2 vs X2 plots for the same data. The
lines are least sguares fits used in the

T2-X2 method of analysis.
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TABLE 3.1

Profile 75-1R

Ray T2-~X2 Stripped
Parameter T2-X2

Water (surface to W)

Velocity 1.50% 0.01

Thickness 1.95% 0.01

Sediments

Layer 1 (% to 1)

Velocity 1.79%0.08 1.76% 0.05 1.68%0.11
Thickness 0.33%0.01 0.34%0.01 0.30% 0.02
Layer 2 (1 to 2)

Velocity 2.02%0.06 2.01%X0.05 2.08%0.10
Thickness 0.32%0.01 0.33%0.01 0.35+0.02
Layer 3 (2 to 4)

Velocity 2.14% 0.03 2.12%0.05 2.16 £1.26
Thickness 1.17% 0.02 1.15% 0.01 0.74+0.44

All velocities are in km/s and all thicknesses are in
kn.
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As a result, 1inaccuracies 1in <calculating the velocity and
depth of a layer. will not affect the results calculated for
deeper layers. This is in direct contrast with the stripped
T2-X2 pethod that propagates errors from one layer to the
next. From this we would expect the results between ail three
nethods to agfee fairly well for the first layer or two. As
the number of layers increases, however, the last method will
become progressivly less accurate due to the accumulation of
erroxrs.

The velocity vs depth results from the analysis of

sediment reflections for profile 75-1R are given in table 3.2.

TABLE 3.2

Layer Velocity Thickness Depth to Top
(kin/s) (km) of Laver (km)

Water ©1.50 10.02 2.00%0.01 0.0

Layer 1 1.79 % 0.08 0.33%0.01 2.00

Layer 2 2.02* 0.06 0.32%0.01 2.33

Layer 3 2.14 2 0.03 1.17%X0.02 2.65

Oceanic 3.82

basement

By placing the shots at 45m depth for this profile we
have managed to penetrate to the base of the sediments without

obliterating the immediate sub-bottom arrivals. The profiles
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using shots at 7 nm depth provided essentially the sanme
iﬁformation, but for only approximately 1.5 s'of penetration
(2-vay). For this reason I do not recommend that such profiles
be recorded in future work as they add little to the analysis.

It may be possible that we do have reflections from
deeper basement lavers. Unfortunately, 1if they are present
they are of so low an amplitude as to be indistinquishable
from background noise and the water bottom multiples. This,
for example, could be the case with reflector five identified
with a "?" as the last reflector on Fiqg 3.1. It has been
sﬁqgested that velocity (w-k) filtering (Trietel et al 1967)
might enhance these arrivals. This method of filtering was not
initially designed for our type of data as 1t has the
requirements that the spacing betweén traces be uniform, and
that the arrivals have a uniform moveouE per channel. That is,
when plotted on a T vs X graph the arrivals should vield a
straiqght lin?° Since the hydrophone array was allowed to be
more or less free moving to lessen the ambient noise, the
first condition is not met. Also, for this type of reflection
work the T vs X plots of the arrivals are hyperbolic and not
liﬁear and thus the data does not fit the second criteria.
Even so, I have attempted to expand the w-k method to fit this
type of daté. This was done as a proiject for the course,
Geophysics 514, "Time Series Analysis', given by Dr T. J.
Ulrych and was intended only as a feasability study. The
results, while being far from conclusive, do indicate that it

may be possible to expand w-X filtering to this type of data,
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even considering the problems just discussed. I shall leave
this as a legacy for a subsequent adventurous student.

The velocity depth model just given- should not be
considered as absolute. Due to the non-reversal of the data
the velocities are only '"apparent" velocities and not the true
interval velocities. The ©presence of dipping layers can
greatly affect the velocity measured for a layer as all the
methods of analysis assume that the layers are homogeneuos and
flat 1lying. This will be expanded upon during the discussion
.of the 75-1 reflection profiles where dipping layers cause the
results to be meaningless.

As mentioned in Chapter 1, C.S.P. -data were acquired
during this c¢ruise. C.S.P. 1line 75-1 (Fig 1.3} at 1its
northwest end closely parallzals tﬁe reflection 1line while
C.S.P. line. 75~3 [Fig 1.uj Tuns pe:bendicular to it being
apprbximately 30 km southeast. Both profiles clearly show the
presence og definite layering in the sediments, with
considerable evidence for folding of the layvers. However, this
folding does not appear to have disrupted the continuity of
the lavers. An attempt was made to correlate the arrivals
timed on the reflection profiles with the C.S.P. profiles. The
C.S5.P. data however only penetrated to about 4 s two -way
travel time. Even so, I was able to make a tentative
correlation between prominent arrivals on the C.S.P. and the
first two sub-bottom reflectors, although precise laver
correlations could not be made. Profile 75-1R is somewhat to

the northwest of the end of C.S.P. line 75-1. For this reason,
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it is not ©possible to identify the precise magnitude of the
dips present in the region of 75-1R. From the C.S.P. data that
we do have though, I think it is safe to assume that the dips
in the region will be of the order of one to two deqrees. Just
what changes these dips wiil make to the laver thicknesses and
velocities is difficult to determine because of the complex
layering present. Any changes produced though should not be
too great,being of the order of 2 to 4%. For this reason a
nild caution is placed on the reflection results for profile
75-1R.

The main purpose behind the reflection surveys has been
to obtain a reasonable picture of the sediments for use in the
analysis of the refraction data section, and to obtain a more
accurate total depth for the sediments than has previously
been reported by such authors as Tiffin (1972) and Couch
(1969) . The total sediment thickness obtained from the
analysis of ,profile 75-1R 1s approximately 1.8 km. Even
considering that the 1layers are dipping at an unknown angle
and making generous allowance for this possibility, the
sediment thickness is not likely to be inaccurate by more than

200 m.

Profile 75-1

The complete set of reflection data for profile 75-1
using shots at 45 m depth is shown in Fig 3.2 If we conpare it
directly to Fig 3.1, the similar section for 75~ 1R, wWe can see

immediately that the arrivals timed on 75-1 are somewhat
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questionable. Some of the arrivals shown on Fig B.é do not
appear as coherent as the corresponding arrivals on Fig 3.1. I
was able to time what I interpreted as the same reflectors as
on 75-1R, except I was not able to time the last reflector, or
even see it on this profile. These arrivals Qere identified as
being frém the same reflectors on the basis that they had
similét travel time spacing and relative amplitudes as on 75-
1R. The major difference between the two profiles can be seen
by comparing the T vs X and T2-X2 plots for both profiles
(Figs 3.3 and 3.4). The results for profile 75-1 are unusual
in that they indicate that the average velocity to a lavyer
decreases with depth, with all the average velocities being
lower than that of water. This can be seen clearly on Fiq 3.5
vhere the slopes of the T2-X2 lines increase from one layer to

the next. The slopes and intercepts of the lines are given

Table 3.3.
TABLE 3.3_
Water Branch 1 Branch 2 Branch 3 Branch 4
Velocity kn 1.049 1.42 1.42 1.45 1. 35

Intercept s2 7.54 10.06 11.92 15.25 17.78
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The reason for these non sensical results has already
been introduced during the discussion of profile 75-1R, that
being the presence of dipping layers. All of the three
analysis methods discussed previously assume flat 1lying
layers, for this reason they could not be used to analyse this
profile. The only way of obtaining any useful information from
this profile is to assume that the velocities and depths given
by the 75-1% profile also applied here. Then it is possible to
determine the dips that would give rise to the results
obtained. This was done to obtain the approximate dip for the
first sub-bottom reflector. A& model based on the diagram below
wvas used and the "apparent" average velocity to the reflector

was calculated using various values for €,

St X [R
Depth = 2 Km
Ver 1-5 Kmrs

11

Depth= 0-3hm
Vet = |1'8hmyg

— s ——— —— o_— —— en— —— et —— Sma s pwmn  mag® s | Seve  wimems

Thé calculation showed that values of @ ranging from five to
ten degrees would yield a velocity for the arrival similar to
the 1.42 ka/s velocity obtained from the T2-X2 plot for the
average velocity to the first reflector.

It now remains to be seen if the sediments in the region
of profile 75-1 have dips of this order. Our own C.S.P. line

75-1 (Fig 1.3) does not qgive any <clear details of the
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sediments at the southeast end of the profile. Murray and
Tiffin (1976), however, have published a C.S.P. profile (Fig
1.5) which almost directly overlaps our region of interest. As
can bhe seen, the sediments in this reqgion are highly folded.
The distinct layering present at the northwest end of the
profile 1is not as evident, and the sediments are folded more
drastically, the amplitude of folding increasing with depth.
From the C.S.P. data, calculation of the dips in this region,
range from approximately +10 to =10 deqrees,’and hence agree
w;th the values of the dips required to make the first lavyer
apparent velocity agree with that determined from the T2-X2?

analysis.
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Until recently the only method wus=24 to analyse marine
refraction data was the so called "First Arrival Method". This
type of analysis, while being very easy and guick to perform,
does not take into account the secondary arrivals and dynanmic
amplitude aspects of the data. The advent of sophisticated but
relatively inexpensive methods of calculating synthetic
seismograms has enabled the expansion of marine refraction
interpretations to include amplitude information as well as
the complete travel time data set. The first arrival method
remains as a valuable tool, however. Its maijor use now is 1in
generating a preliminary velocity depth model for use as an
initial interpretive gquide and as a‘startinq rodel for the
generation of synthetic seismograms. For this reason, a first
arrival interpretation of the data was the first step in the
interpretive procedure used in this study.

The seismograms us=2d in timing the first arrivals are the
same ones used to time the direct water wave phases, which in
tufn give the shot-receiver distances. The timing method for
"first arrivals was 1identical to that used for the D.W.W. (see
section 2.3 and Fig 2.1).

To a distance of 55 km on profile 75-1R and 65 km on 75-
1, the signal/noise ratio was high enough to enable the timing

of first breaks to Dbetter than 1 mm or 15 ms. The
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signal)noise ratio lessened at this point and consequently
over the range 55-75 km on 75-1R and for the rest of the
profile on 75-1, an accuracy of better than 2 nm or 30 ms
has been attributed to the picks. Beyond 75 km on 75-1R the
signal amplitudes were too low to enabhle arrrivals to be timed
to any reasonable degree of acéuracy.

Fig 4.1 1s the reduced travéltige plot for first arrival
data for both profiles 75-1 and 75-1R, the reducing velocity
being 6 km/s. An expanded plot of the first two phasesl(i.e.
8-28 km) is shown on Fig 4.2. This plot shows how well the
first two sets of arrivals are defined.

Let us now examine Fig 4.1 in greater detail. The first
thing to note is the great degree of similarity between the
tvo profiles, the main difference being an offset of
approximately 200 ms between thenm. The layer velocities given
by the inverse of the slopes of the least-squares lines are
also in excellent agreement, indicating that there is 1little
dip on the refracting horizons.

For bo£h profiles, the first set of arrivals start at
approximately 9 km and persist for about the next 5 km, with a
least-squares velocity of approximately 4.28 kn/s. At about 14
kn, the next branch (5.26 km/s) becomes the first arrival and
persists as such for the next 15 km . Once again this travel
timé branch is extremely well defined, as shown by PFig 4.2.
Over the distance range 29-44 km on both profiles, the 6.28
km/s travel time branch becomes the first arrival. This branch’

is not as well defined as the previous two, being defined by
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Reduced travel time data and least
squares fitted lines for both refraction
profiles. The reducing velocity is 6
km/s. Inverse slopes are the velocities
in kilometers per second; intercepts are
in seconds. Triangles show data for the
profile 75-1; squares. show data for
profile 75-1R. At distances beyond 24
km, only one time distance value per

shot was used for analysis.
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Fig 4.2
Reduced +travel time data and least
squares fitted 1lines for the first two

phases of profiles 75-1 and 75-1R.
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only 5Apoints wvhich is far less than for branches one and two.
Travel time branch foﬁr with a velocity close to 7.0 km/s
becomes the first arrival at about 44 km and remains as such
until about 65 km where the 7.8 km/s branch takes over. This
arrival, however, is only seen on profile 75-1; the data were
too poor to allow it to be seen on profile 75-1R. The reason
for the poor data on 75-1R compared with 75-1 probably lies in
the fact that the weather during the 75-1R profile was
-considerably worse, leading to a much poorer signal/noise
ratio.

After identifying the first arrival branches, a straight
line was fitted to the points using the method of York (1969).
His procedure is a least squares technique in which errors in
both the X and Y co-ordinates can be considered, 1in contrast
to the usual method that allows only for errors in the Y co-
ordinate, The travel time (Y) errors input 1into the program
are the timing errors discussed at the start of this chapter,
vhereas the distance (X) errors are those associated with the
shot-receivef distances discussed in Section 2.4. Tiq 4.1
shows-the least squares fitted lines superimposed on the first
arrival data Table 4.7 gives the 1least squares slopes,
corrected to velocity values, and intercepts, with the
associated standard deviatioas and the number of ©points
defining gach line.

There afe several .methods for obtaining the velocity-
dépth model from the least squares velocitles and intercepts.

I decided to use the "Slope Intercept! method of Ewing et al



Table 4.1

Profile T.T. No. Velocity
Branch Pnts. {(km/s)

75-1 :
1 25 4.257%0.010
2 26 5.35120.005
3 5 6.2602 0.020
4 I 7.097% 0.007
5 7 7.825% 0.040

75-1R
1 20 4,2972 0.009
2 26 5.160% 0.005
3 5 6.330% 0.015
4 5 7.023%0.010

the first two travcl tlme branches, all tEaCQ”
timed;
shot was used.

were
per

at greater distances only one t

Thickness
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Intercept
{s)

4.154 £ 0.060
4,841+ 0.038
5.700% 0,080
6. 465 % 0.100
7.221%0.510

4.001%0.020
4.535%20.038
5.5504% 0.065
6.241% 6,096

ime-distance

(km)
75=-1R

Table 4.2
Dip Velocity
{(kn/s) 75-1
0o T.49 2.00
0o 2.801 3.03
1.490 4.28 1.6
-2.350 5.26 2.74
1.250 5.28 4,13
oo 7.04
0o 7.822

1 assumed velocity
2 unreversed velocity
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(1939); This method assumes that "each 1layer 1is homogeneous
and bounded above and below by smooth plane layers and that
the seismic velocity in each layer is higher than in the layer
above ", This method however d?es not assume that the lavers
are flat 1lying and therefore we can use it to obtain
information about the dips on the various refracting horizons.

The velocity depth models generated for profiles 75-1 and
75-1R are shown on Fig ‘a.3 with the layer velocities and
thicknesses given in fable 4.2.

One interesting point concerning these models is the
absence of substantial dips of the refracting horizons. For
‘the uppermost layer this 1is consistent with the continuous
seisnic profile (C.S.P.) data available for HWinona basih.
Tiffin et al (1972) and Hopkins (1976) both have C.S.P. lines
which show the oceanic basement dipping roughly perpendicular
to the direction of profiles 75-1 and 75~1R. |

The sediment thickness predicted by fhis model 1is roughly
3 km and thus is considerably thicker than the 1.8 km given by
the reflection results. This discrepancy 1is due to the
assumption, prior to the analysis of the reflection déta, of a
2.8 km/s average velocity for the sediments. As the reflection
interpretation section 1indicates, - the average velocity 1is
significantly less than this, accounting for the thinner laver
" of sediments.

The first point to be made about the model is that all
the velocities except the Pn velocity are reversed. This lack

of rTeversal is regrettable especially in the light of the

v



Velocity vs depth models derived frem
the first arrival analysis. Datum water
depth is 2000 m. In this analysis, an
average velocity of 2.8 kmn/s for the
sediments was assuned. Subseguent
analysis of reflection data (see section

3.2) indicates this is too high.
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large felative error {(0.040 compared with 0.005 km/s) of ' this
velocity in relation to the other layer velocities.

The first arrival analysis predicts a total sub-bottonm
thickness of 15 km for the profile with roughly 12 km being

sub-sediment (oceanic crust).

Widespread use of synthetic seismograns for interpreting
marine seismic refraction data has been implemented only
wvithin the 1last few vyears. In thé past their use has been

limited by the expense required for the computations as vwell
as the large amounts of data normally acquired in this type of
WOTK., More efficient algorithms and the neccessity of
obtaining more detailed information about the oceanic crust
has expedited the application of this.method. As an exanmple,
the establishment of the "Disc Ray Theory" (DRT) concept by
Wiggins (1976) has provided a relatively inexpensive and easy-~
to-use method of calculating synthetic seiswmograms. Chapman
(1976 a,b) has provided the theoretical foundation for the
methodoi

At U.B.C. we are fortunate to have the use of the program’
HRéLTZ (vritten by Wiggins), which «computes, awmong other
guantities, DRT synthetic seismograms. It has been wused both
by Malecek {1976) and myself to provide theoretical
seismograms for comparison with observed marine refraction
data. The algoritm on which HRGLTZ is based calculates travel

times and amplitudes for arrivals defined by an 1input P-&
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curve.'It also performs a Weichert—ﬁerglotz inteqration of the
P-A curve to determine the corresponding velocity-depth (V-D)
model and includes a modification such that low;velocity
layers can be considered.

Khereas we are interested finally in the V-0 curve
produced by HRGLTZ, it is extremely difficult to use this
curve to make changes which reflect the desired changes in tﬁe
synthetic seismogran §ections. This difficulty lies with the
interpreter who must propose a change 1in the V-D <curve to
proyide an expected change in travel time and amplitude of a
given arrival, Much more «control for this purpose can be
obtained by working with the P-aA curve as indicated by the

following two eqguations.

Pmax '
1y T(Pa) = po +j A(P) dP 4.2-1
P
Where T{p,A) = travel time

Pmax=max P value (1/Vsurface)
The travel time, then, can be thought of as the area under the
P-A curve, pfesentinq us with a simple method of changing the
travel time of arrivals (Wiggins and Madrid 1974).
2) A(p,8)=F(p,n)ldprdsl i’ 4,2-2
where A(p,a)= awplitude of the arrival
F(p,a)= a complex function slowly varying with respect
to |dpsaalie {Bullen 1963). The last equation states
that the amplitude of an arrival is directly proportional to
the square root of the slope of the P-A curve at that point.

Working with the P-A curve then allows the 1interpreter much

“+
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more, Eontrol over the travel times and amplitudes than could
be obtained by use of the V-D curve alope.

The inexpensive nature of HRGLTZ and the presence at
U.B.C. of an excellent Adage Graphics Terminal allowed the
frial of mahy different models in a short time. The use of the
graphics terminal allowed an almost instantaneous conmparison
between the synthetics and the real data, eliminating the neeéd
for expensive conputer plots which had a considerably longer
turn-around time.

Y computer routine named MDLPLT, also written by Wiggins,
vas used to provide the preliminary P-4 curve for ;nput into
HRGLTZ . This routine approximates a continuous P-A curve fromn
an input V-D model according to the equatiqns of Bullen
(1963,p112) . This program then digitizes thé P-A curve for
future input into HRGLTZ. This digitizing rate (sampling
interval) varies over the range of the P-A curve, TrTapidly
changing parts of the curve requiring a higher saapling rate
than more slowly varying sections.

As oftes happens, it was not possible to model the real
data vperfectly. A trade-off Dbetween amplitudes, slopes of
arrival branches and travel times was necessary sSince changing
one usually affected the others. Greater emphasis was placed
on fitting the travel times than on fitting amplitudes, since
the +travel time determinations were considerably less

subjective than amplitude determinations.
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A preliminary V-D model based on the sediment structure
from the reflecfion data for 75-1R (Table 3.2) and the crustal
structure from the first arrival analysis of 75-1 (Table 4.2)
vas used as the starting model for the synthetic calculations.
This model was input to MDLPLT in order to obtain tle
preliminary P~Acurve, this curve in turn "being used as a
starting‘ model for 75-1 synthetics. Several problemns wvwere
encountered with the program MDLPLT, not the least of which
was its refusal to output the same V~-D nmnodel as wvas input; The
degree of nmatching between the output and input' models
depended directly on the sanmpling interval specified for tﬁe
P~ A curve. The program uses the input model to calculate an
approximate P-A curve as specified prevously. It then calls
HRGLTZ and produces T-A, V-D plots and'synthetics, The output
V-D model then depends on how finely the P-4 curve vis
specified by the 1initial digitization. This difficulty in
getting MDLPLT to generate a P-A curve which closely fit the
input nodel made MDLPLT impossible to wuse for actual
modelling. Since only'a starting model was required however,
this provided no serious problenms.

The preliminary P-4 curve was altered by the famous
trial-and-error method, keeping in mind equations 4.2-1 and
4,2-2, to fit the traveltimes amd amplitudes of first and
second arvivals for profile 75-1. This  final P-O curve was
then altered further to fit 75-1R. For such calculations it is

important to be aware of the difficulties and trade-offs
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mentioned previously.

4.4 Record Sections

As a final prelude to tﬁe calculation of synthetic
seismograms and hence a complete interpretation based on all
available information, the refraction data were compiled into
record sections as described in section 2.4. Figs 4.4 and 4.5
are the record sections of profiles 75-1 and 75-1R,
respectively, for data recorded at distances greater than b6
km. The sections have been corrected for <chargqge Size,
amplifier gain, spherical spreading and hydrophone sensitivity
as described in section 2.4.

These complete profiles are cumbersome to handle
computationally. As a consequence, the data were stacked for
the purpose of increasing the signal/noise ratio and
decreasing the amount of data to be -"handled. #dalecek (1976}
has shown that a simple linear stack along a lag trajectory
defined by the first arrival Qelocity was optimum for this
type of data. Such a stackinq procedure was applied to profile
75-1, the resulting profile being shown on Fig 4.6.
Unfortunately, at approximately 35 km on profile 75-1R, the
weather conditions deteriorated considerably. This resulted in
a decrease 1in correlation between traces and consequently a
large decrease in the stacked amplitudes beyond this distance.
Since this was an anmnplitude variation 'introduced through
processing it made the profile unacceptable. As a compromise a

section was compiled using only the data from channel 3, this



Record section of profile 75-1 beyond
the critical distance for the first
crustal refraction arrival. All traces
have been amplitude corrected as per
section 2.4 and filtered 5.0-30 hz.
Prominent secondary arrivals from 2.5 to
10 s after the first- arrivals are

probably multiples of earlier phases.

76



f
|

§5.00

91.00

87.00

SEl

o
<
o]
~
o
<
v
~
o
<
~
o
2
~
40
=]
@
m
7l
o
<
o2}
n
[=]
<
(7]
']
=
oX
o=
—uy
N0
Zz
X
Lol
QN
P
_I.D
T
o
2
m
4
©
2
()]
(]
o
<
(")
e
o
<
@
o
<
~
o~
o
e
m
o~
[~
<
2
o
0,
a
=]
<
=
- S
R ~
¢ g
s¢cl s 1 S0l S'6 s8 &L §'9 S'S Sy &
: (SJ3S) 0°9/510-"171

77



)

3

>

>
895.00

81.00

87.00

83.00

79.00

~75.00

. . . —— o e
P FRNUUUN (R S-S N ¢ [0 (R N S NNV U A H =]
| | T & . : . X I =
3 4

i
. SEl Sel STt S°Gt S'B §8 5L S'9
: (53381 0°9/810-"171

4.4, for profile 75-1R8.

Same as Fig

4.5.

ig

F



Record section of data for profile. 75-1

after stacking to form a
per shot. All traces have
corrected and filtered
discussed in the text,
amplitude correction was

trace at a distance of 32

single trace
been amplitude
5.0-30 hz. As
an additional

applied to the

km. .
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Record section of profile 75~1R <channel
3's, All traces have been anplitude

corrected and filtered 5.0-30 hz.
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channei.having particularly good recordings (see Fig U4.7).
Whereas this procedure did little to increase the siqnal/noise
ratio, it did allow a considerable saving in data handling and
hence computing costs. Although the signal/noise ratio was not
improved, for most of the section clear arrivals could still
he‘followed. Both profiles begin with a relatively simple
arrival having a substantial amplitude, emerging from the
water hottom reflections. This arrival with least squares
‘velocity of 4.28 kum/s persists as such  for only a short
distance. At about 17 km on both profiles, the first arrival
becomeé much more complex, having about twe times the length
of the initial first arrival; the amplitude, howvever, does not
change significantly. At about 21 km on both profiles, the
first arrivals again appear to increase in complexity, with
the amplitude gradually increasing with time along the trace.
There also appears to be an overall increase in the anmplitude
of the arrivals at this point. Between 29 and 36 km on Fig
4.4, wve have a series of three arrivals with varying
amplitudes. fhe outside two traces have by far the 1largest
amplitude of any refraction arrivals on either nrofile,
whereas the inner trace has an amplitude consistent with the
general amplitude trend of the profile. On the basis of later
arrivals it was decided to increase the amplitude of the inner
traée to make it consistent with the outer two. This can be
seen by comparinq Fig 4.4 and 4.6 over the distance range 29-
36 km. This was done before the compilation of the 75-1R

record sections and before calculating synthetic seismograns.
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It appéars, however, after studying the sections corresponding
to 75-1R and after working with the synthetic <calculations,
that the inner amplitude should have been left as it was and
the outer two amplitudes dropped.

Once again the complexity of the arrival increases at
abqut 29 km on both profiles. The effect of the deteriorating
veather during the 7551R profile can clearly be seen on Fig
u.S where the background noise level increases considerably at
about 35 kn.

The amplitude and complexity of the arrivals remain more
or less constant out to about 55 km on bogh profiles. Past
this point there is a significant break in the amplitudes of
the arrivals on both profiles. At first this was thought to be
a processing problem. However, after careful stuay of later
arrivals (11.5 s), it was decided that this sharp anplitude
drop was physically real. The 1length of the arrivals also
appear to increase considerably beyond this point, with the
majority of the amplitude being due to W.A.R. phases. The
first arrivél can be followed with little trouble out to the
veryilast shot on profile 75-1, (see Fiqg 4.6); however it soon
becomes lost in the background noise on 75-1R past about 67
km. |

Perhaps the most striking feature of both profiles is the
lack of secondary arrivals. First and second water bottonm
multiples can be seen clearly on both profiles at short
distances (8.5 s and 10.5 s); however they add nothing to the

interpretation and will not be discussed. Fig 4.8 shows the
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last 38 km of 75-1 covering all the shots beyond the point at
which the amplitudes decrease considerably. The lower profile
is filtered 5.0-30 hz and shows both the first arrivals and
the W.A.R. energy discussed previously. The upper profile
shovs the same data filtered 2.0-30 hz. This filtering range
reduced the clarity of the first break information but it does
show a significant arrival starting at about 6.5 s at a
distance of 61 km, and.being correlatable along the remaining
‘length of the profilé. It is identified as branch £ on Fig
4,8. This secondary arrival 1is a c¢lear indication of the
benefit achieved by viewing the data under various filtering
limits, as its presence would not have been recognised on the-
5.0-30 hz profile alone. The same procedure was tried on the
75-1R data, but the high background noise level and the lack
of stacking hindered the processing and no equivalent arrivals
could be discerned. An even later secondary arrival that is
observable starts at about 40 km on profile 75-1 and is
identified by a "?" on Fiqg 4.11. The amplitude associated with
this arrival'quickly dies out and at first i1t does not appear
to line up with the continuation of any first arrival or wide
angle reflection branch. Its presence, however, did play a
roYe in the synthetic calculations and will be mentioned
further in that section.

| The two profiles then are remarkably similar with respect
to fheir amplitude structures. Most of the differences in
amplitude can be either directly attributed to processing

problems or an increase in the ambient noise level between the



Expanded plot of the 1last 40 km of
profile 75-1 with the travel time cufves
of the final wodel superimposed. Upper
section is filtered 2.0 to 15 hz; lowef
section is filtered 5.0 to 30 hz. Arrows
on the 1lower section give the travel
time picks. Note the coherent phases (on
the upper section) following travel tinme

branch f.
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two profiles.

4.5 Comparison of Synthetics with Real Data

As vas discussed in section 4.2 the only significant
variations between profiles 75-1 and 75-1R is a 200 ms
di fference in travel times between the two profiles. What
amplitude differenceé there are can bhe explained either as.
processing problenms, see for example the large amplitudes 1in
.the range 27-35 km on 75-1, or as beinq.due to the poorer
quality data of profile 75-1R compared with 75-1. For this
"reason, the fit of the synthetic seismoqrams to the real data
" for both profiles will be discussed simultaneously.

The starting P-4 curve generated by MDLPLT and the
corresponding synthetic seismogram section are shown on Figs
4.9 and 4.10. The travel time fit between the starting model
and profile 75-1 1is extremely close, including possible
seccndary arrivals, and requires little alteration. The ma-ior
source of discrepancy between the starting model synthetics
and the real data for profile 75-1 is the presence of large
¥.A.R. phases present on the synthetics. These W.A.R.'s are
generated by the discontinuous velocity increases which are
gi;en by the first arrival analysis. By far the major effort
associated with fitting synthetics to the real data has been
in the &removal of these ¥#W.A.R. phases from the synthetics,
while still retaining a reasonable travel time fit. The final
synthetic seismogram sections for both profiles, together with

the real data are shown on Figs 4.11 and 4.12. The final p-O
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P-A curve corresponding to the iso-
velocity layered ‘model used as a
starting model for calculation  of
synthetic seismograms for comparison

with profile 75-1.
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Synthetic seismogram section for the
iso-velocity 1layered model derived fronm
the reflection data analysis and first
arrival refraction data analysis. Note
the large amplitudes associated with the
wide angle reflectipns from the velocity
discontinuities. Compare with the

observed sections of Figs 4.6 and 4.7.
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Top: Synthetic seismograms and travel
times computed to fit the stacked data
of profile 75-1. The insert shows the
source wavelet which was convolved with
the results of the synthetic
calculation.

Bottom: Data from profile 75-1 with
synthetic travel times superimposed.
Lower case letters have been added to
identify the various travel time
Sranches. The arrows show the first
arrival picks made from the raw data.
The phase correlation shown by a "2"
seems to line up with the c~d refraction

branch.
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P-A curve from which the synthetics for
profile 75-1 are computed {Fig &4.11).
Starting h»p~Aa curve (Fig 4.8) is

superimposed for comparison.
Fiq 4.14
Samé as Fiqg 4.13 for profileé 75-1R.

Fig 4.15

Comparison of final p-A curves for

profiles 75-1 and 75-1R. .
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curves are shown on Figs 4.13 and 4.14.

Sediments :

It was not the aim of the synthetic calculations to
delineate the sedimentary structure. The sediments are
included only to ensure the correct travel time to the first
refraction branch (¢c-d of Figs 4.11 and 4.12). For this reason
only the last reflection from the sediments,. ii.e. the
reflection off the top of the oceanic basement , is shown on
the synthetic sections (branch b-c). This branch was shown in
an effort to calculate the correct amplitude for the first set
of refraction arrivals only. It was found +that 1in order to
ensure the correct travel times to both the 75-1 and 75-1R
first refraction arrivals a difference in the sediment
thickness of about 200 m between the two profiles was needed,

Wwith 75-1 being the deeper.

Crustal Layers :

As can be seen on Figs 4.4 and 4.5, over the distance
range 5-15 km the first refraction branch (c-d) is the first
arrival. The anplitudes of these arrivals are guite
substantial, being far. larger than the corresponding
amplitudes generated on the preliminary syﬁthetics of fig
4.,10. I had very little or no success in modelling these large
ampiitudes on either profile. That this arrival is a head wvave
can be seen clearly on Fig 3.1 where it can be traced back to

the last sub-critical incidence reflection that could be
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timed.A The fact that this arrival 1is a pure head wave is
significant in that nowhefe eise on the profiles do rwe
encounter an isolated head wave with' any substantial
amplitude. The large amplitudes on the sections are due mainly
to energy associated with W.A.R.'s; head wave amplitudes are
muqh.smaller.

At the start of the modelling, both the slope and travel
time of branch c-d agreed very well with the real daté. During
the process of attempting to generate substantial amplitudes
for +these arrivals, the slope of the branch was decreased
considerably and the travel time fit became much poorer. This
is an excellent example of the trade-off mentioned in section
4.,3. In order to model the travel times and the slope of this
branch . correctly I would have been left with no amplitude at
all for the arrivals. In an effort to build up these
amplitudes, tne fit of the travel times was reduced and the
slope of the arrival branch lowered considerably. One
interesting point to note is that the secondary arrival
identified 05 Fig 4.6 with a "?" now lines up fairly well with
the continuation of this travel time branch. It is possible
therefore that this secondary arrival is in some way related
to* the first refraction/W.A.R. arrival. The correlation
between the two though is tentative and the secondary arrival
T is ﬁot seen at all on 75-1R. To conclude then, I do not feel
that we can model this first refraction arrival by using the
DRT method. The situation is likely to be more complex than we

are attempting to model, thus causing the fit between the
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syntheﬁics and the real data to be so poor. The reason for
this is discussed in section 5.2.

Considerably more success was achieved modelling both
travel times and amplitudes for the remainder of the profile.
The travel time for the second refraction branéh e-f has been
fi£ extremely well. As was nmentioned earlier, this arrival 1is
constrained by the presence of w.A.R..enerqies present to the
end of the profile (see Fig 4.8, arrival branch f). The
‘arrivals as well as the model travel time branches are shown
on this figure.

The first two W.A.R. branches {d-e,f-q) have been used to
generate the increased <complexity of the arrivals in the
region 15-27 km. As already mentioned, the W.A.R. branch d-e
no¥ lines up somewhat with the second arrival shown with a "?2"
on Pig #4.6. The sudden burst of enerqy over the range 29-35 kn
on real profile 75-1 has already been explained as an
amplitude over-correction and thus no attempt was made to fit
it. Instead I attempted to fit a more or less constant
amplitude thfouqhout this region on both profiles. W.A.R.
branches f-g and h-i were used to generate the increased
complexity of the arrivals over this region with branch f-g
being used to stretch out the arrival in time.

It is at +this point that the +two profiles differ
sliéhtly. The travel times between the two were slightly
different and to compensate for this I had to move the caustic
at positions 1 and k approximately 7 km further along the

profile on 75-1. This allowed me to fit the last two 75-1
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travel time branches, i-j and k-1, with considerably more
accuracy. This procedure however caused a slight delay in the
sfért of the large amplitudes on profile 75-1 by about 5-7 kn,
being another example of a trade off between amplitudes and
travel times.

The W.A.R. branches h-i, j-k and the refraction branch k-
1 provide arrival amplitudes for the remainder of tﬁe
synthetic profiles. They vere used to generate the final set
of arrival energy over the range 45-95 km. The refraction
hbranches associated wifh each one have already beénvdiscussed
and fit the first arrival travel times extremely well. What
remains 1s to see how well the W.A.R. amplitudes fit the real
data. There is a significant decrease in amwmplitudes on the
real data at about 61 km. The synthetic sections for both
profiles model this as well as can be expected. It is
extremely difficult to model sharp amplitude variations and I
feel fhat this has been done as well as the program allows.
The amplitudes of the ¥W.A.R. branches h-i and j-k have been
fit very well with the amplitudes starting out fairly high at
about 55 km and then decreasing until they are Jjust
identifiable at the end of the profile.

The final arrival amplitude generated by the refraction
branch k-1 has not been fit well. Considerable time was spent
in trying to decrease the amplitude of this arrival with
little or no success. This is most likely a program problenm
and not physically real. Such a conclusion was reached on the

basis of both my own results and the results of Malecek
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(1976); His synthetic seismogqgram sections also show this
problem with the final refraction arrival. It would be useful
to’test whether or not this is a progranming problem by either
using a different method for computing the synthetics (eq.
Generalised Ray Theory; W®iggins and Helmberger 1974), or by
arﬁificially introducing a further layer beneath the final
layer that generates the Pn arrivals.

The sYnthetics for the two profiles fit about reasonably
well, considering the limitations of the modelling procedure.
The procedure assumes horizontal plane layers, a situation
that does not hold completely in practice as shown by the
slight dips interpreted from the first arrival analysis. The
method also does not take into account dispersion or
attenuation, lateral variations in the elastic properties of
the layers or surface topography; and so it cannot consider
the variable nature of the source wvavelet due to the lowpass
filter effect of the Earth. All of the above are 1likely to
make the arrivals nore complexh and reverberatory than is

allowed for by the modelling procedure.
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5 INTERPRETATION AND DISCUSSION

5.1 Velocity~-Depth todels

Before attempting to interpret the meaning of the final
veldcity-depth nodels produced by the synthetic calculations,
it is useful to .diécuss the significance of the curves
produced with respect to the modelling procedure. The final V-
D curves are given in Fig 5. 1. |

The first point to note is that the sedimentary strﬁcture
shown should not be considered as meaningful in any sense
-other than in the preservation of the travel time of arrival
branch c¢-d. Not all the sedimentary layers defined by the
analysis of reflection profile 75-1r are shown on the
diagrams. This is a direct result of the difficulties
associated with the program MDLPLT, which was used to generate
the starting models for the synthetics. Probably because of
the thin sedimentary layers and approximations within the
program, it was impossible to generate a V-D model for the
sediments that contained all the layers defined in Table 3.2.
The'only effect of the synthetic <calculations has been to
deepen the sediments for profile 75-1 by approximately 200 m.
This has been done to correc£ for the approximately 200 nms
of fset between the travel times of profiles 75-1 and 75-1R.
Other than this the synthetics have had no effect on the
sedimentary structure.

The layer identified as 1layer 2a on Fig 5.1 (Q)



Final velocity vs depth curves for
profiles 75-1 and 75-1R determined by
fitting both travel times and
amplitudes. Also shown is the starting
model determined by the travel time fit

alone.
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represénts the transition from the sediments to the basaitic
layer. This layer is responsible for the large amplitude
‘refraction arrivals on Fig 4.11 and 4.12, branch c¢-d. The
problems encountered in trying to fit these large amplitudes
have previously been discussed in Section 4.5, the <conclusion
being that the actual structure of this 1layer is far too
complex to be modelled using DRT. For this reason, the V-D
curve generated by the synthetics for this layer is no more
valid than the first arrival homogeneous layered model.

The remaining three layers, identified as layers 2b, 3a
and 3b on Fig 5.1 have been altered significantly by the
~synthetic calculations. The major change to the curves brought
about by the use of the synthetics has been the replacement of
the discontinuous velocity increases by smooth gradients.
Whereas the gross structure of the V-D curves for each of the
three layers 1is eséentially correct, it should be stressed
that they are not unique. As a vresult of the modelling
procedure used, it was possible to obtain the same effect on
the travel times and amplitudes of the synthetic arrivals by a
number of different changes to the p- <curves. It is possible
that a slightly different V-D curve could have been produced;
hovever, the gross structure of the curves would have remained
the sane,

The 2b-3a transition differs between the two profiles to
a noticeable extent. The actual form of this difference is'not
overly important. It was introduced to compensate for a slight

travel time offset between the profiles. This offset, however,
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could ﬁave been modelled in several other ways, resulting in
slightly different forms for the transition. The important
point to note is that the two profiles differ in the nature of
this boundary. .

Neither the layer depths nor the fefraction branch
velocities (with the exception of the Pn arrival) have been
altered to any great extent by the additional use of amplitude
data. The depth to the HMoho on protile 75-1R has been reduced
by about 500 m, although this should not be regarded as
significant since the Pn arrivals on profile 75-1R were not
observed. Some depth control for this layer was achieved by
manipulating W.A.R. branch j-k; however, the Pn arrival branch
is neccessary to define this last refraction ‘branch
completely. The 1lowering of the Pn velocity, observed on Figq
5.1 (A, B), also should not be regarded as significant., It was
neccessary to delay this arrival branch (Fig %.11, branch k-1)
by about 100 ms in order to make it agree with the first
arrival +travel times. In doing this, the 7.8 km/s Pn velocity
was reduced éo approximately 7.55 km/s. This velocity drop
however, 1is the  result of a trade off between travel tinmes,
amplitudes near the caustic k and arrival branch slope and is
not’' physically real

To conclude, the V~D curves produced througqh the use of
synthetic seismograms are only valid with respect to the qgross
structure of the curve and not the fine details. This is ~not
surprising considering that DRT only models thick layers. A

recent study by Helmberger (1977) has shown that this type of
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approach 1is only valid in a broad sense gnd that to delineate
the fine structure of the oceanic crust, one must use a large
number of very thin layers. The capability to do this does
exist at U.B.C. in the form of a computer program called
STPSYN which 1is based on Generalised Ray Theory (GRT), see
Wiggins and Helmberger (1974). This type of approach hovever
is ‘considerably more expensive than DRT and beyond the scope
of this present project.

The DRT method of calculating synthetic seismograms
‘provides an inexpensive, easy—tdfuse.method of utilising the
gross amplitude structure of a refraction profile to delineate
the overall velocity-depth structure of the oceanic crust. As
such it is an excellent extension of the first arrival method
of interpretation. In order however, to delineate the fine
structure of a layer, high qdality data and the use of GRT is

required.

Sediments :

The velocity depth model for the sedimentary structure of
the northwest end of the basin (Table 3.2) 1s a little
disappointing., It was hoped that a more detailed picture of
the sediments in this area could be obtained. What results ve
were able to discern however, agree well with the results
obtained by Knize (1976) for two short profiles 1in the érea

between J. Tuzo Wilson Knolls and the Queen Charlotte Sound,
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about 60 km north of the receiving ship location for profile
75-1R. His interpretation includes a series of alternatinqv
high and low velocity sedimentary layers, with a thicknéss of
roughly 300 m each. rhe total sedimentary thickness in this
area is approximately 2 km, very close to the depth of the
sediments in Winona Basin. He 1interpreted the sedimentary
sequences as being due to alternating periods of glacial (low
velocity coarse sediments) and inter-qglacial (high velocity
fine sediments) deposition. Although the results 1in Winona
Basin do not shovw the same detail, due to poorer quality data,
the wupper two layers are both roughly 300 m thick and have
veloéities consistent with those found by Knize.

At the southern end of Winona Basin the same reflecting
horizons <can be identified as at the northern end, although
they are considerably mofe folded with dips ranging from +100
-to -100. Considering then the close proximity of Winona Basin
to the sedimentary area studied b? Knize, and considering that
the same reflectors can be identified at both ends of the
basin, it is reasonable to assume that the depositional
history of Winona Basin may be similar to that of the area to
the north discussed by Knize (1976).

Even +though it was hoped to obtain a detailed picture of
the sedimentary structure within the basin, the main objective
was to obtain a more accurate depth for the sediments than has
previously been reported (Tiffin 1973, Couch 1969). To this
extent, the study was a success. Tha total sedimeniary

thickness for the sediments in Winona Basin has been found to
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be apbroximately 2 km. This value differs greatly from the 4
to 6 km previously suggested by the afore mentioned authors.
The previous studies, however, have based their depths on
gravity data, the lack of an. observable basement on C.5.P.
lines, and on an assumed velocity structure used to convert
the C.S.P. travel times into depths. However, the C.S.P. lines
for the area penetrated only to a maximum of about 4 s 2-way
travel tine (Pigs 1.3 to 1.5). Thus they were only about 0;5
seconds from the actual basement, which can be seen at about
4.5 s on reflection profiles 3.1 and 3.2. On the basis of good
reflection and refraction data, it is believed that a sediment
_depth of 2 km is a better interpretation than the previously

reported depths of 4 to 6 knm.

Basement layer :

The transitién frorm sedimentary material to Dpasaltic
basement is represented by layer 2a on Fig 5.1. This layer has
a least squares velocity of u.28 km/s which is compatible with
the velocit§ given by Peterson et al (1974) for layer 2a The
observation of a 4.28 km/s velocity for the firét basaltic
layer 1is not unique in the region. Similar results have been
found by Malecek (1976) for the oceanic basement layer in the
region of Explorer Ridge where there were less than 250 m of
sediments. He obtained velocities in the range 4.06-4.20 kn/s
and thicknesses of 0.97-1.71 km/s for his profiles parallel
and perpendicular to Explorer Ridge. Knize (1976) has élso

obtained similar results in two areas. In the area hetween J.

3
v
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Tuzo wison-Knolls and the Queen Charlotte Sound he found a
transition layer with velocity 4.2 km/s and sub-bottom depth
2.2 km. Further, in the region of northern Cascadia basin
about 200 km east of ¥%inona Basin, he found that the
transition layer consisted of a series of three layers with
velocities of U4.56, 3.78 and 4.43 km/s and thicknesses of
- 0.41, 0.40 and 1.5 km respectively, stacked on each other
beginning at a sub-bottom depth of 2 knm.

As has already been mentioned, the 1large amplitude
arrivals from this layer have not bheen fit synthetically
(section 4.5). This fact 1leads us to the conclusion that a
simple velocity structure is not sufficient to explain the
results. A recent study over the Mid-Atlantic Ridge by Hyndman
et al (1976) could possibly shed some light on the reasons for
this. ©On the basis of drill cores penetrating layer 2a they
have found that it consists of highly porous, low density,
fractured volcanic material with some intercalated sediments.
These results illustrate that this layer is characterised by a
mixture of 'fractured volcanic material and low velocity
sediments. While the wihona Basin in no way resembles the Mid-
Atlantic Ridge, the results of Hyndman et al do show the
highly inhomogeneous nature of this transition laver. It would
not be unreasonable to assume that 1if Winona Basin vere
créated while the sediments from the nearby coantinent were
beiﬁg deposited, the transition layer ©Dbetween the sediments
and basement would be a mixture of high and low velocity

basalts and sediments. This in fact has been postulated by
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"Knize for his results in the northern Cascadia basin. His
reflection results for the area showed a lbw velocity
sediment/basalt layer (3.78 km/s 0.4 km) sandviched between
two higher velocity basaltic layers fu.ss km/s, 0.41 km thick;
4.43 km/s, 1.5 km thick) Such fine layering however, could not
be delineated by the longer wavelength signals recorded during
the refraction part of his profiles.

If this layer is a complex mixturé of high and 1low
velocity materials, then the large amplitude signals could be
explained as being due to either a focussing or constructive
interference- effect. In any event the DRT modelling procedure
is too simple to explain the velocity-depth structure of ‘this
layer. It is hoped that after further processing of the
reflection data, eg. w-k filtering (section 3.1}, the complex

nature of this laver can be further revealed.

Lower Crustal Layers :

The 1least squares velocites and depths of the remaining
three layers are listed in Table 4.1. These have velocities
consistent with 1layers 2b, 3a, and 3b, respectively and have
beén identified as such. All of the sub-basement layer depths
are close to the maximum values reported for a standard
oceanic section (Peterson et al 1974). However, the total sub-
sediment crustal thickness of 12 km 1is considerably thicker
thaﬁ the 5 to 7 km normally considered standard for an oceanic
crust.

The velocity gradients introduced irto the V-D models by
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the syﬁthetics have already been discussed somewhat. “Hhat
remains however is to discuss the significance of the gross
structure of the curves. The curves produced for layers 2b,
3a, 3b are all similar. They indicate a graduoal transition
from one layer to the next caused either by compaction or
intermixing of the adjacent layers or both. Once the
transition from one layer to the next is complete however, the
velocity remains nearly uniform with depth for the next 2-3 knm
(vith a slight positive gradient). On the basis of these
curves, 1t appears that the lower crust in this region is
strongly divided into three separate layers, possibly
reflecting different rock types under different pressure-
temperature conditions in each layer.

As interpreted in this study, the crust underlying ¥inona
Basin has a typical oceanic velocity structure but is
considerably thicker than what 1is normal. in the region of
Exploter Ridge, Malecek (1976) has found similar thicknesses
to thbse observed wunderlying Hinona Basin. His rTeversed
profile (7u-é,2R) crossing ﬁxplorer Ridge show a sub-bottonm
depth to the mantle of 9 to 11 km. Considering that the
sediment cover %n this region is minimal, these results agree
well with the 12Vkm sub-sediment crustal thickness underlying
Winona Basin. A detailed examination of his déta reveals that
they are remarkably similar to those observed on profiles 75-1
and 75-1R with —respect to both travel times and amplitude
information., On the basis of this, and the similarity betﬁeen

the velocity vs depth models interpreted for Winona Basin and



116

Explorei plate just east of the spreading centre, it would
seem that the crust in the two regions was formed in much the
same manner.

The thick crust, then, does not seem to be localized only
beneath Winona Basin. In fact an OBS study of the crustal
structure beneath' Juan de Fuca Ridge, (Davis et al 1976) has
shown a similar crust with a thickness of 10-11 km sub-
sediment. VWhereas these data are not of the same quality as
those used by Malecek (1976) or in this study, it does
indicate that the thick crust is a widespread feature.

A preliminary interpretation of a reversed refraction
line recorded parallel to and south of the Revere-Dellwood
fracture zone and west of northern Explorer Ridge (Fig 1.1)
has indicated that the crust in this region is similar to a
standard oceanic section (R.D. Hyndman personal communication
1977) . These results are tentative however because of the lack
of observable Pn arrivals on the analog playbacks. If this is
the «case though, the crustal thickness changes drastically as
one crosses goth Explorer Ridge and Paul Revere Ridge. This
~change in thickness cduld be a direct result of the diffefinq
tectonics of the opposite sides of the ridges. The Explorer
plate, having a thiék crust, is trapped between the North
American, Pacific and Juan de Fuca plates. As a result, 1its
movement away from the spreading centre could be restricted
cauéing a piling up of the newly formed oceanic material. This
idea has been suggested by Malecek and Clowes (1977) as one

possible explanation for the thick crust in the region of
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Explorér Ridge. On the other hand, the movement of the Pacific
plate is unrestricted and hence this piling up effect: should
not be observed,

If W%inona Basin was created at the time Explorer Ridge
terminated at the Brooks fracture zone, and was subsequently
isolated by rotation of the plate, then we would expect it to
have the sanme type of <crust as the Pacifié plate to the
northwest of the present Explorer Ridge. This is not the case.
The basin has a thicker «c¢rust than the Pacific plate, the
implication being that.it has.not been. created by spreading
from Explorer ridge. This tends to refute a possible arqument
that Winona Basin 1is an isolated section of old  Pacific
material.

A more reasonable suggestion 1is that Winona Basin has
been created by the slow northward movement of the triple
point. The spreading rate in the basin would most likely be
extremely slow due to it being trapped between the spreading
centre {Dellwood Knolls) and Brooks fracture zone. The thick
crust underl}inq Winona Basin then could be formed by a piling
up of the new crustal material, ’in much the same way as
postulated for the crust beneath Explorer plate.

The lack of any significant magnetic anomaly pattern in
the basin has already been menptioned in Chaptér 1. If ¥inona
Basin has been formed in the last 3-4 my, by the movement of
theAtriple point, then what has happened to the maqngtic
anomalies ? This is a difficult guestion to answer. Perhaps it

is possible that if the spreading centre creating the basin
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vere vefy diffuse, and if the spreadinq;were extremely slov,
no discernible anomaly pattern.would be created.

The +thick crustal section, including only 2 km of
sediments, implies that a reconsideration of the gravity data
{(Couch 1969) is required. A thick crust is consistent with the
-160 mgal free air anomaly, as shown by Couch, but the lack of
a thick sediment pile will require other changes in his nodel.
Also, the gravity 1low tends to terminate at Winona Ridge
rather than Paul-Revere Ridge. What does this mean in terms of
crustal structure ? Such a guestion lendé added importancé to
the analysis, currently in progress, of the two reversed D55
profiles across the basin.

The explanation given here of the origin of the thick
crust interpreted from the seismic profiles along Winona Basin
is, of course, highly speéulative. Subsequent analysis of the
remaining two reversed DSS profiles in’' Winona Basin, more
detailed analysis of the. O0OBS data to the west of Explorep
Ridge, and additional geophysical studies 1in progress will
hopefully pgovide more evidence to aid in fully understanding

this complex and fascinating area.
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