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ABSTRACT

It is widely recognized that topog;aphically—driven
groundwater flow can perturb conductive thermal regimes.
High-relief topography amplifies the impact of factors
controlling groundwater flow and advective heat transfer. A
finite element method is developed to model the influence of
geology, climate, surface topography and regional heat‘flux
on steady groundwater flow and heat transfer. Because fluid
viscosity (hence fluid flux) depends upon temperature,
groundwater flow is influenced by the regional heat flux. As
a conseguence, isothermal approaches to modeling deep
groundwater flow in mountains may be inappropriate. Using a“
free-surface approach, the water table is represented as an
internal charactefistic of the grodndwater flow system,
rather than the upper boundary for fluid flow. Thick
unsaturated zones are expected in high-permeability terrain
(greater than 10-'5% m?) with arid climate, or where
groundwater recharge is restricted by extensive alpine
glaciers. Only verticél fluid flow is assumed to occur in
the unsaturated zone, therefore, heat transfer above the
water table is répresented by one-dimensional advection and
two-dimensional conduction. Simulation results indicate that
water table elevations are highly sensitive to changes in
the controlling factors, but have little impact on the
thermal regime. Conductive thermal regimes are predicted in
low-permeability terrain (less than 10-'%® m?) or in

high-permeability terrain with arid climate (recharge rates
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less than 10-'' m/sec). Strong advective heat transfer masks
the regional heat flux when permeability exceeds 10-'5 m? in
terrain with relief of 2 km over a horizontal distance of 6
km. Less than one percent of typical mean annual
precipitation is transmitted through deep groundwater flow
systems under these conditions. Asymmetric surface
topography complicates efforts to interpret chemical and
thermal data collected near the valley floor. Fracture zones
outcropping at the valley floor éan capture é large
percentage of groundwater flowing through the system and a
significant percentage of the basal heat flux. Maximum
spring temperatures are indicated when bulk permeability is
between 10-'7 m? and 10-'5 m2?2, Outside this range, spring
temperatures approach ambient air temperature.
Topographically-driven groundwatef flow can distort and
obliterate free-convection cells that might otherwise

develop within a mountain massif.
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CHAPTER 1

INTRODUCTION

Recent interest in the thermal regimes of mountains has
develobed in response to continuing}studies of the earth's
thermal state and the desire to explbit geothermal energy
resources. A number of thermal data sets collected in
mountainous terrain indicate a strong advective disturbance
of conductive thermal regimes by groundwater flow
(Black et al., 1983; Mase et al., 1982; Reader and
Fairbank, 1983). This disturbance complicates the
interpretion of borehole temperature logs used in estimating
regional heat flow and may mask the thermal signature of
underlying geothermal systems. When interpreting a thermal
data set, or developing conceptual models of geothermal
systems in mountainous terrain, it is essential that the

potential impact of groundwater flow be addressed.

Conductive thermal regimes are modified when heat is
redistributed by fluid flow. Fluid flow may be driven by
topographic relief in regional groundwater flow systems
(advection or forced-convection), by témperature—induced
density contrasts in regions of high heat flow (thermal
buoyancy-driven or.free-convection) or by a combination of

both mechanisms. Studies of buoyancy-driven flow systems in



flat topography are réviewed by Cheng (1978). These studies,
common in the geothermal literature, emphasize fluid
circulation within a localized region of the flow system (or
within a geothermal reservoir) and neglect the possible
influence of advective heat transfer by regional groundwater
flow. Early efforts to examine the influence of regional
flow are described by Prats (1966) and Elder (1967). Using
numerical methods, they.show how free-convection cells can
be modified and obliterated when arbitrarily-defined
external flows are imposed on simple buoyancy-driven flow
systems. Model studies that attempt to link, in a
quantitative_manner, a thermal disturbance with the regional
groundwater flow system are presented by

Faust et al., (1984), Blackwell (1985), and Sorey (1985a),

among others.

Interest in the thermal regimes of sedimentary basins
has prompted field analyses, and model studies, that
recognize the influence of topographically-driven
groundwater flow on heat transfer in low-relief terrain.
Typical field studies are described by
Majorowicz et al. (1985) and Gosnold (1985). Model studies
are presented by Domenico and Palciauskas (1973), Smith and
Chapman (1983, 1985), Garven and Freeze (1984), and Woodbury

and Smith (1985).

It is commonly recognized that topographically-driven

groundwater flow causes advective heat transfer in.



mountainous terrain. The details of groundwater flow within
the mountain massif, however, are poorly understood. Upper
regions of flow have been explored, to a limitéd extent, in
field studies that emphasize the interface between surface
hydrology and shallow groundwater flow (Halstead, 1969;
Sklash and Farvolden, 1979; Bortolami et al., 1979;
Martiqec et al., 1982; Smart, 1985). Although these studies
provide insight into the hydrology of alpine watersheds and
the relationships between water table fluctuations and
seasonal snowmelt, they yield little information on the deep
flow systems that control advective heat transfer in

mountainous terrain.

Information on the character and distribution of
permeable 2zones within a mountain massif is available in
reports describing inflows to alpine tunnels (Schadt, 1905;
Fox, 1907; Hennings, 1910; Keays, 1928; Mears, 1932).
Unfortunately, measurements of fluid pressure that could aid
.in defining the nature of mountain flow systems are
generally lacking. Jamier (1975) assessed the hydraulic
characteristics of fractured crystalline rock deep within
Mount Blanc (France) on the basis of geochemical and
hydraulic data obtained during construction of a highway
tunnel, yet an integrated description of the flow system
within the mountain massif was_not attempted. Summit water
table and hydraulic head data are rare becéusé most wells'
and boreholes are located on the lower flanks of mountain

slopes. Two summit water level measurements are noted in the



literature; at a depth of 30 m in fractured crystalline rock
at Mt. Kobau, B.C. (Halstead, 1969) and at a depth of 488 m
in the basalts of Mt. Kilauea, Hawaii

(Zablocki et al., 1974).

Numerical studies of mountain-scale flow systems have
been presented by Jamieson and Freeze (1983) and Ingebritsen
and Sorey (1985). Jamieson and Freeze (1983) used a
free-surface model and a water budget approaéh to estimate
the range of hydraulic conductivity that might bebfound
within Meager Mountain, British Columbia. Ingebritsen and
Sorey (1985) incorporate the influence of high-relief
tobography in their numerical model of advection-dominated
heat transfer at Mt. Lassen, California. In using a basal
source of heated fluid to represent the circulation and
heating of groundwater recharged on the mountain flanks, the
relationship between the magnitude of the fluid source and
rates of groundwater recharge at the ground surface is
poorly defined. In this thesis, a modeling approach is
adopted that specifies recharge to the flow system as
infiltration at the ground surface and solves for the
temperature of groundwater circulating through a mountain

massif.

The nature of deep groundwater flow is of particular
interest in studies of geothermal systems in mountainous
terrain. Groundwater samples obtained from springs'and

boreholes during geothermal exploration often provide



geochemical indications of a resource at depth. Identifying
the source of a chemical signature requirés an uﬁderstanding
of the rates and patterns of groundwater flow. Efforts to
identify a geothermal resource also rely on tempefature data
collected in shallow boreholes. Unfortunately, advective
disturbance of conductive thermal regimes by groundwater
flow can complicate the interpretation of borehole
temperature logs and may mask the thermal signature of an
underlying resource. Geochemical and thermal data have been
used by several workers (Lahsen and Trujillo, 1975;
Blackwell and Steele, 1983; Sorey, 1985b) to form
generalizétions on the nature of mountain hydrothermal
systems. A comprehensive, quantitative analysis of
groundwater flow systems in mountainous terrain has yet to

be reported in the literature.

. The objective of this thesis is to investigate the
nature of topographically-driven groundwaterbflow systems in
mountainous terrain and their influence on conductive
thermal regimes. A numerical modeling approach provides a
quantitative basis for examining the influence of factors
controlling the rates and patterns of groundwater flow and
heat transfer. In this study, idealized mountainous terrain
is modeled for a range of cohditions.representative of the
Western Cordillera in North America. Mountainous terrain is
defined as rugged topography with locai relief in excess of
600 m (Thompson, 1964). In the Coast Mountains of British

Columbia and the central Cascades of the Pacific Northwest,



topographic rélief of 2 km over a horizontal distance of 6
~km is typical. In the Rocky Mountains of Canada and U.S.A.,
a more subdued relief of 1 km over 6 km is not uncommon.
Vertical sections and schematic groundwater pathlines
représentative of the Coast Mountains of British Columbia
and the Rocky Mountains at the Alberfa—British Columbia
borde; are shown in Figures 1.1a and 1.1b. For comparison,
Figure 1.1c shows flow systems in a low-relief topography

similar to those described by Freeze and Witherspoon (1967).

Groundwater flow systems in mountains differ from those

found in low-relief terrain in two important respects:

1. For a given set of conditions, with greater

topographic relief a greater range in water téble elevation
and form is possible. In low-relief terrain, water tablé
configurations can be defined with reasonable accuracy using
water level elevations and hydraulic head data obtained from
boreholes and wells located across the region of interest.
In many instances, estimated water table elevations are used
in defining the upper boundary of regional flow systems. In
mountainous terrain measured water table elevations and
hydraulic head data are sparse and, where available, usually
concentrate on the lower flanks of mountain slopes. This
restricted distribution of data leads td considerable

uncertainty in defining water table configurations beneath



mountain summits.

2. High-relief terrain enhances groundwater circulation

to depths where elevated subsurface temperatures may be.
encountered. Waring, 1965; Souther and Halstead, 1973 invoke
this mechanism to explain the presence of thermal springs in
mountein valleys where the regional heat flux differs little
from the normally accebted median of 60 mW/m?. Variation in
temperature has a strong effect on fluid density and
viscosity that, in turn, have an important influence on the
rates and patterns of groundwater flow. Thermally-induced
differences in fluid density produce a buoyancy-driven
component of fluid flow that enhances vertical movement of
groundwatef. In addition, reduced fluid viscosity in regions
of elevated temperature eontributes to increased rates of

groundwater flow.

.Chapter 2 explaine how the cparacter of mountainous
terrain is incorperatedein a conceptual model for fluid flow
and heat transfer. The numerical method used here differs
from those of previous work because a free-surface>approach
~is used in a non-isothermal formulation to estimate water
table elevations within a mountain massif. Important aspects
of the conceptual‘and numerical models are summarized at the
coﬁclusion of Chapter 2. In Chapters 3 and 4, the‘numerical
model is used to examine the interaction of groundwater flow
and heat transfer in mountainous terrain. Numerical results

presented in Chapter 3 illustrate the influence of geology,



climate, surface topography and regional heat flux on water
table elevations and the pattern and magnitude of
groundwater flow. Numerical results presehted in Chapter ¢
illustrate the impact of topographically-driven groundwater
flow on thermal regimes and the role that advecfive heat
transfer plays in masking the regional heat flux. Conditions
leading to the development of free-convection cells within a
mountain massif are also considered. Conclusions presented

at the end of Chapters 3 and 4 are summarized in Chapter 5.
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Figure 1.1, Hypothetical groundwater flow systems for
homogeneous permeability;
a. Coast Mountains of British Columbia,
b. Rocky Mountains of B.C.-Alberta and
c. conventionai low-relief terrain after Freeze
~and Witherspoon, 1967.
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CHAPTER 2

DEVELOPMENT OF THE NUMERICAL METHOD

2.1 INTRODUCTION

This chapter describes the conceptual model,
mathematicai formulation and numerical method developed to
simulaté steady groundwater flow and heat transfer in
mountainous terrain. The method adopted here differs from
those used by previous workers because water table
elevations are found as part of a solution process that
accounts for fluid flux and heat transfer in the unsaturated
zone. This approach is particularly useful when studying
‘regions where limited groundwater recharge causes deep water
tables and thick unsaturated zones. In this approéch,
recharge rates are cbntrolled as an input variable, rather
than implicitly calculated in the solution process. As a
consequence, recharge rates consistent with the climatic
conditions within the region of interest can be ensured. In
addition, results of sensitivity analyses performéd wiih
this method are unaffected by the changes in recharge rate
that would normally result when changing simulation

parameters such as permeability.
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2.2 CONCEPTUAL MODEL

A schematic of the boundary value problem adopted in
this study is shown, without vertical exaggeration, in
Figure 2.1. The upper boundary of the domain is the pedrock,
surface. Erosional processes operating in mountainous
terrain often'promote‘development of a thin cover of
discontinuous surficiai_deposits (often less than 10 m
thick) over upland areas of mountain slopes. In this
conceptual model, these deposits are thought of as a thin
skin of variable thickness that is not explicitly included
in the model. Subsurface flow within‘thiseskin, in addition
to overland flow and evapotranspiration, is lumped in a
single runoff term. These processes are strongly affected by
spatial variations in precipitation, slope angle and soil
permeability as well as by temporal.variations in
precipitation events. Field observations of the complex
nature and interaction of these factors are lacking for
individual mountain slopes. As a first approximation,
therefore, a lumped steady state approach is adopted and an
available infiltration rate is defined. Availabie
infiltration_([z) represents the maximum rate of recharge
possible at the bedrock surface for specified climatic,
geologic and topographic conditions. In ehe absence of
detailed site data, the available infiltration rate is best’

thought of as a percentage of the mean annual precipitation
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~rate. Although the units of I? are m/sec, this parameter
actually expresses the volumetric flux of fluid across a

horizontal plane (m3®/sec per m2).

Recharge to the flow system reflects the magnitude of
the available infiltration rate, the capacity for fluid flow
throuéh the system and the nature of the thermal regime. In
high permeability terrain, groundwater flow systems may
accept all the available infiltration and prbduce a water
table that lies below the bedrock surface (Figure 2.1). In
lower permeability terrain, where recharge accepted by the
flow system is less than available infiltration, the water

table will be found close to the bedrock surface.

Conventional approaches to modeling regional ' '
groundwater flow (Freeze and Witherspoon, 1967) recognize
that a transition from groundwater recharge to groundwater
discharge occurs at a specified boint on the upper boundary.
In this study, this point is termed the hinge point (HP
shown in Figure 2.1). Because a simplified representation of
the unsaturated zone‘is included in this conceptual model it
is also necessary to identify the point where the water
table meets the bedrock surface. This point is defined as a
point éf detachment (POD shown in Figure 2.1). In developing
numerical models to analyze seepage through earth dams, an
exit point is commonly defined that has thé properties of
both the POD and the HP. In high-relief terrain, the usual

exit point cannot be identified because the POD and HP no



longer coincide. In the region between the point of
detéchment and the hinge point, the water table coincides
with the bedrock surface and the saturated zone is recharged
directly from overlying surficial deposits or by
precipitation falling on the bedrock surface. This suprising
result implies that recharge can occur on what is usually
considered to be the seepage face. This behavior is
discuésed in more detail in a subsequent section and in

Appendix II.

Upslope of the point of detachment, the water table
lies below the bedrock éurface and infiltration is
transferred to the water table by unsaturated flow. Although
significant lateral flow in the unsaturated zone may cause
patterns of recharge at the water table to differ from
patterns of infiltration at the bedrock surface, the nature
and magnitude of lateral flow in unsaturated regions of
mountain flow systems is poorly understood. In this study, a
one-dimensional model of vertical flow from the bedrock
surface to the water table is adopted. This approach clearly
oversimplifies the complex factors controlling fluid flow in
regional-scale unsaturated zones. Before a more realistic
approach can be adopted, however, additional research
involving both field-based and theoretical studies must be

carried out.

Boundaries of the thermal regime coincide with those-of

- the fluid flow system. A basal conductive heat flow supplies
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thermal‘energy to the mountain. flow system. The basal heat
flow, that represents heat transfer from deeper levels in
the earth's crust, is a characteristic of the tectbnic
environment in which the mountain is located. Chapman and
Rybach (1985) report that representative heat flow values
range from‘30 to 150 mW/m? with a median of 61 mW/m?,
Following the example of Birch (1950), it ;s assumed that
fempefatures at the ground surface reflect an altitudinal
gradient in surface temperature (thermal lapse rate) with
mean annual temperatures at the ground surface a few degrees
warmer than mean annual air temperature. Smith (1975) and
‘Barry (1981, pg. 74) indicate tha; the difference between
mean annual sbil temperature and mean annual air temperature
is strongly controlled by microclimate. As a consequence,
this temperature difference may range from less than 1 K to
in excess of 15 K, on a mean annual basis. Ih the
sensitivity studies performed in this thesis, mean annual
ground temperatures are.assumed to be controlled only by

variations in elevation within the range 0 to 15°C.

In this study, fixed temperatures are not specified
where fracture zones outcrop to‘produce groundwater springs.
In such cases, temperature at'the ground surface is assumed
to reflect the temperature of groundwater flowing in the
fracture zone, rather than the air temperature. In
developing the fluid flow component of this conceptual model
it is assumed that ohiy a thin skin.of surficial deposits‘is

likely to be found on mountain slopes. The resistance to
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heat transfer through the surficial deposits is assumed to
cause only minor changes in temperature, therefore,
temperatures at the bedrock surface are presumed to match

temperatures at the ground surface.

Heat transfer occurs by conduction and advection both
above and below the water table, therefore, the influence of
fluid -flow on the thermal regime in the unsaturated zone
must be considered. In the model presented hére, only the
thermal effects of moisture movement in the liquid phase are
considered here. Thermal effects of condensation,
evaporation and heat transfer by vapor movement within the
unsaturated zone are neglected. In developing a conceptual
model of deep unsaturated zones, Ross (1984) suggests that
moisture transport by vapor movement becomes negligible when
recharge rates exceed about 10-'? m/sec. Unsaturated zones
witﬁ recharge rates less than this amount are likely found
only in the most arid of climates. Because'such'arid
conditions are few in mountainous terrain of.the Westernw
Cordillera, the influence of vapor movement on moisture and
heat transport.in the unsaturated zone is neglected and a

minimum infiltration rate of 10-'2 m/sec is assumed.

Aithough fractures are assumed to provide theiprimary
pathways for groundwater flow through a mountain massif, an
equivalent poroﬁs medium approach is adopted.'This approach
is reasonable where the length and spacing of individual

fractures is generally much smaller than the scale of the



mountain massif. An équivalént porous media approximétion is
often adopted in studies where limited field data preclude a
more'rigorous approéch. In keeping with this lumped
approach, groundwater discharge is represented as seepage
distributed across the discharge area (downslope of the HP
in Figure 2.1) rather than at isolated groundwater springs.
Local variations in surface topography, permeability, and
thickéess of surficial deposits controlling ‘the distribution
of springs are assumed to have.little effect on the overall
pattern and magnitude of groundwater flow. Exceptions to
this assumption are major through-going fracture zones
represented as discrete permeable fracture zones with a
homogepeous permeability kf and width » (Figure 2.1). An
important éomponent of this study involves assessing the
impact of through-going fracture zones.on groundwater flow

systems and springs.

2.3 MATHEMATICAL MODEL

The mathematical model for groundwater flow and heat
transfer in mountains is expressed by two coupled partial
differential equations describing fluid flow and heat
transfér, by equations of state for the fluid properties,
and by boundary conditions for both the fluid and thermal
problems. Note that in the conceptual model outlined in
Figure 2.1, a freé-surface exist§ where the water table lies
below the bedrock surface. Appendix I contains a table of

nomenclature used in the following discussion.
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The steady state equation of fluid mass conservation in

the absence of internal sources and sinks is given by:
%y[pf-qx] + %7[pf-qz] =0 (2.1)

where i is fluid density and ¢,, ¢, are horizontal and
vertical components of fluid flux (specific discharge).
Fluid flow is driven by‘gradients in fluid pressure and
thermélly—induced density_contraéts. Fluid potential 4 is

defined in terms of an equivalent freshwater head:

h = —= + 2 _ (2.2)

P

P,8
where py is a reference fluid density at a speéified
temperature, g is acceleration due to gravity, p is fluid
pressure and z is the elevation where the freshwater head is
calculated. Frind (1982) advocates the use of an equivalent

freshwater head in order to describe potential gradients

exclusive of static fluid pressures.

Fluid flux through the saturated porous matrix is given
by: |
k. .
q; = - - [pog%%j + (py - po)ggéj] (2.3)
where u is the dynamic viscosity of the fluid and kij is the
permeability tensor for'the-porous matrix. This equation is

siﬁplified by defining a relative density

p =,—)-£—1 (2.4)
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to obtain:

k. P8
4 = klj,-%—[%g + Prez | (2.5)

In thin fracture zones and discrete fractures, fluid
flux in direction s parallel to the fracture-matrix boundary
is given:

= ~kr Lo 8[ah + P az]

q (2.6)

-

where kf is.the permeability of material withiﬁ a discrete
fracture or fracture zone. For open fractures, a parallel

plate model is used to define the fracture permeability in
 terms of an effective aperture b where kf = b2/12 (Freeze

and Cherry, 1979). In this study, only fractures within the '

saturated region of flow are considered.

The equation describing the distribution of freshwater
head in the porous matrix is obtained by substituting

equation (2.5) into equation (2.1):

p
§5 [hxxProgs Bk« kuopyZof B4

P P
og zzpf—%E (gg + Pr)l =0 (2.7)

01@

+ %; [kzxPro”



The cross-terms for the permeability tensor (k k, ) are

Xz’
included to preserve the generality of the subsequent
numerical formulation. The analagous equation in

one-dimensional local coordinates for a fracture zone is

. |
8 (kroslof 3k 0 22)) 20 (2.8)

Boundary conditions for the fluid flow system shown in

Figure 2.1 are as follows:

3k o for -4 km < z S\z:
§ =0 ,
at x = x5 and x = x; . (2.9a)
3k 0 for X < x £ Xy
3— - .
z at 7 = -4 km (2.9b)
- w
h = zy er xo € x £ Xy
for z = z}. © (2.9¢)

where x, equals 0.0 km, L is the horizontal length of the

w

flow system (6.0 km), and z

is the water table elevation at

the specified x-coordinate.

In Figure 2.1, the free-surface is that portion of the
water table that lies below the bedrock surface. Equation
(2.9c) reflects the fact that freshwater head equals the
water table elevation everywhere at the upper boundary of
the saturated region of flow (fluid pressure is atmoépheric

at the water table). On the free-surface segment an
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additional constraint is required £o limit the infiltration
available for recharge to the bedrock flow system. Fluid
flux q"i' directed along the unit normal n; to the
free-surface, is driven by potential gradientS‘and_thermal

buoyancy where;

-k. P,8&
q"i = klj—%—[%g. + prgéj]ni = (Izcosﬁ)ni (2.10)

J
In keeping with the assumption of only vertical flow of
fluid through the unsaturated zone, the available
infiltration rate I, is applied directly on the free-surface
by compﬁting the flux of fluid normal to a free-surface that
slopes at an angle 6 from horizontal. This boundary .
condition differs from that used by Neuman and Witherspoon
(1970) in fwo respects. First, fluid flux and freshwater
‘head conditions are specified on the free-surface segment
while only freshwater head is épecified on the seepage face
(Figure 2.1). This approach allows recharge to occur on the
seepage face between the hinge point (HP) and the point of
detachment (POD). Below the HP, only discharge occurs.
Second, a buoyancy term stated in terms of the relative
buoyancy p, is included inside the square brackets of
equation (2.10) because thermal effects are incorporated in
the formulation. Appendix II contains a discussion of the
conditions that. promote separation of the POD and HP and
outlines use of a hodograph to demonstrate the theoretical

basis for such a separation.



The steady state balance of thermal energy in a
variably-saturated porous medium with no internal heat
sources or sinks is described by:

2 rAé.aT . A€.aT d rAé_ar . A€ ar
H[ XXH + XZ'E] + -a-;[ ZXE + ZZ'a-?]

- pCr(9x8L + 230y = o - (2.11)
where
T = temperature
Cf = specific heat capacity of fluid
xfj = thermal conductivity tensor for

solid-fluid-vapor composite

The last term on the left side of equation (2.11) describes
the advective transfer of heat by fluid flow both above and
below the water table; In developing eduation (2.11),

thermal equilibrium is assumed to exist between fluid, solid

and vapor.

Modeling heat transfer in the unsaturated zone ensures
a water table temperature and thermal regime consistent with
temperature conditions specified at the bedrock surface. By
édopting a free-surface method, the rate of vertical fluid
flow in the unsaturated zone is implicitly defined to be the
available infiltration rate. In solving the equations of
energy transport, one-dimensional advective heat t;ansfer
above the water table is modeled by éetting the horizontal -

fluid flux ¢, to zero and the vertical fluid flux ¢, to the
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available infiltration rate I, in equation (2.11).

Heat conduction and thermal dispersion by fluid flow in
the solid-liquid-vapor composite is represented by the first
two terms of equation (2.11) using a thermal conductivity

tensor defined by:

4 — - v _ s
where
n = porosity of the porous matrix
A’ = thermal conductivity of vapor
Dij = conduction-dispersion tensor for fluid
xfj = thermal conductivity tensor for solid
S = degree of saturation
S = 1 below water table
0 £ § < 1 above water table

In this formulation, the degree of saturatioh is specified
only to calculate the thermal conductivity of the
solid-fluid-vapor composite found above the water table.
Saturation may vary from less than 0.2 to 1.0 within the
unsaturated zone and reflects the relative proportion of
vapor and fluid within the pore space. Because the thermal
conductivity of air (vapor) is about 5 percent that of
water, higher levels of saturation § contribute to greater
thermal conductivity. Rocks most commonly found in
mountainous terrain are likely to have porosity values less

than about 15 percent. Therefore, the degree of saturation
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has little impact on values calculated for thermal
conductivity of the solid-vapor-fluid composite. In the
absence of information regarding the variation of saturation
in mountainous terrain, the pore space is assﬁméd to be
filled only with vapor (S = 0). Although a minimum degree of
saturation is required to permit fluid flow in the
unsaturated zone, this assumption provides an upper limit
for tﬁe‘influence of saturation on mountain flow systems by
contributing to a minimum estimate of thermal conductivity
above the water table. Note that the thermal conductivity
for a composite porous medium is defined using the
arithmetic mean to account for the thermal conductivity of
each material, Tﬁis approach is commonly adopted iﬁ the
hydrogeology literature (Sorey, 1978; Smith and Chapman,
1983) and differs from approaches found in the heat flow
literature that reflect different views regarding the
influence of porosity on thermal conductivity (Walsh and
Decker, 1966; Scharli and Rybach, 1984). Simulation results
presented in subsequent sections illustrate the influence of
different values of thermal conductivity on advective heat
transfer. These results suggest that differences between
thermal conductivity values calculated would have little
impact on groundwater flow systemé and:advective disturbance

of mountain thermal regimes.

Bear (1972) uses a fluid conduction—dispefsion tensor

D to account for heat conduction in the fluid and thermal

iLj
dispersion by mechanical mixing. The nature of thermal



dispersion in a porous medium is described by
Sauty et al. (1982). Bear (1979) shows that the dispersion

terms can be expanded for an isotropic porous medium as

follows:
nDy = pfCrlajqira * a,q2/9) + Y (2.13a)
nD,, = pCrla,qi/G + ajaisg) + (2.13b)
nD,, =nD,, = prf(al a,)a,q,79 (2.13c)

Here, a, and a, are longitudinal and transverse
dispersivities, kf is the thermal conductivity of the fluid

and ¢ is the magnitude of the fluid flux.

The analagous energy balance equétion for a fully
saturated fracture zone is written using one-dimensional

local coordinates as:

'%-s—[nst + (1 - ﬂf)ks]'gls-‘ - prqu-g% = 0 . (2.14)
where
ngDg = prf(a,qs + nfkf) ' (2.15)

In equations (2.14) and (2.15), ny is the porosity of the
fracture where 0 < ng < t for fracture zones filled with
porous material and ng equals 1 for open fractures. Where ne

is less than 1, an isotropic thermal conductivity AS is
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assumed for the fracture filling.

Boundary conditions for the heat transfer problem are:

aT - 0 fO!.‘ _4 km < 2z < Zi
9x at x = x, and x = x (2.16a)
0 L
kgzaT - for Xo < x £ xL _
9z = b at 7z = -4 km - (2.16b)

T =T + Glzi for X < x < Xr

at z = z (2.16c)

N
x
where H, is the conductive basal heat flow, T, is a

reference surface temperature specified at the valley floor;

G, is a thermal lapse rate applied at the bedrock surface

A

X is the surface elevation at the specified x

and z
coordinate position, Thermal springs are modeled whére
fracture zones outcrop at the bedrock surface by assuming
that the heat flux from the fracture zone is equal to the
advective flux of heat along the fracture zone. With only
advective flux presumed'to occﬁr at the fracture outcrop, a
specified temperaﬁure is not reqﬁired and the bedrock.
temperature is dictated by the temperature of the fluid

discharging from the fracture zone (a third-type boundary

condition).

The fluid is assumed to be pure liquid water with

density and viscosity a function only of temperature and
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pressure. Water properties are evaluated using the
relationships of Keenan et al/. (1978) for density and of

' Watson et al. (1981) for viscosity. Specific heat capacity
and thermal conductivity of water is assumed constant, as is
the thermal conductivity of vapor in.the unsaturated zone.
Porosity, permeability and thermal conductivity vary in
space but are to be unaffected by changes in temperature and

pressure.

2.4 NUMERICAL METHOD

' The Galerkin finite element method is used to solve the
coupled equations of steady fluid flow and heat transfer.
Two-dimensional vertical sections of porous media with
planar or radial symmetry are represented by linear
triangulaf elements. Thin, high-pe:meability fraéture zones
are included by embedding one-dimensional line elements in
-the field of triangular elements using the method described

by Baca et al. (1984).

2.4.1 Free-surface Models

Free-surface methods have been developed to solve
unconfined groundwater flow problems in which the position
of the water table is initially unknown. Most free-surface
methods involve successive estimation and correction of
water tableipositions in an iterative procedure (for

example; Neuman and Witherspoon, 1970). The majority of
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free-surface codes have been applied to relatively
small-scale problems of isothermal flow throﬁgh porous media
in systems with low topographic relief. Although Jamieson
and Freeze (1983) applied the steady FREESURF model of
Neumén and Witherspoon (1970) to the rugged topography of
Meager Mountain, their solutions suggest that the seepage
face is poorly represented. Non-isothermal free-surface
models are described by Horne and O'Sullivan (1978) and
Bodvarsson and Pruess (1983), These authors applied their
hodels to regions of flat topography near producing

geothermal fields.

An importanﬁ difference between the numerical method
used in this study and other methods lies in the approach
used to solve the free-surface problem in terrain with high
topographic relief. Conventional techniques assume that
groundwater recharge occurs iny'abqve the point of
detachment (POD), that is implicitly assumed to coincide
with the hinge point (HP). In developing this modeling
approach, it was found that the POD need not coincide with
the HP in steep terrain with rocks of reiatiQely low
permeability (Appendix II). Therefore, recharge is allowed
to occur downslope of the POD on the seepage face (Figure
2.1). Although this approach to viewing the nature of
seepagé faces has been revealed through study of mountainous
terrain, it is equally applicable when examiniﬁg'systems inb
low-relief terrain. Failure to adopt this approach when

studying groundwater flow in high-reief terrain may produce



solutions with unrealistic water table configurations.

2.4.2 Solution Procedure

The coupled equations of fluid flow and heat transfer
are solved using an iterative procedure. The freshwater head
and temperature distributions are calculated using the

following steps:

1. Individual finite element meshes are constructed for

the fluid flow and thermal problems.

2. Mesh accuracy is tested and meshes are reconstructed

as necessary.

3. A temperature field is computed for heat conduction
alone to obtain initial values for the temperature-dependent

properties of water.

4. Iterations are perforﬁed to solve for freshwater head,
estimate a new water table configuration, deform the mesh
used in solving for freshwater head, reconstruct the mesh
for the thermal problem, and solve for an updated

temperature field.

5. Iterations terminate when successive water table
elevations differ by no more than a specified tolerance. The

number of iterations required typically ranges from 7 to 15,

6. Flux of fluid mass and thermal energy across boundaries
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of the domain are calculated to evaluate mass and energy

balances.

Mesh construction

Finite element meshes that can deform in a vertical
direction are constructed for the fluid flow and thermal
problems using an internal mesh generator. The fluid flow
mesh is generated only within the saturated region of flow.
The upper boundary of the initial mesh is defined using a
reasonable guess of the water table configuration. In
subsequent iterations, the current estimate of the position
of the water table is used. An example of a mesh used in the
solution for freshwater head, obtained at the final water
table configuration, is shown in Figure 2.2a. Throughout the
solution procedure, the structure of the mesh‘iﬁ unchanged
bélow the elevation of the valley floor. Although the upper
region of the mesh deforms to conform to successive
estimates of the water table configuration, the-number of
nodes (1137) and elements (2139) remains unchanged during

the iterative procedure.

Coupling between heat transfer and fluid flow is
facilitated by ensuring a one-to-one correspondence between
nodes located below the water table in each mesh. Heat
transfer above the water table is modeled by extending the
mesh used in solving the thermal problem to the bedrock
surfacé (Figure 2.2b). Because the mesh for tﬁe fluid flow

problem does not extend above the water table, fluid flow in
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the unsaturated zone 1is implicitly defined by the available
infiltration rate applied at thé bedrock surface. Although
the boundaries of the thermal problem remain fixed, the

thermal mesh must be deformed internally (or reconstructed)

to match changes in the fluid mesh.

A simple deformation of the mesh for the thermal
problem is unable to account for lateral pinching out of the
unsaturated zone as the length of the seepage face increases
and the POD‘movés upslope on the bedrock surface during the
iterative procedure. Therefore, the thermal mesh must be
reconstructed in its entirety at each iteration to
accomodate upslope or downslope movement of the POD. Each
time the mesh is reconstructed, the number of nodes and
elements may change depending upon the degree of POD
moVement.'A final thermal mesh, that corresponds to the
fluid mesh of Figure 2.2a, is shown in Figure 2.2b and
contains 1230 nodes and 2201 elements. Because the numerical
formulation does not include a method for maintaining the
position‘of_geologic structure within deforming regions of
the mesh, fracture zones and heterogeneities must be

restricted to non-deforming regions of the mesh.

The accuracy of each initial mesh is evaluated by
solving the isothermal fluid flow problem and computing a
total balance of fluid mass crossing all system boundafies
and a fluid mass balance across the top surface. Because ‘

vertical grid lines in the deforming mesh are rarely



orthogonal to the sloping top boundary, computing fluid flux
normal to the surface using freshwater heads can be

inaccurate if the mesh is too coarse.

Flux inaccuracies are minimized in a two—step.proéess.
First, the free-surface method is used in an isothermal mode
to solve for freshwater head and to obtain the water table
configuration. Fluid fluxes are calculated at each boundary
using the freshwater head solution. Second, the problem is
reformulated using stream functions, with the
previously-defined water table configuration fo;ming the
upper boundary of flow. This stream function solution
provides an alternative method for calculating fluid fluxes’

normal to the water table.

Large differences between boqndary fluxes obtained
using the two solution methods often indicate regions where
the water table configuration may be poorly estimated and
the finite element mesh must be refined. Acceptable grids
are defined when mass flux balances for flow across the
water table differ by less than 1 pércent and total mass
balances differ by less than 5 percent. In addition to
obtaining a good match in mass flux balance, it is also
importént to enéure that patterns of fluid flux on the upper
boundary’are the same for the two different formulations.
Therefore, ah acceptable grid must also provide hinge point
positions that match for each solution method. Contour plots

of the isothermal stream function solutions are particularly
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useful for visualizing patterns of groundwater flow and for

providing insight into the nature of mountain flow systems.

Iterative procedure

A coupled solution is obtained by solving equations
(2.7) and (2.11) in an iterativevprocedure controlled by the
free-surface method. At the upper boundary of the fluid flow
problem a mixed boundafy condition is defined. An available
infiltration rate is applied where the water table lies
below the bedrock surface (that is, on the free-surface) and
freshwater head is specified where the water table coincides
with the bedrock surface. Prior to initiating the
iterations, equatién (2.11) is solved for the conductive
case to obtain the‘initial temperature field. These initial
temperatufes are used to compute fluid properties required
in the first free-surface iteratibn. The numerical solution
proceeds by updating the fluid p;operties using the latest
estimate of the temperaturé field, solving equation (2.7)
for freshwater head, obtaiﬁing a new éstimate of the water
table configuration to calculate specific discharge, and

updating the temperature field by solving equation (2.11).

The solution begins by solving equation (2.7) for
freshwater head and extrapolatiﬁg a new water table position
using the method described by Neuman and Witherspoon (1970).
-The finite element mesh is then defdfmed to conform to the
shape of the new upper boundary. At each itération, the POD

is moved along the top surface to maintain a balance between
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recharge and discharge. As the position of the POD changes,
the length of the free-surface changes and the region where

the available infiltration rate is applied varies.

InAthis modified free-surface method, it is assumed
that the point of detachment (POD) marks the uppermost point
where freshwater heads are known to equal the elevation of
the bedrock surface, rather than the uppermost point of
groundwater discharge. Although recharge rates are not
initially known for the region between the POD and the hinge
point (HP), they can be computed from the freshwater head
solution. After each iteration, recharge rates computed
using freshwater heads in the vicinity of the water table
are compared to available infiltration rates. If recharge
exceeds available infiltration near the POD, additional
iterations are performed to refine further the water table
configuration. This approach differs from that of Neuman and
Witherspoon (1970) in two respects. First, fluid fluxes
calculated at the seepage face are not explicitly used in
solving equation (2.7). Rather, freshwater head is specified
whére the water table coinéides with the bedrock surface and
fluid flux is specified only on the free-surface. This
minimizes the dependence of the solution on calculated fluid
fluxes and allows the system of equations to be solved only
once for each iteration, rather than the two-step process
used by Neuman and Witherspoon (1970). Second, because only
vertical mesh deformation is allowed, near-vertical

topographic slopes are poorly represented in this modified



formulation,

In developing this approach, it is assumed that
available infiltration is‘controlled by processes acting at
the bedrock surface (evapotranspiration, subsurface
stormflow, surface runoff) rather than by the position of
the water table or by processes acting in the unsaturated
zone. Therefore, when varying parameters sﬁch as
permeability in a numerical sensitivity anaiysis, the
available iﬁfiltration rate is assumed to be unaffected by
varying depth to water table. Where the flow system accepts
the entire available infiltration, the Qater table will be
predicted to lie below the bedrock surface and recharge to
the saturated region of flow is éxactly equal to the
available infiltration rate. Where only a portion of the
available infiltration rate is accepted, the predicted water
table will coincide with the bedrock surface and recharge to
the flow system will be less than the available infiltration

rate.

Solutions to the thermal transport equation (equation
2.11) may be poorly approximated by conventional finite
element techniques when advective heat transfer dominates
conducfion. Such conditions are defined on the basis of a
grid Peclet number that describes, on a local scale, the

ratio of heat transfer by advection to that by conduction:
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pe = S1PriEc

A | (2.17)
where L, is a characteristic length for an individual
element. Patankar (1980) and Huyakorn and Pinder (1983)
report that reliable solutions to both one-dimensional and
two-dimensional transport problems are possible when Pe < 2,
Although adequate mesh discretization can ensure reliable
solutions, a large number of nodes may be reduired. In some
- cases however, upstream weighting procedures may reduce the

number of nodes that are required.

An acceptable triangular element mesh is constructed by
ensuring that the grid Peclet numbers are less than 2 for
each element. In represehting fracture zones as‘line
elements within the triangular mesh, the fracture.
permeability must exceed that of the adjacent rock mass by
at least four orders of magnitude (Baca et al., 1984). Such
large permeability contrasts imply that large fluid flux
contrasts are possible. In such cases, solutions with
triangular element Pe's less than 2 may also have line
element Pe's much greater than 2. This problem is handled by
defining an exponential basis function, the form of which
dependé upon Pe at the previous iteration, for incorporation
in the finite element equafions and for calculating average
fluid properties within each line element. The method
adopted is similar to that described for finite differehce

. grids by Spalding (1972), Raithby and Torrance (1974) and
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Patankar (1980). Patankar (1980) states that this approach
provides good comparisons to one-dimensional analytical

solutions for any value of Pe and any number of grid points.

The iterative procedure is terminated when water table
elevations are resolved within a tolerance of 1 m and
calculated recharge is less than available infiltration near
the POD. In flow systems with topographic relief of 2 km,
this tolerance of ' m is 0.05 percent of the maximum
possible water table relief. Once the.solution is
términated, a final check is performed to ensure‘that nodal
temperatures obtained at final and penultimate iterations

differ by no more than 0.1 °C.

2.5 SUMMARY OF ASSUMPTIONS

In developing the numerical method described in the
previous section, a number of assumptions are invoked. Those

of deemed to be of greatest importance are summarized below:

1. Two-dimensional coupled fluid flow and heat transfer in
rigid vertical sections with planar or axisymmetric

symmetry.

2. Steady fluid flow and heat transfer. Diurnal and seasonal
transients are neglected and a "dynamic" steady state is
assumed. The impact of long-term climate change or ongoing

igneous activity are not considered.



3. An equivalént porous medium is assumed except where major
through-going fracture zones are represented as discréte
entities with permeability at least 10° times that of the

- surrounding rock mass. Permeability and thermal conductivity

may be heterogeneous and anisotropic.
4. Thermal equilibrium between fluid, solid and vapor.

5. Vertical boundaries for fluid flow and heat transfer are

symmetry boundaries (impermeable and insulated).

6. The basal boundary is horizontal and impermeable with a

conductive heat flux applied along the boundary.

7. The upper boundary of the domain is the bedrock surface

‘where temperatures are specified using a thermal lapse rate.

8. One-dimensional vertical flow of fluid through the
unsaturated zone causes one-dimensional advective heat
transfer (combined with two-dimensional heat conduction)
ébove the water table. Vertical fluid flux above £he water
table equals the available infiltration rate. Heat and
moistufe transport by vapor movement in the unsaturated zone

are assumed negligible.

9. Fluid density and viscosity vary as a function of

temperature and pressure while thermal conductivity and
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specific heat capacity of the fluid are assumed constant.

2.6 IMPLEMENTATION OF THE MODEL

The numerical model described in the preceding section
is used in Chapter 3 to examine the factors controlling
groundwater flow through a mountain massif. To demonstrate
the basic form of the results, an example is\presented here
that characterizes the thermal regime in mountainous
terrain. Simulations are pérformed by assigning a set of
fluid flow and thermal parameters (Table 2.1) within a
geometry similar to that of Figure 2.1. The importance of
surface topography is examined by considering two extremes
in slope profile; one convex and one concave (Figure 2.3).
Convex profiles are typlcal of glac1ated crystalline terrain
wh11e concave proflles are often found in folded mountain

belts and at volcanic cones,

A basal zone of low permeability occupies the lower 2
km of the system to provide a region of conduction-dominated
heat transfer. The remainder_of the system is occupied by a
higher permeability unit where advective heat transfer may
dominate. This conflguratlon allows advective thermal
disturbances in the upper unit to propagate into the basal
conductive regime ensuring a reasonable transition between
advection-dominated and conduction—dominéted thermal
regimes. This region is sufficiently thick that the majority

of simulation results show isotherms near the basal boundary
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to be sub-parallel to the boundary. As a conséqUence, the
vertical conductive heat flux applied at the basal boundary
is transferred in a consistent manner to the thermal regime.
Both upper and lower zones have homogeneous and isotropic
permeability (k,, k;) and uniform porosity (n;, ng). Rock
thermal conductivity (A%) is uniform thrbughout the system,
however, varying porosity and saturation produce contrasts
in thermal conductivity for the solid-fluid composite (A€).
Because we consider the steady state problem, porosity only
has an indirect influence on the flow system through its
impact on thermal conductivity of the solid-fluid composite.
Porosity can be expected to play an important role in the
transient flow of groundwater in mountainous terrain,
especially in fractured crystalline rock. A uniform heat
flow (Hy) is applied at the base of the flow system and
surface temperature conditions are defined in terms of a
reference surface temperature (T;) and a thermal lapse rate
(Gl). Longitudinal and transverse thermal aispersivities
(e;, a,) are uniform throughout the system and held constant

for all simulations.

Temperature fields, reflecting the interaction bétween
advective and conductive heat transfer, are influenced by
both fluid flow and thermal parameters. Figure 2.3 shows

temperature fields obtained using the values of thermal

parameters specified in Table 2.1 and values of I, required

to maintain the same water table confiqurations within each

system as k, varies from 10°'% to 10" '® m? (Table 2.2). By
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maintaining the same water table position, the distribution
of thermal conductivity is unchanged and temperature fields
shown in Figure 2.3 differ only in the way that advective

heat tranéfer, as'influenced by fluid flow parameters alone,

affects the thermal regime.

Pathlines represent the track of a particle entering
the flow system at a specified point on the bedrock surface.
Pathline spacing is inversely proportional to the flux of
fluid (specific discharge) through flowtubes bounded by.each
pair of pathlines. Maintaining the same water table position
produces patterns of fluid flow that are virtually identical
for a given slope profile, despite a wide variation in the
temperaturevfields. Despite their obvious similiarity,
pathlines should not be confused with the streamlines
generated from contour plots of a suitably defined stréam
function or veloéitylpotential. These approaches differ
because fluid flow through each streamtube (bounded by each
pair of streamlines) is fixed throughout the domain while
fluid flow through flowtubes defined on the basis of
pathlines may differ from flowtube to flowtube. Flowtubes
carry the same fluid flow only where they intersect the
uniform, fluid flux boundary (the free-surface) with equal

spacing.

Water table configurations are maintained by increasing

I, by the same increment that k, is increased. Maintaining

the water table position as permeability is increased
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implies that increasingly humid climates support the
increased infiltration rates. The relationship between
infiltration rate, permeability and water table elevation is

examined in detail in Chapter 3.

Figures 2.3a to 2.3c show the transition from
conduction-dominated to advection-dominated thermal regimes
as a function of increasing permeability. Upper zone
permeabilities (k,) less than 10°'% m? produée a purely
conductive thermal regime with isotherms sub-parallel to the
surface topography (Runs C1 and C3 in Figure 2.3). An
increase of two orders of magnitude in k, to 10°'¢ m?
produces a weak advective disturbance as evidenced by the
warping of isotherms (Runs C2 and C4 in Figure 2.3). An
additional one order of magnitude increase in k,, to 10°'S®
m?, creates a strbngly disturbed thermal regime (Ruﬁs B2 and
B7 in Figure 2.3). Smith and Chapman (1983) found that
groundwater flux is.sufficiently large to cause a transition
~ from conduction-dominated heat transfer to a weakly
disturbed thermal regime when permeability is about 10-'7 m?
in low-relief (1 km over 40 km) sedimentary basins. In
regions of high—reiief-mountainous topography, fluid flux is
éufficiently enhanced by the gfeater hydraulic gradients to
cause this transition to occur at a lower permeability of

about 10-'8 m2,

The maximum temperature attained along the base of each

flow system (T, ,) is tabulated in Table 2.2 for each run
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shown in Figure 2.3. As k, increases, T,a.x decreases from
about 130 °C to about 85 °C. Higher permeabilities enhance
groundwater flow, cool the subsurface and reduce conductive
thermal gradients in regions of strong downward fluid flow.
Reduced thermal gradients reflect the ability of groundwater
to absorb and redistribute heat that would otherwise cause
increased rock temperatures. The temperature fields shown in
rFiguré 2.3 illustrate the range of thermal conditions that
are encountered in the sensitivity analyses carried out in
Chapter 3. A more detailed examination of the nature of

thermal regimes in mountainous terrain is presented in

Chapter 4.

2.7 SUMMARY

1. Groundwater flow systems in mountainous terrain differ
from those in low-relief terrain in two key respects:

(1) for a given set of bydrogeologic'conditions, a greater
range in water table elevation and form is possible; (2)
high-relief terrain enhances grouﬁdwater circulation to
'depths where significant heating can occur, implying that
thermal effects influence the patterns and rates of |

groundwater flow.

2. A conceptual model has been outlined to describe
groundwater flow systems and thermal regimes in mountainous
terrain. The problem is viewed as an overlay of two boundary

value problems, one for fluid flow and one for heat



transfer. The uppermost boundary of the domain is the
bedrock surface where temperatures are assumed to be a few
degrees warmer than mean annual air temperature. Where the
water table coincides with the bedrock surface, freshwater
head equals the bedrock elevation. Where the water table
lies below the bedrock surface, a uniform available
infiltration rate is applied that represents one-dimensional
fluid flow through the to the water table by one-dimensional
flow through the unsaturated zone. Heat supplied by a
regional heat flux is transferred through the system by
advection and conduction in both saturated and unsaturated
regions of flow. Fluid flow and heat transfer through a thin
cover of discontinuous surficial deposits on upland areas of
mountain slopes is not included in the model. Fluid moving
within these deposits is lumped with overland flow as a
runoff term. The remaining fluid available for recharge is
termed an available infiltration rate which, in the absence
of detailed field data, is best thought of as a percentage

of the mean annual precipitation rate.

3. Traditional free-surface approéches incorrectly assume
that recharge cannot occur downslope of the point where the
water table meets the bédrock surface (commonly defined as
thé exit point marking the upper limit of the seepage face).
In déveloping the approach used in this study,‘it was
necessary to identify two separate points on the upper
boundary; the point where the water table meets the bedrock’

surface (point of detachment or POD) and the point that
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marks the transition between‘recharge and discharge (hinge
point or HP). Between these points the water table coincides
- with the bedrock surface. In this region, the boﬁndary
condition is specified by setting hydraulic head equal to
the elevation of the uppef boundary and allowing recharge to
occur at a rate defined by the nature of the groundwater
flow system. In steep terrain, with rocks of low
permeability, recharge can occur downslope of the POD in a
region that might normally be considered part of the seepage
face. In regions of reduced topographic relief, the
separation between HP and POD becomes smaller and these

" points merge at the more commonly defined exit point.

4. The fluid and thermal regimes are modeled using a
Galerkin finite elemeﬁt technique in conjunction with a
free-surface approach to estimate the position of the water
téble. Two finite element grids are required in solving this
problem. The mesh for fluid flow is generated only within.
the saturated zone. The mesh for heat transfer extends from
the basal boundary to the bedrock surface, incorporating
both saturated and ﬁnsaturated regions of flow. Coupling
between heat transfer and fluid flow is facilitated by
ensuring a one-to-one correspondence between nodes located

below the water table.

5. Inaccuracies inherent in calculating boundary fluxes
while solving the free-surface problem are minimized in a

. two-step procedure. The isothermal problem is first solved
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for freshwater head and to obtain the water table
configuration. The problem is then reformulated using stream
functions. Large differences between boundary fluxes
computed using the two solution methods often indicate
regions where the water table configuration is poorly
represented and the grid néeds refinement. A further check
on grid accuracy is supplied by establishing that matching
hinge'pbint positions are computed using each solution

method.

6. The numerical method developed in this chapter provides
the means to examine thé factors that control groundwater
flow and heat transfer in mountainous terrain; geology,
surface topography, climate and regional heat flow.
Simulation results indicate that each factor influences both}
advective heat transfer and the position of the water table.
Adopting the free-surface approach is advantageous in
performing sensitivity analyses because recharge to the flow
system is controlled as an input variable rather than

implicitly calculated in the solution procedure.
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TYPICAL SIMULATION PARAMETERS - CHAPTER 2

Fluid Flow Parameters

permeability of basal unit

permeability of upper unit

vertical infiltration rate

Thermal Parameters

basal heat flow

thermal lapse

rate

reference surface temperature

porosity of basal unit

porosity of upper unit

solid thermal
fluid thermal
vapor thermal
specific heat

conductivity
conductivity
conductivity
capacity of water

saturation above water table

longitudinal thermal dispersivity

transverse thermal dispersivity

1.0x10°22 ;2
1.0x10-1%5 m?

2,0x10‘9 m/s

60.0 mW/m?2
5 K/km

10 °C
0.01

0.10

2.50 W/mK

0.58 W/mK
0.024 W/mK
4186.0 J/kgK

0.0
100.0 m

10.0 m
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INFLUENCE OF PERMEABILITY ku AND INFILTRATION'IZ
- ON MAXIMUM TEMPERATURES IN FLOW SYSTEM Tmax

RUN PROFILE ku
(m2)

C1t X 10-18

Cc2 X 10-16

B2 X 10-15

C3 v 10-18

C4 v 10-16

- B7 v 10-15
Notes:

1) Slope Profile; X = convex, =
2) Rock thermal conductivity A% =
3) Basal heat flow Hy 60.0 mW/m?

12

(m/sec).

2x10-12
2x10-19°
2x10-9
5x10-12
5x10-1°
5x10-°

concave
2.5 W/mK

T

max
(°c)

138
130
81
122
117
87
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Figure 2.1. Conceptual model for groundwater flow in
mountainous terrain.
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Figure 2.3. Temperature fields and groundwater flow patterns
as a function of upper zone permeability k, for
fixed water table configurations in concave and
convex slope profiles;

a. k, = 10"? m? (Iz = 2x10-'%2 m/sec for convex
Run C1 and 5x10-'? m/sec for concave Run
c3),

b. k, = 10°'¢ m? (I, = 2x10-'° m/sec for convex
Run C2 and 5x10°'° m/sec for concave Run C4)
and, - . .

c. k, = 10-15 m? (Iz = 2x10'9‘m/sec for convex

Run B2 and 5x10-° m/sec for concave Run B7).
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CHAPTER 3

GROUNDWATER FLOW SYSTEMS IN MOUNTAINOUS TERRAIN

3.1 INTRODUCTION

Conceptual and numerical models describing fluid flow
and heat transfer in mountainous terrain are presented in
Chapter 2. This approach differs in two respects from those
used previously to simulate regional groundwater flow
systems. First, a non-isothermal formulation provides the
means to account for heating of groundwater deep within the
mountain massif. Secondly, the free-surface approach avoids
making a priori assumptions on the location of the water
table. This approach is advantageous because, with sparse
field data, it is most appropriate to estimate water table
configurations within constraints imposed by infiltration
rates, surface topography, rock permeabilty, and regional.
heat flux. Accounting for both conductive and advective heat
transfer in the unsaturated zone allows the interaction of
fluid flow and heat transfer to be examinea, at a
regional-scale, throughout both saturafed and unsaturated

. regions of flow.

In this chapter, the factors controlling patterns and
magnitudes of groundwatér flow in mountainous terrain are

examined in detail. Using the numerical method described in
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Chapter 2, idealized mountain flow systems are modeled for a
range of conditions representative of the Western Cordillera
in North America. Factors to be considered are surface
topography, geology, climate, and regional heat flow.
Elements of surface topography include slope profile, relief
and three-dimensional form. The implications of the
thfee-dimensional topography of mountainous terrain are
explofed by modeling simple planar and axisymmetric mbuntain
forms with the two-dimensional method. Two extremes in slope
profile are examined; one convex and one concave. Convex
pfdfiles are typical of glaciated crystalline terrain while
- concave profiles can be found in foldéd mountain belts and
at volcanic cones. The geologic environment controls spatial
variability of permeability, porosity, and thermal '
~conductivity. Climatic factors influence available
infiltration, the presence and extent of alpine glaciers,
and surface temperature conditions. Regional heat flow is a
characteristic of the tectonic environﬁent within which the
mountain/is located. Table 3.1 summarizes the simulations
carried out to develop a quantitative understanding of the
importance of each factor and provides a guide to the

figures that illustrate each effect.

In this chapter we focus primarily on the hydrogeologic
regime. Readers are referred to Figure 2.3 in Chapter 2 for
examples of temperature'distributions typical of the systems
to be described in this chapter. The primary feature to .

recall from this diagram is the transition from a



conduction-dominated to an advectively-disturbed thermal
regime. Higher permeabilities enhance groundwater flow
which, in turn, cools the subsurface and reduces conductive
thermal gradients in regions of downward flow. In the
example presented, maximum temperatures were reduced by as
much as 45 °C from those found in a low-permeability,
conductive regime. The nature of mountain thermal regimes

will be considered in greater detail in Chapter 4.

3.2 METHOD OF PRESENTATION

Before discussing the sensitivity analyses, the method
of presenting the simulation results is outlined. A typical'
set of results is shown in Figure 3.1 for both convex and
concave topographic profiles. A basal zone of low
permeability occupies the lower 2 km of the domain to
provide a region of conduction-dominated heat transfer. This
region is sufficiently thick that the majority of simulation
results show isothefms near the basal boundary to be
sub-paraliel to the boundary. As a consequence, the vertical
conductive heat flux applied at the basal boundary is
transferred in a consistent manner to the thermal regime.
The remainder of the system is occupied by a higher
permeability uni£ where advective heat tranéfer may
dominate. In most simulations, both upper and lower zones
have homogeneoué and isotropic permeability (k,, k,) and
uniform porosity (n,, nb). Although the thermal conductivity

of the Solid'matrix (A5) is uniform throughout the system,
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spatial variation in porosity and saturation produce
contrasts in thermal conductivity of the solid-vapor-fluid
cdmposite (A€). Because we consider t§e steady state
problem, porosity only has an indirect influence on the flow
system through its impact on thermal conductivity. Porosity‘
can be expected to play an important role in transient
mountain flow systems, especially in fractured crystalline
rock. A uniform heat flow‘(Hb) is applied at the base of the
flow system and surface temperature conditions are defined
in terms of a reference surface temperature (Tr) and a
thermal lapse rate (G;). Longitudinal and transverse thermal
dispersivities (al, at) are uniform throughout the system
and held constant for all simulations. Fluid énd thermal
properties held constant in the simulations are listed in

Table 3.2.

Recharge-discharge profiles shown in Figure 3.1 depict
the mass flux of fluid m, in kg/m?sec, normal to the water
table, projected on a horizontal 8urface; In high-relief
systems with vafiable water table slope, the areas under
rechargevand discharge portions of the profile do not
provide a direct estimate of net recharge and discharge for
the flow system. The total flow through each planar flow
system (Q) is calcﬁlated within the numerical formulation by
summing the recharge normal to a unit width of the upper
boundary in units of kg/sec. Total flow (Q) for axisyhmetric

systems is calculated by summing the recharge to the upper

circular boundary of the radial system, also with units of
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kg/sec.

The vertical sections in Figure 3.1 iilustrate water
‘table confiqurations and patterns of groundwater flow.
Pathlines represent the traék of a particle entering the
flow system at a specified point on the bedrock surface.
Pathline spacing is inversely proportional to the flux of
fluid . (specific discharge) through flowtubes bounded by each
pair of pathlines. Despite their obvious similiarity,
pathlines should not be confused with the streamlines
generated from contour plots of a suitably defined stfeam
function or velocity poténtial. These approaches differ
because flow of fluid through each streamtube (bounded by
~each pair of streamlines) is fixed throughout the domain
while fluid flow throﬁgh flowtubes defined on the basis of
pathlines may differ from flowtube to fiowtube. Flowtubes
carry the same fiuid flow only where they intersect the
uniform fluid flux boundary (the free-surface) with equal
spacing. Because a uniform available infiltration rate is
applied in each case, the magnitudé of I, provides a
convenient reference for comparing the variation bf fluid
flux. For example, pathline spacing in Figures 3.1a and 3.1b
varies in response to the faCtlthat fluid flux in the convex
domain increases approximately fivefold from a value of
2x10- ¢ kg/sec at the free-surface to about 10-% kg/sec (on
average) at the discharge area. Fluid flux is more uniform
in the concave domain (Figure 3.1b), decreasing from 2x10:‘

kg/sec at the free-surface to about 1.6x10°¢ kg/sec.
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The relatively narrow range of fluid flux within each
domain shown in Figure 3.1 suggests that the available
infiltration rate can be viewed as a characteristic specific
discharge for the domain under consideration, when the water
table lies below the bedrock surface. As a consequence,
characteristic transit times can be calculated for each flow
system where ¢, = nu/Isz. Here, Lpbis the length of a

specified pathline and n, is the porosity of the upper

U
permeable zone. Transit times for the lowermost pathlines
shown in Figure 3.1 are about 8x10% years for domains with

bulk permeability of 10-1'% m2,

Simulation results are quantified by defining the

following parameters:

WT o x (m) maximum elevation of water table, usually

located below the mountain summit.

max

AWT (m) absolute difference between the value of L4

obtained in a previous simulation and that

obtained in the simulation run of interest,

A0 (%) percentage change in total flow between a
designated reference Q and that obtained in the

run.

oWvrT,, . @and AQ provide a convenient measure of the

sensitivity of mountain flow systems to differences in
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permeability, infiltration rate, surface topography and

thermal regime. For a specified set of thermal parameters,
o . . * . ’ .

an infiltration ratio I = IZ/KO can be defined where K, is

a reference hydraulic conductivity:

k. p
K = -uo® (3.1)
0

4 M

with fluid density p, and viscosity u, specified at the
reference surface temperature T,. A wide range in
permeability and infiltration rates can be explored with a
relatively small number of simulations by recognizing the

applicability of the dimensionless infiltration ratio .

Results are presented in Table 3.3 for sixteen
simulation series designated A through P. Each series
illustrates the influence of a $pecified controlling factor
such as slope profile, infiltratioh rate or permeability.
Data tabulated in Table 3.3 (convex Runs C1, C2, B2 and
concave Runs C3, C4, B7) indicate that maintaining a
constant I” yields differences in water table elevations
that do not exceed 20 m as k, varies over three orders of
magnitudé, despite a significant variation in temperature
fields (see Figure 2.3 in Chapter 2). Moreover, the patterns
of fluid flow are essentially-unchanged as k, varies. This
result reflects an approximate linear relationship between

I, and k, for a given set of thermal parameters.

Results shown in Table 3.3 indicate that increasing

permeability and infiltration by a specified increment
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causes total flow Q to increase by the same increment
(convex Runs C1, C2, B2 and concave Runs C3, C4, B7). This
suggests that a dimensionless total flow Q* can be defined
in a manner similar to that used to define I*; where I, is
normalized with respect to K, (equation 3.1). Dimensionless
total flow Q* is defined as follows:
o* - LpQK . (3.2)
(7 /]
where L is the length of the section and W is a unit width.
Simulation results indicate that unique values of Q* and I*
are found for each water table position within a specified
system geometry. For example, a maximum water table
elevation of about 1550 m is found in the convex domain when
" equals 0.26 (Runs C1, C2 and B2 in Table 3) and Q* equals
0.22 although both permeability and infiltration vary over-
three orders of magnitude in the simulation series. Although
dimensionless total flow Q* lacks an obvious physical
meaning, it is a useful parameter for viewing the relative
changes in total flow calculated in subsequent numerical

simulations.

In developing dimensionless parameters to cﬁaracterize
the simulation results a dimensionless water table elevation
was considered but not implemented. Such a parameter might
be useful in assessing the influenée.of ;opographic relief.
EXamining'the absolute magnitude of changes in water table
elevation, however, yields greater insight into the

influence of factors controlling groundwater flow in
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mountainous terrain.

3.3 FACTORS CONTROLLING GROUNDWATER FLOW IN MOUNTAINS

3.3.1 Slope Profile

Examining simulation results obtained for simple
topographic slope profiles provides insight into flow
systems found in complex mountain topographies. Simulation
results for a system with convex topographic profile (Run

A1) and a concave profile (Run A2) are shown in Figure 3.1
and tabulated in Table 3.3. The recharge-discharge profilesl
of Figure 3.1 indicate the strong influence of slope profile
on the pattern and magnitude of fluid flux across the
bedrock surface. In convex topography, the recharge area is
more extensive than the discharge area and discharge fluxes
can greatly exceed recharge fluxes (Figure 3.1a). In the
concave topography recharge and discharge areas are
approximately equal and discharge fluxes are similar to

recharge fluxes (Figure 3.1b).

A key factor in determiﬁing the influenée of slope
profile is the volume of rock within the mountain massif
that acts to resist fluid flow. For example, convex profiles
éontain a greater volume of porous rock above the valley
floor than concave profiles (Figure 3.1). Therefore greater
mechanical energy, reflected by higher Qater table

elevations, is required to drive groundwater flow through



convex slopes. The higher water table elevations found in
the convex slope, in turn, contribute to a more extensive
region of recharge. As a'consequence, applying the same
available infiltration rate in each case causes a total flow
through the convex system twice that of the concave system
(Table 3.3). Differences between water table elevations
calculated for each slope profile highlight the advantage of
usingla free-surface approach to estimate water table
confiqurations that are consistent with assumed available
infiltration rates, thermo-hydrologic properties of the

region and surface topography.

3.3.2 Infiltration Ratio

Available infiltration rate (7/,) and the permeability

of the mountain massif (ku) influence water table elevations

and rates of fluid flow through the infiltration ratio (™.

Prior to describing the influence of the infiltration ratio
on flow systems, reasonable limits are defined for

infiltration rates and permeability in mountainous terrain.

Mean annual precipitation is the basic determinant of
available infiltration rates. Review of climate summaries
(Bryson and Hare, 1974; Ruffner.and Blair, 1975) indicates
that precipitation rates at mountain summits of western
North America are unlikely to exceed 6 m/year; except
perhaps in southwest Alaska. In the low permeability terrain
and humid climate of the Alaska Panhandle, recharge to

mountain flow systems is unlikely to exceed approximately 10
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percent of this summit precipitation rate. Therefore, it
séems reasonable to assume an upper limit for available
infiltration rates of about 0.6 m/yr (2.0 x 10'°>m/sec). In
more arid ciimates, with terrain of higher permeability,
infiltration rates are unlikely to exceed this upper limit
although a greater percentage of the precipitation rate may
be available for infiltration. Recall that, in developing

' this conceptual model (Chapter 2), a minimum infiltration
rate of 10-'2 m/sec is assumed. The reference Iz'of'

2x10-® m/sec shown in Table 3.2 is selected to represent the
max imum raﬁe of infiltration that might be available in a
climate transitional between semi-arid and humid. Values of_‘
I, used in this study vary from 2x10°'2 m/sec to

2x10-% m/sec (Table 3.3) to provide a realistic range of .

infiltration rate.

Freeze and Cherry (1979) note that rock permeabilities
can range from less than 10-2° m?2 to in excess of 10-% m2.
" The bulk permeability of mountainous terrain considered in
this study is assumed to be less than 10-'* m2?, Freeze and
Cherry (1979) and Neuzil (1986) suggest this is a reéﬁonable
upper limit for moderately fractured crystalline and

argillaceous rocks.

Simulation results show that a sevenfold increase in
) *
the infiltration ratio I , from 0.13 to 0.92, causes an
increase in water table elevation in excess of 1000 m

(concave Runs A2, B5 through B8 and convex Runs A1, Bi



fhfough B4 in Table 3;3) as Iz'increases from 1.0x10-° to
7.0%x10°° m/s (0.032 to 0.224 m/yr). If this difference in I"
were to reflect only differences in mean annual
precipitation, a sevenfold change in I, indicates that a
substantial variation in climate is required to effect a
large change in water table elevation. A sevenfold increase
in infiltration ratio could equally well correspond to an
equivalent decrease in permeability k,. This variation is
only a small portion of the possible range of permeability
or infiltration rates that might be encountered in
mountainous terrain. Therefore, it is important to obtain
reasonable estimates of each factor if reliable predic;ionsi

of water table elevations are desired.

Water table configurations and recharge-discharge
profiles are shown in Figure 3.2 for three infiltration
vrates'that span the sevenfold.range in I* discussed in the
previous paragraph (convex Runs A1, B1, B4 énd’concave Runs
A2, B5 and B8 in Table 3.3). Pathlines are shown for two‘
sets of paired runs (A1 and B1, A2 and BS) in Figures 3.2a
and 3.2b with the dashed lines indicating the runs with
lower infiltration rate (B1 and B5). These paifed runs
reflect é threefold difference in I* from 0.13 to 0.40 that
produces differences in water table elevations in excess of
500 m. Flow patterns'within each profile can be compared by
'recoénizing that individual pathlines drawn for eéch pair
originate at the same point on the bedrock surface. Althoﬁgh

a large difference in water table elevation is found for the
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paired runs in éach system, the overall patterns of flow are
relatively unaffected. Note the assumed vertical flow above
the water table contributes to the deeper pathlines in
systems with lower water table elevations. If lateral fluid
flow in the unsaturated zone were to be considered, the
resulting pathlines might resemble those shown for the cases

with higher water table elevation (Figure 3.2).

Recharge-discharge profiles shown in Figure 3.2
indicate that the pattern and magnitude of mass flux in both
recharge and discharge areas is strongly influenced by
varying the infiltration ratio. In each case shown in Figure
3.2, increasing I, causes the HP (hinge point marking
£ransition between'groundwater recharge and discharge) to
move upslope on the bedrock surface, a shorte;'free-surface
segment and ah increase in rates of groundwater discharge.
Furthermore, the difference in the form of
recharge-discharge profiles obtained for convex and concave
cases provides further evidence for the way that the
influence of slope profile on flow systems is amplified in

mountainous terrain.

. ,
A plot of WT versus I (Figure 3.3a) demonstrates

max
the variation in.water table elevation as a function of
available infiltration rate (or permeability) for both slope
profiles. The solid circles (Curve 1) represent results

obtained for the concave profile while the open circles

(Curve 2) fepresent results obtained for the convex profile.
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For a specified set of thermal parémeters and system
geometry, a thréshold infiltration ratio can be defined that
represents the maximum recharge rate accepted by the flow
system. When the threshold ratio is applied, the water table
is everywhere at the bedrock surface and the maximum flow
through the system is attained. In Figure 3.3a,‘threshold
infiltration ratios are the values of " required to raise
the wéter table to its maximum possible elewvation of 2000 m.
The threshold I  is about 1.0 for the concave topography and
about 0.50 for the convex topography. If " is increased
above the threshoid, the flow system is unaffected as
greater runoff must occur. Run B4, with " = 0.92, greatly -
exceeds the threshold rate. for the convex profile while Run
Al with I' = 0.40 is slighlty less than the threshold.
Despite the large difference in applied infiltration rate
(and hence in I*) the water table configurations and
recharge-discharge profiles founa for Runs B4 and A1 are
indistinguishable in Figure 3.2a because 1" for Run A1
approachés the threshold value. In the companion plot of

WT 0 x versus dimensionless total flow Q* (Figure 3.3b),
maximum dimensionless flows of about 0.14 and 0.26 occur for
concave and convex profiles when the threshold infiltration

ratio is exceeded.

Figure 3.3a indicates that water table elevations vary
* .
as a function of / 1in a non-linear fashion. The overall

slope of the " against WT plot differs for the concave

max

(Curve 1) and convex (Curve 2) cases. The steeper slope of



the convex case indicates that water}table elevations in
convex topography are more sensitive to rock permeability or
infiltration rate than water table elevations in concave
topography. Note that, regardless of slope profile, iarge
differences in water table elevation may correspond to
relatively small variations in infiltration ratio. For
example, a 100 m increase in water table elevation from 1600
to 1700 m corresponds to an increase of less. than 20 percent
in 1" for each slope profile (Figure 3a). This result
suggests that measured water table elevations could aid in
constraining estimates of infiltration rates and bulk
permeability for the mountain massif. Unfortunately, as will
be shown in a later section, water table configurations are
strongly influenced by the thermal regime. Theréfore, a
knowledge of the thermal conditions is also required if
hydraulic properties of mouﬁtain flow systems aré to be

constrained using measured water table elevations.

Total flow Q and dimensionless Q* for each run are
tabulated in Table 3.3-and Q* is plotted versus WT, . in
Figure 3.3b. In a concave slope profile with high waﬁer
table elevations, the total flow through the flpw system
(represented by Q*), is virtually independent of water table
elevation and infiltration ratio. Therefore, modeling
studies designed to obtain estimates of total flow through

the bedrock flow system of concave slope profiles need not

make accurate estimates of watér table configurations if the

water table is located high in the mountain massif. As water
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table elevation decreases, total flow is increasingly

sensitive to changes in WT,..x @nd hence to I*. A similar

X
. . . : . *
relationship exists for the convex profile, however, @ for
high water elevations is more sensitive to the position of

the water table in the mountain massif (Figure 3.3b).

3.3.3 Topographic Relief and Basin Depth

fhe influence of reduced topographic relief can be
assessed by truncating the slope profiles described
previously at an elevation of 1000 m (Figure 3.4). In this
manner topographic relief is reduced by a factor of
one-half, while the profile of the bedrock surface on the

lower slope is maintained.

The results of two runs, one for each truncated profile
(Runs 02 and 03), are shown in the plots of WT, . versus &
and WT, _ versus 0* (Figures 3.3a and 3.3b). The square
symbols represent the truncated concave case (Curvé 3) and
the truncated convex case (Curve 4). These curves indicate
that lower relief céuses an increase in water table
elevation and a small decrease in total flow under
conditions thatvdiffer.only in topographic relief from those
used to obtain Curves 1 and 2. Performing this numerical
exercise under isothermalnconditions would show that the
response of the truncated topography replicates the response
of the original slope profiles. The differences between

Curves 1 and 3 and between Curves 2 and 4 shown in Figures

3.3a and 3.3b result from'the advective transfer of heat in
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the unsaturated zone. This contrast in results indicates the
importance of accounting for advective heat transfer in
thick unsaturated zones when attempting to predict water

table elevations in mountainous flow systems.

Modifying the geometry of the lower slope has a
siénificant impact on water table configurations and total
flow rates. Curves with trianéular symbols (labelled Curve 5
in Figures 3;3a and 3.3b) represent the influence of
modifying tﬁe truncated concave profile to provide é fully
concave profile from ridge to valley. The resulting slope
profile is sketched invFigure‘3.4b and simﬁlation results
for Run 03 are tabulated in Table 3.3. Results plotted for
the modified concave topography (Curve 5 in Figures 3a and
3b) differ significantly from those found for the low-relief
system'with a flat upland area (Curve 3) because the length
.of the free-surface segment is reduced in the modified
concave topography. As a consequence, total flow is
significantly reduced in the low-relief fully concave caée
and water table elevatiéns are less sensitive to changes in
infiltration ratio. This result highlights the way that
high-relief terrain amplifies the impact of factors
controlling groundwater flow. In this case, the-factors are

permeability and available infiltration rate.

A decrease in basin depth is simulated by increasing
the thickness of the basal low-permeability zone from 2 km

to 3 km while maintaining the external geometry used in the
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previous concave runs. The corresponding decrease in the
thickness of the upper permeable 2one reduces the total flow
by 21 percent (Run P1,>Tab1e 3.3) from that of Run B7.
Despite this significant reduction in Q, the water table
elevation increases by only 94 m as basin depth is reduced

by 1 km.

3.3.4 Topographic Symmetry

'Axisymmetric Topography

Simple three-dimensional mountain fo;ms amenable to
two-dimensional characterization are axisymmetric conical
features and linear ridges; Axisymmetric topography is
repre#entative of isolated mountain massifs elevated above a
more uniform low-relief topography. The influence of
topographic symmetry is examined by modeling a specified
slope profile twice; assuming planar symmetry in the first
case (Run I1 and I3) and radial symmetry in the second case

(Ruﬁ 12 and 14).

An isoiated concave mountain located on a flat plain is
shown in Figure 3.5 with floﬁ patterns for planar Run‘I3 and
axisymmetric Run 14; The axis of symmetry is located at the
lefthand boundary beneath the ridgetop. Becausevthe surface
area available for dischargé increases with'increasing'
radial distance,‘rates and patterns of fluid flow (shown by
differences in pathline patterns) within the radial system

differ from those of the eguivalentvplanar system. If
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axisymmetric mountain topography is represented using planar
symmetry, water table elevations ate'overestimated to a
significant degree, vertical components of fluid flux are
undérestimated throughout -the region of flow, and pathlines
are displaced to shallower depths in the flow system (Figure
3.5). Although significant differences in recharge rates
occur on the mountain flank, only minor differences in
dischérge rates occur over much of the flat plain. Similar
results are obtained, but not shown, for a convex mountain

adjacent to a flat plain (Runs I1 and I2 in Table 3.3).
Ridge and Valley Asymmetry

If a groundwater flow divide is assumed to'correspond
to the crest of an asymmetric ridge, errors in estimating ‘
the magnitude of groundwater flow to each valley can result.
Results obtained for an aéymmetric ridge (Run J1 shown in
Figure 3.6) exhibit a divide disblacement of 1.9 km. The
corrésponding flow pattern and recharge-discharge profile
indicate that about one-third of the infiltration applied on
the free-surface is applied to the right of the ridgecrest‘
yet transmitted to the lefthand valley. This represents a
significant redistribution of infiltration from the
rightﬂénd to ﬁhe lefthand watershed. Without using the
free-surface appfoach, it would be difficult to predict, a
Avpribri,-the position of the flow divide and the appropriate

distribuiion of infiltration to each watershed.



If a groundwater divide is assumed to correspond to the
floor of an asymmetric valley, the inferred source of
thermal or chemical pfoperties of groundwater samples
obtained in springs and boreholes may be incorrectly located
‘beneath the wrong slope. Run K1, shown in Figure 3.7a,
depicts an asymmetric mountain Qalley with mirrored vertical
boundaries at the ridgecrests. Opposing ridges have the same
relief, but different slope profiles. In the valley

discharge area, the groundwater divide is displaced about

0.5 km to the right and deviates slightly from the vertical.

Reducing the relief of the righthand slope to one-half that
of the lefthand slope and reducing the angle of the linear
slope causes an additional shift of 1 km to the right (Run

K2 shown in Figure 3.7b).

The direction of divide displacement reflects the
relative magnitude of flow through each slope profile with
displacement occurring away from the slope with maximum
flow. It was pointed out earlier that, for a specified
relief, the total flowkthrough a convex profile exceeds that
of the corresponding linear or concave profile. Therefore,
in Runs K1 and K2, the divide is shifted away from the
convex ridge towards the linear ridge. Flow patterns shown
'in Figure 3.7 Suggest that groundwater samples collected
above the valley floor at springs issuing from the linear
- slope could reflect chemical conditions beneath the opposing

convex slope.
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3.3.5 Permeable Horizons and Fracture 2Zones

Concave slope profiles similar to that shown in Figure
3.8 are common in volcanic terrain and regions with folded
sedimentary units. In such regions, thin permeable horizons
may be encountered below the valley floor. Figure 3.8
demonstrates how flow>patterns are modified by a 100.m thick
horizbn, with a permeability 10 times that of the
surrounding rock, at a depth of 100 m below the valley
floor. Total flow through the system increases by 19 percent
while the water table elevation declines by 93 m (Run D4 in
Table 3.3). The recharge-discharge profile is relatively
unaffected because the influence of the permeable zone is
distributed evenly across the section. As permeability or
thickness of the horizon is increased, its influence is
greater., Simulating a permeable horizon within a convex
slope profile produces a siﬁilar impact on the flow system
(Run D4 in Table 3.3). Sub-vertical and dipping fracture
zones, however, are more common than permeable horizons in
the glaciated crystalline terrain associated with convex

topographic profiles.

The response of water table elevation and total flow to
a vertical fault zone outcropping at the valley fioor in a
convex topography is summarized in Table 3.3 (Runs E1 and
E2). A 100 m wide fault zone is modeled in Run E1 with a
permeability 10 times that of the rock mass k,. In Run Ez; a

0.1 m wide fault zone is simulated with a permeability 10°
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times that of the surrounding rock mass. In both cases, the
fault zone is modeled with the transmissivity of the
fracture kp+b equal to 10%«k, in units of m?.m. Note that
this definition of transmissivity differs from the product
of hydraulic conduétivity times thickness usually adopted in
isothermal approaches. Run E1 was carried out using
triangular elements to represent the fracture zone, while
line elements were used in run E2. The resulting influence
on water table configurations and total flow is similar for
both runs, causing wafer table declines of about 270 m and
changes in total flow of about 10 percent, relative to a

reference case without a vertical fracture zone.

Figure 3.9 demonstrates the influence of a steeply
dipping fracture zone which outcrops at the floor of an
asymmetric valley (Run E4). Simulation results for the case
‘without the fracture zone are shown in Figure 3.7a (Run K1).
The fracture'zone is modeled with a value of kf-b equal to
10°«k, (m?.m). The presence of the permeable zone causes a
27 percent increase in total.flow. The recharge;discharge
profile shown in Figure 3.9 indicates a significant
reduction in discharge from the surrounding rock mass
because the fracture zone captures about 50 percent of the
groundwater flowing through the domain. It is of interest to
note that the permeable fracture zone also influences the
posifion of the valley groundwater divide and‘compensates
for the divide displacement caused by the asymmetric |

topography (Figure 3.7a). A tenfold increase in fracture
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zone tfansmissivity to 10“-ku (m2.m) cauées additional
displacement of the divide with the result that the divide
is found at the location of the fracture zone. Furthermore,
this increased permeability causes a 75 percent increase in
total flow abqve that of the unfractured case (Run K1 in
Table 3.3):an6 enables the fracture zone to capture a
greater portion of flow through the domain (about 85
percent). This yields a significant impact on both the
patterns and magnitudes of groundwater flow. Further
increasing the transmissivity of the fracture to

105-ku (m?2.m), however, has little additional influence on
the groundwater flow system. As a consequence, below a
threshold value of k,-b equal to about- 10* (m?.m) the
fracture zone restricts fluid flow in the surrounding rock
mass. At values of kf-b in excess of this value, fluid flux
in the system is restricted only by the permeability of the
surrounding rock mass. Thermal aspects of spring discharges
fr§m through-going fracture zones are discussed in Chapter

4.

Permeable horizons and fault zones influence mountain
flow systemé by transmitting a reduced‘fluid potential deep
within the mountain massif. This reduced potential causes a
redistribution of fluid flow allowing the permeable zone to
capture a portion of flow. The maximum influence of
pefmeable zones occurs in convex slope profiles where a
greater portion of the flow system lies above the valley

floor and is more susceptible to the impact of permeable



horizons. Sub-horizontal features outcropping at the valley
floor have the greatest impact on mountain flow systems
while increasing angle of dip and increasing distance
between the'valley floor and the 6utcrop of the permeable
zone reduces the influence of the zone on the flow system.
The influence of a permeable horizon on the flow system is
also reduced as depth to the horizon increases (Runs D1 and

D3 in Table 3.3).

In situations where fracture density is large relative
to the scale of a given flow system, an equivalent
anisotropic porous medium may be representative of the
fracture network. Run Fi1 (Table 3.3) models a sub-vertical
fracture network using an equivalent anisotropic
permeability with the vertical permeability enhanced by a
ratio of 5:1 above the horizontal permeability. This
relatively small increase in vertical permeability céuses a
significant decline in water table elevation (444 m) and a
small increase in tbtal flow (10 percent). Although
anisotropic permeability is more likely the rule rather than
the exception, it is difficuit to’méasure vertical

permeability in field settings.

3.3.6 Glaciers

Glaciers occupying uppér mountain slopes will modify
infiltration rates and thus, groundwater flow systems. In
temperate mid-latitude climates, many glaciers can be

assumed to have basal temperatures at the melting point of
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water (Paterson 1981), thus, permafrost conditions are
absent and groundwater flow can occur at the base of the

glacier.

The influence of a glacier on infiltration rates is
simulated by cbmputing sub-glacial recharge during the
solution procedure. In this procedure, recharge is assumed -
to result only from ice melted at the bedrock surface by
conductive heat flow. Using the latent heat of fusion for
ice and the computed magnitude of conductive heat flux at
the base of the glacier, infiltration rates are calculated
- as the volume of ice melted per unit time. Figure 3.10
compares the recharge-discharge profile and water table
configuration obtained with a glacier located between an
elevation of 1500 and 2000 m on a concave slope (Run G2 in
Table-3.3) and tﬁe results obtained for an equivalent system
without the influence of the glacier (Run M6 in Table 3.3).
The flow pattern for Run M6 is similar to those shown for
‘the concave profiles of Figure 2.3. In each case, a uniform
I, of 5.0x10°° m/s is applied downslope of the glacier. In
Run M6 this uniform rate is also applied in the region where
the glacier 'is shown. In Run G2 a reduced /, beneath the
glacier is computed with a minimum value of 7.0x10f11 m/sec.
This reduced infiltration rate distorts the flow systenm,
modifies the recharge-discharge profile (Figure 3.10) and
reduces the total flow (Run G2 in Table 3.3). The humped
form of the water table reflects the fact that recharge is

negligible beneath the glacier, therefore, a portion of the
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recharge applied downslope of the glacier margin moves
beneath the glacier before circulating at depth to exit at
the valley floor. In the‘corresponding convex case, a
glacier located at the same elevation covers a greater
‘portion of the fecharge area, and thus there is a greatér
impact on total flow and water table elevation (Run G1 in
Table 3.3). It should be noted that similar results would be
obtained if groundwater recharge is restricted by extensive
units of low-permeability rock found in upper regions of the

domain.

Runs G1 and G2 have an upper zone permeability k, 6 equal
to 10°'% m?, At lower rock mass permeabilities, slightly
greater infiltration rates are calculated because reduced
fluid flux allows higher rock temperatures and enhanced
meltiﬁg of glacial ice. The combination of higher
infiltration rate and lower permeability cause an increase
in infiltration ratio 1*. Therefore, at lower rock
permeabilities, water table elevations approach the bedrock
surface and flow systehs are less affected by the glacier.
The calculated infiltration rate yields an 1" at the
threshold ratio (and a water table configuration everywhere
at the‘bedrock surface) when &, is less than about 10°'7 mZ,.
Simulation results suggest that infiltration rates and total
flow may be significantly inflﬁenced by glaciers cévering

recharge areas of mountain flow systems.
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In more northerly and inland regions of the Western
Cordillera (above a latitude‘of 50 dégrees), the likelihood
of finding temperate glaciers is reduced and permafrost
conditions may be found beneath glaciers and on slopes that
are normally sﬁow— or ice-free in winter. Under such
conditions, recharge to groundwater flow systems may be
further reduced because the permaffost acts as an’
impermeable blanketithat may produce little fluid by

melting.

3.3.7 Non-uniform Infiltration

Infiltration patterns are controlled by a number of
factors including slope angle, precipitation patterns,
evapotranspiration and soil permeability. The interaction of
these factors is complex and few data are available for
representative mountain slopes (Barry, 1981). Two factors
can be evaluated using simple technigues; slope angle and

orographically-controlled precipitation.

Steép slopes reduce available infiltration rates by
enhancing surface runoff. An arbitrafy non-uniform
infiltration rate is incorporated in Runs L1 and L2 (Table
3.3) by multiplying I, times the cosine of the angle of the
bedrock surface 6 from horizontal. Modifying /, using this
approach causes a subtle increase in water table slope that
modifies patterns of fluid flow to'a minor degree near the
water table and producés less than 3 percent change in total

flow Q@ (Runs L1 and L2 in Table 3.3).
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Barry (1981) summarizes the results of Lauscher (1976)
who shows that orography causes precipitation in mountainous
terrain to vary with altitude in a manner that depends upon
climate._Precipitation in tropical climates increasés with
elevation to a maximum at about 1 to 1.5 km above the valley
floor, and decreases with increasing elevation. In polar
climates, precipitation rates ténd to decrease slightly with
increasing elevation. In this study, mid-latitude climates
are of interest‘and, following the example of Lauscher,
precipitation is assumed to increase with increasing

altitude.

Few data are availablebto describe precipitation
gradients on mountain slopes. Moreover, correlation between
precipitation and available infiltration rates is lacking at
the mountain scale. Review of climate data (Bryson and Hare,
1974; Ruffner and Biair, 1975) and reported altitudinal
gradients in precipitation (Schermerhorn, 1967; Storr and
Ferguson, 1972; Slaymaker and Zeman, 1975) suggest that a
threefold increase in precipitation rate for 2000 m of
elevation gain is not unusuai.‘In this study, a linear
infiltration gradient is assumed to reflect a threefold
increase in precipitation rate. The infiltration gradient is
applied to both convex and concave profiles using the
max imum I, of 2x10°® m/s at the ridgecrest and k, of 1x10-1%
m?, Results for Runs L3 through L6, tabulated in Table 3.3,
indicate that these conditions cause definite differences in

predicted water table elevations and a minor difference in



total flow.

Slope effects and orographic effects are defined with
reference to variation in surface topography, therefore,
their maximum influence is felt when water table elevations
are low and there is a substantial variation in surface
topography upslope of the point of detachment (POD).
Therefore, as ku is increased or I, is reduced (mbfe arid
climate with relatively high permeability rock), water table
elevations are reduced and the influence of these effects

increases.

3.3.8 Basal Heat Flow

Increased basal heat flow causes a warming of
conduction-dominated and fluid upflow regions, an increase
in total flow and a decline in water table elevation (Figure
3.11). Patterns-of fluid flow, however, are affected only to
a minor degree. Simulation results for H, eqgual to 30, 60
and 120 mW/m? are tabulated in Table 3.3 for the convex
profile (Runs H1, B2 and HZ) and for the concave profile
(Runs H3, B7 and H4). Flow patterns and temperature fields
for basal heat flows pf 60 and 120 mW/m? are shdwn'fpr
convex Runs B2 and H2 in Figure 11, Fluid flow patterns are
similar despite changes in water table elevation and Hy. A
small downward shift in pathline position is found in the
greater heat flow case because fluid flux is enhanced in

regions of warming (Figure 3.11).
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3.3.9 Thermal Conductivity

Changes in thermal conductivity of the solid matrix A*
influence water table elevatiéns and flow rates in a manner
similar to that described for variations'in basal heat flow,
but to a lesser degree. Reduced conductive heat transfer
occurs at lower A\’ to cause heating of the thermal regime in
regions of fluid upflbw and conduction dominated heat
transfer. For example, Runs N3 and N4 (Table 3.3) indicate
that increasing A* from 2.5 to 3.5 W/mK causes increased
_water table elevations and a minor increase in total flow.
Therefore, changes in thermal conductivity have a definite,

but relatively small, impact on mountain flow systems.

3.3.10 Surface Temperature

Review of climate data summaries indicates a range in
mean annual valley temperatures from about 5 °C to 15 °C in
western North America. Incorporating this range of valley
temperatures in a series of simulations yields significant
differences in water table elevations and minor differences
“in total flow. As T, is increased, upper regions‘of flow are
warmed (Runs M5 through M8; Table 3.3) causing lower water
table elevations and increased fluid flow. Barry (1981)
suggests that atmospheric thermal lapse rates may vary from
less than 2 K/km to greater than 8 °/km. In heat flow
studies, a linear thermal lapse rate G, of 5 K/km is often

assumed. In this study, non-linear thermal lapse rates are



used in cases where linear thermal lapse rates predict
sub-zero.temperatures. Two extremes in thermal lapse rate G,
are simulated; 2 K/km and 8 K/km. The greater lapse rate
yields lower temperatures at higher elevations. This, in
turn, causes higher water table elevations and slightly

reduced total flow. (Runs M1 through M4; Table 3.3).

3.4 DISCUSSION

Numerical results described in the preceding section
provide insight into the influence of topography, geology,
climate and regional heat flow on the patterns and magnitude
of groundwater flow in mountainous terrain. These results
are summarized in Figure 3.12 by bar graphs of simulated

response of water table elevation AWTma and total flow AQ

X
to each factor that has been considered. This information
provides a means for assessing the relative importance of

each factor.

Bar graphs shown in Figure 3.12 indicate that bulk
permeability has the greatest impact_on water table
elevations and fluid flow while infiltration rate, glaciers,
slope profile and basal heat flow play important, but
lesser, roles. In most.cases, each factor is varied over a
large portion of the possible range of uncertainty
associated with estimates of parameter values. Results shown
in Figure 3.12 suggest upper bounds for errors in predicting

water table elevations and total flow given an inherent
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uncertainty in the parameter considered. Exceptions to this
generalization include the influence of bulk permeability,
permeable fault zones and permeable hofizons where only a
small portion of the possible range of variation is tested.
For example, only a five-fold variation in bulk permeability
is shown in Figure 3.12 while uncertainties in permeability
estimates are likély to exceed one or two orders of
magnitude. Such large variations contribute to uncertainties
in estimated water table elevations that might easily exceed
1000 m. Furthermore, characteristics for permeable fault
zones and horizons are selected to indicate the minimum
thickness and permeability contrast required to influence
mountain flow systems. Clearly, thicker zones with higher
permeability that intersect other permeable zones will have
a much greater influence than that shown in Figure 3.12.
Results shown in Figure 3.12 indicate the possible error
associated with each individual factor, the total error
associated with a particular simulation would reflect the

combined influence of each individual error.

Geology influences steady state mountain flow systems
through the ‘spatial variability of rock permeability and, to
a lesser dggree, thermal conductivity. Permeability has a
greater impact, iﬁ part, because thermal conductivity has a
much narrower range of variability (bulk permeability may
range from less than 10-%2° m? to about 10-'* m? while
thermal conductivity may range from about 0.5 to 5 W/mK). In

addition, numerical results indicate a smaller flow system



response occurs when thermal conductivity is varied by the .
same factor as bulk permeability. The strong influence of
rock permeablility is also‘noted in the influence of thin
permeable. horizons (100 m) and fracture zones (0.1 m).
Because sparsely distributed features contributé little to
the bulk permeability of a mountain massif, estimates of
total flow through the mountain massif are only slightly
influenced by the absence of information on thin permeable
zones. Water table configurations ahd patterns of
groundwater flow, however, may be strongly influenced by

unidentified permeable horizons and fracture zones.

Numerical results indicate that surface topography has
é pervasive influence on underlying mountain flow systems.
Variations in slope profile, topographic relief and
three-dimensibnal form control the overall patterns of
groundwater flow in addition to influencing water table
elevations and total flow. Of particular importance‘is the

ability of asymmetric topography to displace groundwater

flow divides from the corresponding topographic divides. In

using model studies to assess the source of chemical
signatures in water sahples from sprinés or in estimating
inter-basin groundwater flow, the region modeled should
extend'suffiéient distance to include ridge and valley
topography adjacent to the mountain slope of interest.
Althoﬁgh surface topography can easily be resolved using
readily available topographié information, incorporating

complex three-dimensional topography into an analysis of
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mountain flow systems is less easily accomplished.

Thermal energy introduced into mountain flow systems by
regional heat flow plays an important role in defining
subsurface temperatures that, in turn, influence the nature
bf groundwater flow in mountains. Thermal regimes computed
for flow systems with homogeneous isotropic permeability and
»normal regional heat flow (60 mW/m?) suggest that.v
temperatures 2 km below the valley floor may range from 90°C
to 40°C as the bulk permeability of the mountain.massif is
varied from less than 10°-'® m? to 10-'% m?, Doubling the
basal heat flow causes a doubling of temperatures in
conduction-dominated and fluid-upflow zones while
temperatures in other regions of the flow system are
essentially unaffected. Because fluid density and viscosity
depend upon temperature, increased basal heat flow leads to
higher subsurface temperatures, increased rates of
groundwater flow and reduced water table elevations.
Although basal heat flow is normally assumed to range from
about 30 to 120 mW/m?, advective heat transfer by
groundwater flow in mountainous terrain often inhibits
accurate estimates of heat flow. This ungertainty in basal
heat flow,'therefore, contributeé to uncertainty in
estimating water table elevation and total flow. This
dependence of the groundwater flow system on regional heat
flow suggests that.isothermal approaches to modeling
grdundwater flow in mountainous terrain may be

inappropriate.



Climate influences the nature of mountain flow systems
through variétions in available infiltration rates,
variations in surface temperature ahd the presence or
absence of alpine glaciers. Numerical results indicate that
large Qariations in mean annual surface temperature (5 to 15
°C) and thermal lapse rate'(2 to 8 K/km) exert only a minor
influence on mountain flow systems. Therefore, although
surface temperature measurements can be made.with reasonable
accuracy; ohly rough estimates may be needed when assessing
water table configurations and groundwater flow rates in

mountainous terrain.

Although available infiltration rates are expected to
vary over a much narrower range than rock permeability, éach
parameter can exert a similar influence on water table
elevations in mountain flow systems. Unfdrtunately, it is
difficult to make measurements of available infiltration
rates that are meaningful at a mountain scale. Numerical
results indicate that, if a reasonable estimate of
infiltration rate can be made (perhaps as a percentage of
mean annual precipitation), the spatial variation of
infiltration on the upper surface contributes litt;e to
variations in the overall nature of the mountain flow
system. Therefore, in most cases a uniform infiltration rate

can be assumed.

Climatic conditions that contribute to development of

alpine glaciers can have an important .impact on flow systems
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in permeable mountainous terrain where glaciers act as
barriers to groundwater recharge. The character and spatial
distribution of alpine glaciers is relatively easily defined
by field mapping, howevér, the details of sub-glacial .
‘groundwater recharge are difficult to assess without a

complete water budget analysis within the basin of interest.

Calculated total flow through each hypothetical flow
system represents a deep subsurface component of baseflow
that is often neglected in water budget computations. The
magnitude of the total flow is dominated by bulk
permeability (represented here by the upper zone
permeability ku) and infiltration rate I,. In this study, an
upper limit'for infiltration to deep flow systems is
estimatea to be 2x10-® m/sec (0.6 m/yr). This large
infiltration canAonly be transmitted through high
permeability térrain‘(in excess of 10-'5 m?) in a mountain
slope with relief of 2 km over 6 km and a normal regional
heat flow (60 mW/m?). As bulk permeability is reduced, the
maximum infiltration that can be transmitted by the flow
system is reduced. Consider an infiltration raté of 2x10-1°
m/sec (0.006 m/yr). This infiltration rate is a small
portion of typical precipitation rates (in excess of 1.0
m/yr in humid coastal climates and as low as 0.4 m/yr in
semi-arid climates) yet can only be transmitted through
»terrain with permeability in excess of 10-'® m?, Therefore,
- in terrain with permeability less than 10-'¢ m?2 and with a

humid climate, only a small portion of the mean .annual
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precipitation is transmitted through deep flow sysfems.

Rechafge to deep flow systems may be approximated by
measuring vertical hydraulic gradients and permeability
below the bédrock surface. Such measurements ére costly and
usually represent conditions only in the immediate vicinity
'of‘the measurement point. Furthermore, ektrapolating
measured values to other parts of the flow region is fraught
with uncertainty. In many instances, thin surficial deposits
and open fractures near the bedrock surface may transmit a
~substantial portion of groundwater that appears as baseflow
"in water budget calculations yet is not transmitted through
deep flow systems. Therefore, estimates of recharge to deep
fléw systems may be poorly approximated by a water balance
approach that assumes all baseflow travels through the deep

flow system.

The water table elevation is a sensitive indicator of
the influehée of factors controlling groundwater flow
systems. This high degree of sensitivity suggests that
predicting water table configurations in mountainous terrain
will be difficult due to uncertainties inherent in resolving
the magnitude of many of the controlling factors. Mapping
water table elevations high in the mquntain massif through
drilling or geophysical surveys, however, may assist in
constraining parameters such as rock permeability and
available infiltration rate. It seems reasonable to assume

that water table elevations obtained from such activities
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will reflect an averaging of permeability and infiltration
rate that would be difficult to obtain from a series of
point measurements of each parameter. Unfortunately,
uncertainties in basél heat flow (in addition to
difficulties inherent in defining the character and
distribution of thin permeable horizons and fault zones)
inhibit defining a uniqué seﬁ of characteristics that might

cause the observed water table configuration.

Throughout this Chapter, steady state hydrologic and
thermal conditions have been assumed. Diurnal and seasonal
variations in climate cause periodic fluctﬁations in surface
temperature and infiltration rates. Buntebarth (1984) shows
that seasonal changes in surface temperature are less than
10°* °C at depths in the order of 30 m in
conductioh-dominated thermal regimes. In mountain-scale
systems, such shallow penetration of seasonal temperature
changes will not induce significant variations to overall
patterns and magnitudes of groundwater flow. Seasonal
changes in infiltration rate are reported to cause seasonal
fluctuatidns in mountaintop water table elevations of about
10 to 20 m (Halstead, 1969 and Province of British Columbia,
1974). Numerical results described in the previous section
indicate thaf minimal changes in flow patterns and total
flow rates are associated with such small changes in water
table-elevation. Therefore, periodic diurnal and seasonal
transients (both thermal and hydraulic) can be neglected

when studying deep groundwater flow in mountainous terrain.
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Longer-term variations in thermal and hydrologic
¢onditions may result from ongoing processes of igneous
activity, orogeny, erosion and climate change. In assessing
the geochemical history and transit times of groundwater
samples, the influence of these processes may become
important. Recall that abéharacteristic transit time along
the lowermost pathlines in Figure 3.1 can be estimated by
assuming the available infiltration rate 1, is a ;easonable
estimate of volumetric specific discharge within the domain
(Section 3.2). For a system with permeability 10-'% m?,
transit times are about 8x10° years. Glacial events and
plutonic activity (Norton and Rnight, 1977) can cause
significant perturbations to the hydrologic and thermal
regimes during this time period. Major glacial advances and
retreats have also occurred over the same timé period. Fluid
transit times in the order of 10° years, and longer, suggest
that fluid entering the system as recharge at a particular
point in time may bear the imprint of hydrologic, thermal

and chemical conditions that no longer exist.

3.5 CONCLUSIONS

1. Simulation results indicate that slope profile, rock.
permeability, infiltration rate, glaciers and basal heat
flow exercise a strong influence on water table
configurations and the rates of groundwater flow. For
example, a three-fold increase in permeability (or a

three-fold decrease in available infiltratioh rate) can



cause at least 500 m decline in water table elevation and a
45 percent change in totallflow through a system with relief
of 2 km over 6 km. Variations of similar magnitude are found
to result when; a) two ektremes of slope profile are
compared (concave and convex), b) alpine glaciers aét to
réstrict groundwater recharge, c¢) thin permeable fracture
zones and horizons are incorporated in the flow system and
d) two extremes of basal heat flow are compared (30 to 120
mW/m2). It should be noted thaf the dependehce of water
table elevation and fluid flﬁx on regibnal heat flow
suggests that model studies conducted using an isothermal
approach may be inapprOpriate, even in regions with normal

basal heat flow (60 mW/m2).

2. The high topographic reiief of mountainous tefrain
amplifies the impact of slope profile and thin permeable
zones on patterns of groundwater flow; For exémple,
asymmetry in ridge topography alone can cause significant
displacement of upland groundwater divides that, in turn,
may enhance inter-basin groundwater flow. Furthermore,
lowland groundwater divides displaced by asymmetry in valley
toppgraphy can lead to uncertainties in defining the source
of chemical signatures found in groundwater samples obtained
fromvsprings and shallow boreholes. Thin permeable fault
zones and horizons (thickness of 0.1 m and permeability 10"
times the éurrounding rock or thickness of 100 m and
permeability 10 times the surrounding rock) exert a strong

"influence on groundwater flow patterns. This influence
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further enhances the possibility of inter-basin groundwater
flow and complicates accurate interpretation of chemical

sampling results.

3. In modeling groundwater flow in mountainous terrain;_it
is useful to first simulate a fully saturated system and
compare computed recharge rates with an estimatedhminimum
value for the threshold infiltration ratio..If computed
recharge rates in the saturaﬁed case approach or exceed the

threshold a free-surface approach should be considered.

4. Simulation results suggest that water table positions are
likely to be found at relatively high elevations in most
mountainous terrain. Exceptions to this generalization
should be expected in terrain with relatively high
permeability (bulk permeability in excess of 10-'5 m?) and
arid climate (infiltration less than 10-'' m/sec), or where
alpine glaciers restrict groundwater recharge. In |
lower-permeability terrain, less than one percent of typical
mean annual precipitation rates may be transmitted through.

deep regions of groundwater flow.
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TABLE 3.1

~

SIMULATION SUMMARY AND GUIDE TO ILLUSTRATIONS - CHAPTER 3

FACTOR

TOPOGRAPHY
Slope Profile

Radial Symmetry
Ridge Asymmetry
Valley Asymmetry
Topographic Relief

GEOLOGY
Bulk Permeability
Permeable Horizons
Permeable Fracture Zones
Basin Depth
Thermal Conductivity
Anisotropic Permeability

CLIMATE
Available Infiltration
Alpine Glaciers
Non-Uniform Infiltration
Surface Temperature

THERMAL REGIME
Basal Heat Flow

Notes:

SIMULATION
SERIES *

M Z v @ 0O 0 O =X g = »

T O w

FIGURE

3.1
3.5
3.6
3.7
NS

3.2

3.8

3.9
NS
NS
NS

3.2
3.10
NS

NS

* Simulation results are presented in Table 3.3

NS Not Shown
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TABLE 3.2

TYPICAL SIMULATION PARAMETERS - CHAPTER 3

Fluid Flow Parameters

permeability of basal unit
permeability of upper unit

vertical infiltration rate

Thermal Parameters

basal heat flow

thermal lapse rate

reference surface temperature
porosity of basal unit
porosity of upper unit

solid thermal conductivity
fluid thermal conductivity
vapor thermal conductivity
specific heat capacity of water

saturation above water table
longitudinal thermal dispersivity

transverse thermal dispersivity

1.0x10-22 m?
1.0x10°'5 m?

2.0x10°° m/sec

60.0 mW/m?
5 K/km

10 °C

0.01

0.10

2.50 W/mK
0.58 W/mK
0.024 W/mK
4186.0 J/kgK

0.0
100.0 m

10.0 m

"Note: * Denotes parameters changed in simulation series.
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TABLE 3.3
SIMULATION RESULTS

* ' *

RUN PROFILE k, 1, I Q 0 WT,,x REF. AWT AQ  COMMENTS
4 TYPE (m?) (m/sec) (kg/sec) : (m)  ROUN (m) (%)

A. SLOPE PROFILE |

A1 X 10-'5 3%x10-° 0.40 1.2x10-%2 0.26 1950 . .

A2 v 10-'5% 3x10-° 0.40 5.6x10°% 0.12 1053 Al -897 -53

A3 L 10-15 2x10-°% 0.26 6.4x10°% 0.14 1270 . . .

Ad L 10-'5 5x10-° 0.66 7.5x10-3% 0.17 1977 . . .

B, INFILTRATION RATE

B1 X 10-'% 1x10-% 0.13 5.4x10°3% 0.12 924 Al -1026 -55
- B2 X S 10°'% 2x10-% 0,26 1.0x10-2 0.22 1543 At -407 -17
B3 X 10-'5 5x10-% 0.66 1.2x10°2 0.26 2000 A1l +50 0 > Threshold
B4 X 1075 7x10-° 0.92 1.2x10°% 0.26 2000 A1 +50 0 > Threshold
B5 v 10-'% 1x10-° 0.13 3.3x10°3* 0.07 490 A2 -563 -41
B6 \4 10-'% 2x10-® 0.26 4.9x10°®* 0.11 805 A2 -248 -13
B7 v 10-'% 5%x10-% 0.66 6.3x10-* 0.14 1486 A2 +433 +13
B8 \Y% 1015 7x10-% 0.92 6.4x10°% 0.14 1896 A2 +843 +14

€0l



RUN PROFILE &k 1 R

TABLE 3.3 (Cont'd)
SIMULATION RESULTS

%

" 2 Q Q

% TYPE (m?2) (m/sec) (kg/sec)

C. UPPER ZONE PERMEABILITY

C1 X 10-'® 2x10-'2 0.26 1.0x10°5 0.22

c2 . X 10-7% 2x10-'° 0,26 1.0x10-3% 0.22
~C3 v 10-'% 5x10-'2 0.66 6.2x10°¢ 0.14

C4 \Y 10-'¢ 5x10-'° 0.66 6.2x10-% 0.14

D. PERMEABLE HORIZONS (100 m thick, k = 10kul

D1 X 10-'% 2x10-'° 0.22 1,0x10-3% 0.22

D2 X 10-'% 2x10-'° 0.22 1.0xt0-% 0.23

D3 v 10-'¢ 5x10-'° 0.66 6.8x10°% 0.15

D4 Y 10-'% 5x10-'° 0.66 7.4x107% 0.16

E. PERMEABLE FRACTURE ZONES

El X 1076 2x10-1° 0.22 1.1x10-® 0.24

E2 X 10-1'¢ 2x10-'° 0,22 1.1x10°% 0.24

E3 X 10-'¢ 2x10-'° 0,22 1.1x10-3 0.24

E4 X 10-'% 2x10-? 0.22 1.1x10°2 0.24

L ‘ 7.5x10-3% 0,17

. WTmax

(m)

1560
1550
1491
1488

1472
1316
1442

© 1395

1292
1263
1245

954

1067

REF,
RUN

B2
B2
B7
B7

c2
C2
C4
C4

C2
c2

. C2

B2
A3

AWT  AQ
(m) (%)
+17 =100
+7  -90
+5 ~100
+2 =90
-78 -1
-234  +4
-46 -10
-93  +19
-258 +10
-287 +10
-305 +10
-589  +10
-203  +17

'~ COMMENTS

Elev.=-1800m
Elev.=-100m
Elev,=-1800m
Elev,=-100m

!,100m,10ku
4
1,0,1m,10 ku
/,O.Im,lo“ku
/,I.Om,10“ku

Asymm,

701



TABLE 3.3 (Cont'd)
SIMULATION RESULTS

* R *

RUN PROFILE &, 1, I 0 - 0 WT, .x REF.
4 TYPE (m?2) (m/sec) (kg/sec) (m) RUN
F. ANISOTROPIC PERMEABILITY

Fi X 10-1'¢ 2x10-'° 0,22 1.1x10-3% 0.24 1106 Cc2

. G. GLACIER BETWEEN ELEVATION 1500 m and 2000 m

G1 X 10-1'5 2x10-% 0.26 3.7x10-% 0.08 517 M5
G2 \V/ 10-1'5 5%x10-°% 0.66 4.7x10°%* 0.10 752 M7
H. BASAL HEAT FLOW

H1 X 10715 2x10°° 0.26 1.1x10-2 0.20 1911 B2
H2 X 10-'5 2x10-°% 0.26 9.1x10-%* 0.23 1137 B2
H3 v 10-'5 5x10-° 0.66 5.1x10-% 0.11 1697 B7
H4 v 10-'5 5x10-° 0.66 8.3x10-3 0.18 1152 B7

AWT AQ COMMENTS

(m)

-444

-1099
-829

- +368

-406
+211
-334

(%)

+10_kz=5ku,kx=ku

-62
-18

=10 Hy=30 mW/m?2
+9 Hb=120 mW,/m?2
-19 Hy=30 mW/m?
+32 Hy=120 mW/m?

S0l



TABLE 3.3 (Cont'd)
SIMULATION RESULTS
* * . W
RUN'PROFILE ku> Iz 1 Q 0 Tmax REF.
# TYPE (m2) (m/sec) (kg/sec) (m) RUN

" I. RADIAL SYMMETRY

11 X 10-15 2x10°9% 0.26 1.1x10°2 0.24 1272 B2
12 X 10-1'% 2x10-° 0,26 2.0x10%2 . 786 11
13 Y 10-'% 5x10-% 0.66 6.4x10°% 0.14 1484 'B7
I4 v 10-'% 5x10-° 0.66 8.0x10" . 1233 13
J. ASYMMETRIC RIDGE

J1 VX 10-'5 3x10-° 0.40 1.8x10-2 . 1488

K. ASYMMETRIC VALLEY

10-'% 2x10°% 0.26 1.0x10°2 0.22 1438 B2

K1 X
L - 6.0x10-% 0.13 1208 A3
K2 X 10-'% 2x10°°% 0.26 1.0x10°% 0.22 1366 B2
, L , 3.3x10°* 0.07 869 .
K3 V- 10-'%5 5x10-° 0.66 6.0x10°% 0.13 1494 B7
I _

8.5x10°% 0.19 1758 A4

=219

AWT  AQ
Am) (%)
-271  +1

- -486 -

—2 42

-251
-105 0
+62  +5
-177 0
+8 0
+13

COMMENTS

Planar
Radial
Planar
Radial

Relief=2
Relief=2
Relief=2
Relief=1
Relief=2
Relief=2

km
km
km
km
km
km
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TABLE 3.3 (Cont'd)
SIMULATION RESULTS

* *
RUN PROFILE k, 1, I 0 0 WT 0 x
# TYPE (m?) (m/sec) (kg/sec) _ (m)
L. NON-UNIFORM INFILTRATION PATTERNS
L1 X 10-1'5 2x10-° 0.26 9.8x10-? 0.15 1528
L2 \Y, 10-'%5 5x10-% 0.66 6.1x10°-3 0.13 1350
L3 X 10-'% 2x10-% 0.26 1.2x10°' 0.22 1543
L4 X 10- 1'% 2x10-8 i 9.1x10°2 0.20 1477
LS v 10-'% 2x10-% 0.26 4.9x10°%2 0.11 805
L6 X 10-1'% 2x10-¢8 . 4.1x10-%2 0.09 . 705

M. SURFACE TEMPERATURE CONDITIONS

M1 X

10-'% 2x10-% 0.26 1.0x10°2 0.22 1478
M2 X 10-'%5 2x10-% 0.26 9.8x10°? 0.22 1569
M3 v 10-1% 5x10-°  0.66 6.5x10°3% 0.14 1415
M4 v 10-'% 5x10°° 0.66 6.1x10°® 0.13 1536
M5 X 10-'% 2x10-% 0.26 9.6x10°% 0.21 1616
M6 X 10-'% 2x10-% 0.26 1.0x10-% 0.23 1436
M7 VO 10-'5 5x10-% 0.66 5.7x10°% 0.13 1581
M8 . V 10-'5 5%10-° 0.66 6.9x10° 0.15 1375

REF.
RUN

B2
B7

L3

L5

B2
B2
B7

B7

B2
B2
B7
B7

AWT AQ  COMMENTS
(m) (%)
=15 -2 Slope Eff.
-136 -3 Slope Eff. .
. . Uniform
~66 -24 Orogr., Eff.
. . Uniform
-100 -16 Orogr. Eff.
-65 0 Gl=2°C/km
+26 -2 Gl=8°C/km
=71 +3 Gl=2°C/km
+50 -3 G;=8°C/km
+73 -3 Tr=5°C
-107 0 T,=T5°C
+95 -10 T,=5°C
-111 +10 Tr=15°C

LOI



RUN PROFILE
TYPE

#

N. THERMAL CONDUCTIVITY OF ROCK-FLUID COMPOSITE

ky

(m?)

IZ

(m/sec)

1

TABLE 3.3 (Cont'd)
SIMULATION RESULTS

Q
(kg/sec)

*

Q

wT

N1
N2

N3
N4

O.

<™ < M

10-1°
10-15
10—15
10—15

2x10-°
7x10-1°

2x10-9°
5x10-9

0.
0'

0'
0

TOPOGRAPHIC RELIEF (1 km

26 1,0x10-2
92 6.2x10°3
26 9.6x10-3

.66 5.6x10"3

01
02
03

\Y
\Y
X

10-73
.10-’5
10-15

BASIN DEPTH

P1

\Y

10-15

2x10-°9
2x10-9
g9x10-1°

5x10- 2

0.
0.
0.

0.

relief) .

26 2.9x10°°3
26 4.8x10°°3
12 5.0x10°°7
26 5.0x10°°3

0.22
0.14
0.21
0.12

0.07
0.10
0.1

(m)

1478
1931

1731
1601

483
836
936

1590

max

REF.
RUN

B2
B8

B2 -

B7

B6

B6

B7

AWT AQ
(m) (%)
-65 0
+35 -3
+188 -4
+115 =11
-322 -4
+31 -2
+94 -21

COMMENTS

nu=0.01

nu=0.01

A$=3.5W/m°C
A$=3.5W/m°C

Trunc.
Trunc.

1km deep
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1)

2)
3)
1)

' 5)

7)
8)

9)

TABLE 3.3 (Cont'd)
SIMULATION RESULTS

Notes:

Slope Profile; X = convex, V = concave, L = linear.

!,100m, 10k ; Vertical fracture zone at extreme rlght of system
thlckness is 100 m, permeability is 10 times k,

/,0.1m, 10"k Steeply dipping fracture zone outcropping at valley floor,
thlckness is 0.1 m, permeability is 10" times k,

k,, k,; vertical and horizontal components of anisotropic permeability.

H, = basal heat flow.

G, = thermal lapse rate.

T, =_valiey reference temperatyre.

nu'= upper zone porosity.

A5 = rock thermal conductivity.
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figure 3.1. Groundwater flow patterns, water table
configurations and recharge-discharge profiles
as a function of slope profile;
a) convex Run Al,

b) concave Run A2,
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Figure 3.2. Influence of infiltration ratio 1" on water
table configuration, flow patterns and
recharge-discharge profiles;
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b. concave (Runs B8, A2, B5)..

~



Curve # Profite Relief
1 *—o concave 2 km/6 km
2 00— convex 2 km/6 km
3 —a— truncated concave 1 km/6 km
4 —0— truncated convex 1 km/6 km
5 —A-- concave 1 km/6 km
2000
1600 -
- |
E 1200
5 ——— o -
£ S e
= 804 // , -7
3 / / ///‘
11/ / ‘_/’
a0 P/ _
l / ‘/
dm a.
7/
/
0 T T T T T | B T T

Figure 3.3, Water table el
a. infiltratio

evation WTmax

n ratio I ,

0.08

and
b. dimensionless total flow Q*.

0.16
Q*

as a function of;



truncated profile

ELEVATION (km)

0 2 4 6

oN
N
)

truncated profile

N
0 - ?%Wmm

low-relief
concave profile

ELEVATION (km)

0 ] 2 4 6
DISTANCE (km)
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Figure 3.5. Influence of radial symmetry on water table
configurations, flow patterns and
recharge-discharge profiles (Runs I3 and 14).
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Figure 3.6. Influence of ridge asymmetry on water table
configuration, flow patterns and
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CHAPTER 4

THERMAL REGIMES IN MOUNTAINOUS TERRAIN

4.1 INTRODUCTION

it-is.widely recogniéed that topographically-dri?en
groundwater flow can perturb conductive thermal regimes
(Sass et al., 1971; Brott et al., 1981} Mase et al., 1982),
Numerical results described ih Chapter 3 illustrate how
high-relief topography amplifies the influence of factbrs
controlling the rates and patterns of groundwater flow in
mountainous terréin. As a consequence, these factors also
amplify the influence of groundwatér flow on thermal regimes
'in mountains. In this chapter, the influence of these
factors is examined using the numerical method outlinéd in
Chapter 2. This method differs from those used by previous
workers (Smith and Chapman, 1983, 1985; Garven and Freeze,
1984) in the way that the upper boundary condition for fluid
flow is described. Previous workers assume that the upper
boundary of the flow domain coincides with the watér table,
even in cases where the water table lies below the bedrock
surface. As a consequence, hydraulic head is specified
everywhere on the upper boundary and the processes of fluid
flow and heat transfer acting ih the unsaturated zone are-

ignored. The free-surface approach used in this study avoids
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making assumptions regarding the water table configuration
and includes a simplified representation of fluid flow and
heat transfer in the unsaturated zone. In this way,
temperatures at the water table are not specified but

rather, they are calculated in the solution procedure.

In this chapter, idealized mountain thermal regimes are
modeled for a range of conditions representative of the
Western Cordillera in North America. Factors to be
considered are surface topography, geology, climate, and

regional heat flow. Elements of surface topography include
slope profile, relief and three-dimensional form. Both
planar and éxisymmetric'mountain forms are considered. The
.geologic environment controls spatial variability of
permeability, porosity, and thermal conductivity. Climatic
factors influence available infiltration, the presence and
extent of alpine glaciers, and surface temperature
conditions. Regional heat flow is a éharacteristic of the
tectonic environment within which the mountain is located.
It is of particular interest to'examine the influence of

" these factors on: (1) the nature and magnitude of advective
disturbance of conductive thermal regimes, (2) the.
interaction of free- and forced-convection within the
mountain massif, (3) heat transfer within fracture zones,
and (4) the nature of thermal springs. Table 4.1 summarizes
the simulations carried out to assess the influence of each.
factor and provides a guide to the figures that illustraté

each effect.



4.2 SIMULATION PARAMETERS

Si@ulations are performed by assigning a set of fluid
flow and‘thérmal parameters (Table 4.2) within a geometry
similar to that of Figure 2.1. The importanqe of surface
topography is illustrated by considering two extremes in
slope profile; one convex and one concave (Figure 4.1).
Convex profiles are typical of glaciated crystalline terrain
while concave pgofiles are often found in folded mountain
belts and at volcanic cones. Parameter values given in Table
4.2, and the range of values tested in the nﬁmerical
experiments, are chosen to reflect conditions'typical of

mountainous terrain.

Mean annual precipitation is the basic determiﬁant of
available infiltration rates. In Chapter 3, it is shown that
2x10-% m/sec defines a reasonablé upper limit for évailable
infiltration rates while a minimum 7, of 10-'% m/sec is
assumed to océur in all but the most arid of climafes.
Although rock permeabilities can range from less than 10-'?
m?2 to in excess of 10-? m?, the bulk permeability of
mountainous terrain considered in this study is assumed to
be less than 10-'® m?, Freeze and Cherry (1979) and Neuzil
(1986) suggest that this is a reasonable upper limit for
moderately fractured crystalline and argillaceous rocks. In
all simulations, a basal low-permeability unit |
(kp = 10722 m?) occupies the lower 2 km of the domain to

provide a region of conduction-dominated heat transfer
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(Figure 4.1). This region is sufficiently thick that the
majority of simulation results show isotherms neaf the basal
boundary to be sub-parallel to the boundary. As a
consequence, the vertical conductive heat flux applied at
the basal boundary is transferred in a consistent manner to
the thermal regime. The remainder of the domain contains a
higher-permeability unit where advective heat‘transfer may

dominate.

In most éimulations, both upper and lower zones have
homogeneous and isotropic permeability‘(ku, ky) and uniform
porosity (n,, n,). Although thermal conductivity of the
solid matrix (AS) is uniform throughout the system, varying"
porosity and saturation produce contrasts in thermal
cohduétivity of the solid-fluid composite (A€). Because we
consider the steady state problem, porosity only has an
indirect influence on the flow system through its impact on
thermal conductivity of the solid-fluid composite. A basal
heat flux (H,) is applied on the horizontal base of the
system while surface temperature conditions are defined in
terms of a reference surface temperature (T,) and a thermal
lapse rate (Gl). Longitudinal and transverse thermal
dispersivities (aq;, a,) are uniform throughout the system

and are held constant for all simulations,

In the following sections, frequent reference is made
to an advectively-disturbed reference case simulated using

the parameters listed in Table 4.2. Results for the



reference case, shown in Figure 4.1c, are used as a standard

for comparison with subsequent simulation results. The
reference I, of 2x10°° m/sec (Table 4.2) is selected to
represent the maximum rate of infiltration that might be-
available in a climate transitional bethen semi-arid and
humid. The reference upper unit permeability (k,) of 10-'®
m? represents relatively permeable conditions that might
reasonably be expected in mountainous terrain. The reference
heat flux‘(Hb) of 60 mW/m? is representativé of a normal
conductive regional heat flux. Thermal éonductivity (A%) is
fixed at 2.5 mW/m?, a value that approaches the lower limit
for rocks found in mountainous terrain. Barry (1981)
suggests that atmospheric thermal lapse rates may vary from
less than 2 K/km to greater than 8 K/km. In this study,
temperatures at the bedfock surface are defined using a
median lapse rate (G;) of 5 K/km (Table 4.2) and a valley

reference temperature (T,) of 10 °C.

4.3 RESULTS OF NUMERICAL SIMULATIONS

4.2,1 Patterns of Advective Thermal Disturbance

It is recognized that the pattefns and magnitude of
groundwater flow dictate the character of an advective
thermal disturbance. Numerical results described in Chapter
3 indicate that high-relief mountainoUs terrain amplifies
the impact of factors that exert dominant control over

groundwater flow systems; geology, climate and surface
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topography. In this section, the influence of these factors
on the character of advective thermal disturbance is
illustrated by examining the patterns of groundwater flow

and heat transfer in idealized mountainous terrain.

Patterns of grouﬁdWater flow are depicted in Figure 4.1
by pathlines (dotted lines) representing the track of a
fluid particle entering the flow system at a specified point
on the bedrock surface. Pathline spacing is inversely
proportionai to the flux of fluid (specific»discharge)
through flowtubes bounded by each pair of pathlines. Recall
that pathlines should not be confused with the streamlines
generated from contour plots of a suitably defined stream
function or velocity potential. The magnitude of I, provides
a convenient reference for comparing the variation of fluid
flux. For example, pathline spacing in Figures 4.1c and 4.1le
varies in response to the fact that fluid flux in the convex
domain increases approximately fivefold from a value of
2x10-° m/sec at the free-surface to about 10-® m/sec at the
discharge area. Fluid flux is more uniform in the concave
domain (Figure 4.1g), decreasing from 2x10-% m/sec at the

free-surface to about 1.6x10-% m/sec.

Patterns of heat transfer are shown in Figure 4.1 by
heatlines (thick dashed lines) while subsurface temperatures
are represented by isotherms (solid lines). Kimura and Bejan
(1983) suggest the use of heatlines as a means of mapping

the transfer of thermal energy from the basal boundary by

c
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conduction and advection. As a consequence, each heatline
shown in Figure 4.1 is locally parallel to the direction of
net enerqgy flow. In addition, the net energy flow across
each heatline is zero. Note that this yields heatlines
normal to the isotherms only in ;egions where advective heat
transfer by groundwater flow is negligible, or where the
direction of fluid flow is normal to the isotherms.
Heatlines-are everywhere normal to isotherms_in the
conduction-dominated thermal regimes shown in Figures 4.1a;

4.1d and 4.1f.

Heatlines and isotherms shown‘in figure 4.1 illustrate
tﬁé increasing influencg of advective heat transfer on
coﬁductive thermal regimes as rock permeability is increased
three orders of magnitude. In each case, the available
infiltration rate is fixed at the reference value (I, =
2%x10-° m/sec). Three series of simulation results are shown;
the convex domain with normal heat flow (Figures 4.1a to
4.1c), the convex domain with doubled heat flow (Figufes
4.1d and 4.1e) and the concave domain with normal heat flow
(Figures 4.1f and 4.1g). Conductive temperatute fields,
obtained for k, equal to 10778 m?, are shown in the lefthand
panel of each series (Figures 4.1a, 4.14 and 4.1f). A weak
advective disturbance, characterized by heatlines at an
oblique angle to the isotherms, is found when‘ku is 10-'¢ m?
(Figure 4.1b). A strong disturbance, sho&n in the righthand
panel of each series, is found when k, exceeds about 10°'®

m? (Figures 4.1c, 4.%e and 4.1g). In each case, the strong
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disturbancé is characterized by heatlines subparallel to

isotherms in the upper permeable unit.

Shadgd areas shown in Figures 4.1c, 4.1e and 4.1g
indicate areas little affected by thermal energy originating
at the basal boundary. Temperatures within.these regions
reflect the temperature of groundwater recharge defined at
ﬁhe upper boundary using a thermal lapse rate. Elsewhere(
heatline patterns indicate that the entire basal heat flow
is absorbed by the circulaﬁing groundwater and deflected to
exit in the discharge area. The basal heat flow is
effectively masked by downward flowing groundwater within

the shaded regions.

The transition from conduction-dominated to
advection-dominated thermal regimes is accompanied by little
change iﬁ patterns of groundwater flow within each
simulation series.:Patterns of fiuid flow differ somewhat
between the high- and low-permeability cases in each series
because lower water table elevations increase the thickness
of the unsaturated zone where only vertical fluid flow is
assumed. Patterns of fluid flow are also little affected by
changes in basal heaf flow. Doubling the basal heét flow
applied to the convex domain, from 60 to 120 mW/m2?, causes
an approximate doubling of temperatures in
conduction-dominated and fluid-upflow regions of each domain
(compare Figures 4.1a and 4.1c to 4.14d ana 4.1e). Warmer

temperatures cause reduced fluid viscosity and fluid



density, a small increase in fluid flux (about 10 percent,
on average), and reduced water table eievation. These
changes have little effect on patterns of fluid flow and
heat transfer. The péttern of the thermal disturbance found
for the concave slope profile (Figure 4.1g) differs from
that of the equivalent convex case (Fiqure 4.1c) because
sﬁrface topography has a pervasive influence on the pattern

of groundwater flow.

4.3.2 Magnitude of Advective Thermal Disturbance

The magnitude of an advective thermal disturbance is
characterized by the degree that conductive thermal regimes
are cooled, or heated, by groundwater circulation. Contour
plots of temperature residuals quantify the magnitude and
spatial variation of cooling and heating. Temperature
residuals are calculated by subtracting temperatures
obtained for a given simulation from those of the
corresponding conductive case, at each node in the finite
element mesh. For example,»Figure 4.2a is derived by
subtracting results shown in Figures 4.1b from those shown
in Figufe 4.1a while Figure 4.2c is derived using results
shown in Figures 4.1d and 4.1e. Values of temperatﬁre
residual equal zero along the upper boundary because the
same boundary conditions are applied in each case.
Temperature fields are affected only slightly by a
transition in thermal conductivity at the water table. This

effect is included in the computation of temperature
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residual by using the same water table configuration iﬁ each
pair of simulations. Figures 4.2a through 4.2d illustrate
the contour plots of temperature residual obtained for the
advectively disturbed thermal regimes shown in Figures 4.1b,
4.1c, 4.1e and 4.1g, respectively. In each caée, advective
heat transfer cools most of the thermal regime and heats
only small regions near the valley floor. Maximum cooling is
found beneath the mountain summit within, or near, the basal
low-permeability unit. The degree of advective cooling is
controlled by upper zone permeability, infiltration rate,

slope profile and basal heat flow.

In this study, a steady uniform heat flux (rather than
a fixed temperature) is specified at the basal boundary.
" This allows cooling, caused by advective heat transfer in
the upper permeable zone, to propagate to the base of each
system by conduction within the basal low-permeability unit.
If temperatures were specified on the basal boundary,
temperature residuals on the boundary would equal zero and
maximum cooling would be fodnd in central regions of the
domain. Modeling realistic.systems using this approach would
require a knowiedge of temperatures at depths of several
kilometers. In cases where deep temperature data are
unavailable, it seems more appropriate to aéopt the approach
used here in defining the basal boundary condition using |

estimates of regional heat flow.
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Figures 4.2a and 4.2b illustrate the increased cooling
that occurs when k,  is increased tenfold from 10-'% m? to
10°'% m?, Increased groundwater flux absorbs thermal energy
éuppliéd at the basal boundary with less heating of the
domain. As a conseguence, reducéd values of temperature
residual are found within a smaller region of heating in the
higher-permeability case. Similar results are obtained, but
not shown, when groundwater flux is reduced by decreasing 7/,
one order of magnitude to 2x10-'° m/sec. In this latter
case, the maximum elevation of the water table is 6nly 40

meters above the valley floor.

Temperature residuals shown in Figure 4.2c for the
doubled heat flow case (Hb = 120 mW/m?, shown in Figure
4.1e) are calculated with respect to a conductive
temperature field with doubled heat flow, similar to that of
Figure 4;1d. Temperatures in both doubled and normal heat
flow cases are similar in regions of fluid downflow (shaded
regions of Figures 4.1¢ and 4.te). This similarity evolves
because circulating groundwater has the capacity to absorb
all the thermal energy applied at the base of the system,
evén'in_the-doubled heat flow case, - with little change in
temperature within upper regions of the domain. Coﬁparing
Figures 4.2b and 4.2c illustrates the increased cooling
present in the doubled heat flow case. Given these results,
it appears impossible to identify.the magnitude of the basal
heat flow using temperature data collected in shallow

boreholes located at elevations above the valley floor when
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k., exceeds about 10-'5 m2, -

Comparing temperature residuals in Figure 4.2d with
those of Figure 4.2b highlight the greater cooling that
occurs in the domain with convex slope profile. Although
fluid flux is similar in both convex and concave domains
(the same I, is applied at the free-surface), the longer
free-surface segment of the convex domain yields a total
flow of groundwater about twice that of the concavebdomain.
This provides a'greater volume of fluid to absorb the basal
heat flux, leads to greater cooling throughout the convex

domain, and produces a smaller region of heating.

At first glance, the large disparity in the size of
fegions of heating and cooling shown in Figure 4.2 might be
attributed to the elevation-dependent deérease in
temperature imposed on the upper boundary through the
thermal lapse rate. The influence of the thermél lapse rate
is examined by simulating a convex domain with the reference
conditions modified to maintain a constant surface
temperature of 10 °C. Warmer groundwater recharge reduces
the degree of advective cooling by about 10 °C but has only
a small infiﬁence on the patterns of temperature residual
and the size of regions of cooling and heating. Regions of
cooling predominate in the maps of temperature residual
because the basal heat flow is readily absorbed, with little
heating, by the relatively large flux of fluid th;ough each

system. Temperature residuals calculated for a number of
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simulations indicate that maximum heating is found, for a
specified H, and topographic relief of 2 km over 6 km, in
systems with a bulk permeability of about 10-'¢ m2? (Figure
4.2a). Reducing groundwater flux by reducing topogréphic
relief, or permeabiiity, produces largef~regions of heating
~and reduced values of temperature residual. Regions of
heating and cooling are approximately equal when a weak
thermal disturbance is predicted (k, between 10-'® m? and
10-'7 m?). Regions of heating extend over at least 50
percent of the lower-relief domains considered by Smith and
Chapman (1983, 1985) and Garven and Freeze (1984) when a

weak disturbance is predicted.

4.3.3 Influence of Water Table Configuration

The previous discussion indicates that water table
configurations have little influence on the pattern and
magnitude of advective thermal disturbance. Results shown in
Figure 4.3 highlight the strong contrast in thermal regimes
that can develop under conditions where matching water table
configurations are predicted. Matching Qater table
configurations and patterns of groundwater flow are obtained
when the ratio 1,/k, is constant. In Figure 4.3 Iz/ku equals
4x10% sec~'m~'. The significance of this ratio is discussed
in detail in Chapter 3. Figure 4.3a is obtained by setting
k, equal to 5x10-'° m? and I, to 2x10-° m/sec. Reducing the

value of I, by a factor of five to 4x10°'° m/sec (k, is also

reduced by a factor of five to 10-'% m?), causes a fivefold
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decrease in groundwater flux. This reduced fluid flux
creates a wéakerAthermal distufbance and a warmer tﬁermal
regime than that found for the higher-infiltration case of
Figure 4.3a. Unique values of fluid flux cannot be
"associated with a particular water table configuration,
therefore, the position of the water table provides little
direct insight into the magnitude of an advective thermal

disturbance.

Although water table configurations have little direct
influence on advective thermal disturbance, they provide
insight into the parameters that do exert dominant éontrol
over groundwater flux and advective heat.transfer;
permeability and infiltration rate. Simulation results
described in Chapter 3 indicate that groundwater flux
increases almost linearly with increasing k,, in cases with
matching water table configurations. When the water table
lies below the bedrock surface, fluid flux at the
free-surface equals the available infiitration rate and an
approximate linear relationship can be assumed between I,

“and ku' The minimum value of Iz/ku required for the water
table to coincide with the bedrock surface of the convex
domain defines the solid diagonal line shown in Fiéure 4.4.
This line is termed the water table threshold and is a
characteristic of a speéified domain geometry. Points
plotting below the water table threshold shoWn in Figure 4.4
indicate infiltration and permeability conditions that yield

predicted water table elevations below the bedrock surface.
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Under such conditions, groundwater flux within the domain
can be characterized by 1,. Values of I, and k, plotting
above the water table threshold indicate when the water
tablé coincides with the bedrock surface. Under these
conditions, groundwater flux for the specified domain can be
characterized by ku because 7, is unlikely to bear a direct
relationship to gfoundwater flux within the domain,
Triangles shown in Figure 4.4 are labelled to indicate the
combinations of 7, and k, used to obtain the results
illustrated in Figures 4.1 and 4.3. The dashed line joining
points labelled 4.3a and 4.3b in Figure 4.4 indicates that
the approximate linear relationship between I, and k, also
produces matching water. table configurations that need not
coincide with the bedrock surface. In this case, the maximum

water table elevation is 460 m (Figurés 4.3a and 4.3b).

Increasing the basal heat flow, or simulating a concave
slope profile, produces water table elevations lower than
those predicted by the reference convex case (compare
Figures 4.1e and 4.1g to Figure 4.1c). Therefore, greater
infiltration rates are required to maintain water table
elevations everywhere at the bedrock surface. As a
conseqguence, water table thresholds-fo: the concave and
doubled heat flow cases, are shifted to the left of that
found for the reference convex case (Figure 4.4). The
hydrologic implications of Figure 4.4 provide the basis for
deriving insights into the onset of advective thermal

disturbance discussed in the following section.



4.3.4 Onset of Advective Thermal Disturbance

Previous workers have defined the advective threshold
in a variety of ways; Norton and Knight (1977) use a
threshold fluid mass flux, Smith and Chapman (1983) use a
threshold permeability, while Domenico and Palciauskas
(1973) and van der Kamp-(1982) use a threshold value of a
Peclet number that expresses the ratio between heat transfer
by advection and conduction. In this study, advective
thresholds are defined on the basis of permeability and

fluid flux.

Simulation results presented by Norton and Knight
(1977), by Smith and Chapman (1983), and in this study
indicate that conductive thermal regimes develop when fluid
flux is less than a threshold of about 10-'! m/sec. When the
water table lies below the bedrock surface, this threshold
fluid flux can be characterized by /, because applying
values of available infiltration rate in excess of 10-1'!
m/sec causes a significant disturbance of
conduction-dominated thermal regimes (shaded region in
Figure 4.4). When the water table coincides with the bedrock
surface, the threshold fluid flux must be defined on the
basis of a threshold k,. This value is estimated from Figure
4.4 as the value of &k, required to produce a water table
coincident with the bedrock surface when 1, equals about
10" m/sec. A k, of 4x10°'® m? provides the threshold fluid

flux for the convex case with normal heat flow and marks the

137



138

upper limit of conduction-dominated heat transfer (shaded
region in Figure 4.4). Results obtainéd by Smith and Chapman
'(19835 indicate a greater advective threshold for their
low-relief terrain of 1 km over 40 km. The dotted line shown
in Figure 4.4 represents the water table threshold estimated
from their unpublished results and indicates a
permeability-controlled‘threshold of about 3x10-'7 m2,
Because lower hydraulic gradients develop in regions with
reduced topographic relief, greater permeability is required‘
to provide the minimum grbundwater flux for significant
advective heat transfer. This dependence on topographic
relief means that estimated pefmeability-controlled
thresholds are only valid for a specified domain geometry.
The close proximity of the water table thresholds shown on
Figure 4.4 suggest that water table thresholds for the
mountain-scale relief considered here are little affected by
changes in basal heat flow and slope profile. As a
conseguence, the threshold permeability used to define the
onset of an advective disturbance varies less than half an
order of magnitude in response to variations in slope

profile or basal heat flow (Figure 4.4).

The numerical results described above suggest'that a
knowledge of available infiltration rate, or permeability,
cannot be used in isolation to determine the onset and
magnitude of advecti&e thermal disturbance. Knowing the
approximate position of the wvater table will aid in

establishing the parameter that provides greatest insight



into the magnitude of groundwater flux and the magnitude of
the thermal disturbance. Consider the p;ot of I, against &k,
shown in Figure 4.4. If the threshold 7, is applied in
high-permeability terrain, groundwater rechargé is minimal
and the water table lies deep below the bedrock surface.
Because the corfesponding groundwater flux is small, the
advective thermal disturbance is negligible. Thermal
disturbance 1is also'negligible in low—permeability'terrain;
despite a higher water table elevation. As I, is increased
above.its advective threshold, the water table is foﬁnd at
higher elevations within the system and groundwater flux
increases to cause greater therhal disturbance. An upper
limit for the magnitude of the disturbance is obtained, for
a specified value of ku, when Iz plots at or above the
appropriate water table threshold (Figure 4.4). This limit
occurs because the water table coincides with the bedrock

surface and further increase in I, has no effect on the

groundwater flow system. In such cases, the magnitude of the

advective disturbance is characterized by the bulk

permeability of the mountain massif.

Figure 4.4 provides insight into the conditions where
advective thermal disturbance is unlikely. Maximum

groundwater flux can be expected in high-relief terrain of

high permeability with elevated regional heat flow and humid

climate. Values chosen in this study approach the upper
limit for topographic relief (2 km over 6 km) and basal heat

flow (120 mW/m?). These conditions promote maximum rates of
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groundwater flow and suggest that a minimum permeability,
below which advective disturbance of regional-scale thermal
regimes is unlikely, is about 10-'® m?, This lower limit is
little affected by variations in slope profile and bésal
~heat flow. As topographic relief is reduced, however, the
lower limit fof advective disturbance is found at greater

values of permeability.

4.3.5 Free-Convection in Mountainous Terrain

Elder (1967) describes a numerical experiment designed
to examine the influence of external fluid flow on patterns
of free-convection within a permeable rectangular slab
heated from below. In modeling this system, he showed that
extefnal fluid flows imposed on the upper and vertical
boundaries of the slab could obliterate the free-convection
cells that would otherwise develop. Figure 4.5 illustrates
the results of a similar experiment, performed as part of
‘this study, where the nature of the external fluid flow is
explicitly defined by the character of the regional

groundwater flow system,

Figure 4.5a illustrates the thermal regime and patterns

of fluid flow associated with development of free-convection

cells in mountainous terrain, given the geologic conditions

shown in Figure 4.5d. A thin low-permeability horizon (100 m

thick with permeability ki) separates two permeable units;
an upper unit with k, equal to 10°'® m? and a lower unit

(equivalent to Elder's permeable slab) with
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k, equal to 5x10°'® m?, Pathlines shown in the righthand
panel of Figure 4.5a depict two free-convection cells that
develop in the‘lower permeable unit when a basal heat flow
of 120 mW/m? is applied and the upper and lower units are
isolated by setting k; to 10 1% m2, Upwarped isotherms and
convergent heatlines shown in Figure 4.5a highlight the
region of upwelling fluid in the free—éonvection cells,
Heatlines pass through the low-permeability horizon to be
swept in the direction of topographically-driven flow in the
upper permeable zone. Therefore, the basal heat flux has
little influence on temperaturés directly beneéth the

mountain summit (shaded region of Figure 4.5a).

The rectangular gebmetry of the lower permeable layer
allows calculation of a Rayleigh number Ra to confirm that
free-convection should be expected under the conditions
stipulated. Ra for the system shown in Figure 4.5a is
calculated using the definition of Cheng (1978) and the

parameter values shown below;

o » 28T o
where
g = gravitational constant = 9.8 m/sec?
u = dynamic viscosity of water (70°C) = 4x10°*% Pa-s
p = density of water (70°C) = 978 kg/m?
Cr = specific heat capacity of water = 4186 J/kgK

H = thickness of lower permeable unit = 1800 m

141



AT = vertical temperature difference = 90 K

k; = permeability = 5x10°'5 m?

g = thermal expansivity of water - 5x10-% K-

A® = thermal conductivity of solid-fluid composite
= 2.3 W/mK

The resulting value‘of Ra is.173. Because this value exceeds
the generally accepted threshold of 40 (Cheng, 1978), it is
reasonable that the numerical model should predict the weak
cellular free-convection indicated within the lower

permeable unit (Figure 4.5a).

Increasing the permeability of the intervening unit k;

to 10-'7 m? increases groundwater flux between the upper and

‘lower permeable units and increases the total flow through
the system.‘Increased lateral flow in the lower permeable
unit displaces the region of upwelling to the right,
increases cooling beneath the mountain summit and causes
warmer temperatures beneath the valley floor (Figure 4.5b).
Further increasing k; to 10-'® m? completely obliterates the
free-convection cells to.prodUCe a strongly disturbed
thermal regime and patterns of groundwater flow similar to
those of Figure 4.1g. Under the conditions simulated here,
free-convection cells are easily disturbed by
topographically-driven fluid flow because groundwater flux
in the permeable upper unit is about 150 times greater than

the buoyancy-driven fluid flux of the lower permeable unit.
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Clearly, free-convection cells are less likely to be
disturbed as the permeability of the upper unit is reduced

or as topographié relief is reduced.

Increasing k; by one order of magnitude to 5x10°'%® m?
causes more vigorous free-convection within the lower
permeable layer (Figure 4.5c) and produces fluid flux
similar in magnitude to that of the upper permeabié layer
(approximétely 10-° m/sec). Using eqguation (4.1) and the

updated parameters shown below, Ra for this system is 524.

p = dynamic viscosity of water (45°C) = 6x10-" Pa-s
b = density of water (45°C) = 990 kg/m?3

AT = vertical temperature difference = 40 K

k; = permeability = 5x10-'% m?

Total flow of fluid through_the system and the pattern of
fluid flow is little changed from that of Figure 4.5a.
Increased buoyancy-dri?en'fluid flux in the lower permeable
layer decreases the likelihood that free-convection cells
will be displaced, or obliterated, as the permeability of
the intervening horizon is increased. Enhanced rates of
buoyancy-driven fluid flow focus transfer of the 5asal heat
flow within the region of fluid upwelling. This yields
significant cooling throughout the lower permeable layer,
except at the top of the region of upwelling (Figure 4.5c).
Here, temperatures are similar to those of the weakly

convecting case (Figure 4.5a). Temperatures in the upper
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permeable unit differ little from those found in the weakly
convecting case, except in the vicinity of the valley floor.
As a consequence, the character of the thermal regime within
the lower permeable unit is unlikely to be detected using
thermal data collected in shallow boreholes. Additional work
is underway tovexamine the interplay of free-convection
cells and topographically-driven fluid flow within more
complex regional flow systems where igneous intrusions and
permeable fracture zones may be encountered. This work is
expected to yield useful insights regarding thermal regimes
at active volcanic centers and the origin of'épithermal ore

deposits.

4.3.6 Influence of Mountain Topography

Surface topography has a pervasive influence on the
pattern and magnitude of groundwater flow in mountainous
terrain, hence on the pattern of advective heat transfer.
The influence of slope profile on groundwater flow systems
and thermal regimes has been described in previous sections.
In the following paragraphs, the implications of topographic

symmetry and three-dimensional form are addressed.

Asymmetry in surface topography produces an advective
thermal disturbance that reflects the influence of asymmetry
in patterns of grbundwatér flow. Three mountain valleys are
shown in Figure 4.6, each with a convex slope profile on the
left and a linear slope profile on the gight. Mirror

symmetry is assumed at the vertical boundaries in each case.



Figure 4.6a shows an asymmetric valley with opposing summits
of equal elevation. Figure 4.6b shows an asymmetric valley
with the elevation of the righthand summit reduced to
one-half that of the lefthand summit. Figure 4.6c represents
"a symmetric system with a convex ridge adjacent to a wide
valley with flat topography. The strongly disturbed thermal
regimes shown in Figure 4.6 are obtained by aséigning the

reference conditions given in Table 4.2.

Asymmetry in surface topography\can cause:a stfong
warping of isotherms near the valley floor (Figures 4.6a and
4.6b) that might be mistaken for the thermal signatﬁre of a
free-convection cell or a permeable fracture zone; both
features can cause upflow of heated fluid. The pronounced
warping of isotherms is centered on groundwater flow divides
located within regions of closely spaced sub-vertical
heatlines. Groundwater flow divides represent imaginary
boundaries separating the distinct regions of groundwater
upflbw associated with each slope préfile. The position of
the divide reflects a balance between the total flow of
groundwater beneath each slope profile. In an iQeal
symmetric case, the divide is vertical and located at the
valley floor. This is the case in Figure 4.6c and £he
previous Figures 4.t and 4.4. Total flow through the linear
slope profile is about 60 percent of that of the convex |
profile, therefore, both the groundwater divide and the
region of upwarped isotherms are displaced to the right in

Figure 4.6a. As relief of the linear slope is reduced, fluid
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flow through the linear slope is reduced. Both the divide
and the upwarping of isotherms are displaced further to the

right in Figure 4.6b.

Figures 4.,6a and 4.6b indicate that the groundﬁater
flow divide may interseét the bedrock surface upslope of the
valley floor in regions of asymmetric‘surface topography. As
a conseqguence, chemical and thermal signatures of a
subsurface heat source located beneath the lefthand convex
slope may be expressed in springs discharging upslope from
the valley floor on the opposing linear slope. In addition,
samples collected»at the valley floor may provide little
information regarding conditions beneath the linear slope
profile. As permeability is reduced, the warping of
isotherms becomes less pronounced. The position of the

groundwater flow divide, however, is unchanged.

In the preceding discussion, each domain represents a
vertical section through a linear ridge of infinite extent.
Although fully three-dimensional systems cannot be simulated
with the current model, insights into the influence of other
topographic forms can be'gained by simulating axisymmetric
conical feafureé. The radial equivalent of the planar domain
shown in Figure 4.6¢c is an isolated mountain massif with
convex slope profile and axis of symmetry beneath the
ridgetop. Because the horizontal component of fluid flux
decreases with increasing radial distance, fluid flux in the

radial case decreases from the reference value of Iz with
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increasing radial distance. This transition is reflected in
the plot of fluid mass flux normal to the upper boundary of

each system shown in Figure 4.7a. /, is the same in each

V4
case, therefore, fluid mass flux is the same along each
free-surface. Elsewhere, fluid discharge in the radial case
is less than that of the'planar case. This difference is
most readily seen near the break-in-slope, where most
discharge occurs. The fluid flux profile shown in Figure
4,7a indicates that only a sméll percentage of the total
flow discharges near the righthand boundary. This suggests
that, a flat valley floor with a width in excess of about
two times the horizontal distance covered by the adjacent
mountain slope will effectively isolate groundwater flow
systems and thermal regimes on opposing sides of the valley.
For example, Figﬁre 4.7 shows a valley half-width of 6 km
(for a total width of 12 km) and a horizontal slope length
of 6 km,

Despite the contrast in topographic symmetry,
temperatures in the radial case are only slightly warmer
than those of the planar case. The éifference in temperature
obtained in ‘each case is shown in the contour plot of Figure
4.7b. The greatest temperature difference occurs in central
fegions of the system, beneath the break-in-slope, where ,
greatest contrast in groundwater flux is encountered (Figure
4.7a). In this region, temperatures in the radial‘system are
elevated abbut 8 °C above those of the planar system. Little

difference between the planar and radial cases is indicated



near the right and left boundaries of the system because the
" contrast between the patterns and magnitude of groundwater

flow in each case is minimal.

4.3.7 Permeable Fracture Zones and Thermal Springs

The numerical method used in this étudy allows
permeable fracture zones to be embedded, as discrete
entities, within the éurrounding rock mass. In contrast to

previous approaches (Lowell, 1975; Sorey, 1978;
| Kilty et al., 1979;'Goya1 and Kassoy, 1980;
Bodvarsson.et él.,1982), fluid flux within the fracture is
dictated by conditions controlling the regional flow system
rathef than by a specified fluid source at depth or by a
specified uniform fluid flux in the fracture zone. An
important difference lies in the fact that this approach
allows fluid to enter, or leave, the fracture zone at any
point along its length. Previous studies often assume that

the fracture wall is impervious.

In this modeling study, fracture zones are represented
by a series of connected planar segments with uniform
thickness (b) and a homogeneous eqﬁivalent porous media
permeébility»(kf). Because an approximate linear
relationship exists between permeability and fluid flux,
various combinations of b and kf produce the same patterns
of grouhdwater flow in systems with matching water table
configurations and matching kf-b; when b is less than about

100 m. The product
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kf-b (expressed»in units of m?.m) is termed the
transmissivity of the fracture zone and is used in
discussing the simuiation results. Note that this definition
of tfansmissivity differs from the product of hydraulic
conductivity times thickness usually adopted in isothermal
approaches. Figurés 4.8a and 4.8b include a steeply dipping
fracture zone, extending from the valley floor to the basal
boundary. Fracture width b and permeability kf are assumed

constant everywhere along the fracture zone. The

transmissivity. of the fracture zone kfob is assumed to equal

10%+k, (m?-m) and might reasonably correspond to several

b of 10

combinations of b and kf; b of 1 mand kp of 108k,

m and kf of 103-ku,'9rvb of 100 mvand kf of 10%-k,.

Figure 4.8a illustrates the influence of the fracture
zone described above, with k, of 10-'% m?, on groundwater
flow and heat transfer within the asymmétric topography of
Figure_4.6a. The total flow of groundwater increases by 75
percent to yield cooler temperatures evgrywhere in the
domain, Patterns of fluid flow and heat transfer are greatly
modified because eighty percent of the total fluid flow, and
the entire basal heat flow, is captured by the fracture -
zoﬁe. Rapid fluid flow in the fracture zone, and,tﬁe
surrounding rock mass, yields almost isothermal conditions
along the fracture and a spring temperature elevated only
3 °C above the ambient surface temperature of 10 °C.
Temperatures are everywhere cooled below those of the

corresponding conduction-dominated case and the basal heat
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flow is eﬁfectively masked eﬁerywhere along the upper

boundary (shaded region in Figure 4.8a).

Within the low-permeability basal unit, fluid flux in
the fracture zone is 6 orders of magnitude less than that of
shallower fracfure segments because inflow from the basal
unit is minimal. As a consequénce, the conductive pattern of
heat flow within the basal unit is undisturbed. Above the
basal unit, inflow from the surrounding rock mass causes
fluid flux in the fracture zone to increase almost linearly
(about one order of magnitude); reaching a maximum at the

bedrock surface.

Decreasing the permeability of the surrounding rock
mass to 10-'¢ m?, while retaining the transmissivity of the
fracture zone at 10“-ku_(m2-m), reduces fluid flux in both
the fracture zone and the surrounding rock mass. This
effect, in turn, yields a a warmer thermal regime (Figure
4.8b) and a spring temperature 13 °C warmer than that of.the
higher-permeability case. The pattefn of upwarped isotherms
shown in Figure 4.8b differs considerably from those of
Kilty et al. (1979) and Sorey (1978), Qho predict high
temperaturé'gradients at shallow depths in the fracture
zone. This difference is attributed to the fact that
prévious workers assume an impervious fracture boundary and
a uniform fluid flux within the fracture zone. In this
study, the ability for fluid to enter, or leave, the

fracture zone allows a non-uniform pattern of fluid flux to
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develop. Fluid flux in the fracture zone increases about one
order of magnitude between aﬁ depth of 2 km and the valley
floor in the system shown in Figure 4.8. As a conseguence, a
more uniform temperature gradient develops along the

fracture zone.

A conduction-dominated thermal regime is found when k,
equals about 10-'%8 m?, This result is independant of the
magnitude of the.transmissivity of the fracture kf-b because
the fluid flux in the flow system is dominated by the
permeability of the surrounding rack mass. Although rates of
fluid flow are insufficient to cause a perceptible change in
the temperature field, the volume of fluid flow in the
fracture zone is sufficient to cause a spring temperature

elevated 5 °C above the ambient of 10 °C.

Figure 4.9 illustrates the variation of spring
temperature as a function ofvupper unit permeability (ku)'
for both the normal and doubled heat flow cases. Peaks in
spring temperature (25 °C for H, equal to 60 mW/m? and 43 °C
for H, equal to 120 mW/m?) are found when rock mass
permeability equals about 10-'¢ m?., This value of k, also
produces maiimum advective heating in the unfractured convex
slope profile (compare temperature residuals shown in
Figures 4.2a, 4.2b and 4.2c). This behaviour reflects the
fact that the overall character of the thermal regime is
controlled by regional groundwater flow througﬁ the rock

mass. Temperature residuals shown in Figure 4.2a indicate
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that a region of heating develops near the valley floor that
contributes to development of a thermal spring. Increasing

k, above 10°'® m? causes redﬁced spring temperatures (Figure
4.9) because the rapidly circulating groundwater absorbs all
thermal eﬁergy applied at the base of the system with little
inérease in temperature. Decreasing ku‘below 10-'® m? also
causes reduced spring temperatures (Figure 4.9) because

fluid flow to the fracture is reduced and a greater portion

of the basal heat flow is transferred by conduction through

the surrounding rock mass.

Changing the effective length of the fracture zone
modifies its influence on the thermal regime. The effective
length is increased by considering the influence of
permeable cross-fractures that intersect the original
fracture zone. The resultant ihcrease in fluid flux
_throughoﬁt the domain causes a greater portion of the basal
heat flow to be captured by the fracture zone. As a
consequence, Spring tempefatures are warmer and recharge
areas are cooler. For example, the length of the fracture
zone shown in Figure 4.8b is increased by introducing a
second fracture zone, 2 km in length, beneath the convex
slope (within the upper permeable unit) to_interseét the
original fracture at right angles where both fractures meet
the top of the basal unit. This increased length yields a
greater spring temperature of 76 °C. Reducing the iength of
the fracture zone to 1 km cauées only a slight reduction in

spring temperature because eliminating inflow from deeper



regions of the upper permeable unit has only a small effect

on fluid flux in the fracture zone.

The transmissivity of the fracture zone kf-b dictates
the degree of disturbance caused by the fracture zone. In

the system shown in Figure 4.8b, the fracture zone exerts

its maximum influence when kf¥b equals about 10%-k, (m?.m).

Increasing keeb to 10°-k, (m?.m) has little effect on the
;egional flow system and causes only a 1 °C increase in
spring temperature (open circle plotted in Figure 4.9).
Reducing kpeb to 10%+k, (m?-m) has a greater influence,
causing a 7 °C decrease in spring temperature (Figure 4.9).
The fractufe zone restricts fluid flow in the surrounding
rock mass when kg-b is less than 10%-k, (m?.m). At values of
kf-b in excess of this value, fluid flux in the system is
restricted only by the pe:meability of the surrounding rock

mass.

The results shown in Figures 4.8 and 4.9 are
representative ohly of the idealized geometries and
conditions tested. These results should only be used as a
guide to the character of thermal regimes influenced by
permeable ffacture zoﬁesrbecause patterns of thermal
disturbance and spring temperatures are strongly controlled
by a variety of factors that are difficult to map and
quantify. These factors include; fracture poéition,
orientation, transmissivity of the fracture zone, length,

and intersection with other fractures. In addition, the
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three-dimensional nature of intersecting fracture zones and
rugged mountainous terrain makes detailed extrapolation from
two-dimensional simulations difficult., Figure 4.9 suggests,
however, that an optimal range of bulk permeability exists
(k, = 10-'7 m? to 10-'5 m?) wherein maximum spring'
temperatufes are most probable. It should be noted that
localized shallow heat sources, not considered in. this
study, could prbmote the development of high-temperature
springs even when k, lies outside this range. Results
presented in this section suggest that it will be difficult
to predict accurately the temperature of thermal springs in -

| any but the simplest of cases.

4.4 IMPLICATIONS FOR HEAT FLOW STUDIES

Estimates of regional heat flow are often made by
measuring vertical temperature gradients in shallow
boreholes (less than 200 m deep), correcting the results for
the‘influence of surface topography and calculating the
regional heat flow using estimates of thermal conductivity
(Sass et al., 1971). In mountainous terrain, an additional
correction may be required to account for advective
disturbance of the thermal regime. Contour plots of
temperatﬁre gradient ratio provide insight into the
magnitude and spatial variation of errors in temperature
gradient introduced by advective heat transfer. This method
of presentation should be of particular interest to those

attempting to interpret temperature gradients measured in



boreholes. Temperature gradient ratios are calculated by
normalizing temperature gradients cémputed at each vertical
finite element boundary with respect to temperature
gradients calculated in the corresponding

- conduction-dominated case. Figure 4.10 shows contour plots
of gradient ratio caléulated for the temperature fields
shown in Figures 4.1b, 4.1c, 4.1e and 4.1g. Note that Figure
4,10 illustrates the potential magnitude of errors
introduced only by advective heat transfer. Heat fléw
estimates must also be corrected for the influence of
surface topography, variations in thermal conductivity and
the influence of thermal transients. Where exact corrections
for these effects cannot be made, errors in heat flow

‘estimates may exceed those indicated in Figure 4.10.

Where the gradient ratios shown in Figure 4.10 equal
1.0, temperature gradients are unaffected by the advective
disturbance and measured temperature gradients match those
of the corresponding conduction-dominated case. Shaded areas
shown in Figure 4.10 highlight regions where measured
temperature graaients may prdvide estimatés of uncorrected
regional heat flow with an errér of less than 25 percent.
Temperature gradients are only slightly affected af depth,
even in systems with strong advective cooling, because the
geometry of the boundéry—value—problem is désigned to ensure
that the pattern 6f conductive heat flow in the basal
low-permeability unit is undisturbed. In more complex

situations, temperature gradient ratios at depth may
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affected to a much greater degree. Where the gradient ratios
differ from 1,0, the basal heat flow is effectively masked

by groundwater flow.

Gradient ratios less than 1.0 indicate regions where
temperéture gradients measured in shallow boreholes would
yield underestimates of uncorrected regional heat flow. In

terrain with relief of 2 km over 6 km, such conditions

should be expected when the bulk permeabilty of the mountain

massif exceeds about 10-'¢ m? and humid climate causes high
recharge rates. Mase et a/. (1982) suggest that such

conditions contribute to the regional low in heat flux (less
than 30 mW/m?) identifed in permeable volcanic rocks of the

Cascade Range in California.

Negative gradient ratios (hatched regions in Figures
4.10b, 4.10c and 4.10d4) indicate regions where‘temperature
inversions and negative temperature gradients might be
measured in shaliow boreholes when bulk permeability equals
about 10-'% m?, Terrain with greéter k, produces expanded
regions of negative gradient. Significant negative
temperature gradients are reported in the upper several
hundred metfes of boreholes on the concave flank of Mount
Hooa, Oregon (Steele and Blackwell, 1982). I1f the concave
domain shown in Figure 4.104 is a reésoﬁable approximation
of Mount Hood, it can be inferred that the permeability of
the volcanic pile likely exceeds 10°'® m?, In regions of

reduced topographic relief, negative temperature gradients
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will only be found (on a regional-scale) in terrain with
éreater bulk permeabiliﬁy. Brott et al. (1981) describe
 temperature inversions induced by regional groundwater flow
~within fractured basalts of the Snake River Plain.
Topographic relief is approximately 1 km over 400 km and
bulk permeability for the basalts generally exceeds 10- '3
m?, Negative temperature gradients are unlikely inA
high-relief terrain where arid ciimétes yield reduced rates

of groundwater recharge.

The gradient ratio map of Figure 4.10a suggests that
thermal data collected in shallow boreholes located on the
mountain flank are most likely to provide goodrindications
of the magnitude of the basal heat flux when k, is less than
about 10-'¢ m? (or J, is less than 2x10°'° m/sec). In
terrain with k, (or 7,) only one order of magnitude greater,
shallow £emperature data is unlikely to yield good estimates
of regional heat flow (Figure 4.10b). Because k, and I, are
difficult to estimate to a precision better than one or two
orders of magnitude, it will be difficult to verify that
temperature data collected from shallow boreholes provides a
good estimate of regional heat flow. It should be noted,
however, that the influence of thermal transients énd
uncertainties in understanding the thermal conductivity
structure of the subsurface further reduce the likelihood
that reliable estimates of basal heat flux can be made using

data obtained from shaliow boreholes,
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Gradient ratio maps indicate thét uncorrected regional
heat ﬁlow‘may be overestimated by a factor in excess of 2.0
near the valley floor (Figure 4.10). In strongly disturbed
regimes it appears necessary to drill at least 2 km below
the valley floor to obtain reasonable estimates of regional
héat flow, Heat flow measurements made in rugged mountainous
terrain are, by nécessity, often restricted to locations
near the floor of nafrowvmountain valleys. Heat flow data
collected from shallow boreholes (less than 200 m deep) in
mountain valleys of the Coast Mountains, British Columbia
yield consistent values of heat flow with plausible
magnitude (about 80 to 100 mW/m?) without correcting for
possible advective heat transfer (Lewis et al., 1985). This
result suggests that regional groundwater flow‘in the Coast
Mountains causes, at most, a weak advective disturbance.
Furthermore, this implies that bulk permeability in the
Coast Mountains is unlikely to e#ceed about 10-'¢ m2, It
should be recalled that an equivaient porous medium is
assumed to provide an adequate representation of the
fractured rock mass, with the exception of major
through-going fracture zones. As a consequence, regions of
reduced bﬁlk perﬁeability correspond to regions of decreased
fracturing rather than to regions of decreased matrix

permeability.

Souther (1975) notes that high-temperature phenomena
such as boiling springs, fumaroles and mud pots are absent

in the Coast Mountains of British Columbia; despite elevated
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heat flow (Lewis et al., 1985). Sixteen thermal springs,
with temperatures seldom in excess of 65 °C, are scattered
throughout a region of 1.3x10% km? (Souther and Halstead,
1973; Souther; 1975). Because these springs invariably issue
from fractures in crystalliﬁe rock, the associated fhermal
regimes are preéumed-to be strongly controlled by pérméable
fracture zones. The sparse distribution of thermal springs
suggests that conditions favoring elevated spring
temperatures. are found only in a few localized regions. In
the absence éf local heat sources, the location of the
observed thermal springs may indicate regions where bulk
permeability approaches 10-'¢ m?, Elsewhere, bulk
permeability likely falls outside the range of k, (10-'7 m?
to 10-1'5 mz) required for maximum spring temperatures. As
noted previously, the plausible heat flow values reported
for this region suggest that strong advective disturbance is
absent at a regional scale and bulk permeability is likely

less than 10-'6 m2,

Interpreting'heat flow data can be complicated by the
presence of alpine glaciers mantling a mountain massif.
Figure 4.11 illustrates the influence of an alpine'glacier
on the temperature field in a convex domain with
permeability 10-'5 m? and ihfiltfation rate 2x10-° m/sec.
The valley reference temperature (T,) is reduced to 5 °C to
represent a cooler climate. Using the approach déscribed in
Chapter 3, rechafge beneath the glacier is limited to that

derived from sub-gladial melting by thermal energy



originating at the basal heat source. Downslope of the
glacier margin, rates of groundwater recharge equal the
available infiltration rate on the free-surface. This
transition, from reduced recharge beneath.the glacier to
high recharge downslope of the glacier margin, produces
elevated subsurface temperatures and a reduced advective
disturbance beneath the glacier. Borehole temperature data
collected near glacier margins in high-permeability terrain
"may be difficult to interpret because the distorted
groundwater flow system disturbs the pattgrns of heat
transfer (Figure 4.11). The impéct pf alpine glaciers is
reduced as permeability is reduced because less infiltration
is accepted downslope of the glacier margin while rates of
groundwater recharge generated by sub-glacial melting are
little affected. It snould be noted that similar results
would be obtained where extensive units of low-permeability
rocks or permafrost are found in upper regions of the

domain..

Results presented in this section illustrate the use of
numerical modelling to assess the disturbance of conductive
thermal regimes by groundwater flow. A free-surface approach
should be considered when confronted with a deep wnter table
because temperature conditions at the water table are
difficult to define without explicitly including the
influence of heat transfér in the unsaturated zone. Such
situations are most likely to be found in regions with

high-permeability rocks and arid climate. A free-surface
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approach may be unneccessary when temperatures at the water
table can be assumed approximately equal to those at the
ground surface. Such conditions might be found in
low-permeability terrain where a water table close to the
bedrodk surface produces a thin unsaturated zone.
Alternatively, high fluid fiux found in high-permeability
terrain with humid climate and déep water table may allow
temperatures at the bedfock surface to be extrapolated
verticaiiy downward to an assumed water table. If the
purpose‘of a modeling excercise is to identify regions where
boiling might occur, a freé-surface approach should be
éonsidered to ensure reasonable pressure conditions within

the mountain massif.

4.5 CONCLUSIONS

1. Recognizing the pattern and magnitude of groundwater flow
is fundamental to defining the pattern and magnitude of
advective disturbance of conductive thermal regimes. a
finite element model of fluid flow and heat transfer
provides insight into the character of advective heat
transfer in mountainous terrain. A free-surface approach
eliminates the dependence of the solution results on
difficult-to-estimate water table configurations by
computing water table elevations as part of the solution
'prdcess. Such an approach is most useful when assessing

thermal regimes in high-permeability terrain with arid
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climate. Here, the water table may lie deep below the
bedrock surface. Conventional approaches that make a priori
assumptions regarding the water table configuration require
temperatures at the ground surface to be exfrapolated to a
water table that defines the upper boundary of the
groundwater flow system. In more humid climates with lower
perméability, water table elevations approach the bedrock

surface and a free-surface approach may be unneccessary.

2. The position of the water table yields insight into the
parameters that characterize the magnitude and onset of an
‘advective disturbance. Where the water table lies below the
bedrock surface, an advective threshold can bé<defined in
terms of the available infiltration raté. Conductive thermal
regimes are expected when available infiltration rates are
less than about 10-'' m/sec. Conditions causing low
available infiltration rates and déep water table elevations
are most likely to be found in regions with arid climate.
Where the water table coincides with the bedrock surface,
the available infiltration rate no longer characterizes
fluid flux within the domain. In such cases, an advective
threshold specific to the topographic relief of the domain
can be defined on the basis of bulk permeability. Numerical
results suggest that the permeability-controlled advective
threshold is about 10-'® m2? in terrain with relief of 2 km
over 6 km. The permeability threshold becomes

- proportionately greater as relief is reduced. Advective

disturbance of thermal regimes is unlikely, on a regional



scale, where bulk permeability is less than 10-'% m2,

3. Higb—rélief topography amplifies the influence of surface
topography on patterns of groundwater_flow and advective
héat tranéfer. Differing slope profiles and summit
elevations on opposing valley walls yield an asymmetry in
advective heat transfer that complicates the interpretation
of thermal data sets. Thermal regimes beneath opposing |
Qalley slopes are effectively isolated when separated by a
flat valley floor that is wider than the base of each

adjacent mountain massif.

4. Numerical results indicate that special conditions are
required in the variation of pefméabiiity within the
mountain massif if free—convection cells are to develop.
Otherwise, free-convection cells may - be obliterated by

topographically-driven groundwater flow.

5. Fracture zones can exert a profound ihfluence on the
pattern and magnitude of groundwater flow and advective heat
transfer. There is a non-uniform variation of fluid flux
within the fractﬁre zone‘that :efleéts the charactér of the
regional flow system. The strong interaction of fluid flqw
in the fracture zone and the surrounding rock mass produces
an optimal range of permeability (between about 10-'7 m? and
10"5 m?) where the temperature of thefmal springs may reach
a maximum. In lower—pefmeability terrain, fluid flux is too

slow to cause significant advective heat transfer. As a
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consequence, spring temperatures approach ambient air
temperature. In higher-permeability terrain, rapid fluid
flux absorbs all thermal energy originating at the base of
the domain with little increaée in temperature. These
conditions also contribute to spring teméeratures

approaching ambient air temperature.

6. Advective heat transfer causes an overall cooling of a
mountain massif with small regions of heating near the
valley floor. High-permeability and large available
infiltration rates promote gréater cooling and smaller

regions of heating. In terrain with permeability in excess

of about 10-'5 m?, the entire basal heat flow is absorbed by

circulating groundwater and deflected to exit at the valiey
floor with little increase in subsurface temperatures. Such
conditions mask the character of the basal heat flow and
preclude using temperature data collected in shallow

boreholes to estimate conductive regional heat flux.

7. Vertical temperature gradients may be overestimated by at
least a factor of 2;0 where measured in mountain valleys. In
high-permeability terrain (in excess of about 10-'5 m?),
negative temperature gradients are predicted at median
elevations on the mountain flank and within the mountain
massif., Temperature data collected from shallow boreholes
located on the mountain flank may yield reasonable estimates
of vertical gradients and regional heat flow when bulk

permeability is less than about 10-'¢ m2,
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8. The numerical modél used in this study provides a basis
for explaining the general character of thermal conditions
observed in bbreholes and at thermal springs located in
mountainous terfain. Detailed examination of thermal
anomalies at specific sites requires developing a
three-dimensional equivalent of the existing two-dimensional

model.
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TABLE 4.1

SIMULATION SUMMARY AND GUIDE TO ILLUSTRATIONS - CHAPTER 4

FACTOR

TOPOGRAPHY
Slope Profile

Valley Asymmetry
Radial Symmetry

GEOLOGY
Bulk Permeability
Permeable Fracture Zones

CLIMATE
Available Infiltration
Alpine Glaciers
Surface Temperature

THERMAL REGIME
Basal Heat Flow
Free-Convection

Thermal Springs

ADVECTIVE THERMAL DISTURBANCE

Onset
Pattern -
Magnitude

Notes:
NS Not Shown

FIGURE

4.1, 4.3
4'11
NS

4.8, 4.9

L] 1 r 4.4
1, 4.3
.2, 4.10
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TABLE 4.2
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TYPICAL SIMULATION PARAMETERS - CHAPTER 4

Fluid Flow Parameters

permeability of basal unit
permeability of upper unit

vertical infiltration rate

Thermal Parameters

basal heat flow

thermal lapse rate

reference surface temperature

porosity of basal unit
porosity of upper unit

solid thermal conductivity
fluid thermal conductivity
vapor thermal conductivity
specific heat capacity of water

saturation above water table
longitudinal thermal dispersivity

transverse thermal dispersivity

1.0x10-22 p2
1.0x10-15 m?

2.0x10°° m/s

60.0 mW/m?2
5 K/km

10 °C

0.01

0.10

2.50 W/mK
0.58 W/mK
0.024 W/mK
4186.0 J/kgK

0.0
100.0 m

10.0 m

Note: * Denotes parameters changed in simulation series,
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Figure 4.1,

Patterns of groundwater flow and heat transfer

in convex and
the reference

where noted);
a. k, = 1g=18
b. k, = 10°'¢
c. k, = 16=13
d. k, = 10°'®
e. k, = g3
i ku = jg-1"
g. k, = 10°'%

concave topography simulated with

conditions of Table 4.2 (except

m?,

m?,

m? (reference case),

m? and Hy = 120 mW/m?,
m? and Hy = 120 mW/m?,
m2,
me .
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Figure 4.2. Contour plots of temperature residual (°C);

a. k, = 10-'% m? and Hy = 60 mW/m?,
b. k, = 10°'% m? and H, = 60 mW/m? -
c. k, = 10-'%5 m? and Hy = 120 mW/m?,
d. k, = 10-'5 m? and Hy = 60 mW/m?2,
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Figure 4.3. Matching water table coﬁfigurations,in»convex
topography with H, = 60 mW/m?;
a. k, = 5x10-15 m?2 andllz = 2x10°% m/sec,
b. k, = 10'% m? and I, = 4x10°'° m/sec.
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Figure 4.4. Influence of infiltration I, and permeability k,
on water table elevations and advective
thresholds.
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Figure 4.5.

Thermal regimes and patterns of groundwater flow
in mixed free- and forced-convection scenarios
with B, = 120 mW/m?, I,

5x10-° m/sec and

k, = 10"'% m?;

a. k; = 10°'? m? and k; = Sx10-'% w2,
b. k; = 10-'7 m? and k; = 5x10-'% m?,
c. k; = 10-'® m? and k; = 5x10°'* m?

d. geologic conditions for simulations.
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Figure 4.6. Thermal regimes beneath mountain valleys
simulated with reference conditions of Table
4,2
a. opposing summits have equal relief and
differing slope profile,
b. linear summit has relief one half that of the
convex summit,

c. convex summit adjacent to a flat plain.



177

|

1.0 ~
/Radial System

AN

V==
i Y
1 -2 -5 “~Planar System
-1.04(kgs m “)x10

FLUID MASS FLUX
o

ELEVATION.(km)

0 2 4 6 - .8 10 12
DISTANCE (km)

Figure 4.7. Comparison of thefmal regimes in radial and
- . planar symmetry;
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b. temperature difference contours (°C).
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Figure 4.9. Spring temperature as a function of upper zone

permeability ky» transmissivity of the fracture
zone kf-b, and basal heat flow Hy.
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Figure 4.10. Contour plots of temperatﬁre gradient ratio;

a. k, = 10 m? and H, = 60 mW/m?,
. k, = 10" '% m? and H, = 60 mW/m?2,

c. ku = 10-15% m? and,Hb = 120 mW/m?

d. k, = 10°"°* m? and Hy, = 60 mW/m?
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Figure 4.11. Influence of a glacier mantling a convex
' mountain from 1500 m to 2000 m above the valley
floor.



CHAPTER 5

SUMMARY OF CONCLUSIONS

A finite element model is developed to simulate stéady
groundwater flow and heét transfer through vertical sections
of terrain with mountainous topography. A free-surface
approach eliminates the dependence of the solution results
on difficult-to-estimate water table configurations by
computing water table elevations as part of the solution
process. Conventional approaches that make a priori
assumptions regarding the water table position require
temperatures at the ground surface to be extrapolated»to a
water table that defines the upper boundary of the
groundwater flow system. This difficulty is avoided by
assuming one-dimensional advective heat transfer by vertical
fluid flow in the unsaturated zone. When the water table
lies below the bedrock surface, the rate of groundwater flow
in the unsaturated zone is controlled by the available
infiltration rate. This parameter, viewed as a percentage of
the mean annﬁal precipitation rate, defines the maximum rate
of groundwater recharge possible for a given set of climatic
conditions. This method is‘most useful when simulating
mountainous terrain where the water table lies deep below
the bedrock surface. Numerical results suggest that such
conditions are most 1ike1y‘in high-permeability terrain

(greater than 10-'% m2?) with arid climate, or where
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groundwater recharge is restricted by extensive alpine

glaciers.

Simulation results indicate that slépe profile, rock
pérmeability, infiltration rate, glaciers ana‘basal heat
flow exercise a strong influence on water table
configurations and the rates of groundwéter flow. For
example, a three-fold increase in permeability (or a
three-fold decrease in available infiltration rate) can
cause. at least 500 m decline in water table elevation and a
45 percent change in total flow through a system with relief
of 2 km over 6 km. Variations of similar magnitude are found
to result Qhen; a) two_éxtremes of slope profile are
compared (concave and convex), b) alpine glaciers act to
restrict groundwater recharge, d) thin permeable fracture
zones and horizons are incorporated in the flow system and
d) two extremes of basal heat flow are compared (30 to
120 mW/m?). Recognizing the influence of these factors on
rates and patterns of advective heét transfer is fundamental
to assessing the disturbance of conductive thermal regimes

by groundwater flow.

The high topographic relief of mountainous terrain
amplifies the impact of slope profile and thin permeable
zoneé on patterns of groundwater flow and advective heat
transfer. For example, asymmetry in ridge topography alone
can cause significant displacement of upland groundwater

divides that, in turn, may enhance inter-basin groundwater



flow. Furthermore, lowland groundwater divides displaced by
asymmetry in valley topography can lead to uncertainties in
- defining the source of chemical or thermal signatureé found
in groundwater samples obtained from springs and shallow
boreholes. Thin permeable fault zones and horizons |
(thickness of 0.1 m and permeability 10* times the
surrounding rock or thickness of 100 m and permeability 10
times the surrounding rock) exert a strong influence on
groundwater flow patterns. This influence fﬁrther'enhances
the possibility of inter-basin groundwater flow and
complicates accurate interpretation of chemical sampling
results and borehole temperature measurements. The strong
interactién of fluid flow in the fracture zone and the
surrounding rock mass produces an optimal range of
permeability (between about 10-'7 m? and 10-'5 m2) where the
temperatﬁfe of thermal springs may reach a maximum. In
terrain with bulk permeability values outside this range,

spring temperatures approach ambient air temperature.

Siﬁulation results indicate that simply idéntifying the
position of the water tablé in mountainous terrain will
provide littie insight into the nature of the groundwater
flow system and the character of the advective thermal
disturbance. This result reflects the fact that the water
table should be viewed as an internal characteristic of the
flow system, rather than an importantvcontrolling factor.

‘The position of the water table, however, does yield insight

into the parameters that characterize the magnitude and
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"onset of an advective disturbance. Where the water table

‘ lies below the bedrock surface, an advective threshold can
. be defined in terms of the available infiltratioh rate.
Conductive thermal regimes are expected when available
infiltration rates are less than about 10-'' m/sec.
Conditions causing low available infiltration rates and a
déep water table are most likely found in regions with arid
climate. In more humid climates where the water table
coincides with the bedrock surface, the available
infiltration rate no longer characterizes fluid flux within
the domain. In such cases, an advective threshold can be
defined on the basis of bulk permeability that is specific

to the topographic relief of the domain. Numerical results

suggest that the permeability-controlled advective threshold

is about 10-'® m? in terrain with relief of 2 km over 6 km.
The permeability threshold becomes proportionately greater

as relief is reduced.

The numerical model used in this study provides a basis

for explaining the character of thermal conditions observed
in.boreholes and at thermal springs located in mountainous
terrain. In addition, the numerical results provide insight
into the possible errors aséociated with making heat flow
measurements in mountainous terrain. Active circulation of
groundwater in terrain with permeability in excess of about
10°'% m? effectively masks the character of the basal heat
flux. Such conditions preclude using temperature data

collected in shallow boreholes to estimate conductive
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'regional heat flux and to identify underlying geothefmal
systems, Errors éssociated with estimating regional heat
flux in advectively disturbed thermal regimes are quantified
using a temperature gradient ratio; This ratio expresses the
deQiation of vertical temperature gradients from those of
the corresponding conductive case. Vertical temperature
gradients may be overestimated by at least a factor of 2.0
where measured in mountain valleys. In high-permeability
terrain (in excess of about-10“5’m2),‘negative temperature
gradients are predicted at median elevations on the mountain
flank and within the mountain massif. Temperature data
collected from shallow boreholes located on the mountain
‘flank may yield reasonable estimates of vertical gradients
(énd regional heat flow) when bulk permeability is less than

about 10-'¢ m?,
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APPENDIX I
NOMENCLATURE

width of fracture zone
specific heat capacity of fluid

conduction dispersion tensor for
fluid in rock matrix

conduction dispersion tensor for
fluid in fracture zone

thermal lapse rate

gravitational constant
basal heat flux

eqguivalent freshwater head
available infiltration rate

infiltration ratio
hydraulic conductivity
reference hydraulic conductivity

permeability of basal unit
permeability of fracture filling

permeability tensor for porous
medium
permeability of upper unit

horizontal distance between
vertical boundaries
characteristic length for
individual finite element
pathline length

mass flux normal to upper boundary

porosity
porosity of basal unit

porosity of fracture material
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L
L2/t?T

L?/T
L2/T

T/L

L/t?
M/t?

L
L/T

dimensionless
L/t
L/t

LZ
L2

LZ

L
M/L?t

dimensionless
dimensionless

dimensionless



N N W

-

WTma X

T g x

outward normal to free-surface
porosity of upper unit

Peclet Number

fluid pressure

total mass flow _
percentage change in total mass
flow _
dimensionless total flow
magnitude of fluid flux

fluid flux vector

fluid flux normal to the
free-surface
fluid flux along fracture zone

‘horizontal component of fluid flux

vertical component of fluid flux

Rayleigh Number

coordinate direction parallel to
fracture element

degree of saturation

temperature

reference surface temperature

characteristic transit time along
pathline |

width of boundary value problem
normal to page '

elevation of highest point on water
table

change in elevation of highest:
point on water table

horizontal coordinate

x-coordinate at left boundary

x-coordinate at right boundary

vertical coordinate (elevation)
1ot

dimensionless
dimensionless

dimensionless
ML/t ?

M/t
dimensionless

dimensionless
L/T '
L/T

L/T

L/T
L/T
L/T

dimensionless
L

dimensionless

- T

T

t

I T o I
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vertical coordinate at the upper
boundary of domain for specified x
position

vertical coordinate at the water
table for specified x position
longitudinal thermal dispersivity

transverse thermal dispersivity

thermal expansivity for water
thermal conductivity tensor for
solid-vapor-fluid composite
thermal conductivity tensor for
solid

fluid thermal conductivity

vapor thermal conductivity
fluid density

fluid density at specified
reference temperature
relative fluid density

orientation of tangent to water
table measured from horizontal
dynamic fluid viscosity
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L

1/T
ML/t3T

ML/t3T
ML/t 3T

ML/t 3T
M/L3

M/L3

M/L3

radians

M/Lt



APPENDIX 11
DISTINCTION BETWEEN POINT OF DETACHMENT AND HINGE POINT ON A
' SEEPAGE FACE

Conventional approaches to solving free-surface
groundwater flo& problems assume that a single point, the
exit point, marks the boundary between the free-surface and
the seepage face. Two conditions occur at this point; the
free-surface deviates from the seepage face and the upper
limit of discharge on the seepage face is defined. These
conditions occur at a single point for free-surface problems
similar to the triangular earth dam shown in Figure II.1., In
this isothermal example, a homogeneous isotropic hydraulic
conductivity K is assumed for all panels shown in Figure
I11.1. The horizontal base CD is impermeable while segments
BC and DE are constant head boundaries with head
differential Ak = h, - h,. The form of free-surface AB, the
length of the seepage face AE and the position of the exit
point A are controlled by this head differential, the
geometry of the dam, the hydraulic conductivity X and the
pattern of infiltration applied on the upper surface of the
dam.

In a simplified mountain groundwater flow problem, the
vertical lefthand boundary of Figure II.la becomes a
symmetry boundary (Figure II.1b). At a high uniform
infiltration rate (7,,) the water table coincides with the
ground surface across the flow system. In this case, a
free-surface is absent and the entire upper surface can be
considered a seepage face. The hinge point (HP) at point E
on the seepage face marks the boundary between recharge and
discharge and fulfills one condition of an exit point by
defining the upper limit of discharge. The point of
detachment A is undefined in Figure II.!b because a-
free-surface is absent under conditions where the water
table is everywhere at the bedrock surface. Reducing the
infiltration rate to |
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(I,) causes a free-surface to develop (Figure II.!c) with a
point of detachment (POD) at A and a hinge point (HP) at E.
In this case, a single point cannot be defined that fulfills
" the definition of an exit point and recharge may occur on
the seepage face between the POD and HP. Further reducing
the infiltration rate decreases the separation between POD
and HP (A and E). In low-relief topography, the separation
becomes negligible and the usual exit point definition is
valid. In high-relief mountainous topography, the'separation
between POD and HP can be substantial and must be considered
in the numerical formulation.

Bear (1972, ‘pg. 272) notes that mapping free-surface
groundwater flow problems into the hodograph plane is a
"useful method for examining flow conditions at the
boundaries. While the boundary between the free-surface and
the seepage face is initially unknown in the physical plane,
in the hodograph plane it is completely defined. This
mapping procedure provides an analytical argument that
supports the concept of separated POD and HP on seepage
faces in mountainous terrain. Details on methods of mapping
from the physical to hodograph planes can be found in |
Bear (1972) and Verruijt (1970).

Figure 1I.1d4 is the hodograph representation of the
physical system of Figure II.1c. In the hodograph plane,
vertical and horizontal components of fluid flux (gq,, qz) at
each point on the boundary of the physical system form the
hodograph. The outline of the hodograph is defined as the
locus of points marking the distal ends of specific
discharge vectors originating at point C (see vectors F,, F,
and F3 shown in Figures II.1c and II.1d). In the mapping
process, however, the spatial relationships between adjacent
points in the physical plane are no longer defined in the
hodograph plane. Along the horizontal impermeable boundary
CD, ¢q, is zero and ¢, increases with increasing distance
from the origin to a maximum value equal to the hydraulic
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conductivity XK at point D. Similarly, along the vertical
impermeable boundary CB, g, is zero and the magnitude of q,
increases to a maximum with absolute value equal to the
vertical infiltration rate /, at B.

In the hodograph plane, the free-surface is described
by a circular arc with radius (K - I )/2 (Bear, 1972). The
highest point on the free-surface occurs at the intersection
with the vertical flux axis (point B) while the lowest point
occurs at the POD (point A) where the free-surface
intersects the upper boundary of the domain.

Three fluid flux vectors F,, F, and F5 are shown in
‘Figure II.1c with their corresponding hodograph
representation in Figure II.t1d. In the physical plane,
vector Fq is directed outward indicating discharge across
the seepage face, while vector F, is directed inward and
indicates recharge. At the hinge point, vector F, is
parallel to the upper boundary in the physical plane and
perpendicular to the corresponding line AD in the hodograph
plane (Figure II.1d). BecauSe'Fz is parallel to the upper
physical boundary, fluid flux normal to the boundary at
point E is zero. Therefore, point E is the hinge point that
marks the boundary between recharge and discharge on the
seepage face.

Increasing the vertical infiltration rate from I,, to
I,, causes the HP to move upslope from E, to E; and the POD
to move upslope from 4, to 4, in the physical plane of
Figure II.1e. The HP remains fixed in the hodograph plane
(points E; and E,), because this point always marks the
point of zero flux normal to the upper boundary in the
hodograph representation (Figure II.1f). Separation between
POD and HP increases with increasing infiltration in the
physical plane (Figure II.le). Although the physical
distance between POD and HP cannot be defined in the
hodograph plane, it seems logical to assume that increasing
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separation in the hodgraph plane corresponds to increasing
separation in the physical plane (Figure 1I.le).

In the simple systems shown in Figures iI.1c and II.1e,
the horizontal and vertical components of fluid flux are
explicitly defined at points A, B, C, D and E in the
- hodograph plane (Figures II.1d and II.1f). Hydraulic head
solutions obtained with the finite element method are used
to estimate the free-surface configuration and calculate
boundary fluxes. Boundary fluxes calculated with the finite
element model correspond well to those defined in the
hodograph plane.
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Figure II.1. Mapping water table configurations and flow
patterns from physical to hodograph planes;

a.
b.
c.

“d.

e.

f.

triangular dam,

‘idealized fully saturated mountain pfofile,

mountain free-surface problem with
infiltration rate 1,

hodograph of (c), _

mountain free-surface problem with
infiltration rates I,;, and I,,,

hodograph of (e).
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