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Abstract

The speed of iterative solvers for discretizations of partial differential equations (PDEs) is a significant bottleneck in the performance of codes designed to solve large-scale electromagnetic inverse problems. A single data inversion requires solving Maxwell’s equations dozens if not hundreds of times. An inherent difficulty in geophysical contexts is that the conductivity and permeability coefficients may exhibit discontinuities spanning several orders of magnitude. Furthermore, in the air, the conductivity effectively vanishes. In standard formulations of Maxwell’s equations, the curl operator that dominates the PDE operator leads to strong mixing of field components and ill-conditioning of linear systems resulting from standard discretizations.

The primary objective of this research is to build fast iterative solvers for the forward-modeling problem associated with electromagnetic inverse problems in the frequency domain. Toward this goal, a Helmholtz decomposition of the electric field using a Coulomb gauge condition recasts the PDE problem in terms of scalar and vector potentials. The resulting indefinite system is then stabilized by addition of a vanishing term that lies in the kernel of the dominant curl operator. Finally, an extra differentiation recasts the PDE system in a diagonally-dominant form reminiscent of a “pressure-Poisson” formulation for incompressible fluid flow. The continuous PDE problem obtained is equivalent to the original Maxwell’s system but has a structure that is amenable to reliable solution techniques.

Using a finite-volume scheme, the PDE is discretized on a staggered grid in three dimensions. The discretization obtained possesses conservation properties typical of finite-volume methods. Furthermore, interface conditions imposed by discontinuities in the material coefficients are sensibly accounted for in deriving the discretization. Although the simple representation of the
media on a Cartesian tensor-product grid uses staircase approximations of surfaces of discontinuity of the material coefficients, some analysis and a numerical study demonstrate the suitability of such coarse approximations for diffusive problems.

The discretization yields a non-Hermitian sparse linear system of algebraic equations; various preconditioners for Krylov-subspace methods are described, analyzed, implemented, and tested. Of particular interest is a multigrid preconditioner that exploits both the structure of the PDE problem and the availability of well-established solvers for elliptic PDE problems (in particular, Dendy’s BOXMG solver). The end result is a robust solver for the forward-modeling equations that can be incorporated within a competitive inverse problem code.
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Chapter 1

Introduction

A crucial bottleneck in the performance of computational inverse problems is the efficiency of available solvers for the associated forward-modeling problems. Generic strategies for parameter function estimation are based on an iteration within which the forward-modeling problem is solved using the current parameters, the obtained solution is somehow used to update the parameters, and the process is repeated until the parameter function converges in some suitable norm [40]. For large-scale inverse problems, inversion of the forward-modeling problem within each iteration of the inverse problem generally requires some iterative algorithm in itself. Since, in principle, dozens if not hundreds of forward-modeling solves are needed for a single data inversion, the embedded forward-modelling solver must be quick and robust.

Within the geophysical community, an important family of inverse problems used for prospecting derives from electromagnetic surveys [2, 42, 52, 75, 83, 85, 86]. In particular, the electromagnetic response due to some ground-based or aerial transmitter is measured over some terrain. The basic geophys-
cal inverse problem considered, then, is to construct a model of the conductivity profile under the terrain based on the knowledge of the applied electromagnetic sources and the measured responses. The corresponding mathematical problem is ill-posed as is usual for inverse problems [40, 107].

The goal of this thesis is to derive fast solvers for time-harmonic Maxwell's equations for low or moderate frequencies. Toward this goal, key hindrances in the forward problem are identified that point to analytic reformulations of the partial differential equations (PDEs) in terms of scalar and vector potentials. This analytic model lends itself to a straightforward discretization applying finite-volume techniques. The discretization has conservative properties on the discrete level typical of finite-volume methods and also successfully approximates interface conditions imposed by discontinuities in the material parameters. Finally, a set of preconditioners for Krylov-subspace methods applied to the resulting non-Hermitian sparse linear systems of algebraic equations is explored. Of particular interest is a multigrid preconditioner that exploits both the structure of the PDE problem at hand and well-established solvers for elliptic PDE problems [19, 35, 61, 60, 92]. The combination of the aforementioned efforts leads to a robust solver for the forward-modeling equations. Although the analysis and techniques presented here focus explicitly on geophysical applications, extensions exist to other low-frequency electromagnetic applications such as medical imaging.
1.1 Background Sketch

The past decades have seen the development of many numerical techniques for the computation of electromagnetic fields as well as significant advances in computer hardware, both in processor speed and memory capacity. Fast and accurate methods for predicting electromagnetic phenomena are more readily available. Three-dimensional numerical simulation of the interaction of electromagnetic fields with matter is attainable on modern desktop machines.

The basic physics of electromagnetic fields is governed by Maxwell’s equations. Among alternative mathematical formulations of Maxwell’s equations, integral equations (IEs) and partial differential equations (PDEs) lead to very different computational approaches. With computational methods derived from IEs, a three-dimensional boundary-value problem reduces to a two-dimensional problem over the boundary of the domain of interest (e.g. boundary element methods or the method of moments [59, 98]). However, even with a significant reduction in the number of unknowns, the computational cost of generating the full system matrix and difficulties in solving the linear equations often makes this approach more costly than comparable PDE methods [77]. It is also difficult to formulate the appropriate IE for geometrically complex inhomogeneous structures, possibly requiring a nontrivial derivation of a geometry-dependent Green’s function; PDE solutions are much more flexible in dealing with such media. Thus, PDE formulations of electromagnetics and consequent numerical techniques are the focus of this thesis.

For static problems, scalar and vector potentials for Maxwell’s equations
are commonly used [69]. As observed in [16], the paradigmatic equation for electromagnetics in the static case was long thought to be the diffusion problem

$$\text{div} (\epsilon \text{grad} \phi) = \rho$$

for the electrostatic potential $\phi$. During the 1970's, advances in finite element methods popularized simulation and analysis for diffusion problems of this form [23, 69, 102]. In two dimensions, the corresponding equation for magnetostatics

$$\text{curl} (\mu^{-1} \text{curl} \mathbf{a}) = \mathbf{J}$$

has only one component for the vector potential $\mathbf{a}$ and reduces to a similar scalar div-grad problem. Thus, it was commonly perceived that the div-grad and the curl-curl equations are effectively equivalent. However, in three dimensions, this is not the case; complications including the nontrivial kernel of the curl operator and coupling of field components in three dimensions make the latter operator much more difficult to handle. This realization led to intense research activity into suitable computational methods in three dimensions (e.g. edge elements [11, 16]).

Although finite-element methods are rich in theoretical tools and provide great geometric flexibility, finite-difference methods and finite-volume methods are simpler to implement and can still provide accurate descriptions of solutions for many realistic electromagnetic phenomena [6, 25, 44, 79]. The first finite-difference codes to model Maxwell’s equations in three dimensions were based on the well-known Yee method [115]. This spatial discretization
scheme uses a staggered grid to explicitly enforce discrete analogues of con-
servation properties; this is important for certain applications including elec-
tromagnetic scattering, radiation, and waveguides [69, 104]. Although used
mostly in electrical engineering applications, Yee's discretization has over the
last ten years been applied in both time- and frequency-domain problems by
geophysical researchers [3, 84, 100, 109].

Beyond the need for accurate discretizations in electromagnetic simula-
tion, the large sparse systems of linear equations that typically arise from the
discretization of PDEs in three dimensions must be solved efficiently. Direct
methods have long been known to be inadequate with the exception of certain
cases with unique structure (see, e.g., [48]). With the dramatic increases in
processor speeds and growth of memory capacity in modern computers, com-
putations on a large scale are more common and iterative methods become
-crucial [10, 49, 93].

Although originally conceived as a direct method, the widely-known
method of conjugate gradients has had a great impact as an iterative method
for the solution of linear systems obtained from discretizations of elliptic PDE
problems [60, 61]. One appealing feature is that the convergence behavior of
the conjugate-gradient method for elliptic problems is understood. Specifi-
cally, for a square linear system $Hx = b$ with a Hermitian positive-definite
matrix $H$, the number of iterations required for the residual $b - Hx_i$ of the
approximate solution $x_i$ to converge within a set tolerance is $O(\sqrt{\text{cond}(H)}) =
O(\sqrt{\lambda_{\text{max}}/\lambda_{\text{min}}})$, where $\text{cond}(H)$ is the $\ell_2$-condition number of $H$ and $\lambda_{\text{max}}$ and
\(\lambda_{\text{min}}\) are respectively the largest and smallest eigenvalues of \(H\) [49, 93]. For discretizations of second-order elliptic PDEs with grid spacing \(h\), the bound on the number of iterations typically increases as \(O(h^{-1})\) since the condition number is \(O(h^{-2})\) (see, e.g., [49, Chap. 9]).

Unfortunately, a great number of linear problems are non-Hermitian and indefinite or both, including discrete systems associated with Maxwell’s equations. Throughout the 1980’s and 1990’s, much effort went into the development of Krylov-subspace methods for the solution of more general linear algebraic equations. Methods such as GMRES, QMR, and BiCGStab [10, 45, 49, 93, 94] provide generalizations of the conjugate-gradient method that apply for non-Hermitian problems. However, the theory guaranteeing convergence behavior of non-Hermitian matrix iterations is scarce. In spite of the lack of such theoretical results, non-Hermitian Krylov-subspace iterations are applied in most areas of physical science with great success (see, e.g., [6, 26, 28, 54] for examples relating to electromagnetics).

In many ways, more important than the search for more variants of Krylov-subspace methods themselves is the search for suitable preconditioners for matrix iterations. Given an invertible square matrix \(A\), a preconditioner is a matrix \(M\) that in some way approximates \(A^{-1}\) so that \(MA\) (or \(AM\)) has better spectral properties than \(A\) itself. The preconditioner \(M\) is selected so that the matrix-vector product \(Mz\) is cheap to evaluate for any column vector \(z\) (e.g. by FFT, fast Poisson solvers, ADI methods, multigrid methods, etc.) since that product has to be computed within each iteration of a Krylov-subspace
method. While preconditioners based on classical stationary iterative methods are simple to implement in a black-box solver and may have other advantages, many important preconditioners exploit properties of the continuous problem underlying the discrete linear system. For comprehensive summaries of Krylov-subspace methods and some standard preconditioners, see [10, 49, 93].

Over the last thirty years, an important class of iterative methods for elliptic PDE problems emerged, namely the family of multigrid methods [17, 18, 19, 22, 56, 92]. Multigrid methods rely on the fact that the error of a fine-grid discrete approximation of the solution of an elliptic PDE can be split into high- and low-wavenumber components; the high-wavenumber components are damped rapidly by the action of a smoother (e.g. iterations of a classical stationary iterative method like Gauss-Seidel or SOR) on a fine grid, while the low-wavenumber components can be eliminated on a coarser grid where the number of discrete unknowns is fewer.

Given a discretization of an elliptic PDE, the key components of a multigrid method are a hierarchy of fine and coarse grids, a basic smoothing or relaxation method for improving discrete solution approximations, a restriction operator and an interpolation operator for transferring grid functions between grids, and a coarse-grid operator approximating the action of the discrete operator on the coarse grid (see [18, 22] for more details). A multigrid method is constructed based on the following two-grid heuristic:

1. **Pre-smoothing**: Given a guess for the discrete solution resolved on the fine grid, smooth out the error with a few sweeps of the smoother.
2. **Restriction**: Compute the residual of the current solution on the fine grid and project the result onto the coarse grid with the restriction operator.

3. **Coarse-grid solve**: Obtain the coarse-grid error by applying the inverse of the coarse-grid operator to the coarse-grid residual.

4. **Prolongation**: Interpolate the coarse-grid error up to the fine grid with the interpolation operator, giving an approximation of the fine-grid error of the current fine-grid solution.

5. **Post-smoothing**: Update the current fine-grid solution using the fine-grid error and perform a few more smoothing sweeps to improve the solution.

At the level of the coarsest grid, the appropriate grid equations are solved exactly or nearly exactly to eliminate the low-wavenumber components of the error.

A multigrid method is based on a recursive implementation of the above two-grid scheme on a hierarchy of grids (i.e. applying the same two-grid heuristic for the coarse-grid solve in step 3). Such a recursive iteration is called a **V-cycle** since problems are solved on progressively coarser grids until reaching the coarsest grid, after which the grids are revisited in reverse order. A variant of a V-cycle where the coarsest grid is visited twice in a single iteration is called a **W-cycle**.

Multigrid methods stand out amongst other iterative methods applied to discretizations of elliptic PDEs since well-constructed multigrid methods have grid-independent rates of convergence. Specifically, for a problem dis-
cretized on a fine grid of spacing $h$, if a multigrid method is constructed and applied, then the number of multigrid W-cycles required to reduce the error within a set tolerance is constant as the grid spacing $h$ is decreased [17, 19]. The same is not true for Krylov-subspace methods, such as the method of conjugate gradients, where the corresponding number of iterations increases as $O(h^{-1})$ for standard discretizations of elliptic PDEs [10, 49]. Thus, although multigrid software can be tricky to implement, for sufficiently large problems (i.e. problems resolved with small grid spacings), the pay-off can be highly significant. For more detailed surveys and background on multigrid methods, consult [17, 18, 19, 22, 56, 92].

1.2 Outline of research

A background survey of electromagnetic theory needed to describe basic electromagnetic phenomena is presented in Chapter 2 with a particular focus on geophysical problems. Starting from Maxwell’s equations, various physical assumptions used in practice are described, including, among others, constitutive relations, time-harmonic and quasistatic models, and boundary conditions. A clear understanding of the modeling assumptions imposed is crucial from physical, mathematical, and computational perspectives; it is desirable that all assumptions yield a description that is consistent with the actual physics, that is mathematically sound and solvable, and that is amenable to reliable computational techniques.

Thus, in Chapter 3, the forward-modeling problem is formulated in the
frequency-domain drawing particular attention to the physical properties of the systems being modeled. First, the frequencies of interest are of moderate magnitude, so the effective wavelengths of the scattered fields are much greater than the length scales considered. Secondly, the material properties to be recovered in the inverse problem are isotropic and inhomogeneous with jump discontinuities of several orders of magnitude occurring at media interfaces. Finally, the conductivity coefficient effectively vanishes in the air, so traditional PDE formulations, although well-posed under suitable assumptions, lead to ill-conditioned linear systems when discretized with standard techniques.

Although the latter two of the preceding observations are hindrances, the first is actually an advantage. For sufficiently low frequencies (and parameter ranges suitable for geophysical problems), the prevalent flow of solutions of Maxwell’s equations in the time-domain is parabolic rather than hyperbolic; that is, the physics of the electromagnetic field is prevalently diffusive rather than dispersive as in high-frequency electromagnetics. This feature is eventually exploited to construct preconditioners, but it relates also to the selection of suitable analytic formulations of Maxwell’s equations.

Scalar and vector potentials are introduced with a Coulomb gauge condition in Chapter 3 to circumvent the problems induced by the dominant \textbf{curl-curl} operator in the frequency-domain PDE. The resulting indefinite system is then stabilized by addition of a vanishing term that lies in the kernel of the dominant \textbf{curl} operator. Finally, an extra differentiation recasts the PDE system in a diagonally-dominant form reminiscent of a pressure-Poisson
formulation for incompressible fluid flow. Unlike the related problem in fluid flow, there is some freedom to choose boundary conditions for the potential fields so that this formulation leads to robust discretizations. Sections 3.2 and 3.3 fill in the remaining details by deriving suitable boundary and interface conditions for the scalar and vector potential fields and by providing a discussion of a related weak formulation.

After recalling the Yee (or FD-FD) discretization at the beginning of Chapter 4, a finite-volume method is derived with discrete scalar and vector potential fields as unknowns on a staggered grid [53, 54]. An important feature of the discretization is that it retains the important conservation properties of Yee's discretization while pointing to logical ways to represent the material inhomogeneities within the discrete equations. In particular, the conductivity at the interface of discontinuity between adjacent cells is calculated using harmonic averages, while the permeability at the edges between adjacent cells is given by arithmetic averages.

The discretization of material parameters typically used throughout the geophysical community consists of a grid composed of cells within each of which the material parameters are assumed constant (e.g., [37, 84]). While convenient for inverse problems, this model can only resolve interfaces between distinct media with a staircase approximation of the actual geometry. For high-frequency problems, failure to resolve the geometry accurately may cause great difficulty in practice (e.g. [105]). However, for low-frequency problems, the diffusive nature of the PDE operator tends to smooth out computed
errors and the solutions are not as sensitive to perturbations in the coefficients. In Section 4.4, some analysis of a simple inhomogeneous diffusion problem is presented to estimate the nature of the bounds on the perturbations in the fields induced by staircasing. The analysis is accompanied by supporting experiments in three dimensions.

In Chapter 5, a new family of preconditioners based on sparse approximations of the original linear systems is constructed. Specifically, in the low-frequency limit, the diagonal blocks of the linear system are dominant and thus suggest an obvious block diagonal preconditioner. The diagonal blocks are effectively discretizations of scalar Poisson and inhomogeneous diffusion problems in three dimensions. The blocks can be inverted exactly, or approximate inversion can be achieved either by Incomplete-LU (ILU) factorization or by a multigrid solver such as BOXMG [35, 36]. All of these strategies are compared in the experiments presented.

Since the coefficient matrix is complex and non-Hermitian, the performance of Krylov-subspace methods on the preconditioned system is not well understood. However, a Fourier analysis yields frequency-dependent bounds on the spectrum of the preconditioned system from which a condition bound can also be derived under some simplifying assumptions [5]. The analysis, although limited by the assumptions, does indeed capture the local behavior of the discrete system being solved. Indeed, the numerical tests show grid-independent rates of convergence of the resulting multigrid-preconditioned solver in spite of the non-Hermitian character of the linear system. The ef-
fectiveness of analyzing local behavior of the discrete operators in this case follows largely due the physical assumptions inherent in the model.

Finally, a summary of this research and some future research directions are presented in Chapter 6.
Chapter 2

Background Theory of Electromagnetism

James Clerk Maxwell elegantly formulated the classical theory of electromagnetism in 1864. Maxwell unified previous theoretical and experimental knowledge of electromagnetic phenomena into a more general and advanced theory summarized in a system of partial differential equations (PDEs) known as Maxwell’s equations. Physical scientists have studied this particular model of macroscopic electromagnetic phenomena extensively for over a hundred years, laying out the theoretical foundation on which modern electronic technology is built.

2.1 Maxwell’s Equations

Maxwell’s equations can be formulated using the language of differential forms [16, 67, 73], but the more common language of vector analysis suffices. Written as partial differential equations in Minkowski form (see [68, 76]),
Maxwell’s equations are

\[ \text{curl } E + \partial_t B = 0, \quad \text{(Faraday's law)} \]  
\[ \text{curl } H - \partial_t D = J, \quad \text{(Maxwell-Ampère law)} \]  
\[ \text{div } D = \rho_e, \quad \text{(2.1c)} \]  
\[ \text{div } B = 0. \quad \text{(2.1d)} \]

The quantities represented in (2.1) are distinct fields that are functions of spatial position \( \mathbf{x} \) and time \( t \). The vector fields are \( E \) (the electric field intensity), \( D \) (the electric flux density), \( H \) (the magnetic field intensity), \( B \) (the magnetic flux density), \( J \) (the electric current density), and \( \rho_e \) (the electric charge density). The four fields \( E, D, H, \) and \( B \) describe the total electromagnetic field. The PDEs (2.1) hold in an inertial frame in which the material media are at rest and the charges that interact with the electromagnetic field can move and produce currents [68, 101]. Table 2.1 summarizes these fields in terms of fundamental dimensions of mass \( (M) \), length \( (L) \), time \( (T) \), and current \( (I) \).

<table>
<thead>
<tr>
<th>Quantity</th>
<th>Units</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>( E )</td>
<td>Electric field intensity</td>
<td>volts/meter ( \text{(V/m)} )</td>
</tr>
<tr>
<td>( D )</td>
<td>Electric flux density</td>
<td>coulombs/meter(^2) ( \text{(C/m}^2) )</td>
</tr>
<tr>
<td>( H )</td>
<td>Magnetic field intensity</td>
<td>amperes/meter ( \text{(A/m)} )</td>
</tr>
<tr>
<td>( B )</td>
<td>Magnetic flux density</td>
<td>webers/meter(^2) ( \text{(W/m}^2) )</td>
</tr>
<tr>
<td>( J )</td>
<td>Electric current density</td>
<td>amperes/meter(^2) ( \text{(A/m}^2) )</td>
</tr>
<tr>
<td>( \rho_e )</td>
<td>Electric charge density</td>
<td>coulombs/meter(^3) ( \text{(C/m}^3) )</td>
</tr>
</tbody>
</table>

Table 2.1: Field quantities in Maxwell’s equations.

There is an additional continuity equation

\[ \text{div } J + \partial_t \rho_e = 0 \quad \text{(2.2)} \]
that expresses the conservation of electric charge. In three dimensions, only 7 of the 9 scalar equations (2.1) and (2.2) are independent since (2.1d) follows directly from (2.1a) (with the assumption \( \text{div} \mathbf{B} = 0 \) at \( t = 0 \)) and (2.2) is a consequence of (2.1b,c). Usually, (2.1a-c) or (2.1a,b) and (2.2) are chosen as the independent equations.

2.2 Derived Models

Maxwell’s equations (2.1) in their most general form describe a great range of phenomena. There are a variety of physical models in applied sciences that arise from some simplifying assumptions in (2.1). Among possible models, there are a number of further assumptions that can be made:

1. Constitutive relations
2. Stationary models: electrostatics and magnetostatics
3. The time-harmonic model
4. The quasistatic model
5. Electric source currents
6. Magnetic source currents
7. The magnetotelluric model

Of these possible modeling assumptions, the constitutive relations (2.3) are crucial. The time-harmonic model is considered in this thesis, occasionally
making use of the quasistatic assumption. Stationary models are not studied in this thesis, although much of the standard theory developed for static problems (in particular, the use of potentials) is applied. Assumptions dealing with boundary conditions are discussed in Section 2.3.

2.2.1 Constitutive Relations

Since there are 7 independent scalar equations from (2.1-2.2) that involve 16 scalar unknowns (including the components of the vector fields), the system is underdetermined. A determinate system requires further assumptions. Towards this end, impose constitutive relations between the field quantities in order to make the system (2.1) definite [16, 76]. These take the form

\[ D = \varepsilon E, \quad (2.3a) \]
\[ B = \mu H, \quad \text{and} \quad (2.3b) \]
\[ J = \sigma E + J_e, \quad (2.3c) \]

where \( \varepsilon \) is the electric permittivity, \( \mu \) is the magnetic permeability, and \( \sigma \) is the specific conductivity of the macroscopic media in which the electromagnetic field exists. The current density \( J \) is decomposed into \( J_e \) (the current density due to some external applied electric source), and \( \sigma E \) (the current density induced in conducting matter by the source current \( J_e \)). The quantities in (2.3) are summarized in fundamental units of mass, length, time, and current in Table 2.2.

The quantities \( \varepsilon, \mu, \) and \( \sigma \) are macroscopic properties of matter. They are generally tensor fields that depend on the fields \( E \) and \( H \) as well as the
Table 2.2: Constitutive parameters for Maxwell’s equations.

<table>
<thead>
<tr>
<th>Quantity</th>
<th>Units</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \sigma )</td>
<td>Specific conductivity</td>
<td>siemens/meter ( M^{-1}L^{-3}T^2 )</td>
</tr>
<tr>
<td>( \epsilon )</td>
<td>Electric permittivity</td>
<td>farads/meter ( M^{-1}L^{-3}T^2 )</td>
</tr>
<tr>
<td>( \mu )</td>
<td>Magnetic permeability</td>
<td>henrys/meter ( MLT^{-2}I^{-2} )</td>
</tr>
</tbody>
</table>

spatial variables \( x \) and the time \( t \). The tensor fields \( \epsilon \) and \( \mu \) are positive definite while the tensor field \( \sigma \) is positive semi-definite (because it is physically plausible for \( \sigma \) to vanish). For isotropic media, the tensor fields for \( \epsilon \), \( \mu \), and \( \sigma \) reduce to scalar multiples of an identity tensor, so they are essentially scalar fields; for linear media, they are independent of the state of the electromagnetic field (i.e. of \( E \) and \( H \)); for homogeneous media, they are independent of position \( x \); and, for dispersive media, they depend on the frequencies of the electromagnetic fields.

In free space, \( \epsilon \) and \( \mu \) are isotropic and homogeneous; the corresponding permittivity of free space is denoted \( \epsilon_0 \) and has the value \( \epsilon_0 := 8.85 \times 10^{-12} \) F/m in SI units, while the permeability of free space is denoted \( \mu_0 \) and \( \mu_0 := 4\pi \times 10^{-7} \) H/m. Free space is nonconductive, so \( \sigma = 0 \) in free space; Elementary analysis of propagation of electromagnetic waves within isotropic, homogeneous media allows exact solutions of Maxwell’s equations to be determined \[101\]. For more realistic physical simulations of electronic devices, for scattering experiments, or for geophysical data inversion, the material tensors are at the very least inhomogeneous, usually with discontinuities across material boundaries.

It is typical to choose either \((E, H)\) or \((D, B)\) as the unknown fields
once the constitutive relations (2.3) are assumed. Opting for the unknown fields \((E, H)\), Maxwell’s equations (2.1) become

\[
\begin{align*}
\text{curl} \, E + \mu \partial_t H &= 0, \\
\text{curl} \, H - \sigma E - \epsilon \partial_t E &= J_e, \\
\text{div} \, (\epsilon E) &= \rho_e, \\
\text{div} \, (\mu H) &= 0.
\end{align*}
\]

The system (2.4) is a linear, first-order, hyperbolic system of PDEs [89]. Within this work, the material properties \(\epsilon, \mu,\) and \(\sigma\) are assumed to be independent of time \(t\) and of the frequencies of the electromagnetic fields (i.e. nondispersive); this permits moving the quantities \(\epsilon\) and \(\mu\) through the operator \(\partial_t\) in (2.4a,b) without concern. However, great care is required in manipulating the operator \(\text{div}\) in (2.4c,d) unless \(\epsilon\) and \(\mu\) are spatially constant (i.e. homogeneous).

### 2.2.2 Stationary Models: Electrostatics and Magneto-electricity

The most obvious simplification is to assume that the electromagnetic fields do not vary in time. As such, all terms with time derivatives vanish in (2.4). An immediate consequence is the \textit{electrostatic} model

\[
\begin{align*}
\text{curl} \, E &= 0, \\
D &= \epsilon E, \\
\text{div} \, D &= \rho_e.
\end{align*}
\]
Assuming the static charge density is known, it is possible to identify the electric field $E$ as the gradient of a scalar potential field, so $E = -\text{grad} \, \phi$. With this notation, the essential model of linear electrostatics is the inhomogeneous diffusion equation

$$-\text{div} \, (\epsilon \text{grad} \, \phi) = \rho_e.$$  \hspace{1cm} (2.6)

With a suitable domain and boundary conditions specified, the diffusion PDE (2.6) yields a well-posed boundary-value problem [46, 89]. In the case where $\epsilon = \epsilon_0$ (i.e. the permittivity is everywhere constant) and where the domain is all of $\mathbb{R}^3$, standard analysis (e.g. [101]) gives the electrostatic potential

$$\phi(x) = \frac{1}{4\pi\epsilon_0} \iint_{\mathbb{R}^3} \frac{\rho_e(y)}{|x-y|} \, dy.$$ \hspace{1cm} (2.7)

In a similar way, the model of magnetostatics is given by

$$\text{curl} \, H = J,$$

$$B = \mu H,$$ \hspace{1cm} (2.8)

$$\text{div} \, B = 0,$$

for some known time-independent source current density $J$ (the effects of conduction are not included in this model, so there is no $\sigma E$ term). The vanishing divergence of $B$ usually implies the existence of a vector potential field for $B$, so $H = \mu^{-1} \text{curl} \, a$ for some vector field $a$. Thus, the essential equation describing linear magnetostatics is the double-curl equation

$$\text{curl} \, (\mu^{-1} \text{curl} \, a) = J.$$ \hspace{1cm} (2.9)
If $\mu = \mu_0$, the vector potential over all space is

$$a(x) = \frac{\mu_0}{4\pi} \iiint_{\mathbb{R}^3} \frac{J}{|x-y|} \, dy.$$  \hspace{1cm} (2.10)

The magnetic field can be recovered naturally with the Biot-Savart law [43, 76]

$$H(x) = \frac{1}{4\pi} \iiint_{\mathbb{R}^3} \frac{J \times (x-y)}{|x-y|^3} \, dy.$$  \hspace{1cm} (2.11)

### 2.2.3 The Time-Harmonic Model

For this model, all the scalar fields and the components of the vector fields in (2.4) are assumed to be of the form $u(x, t) \equiv \text{Re}(u(x, \omega)e^{-i\omega t})$ for some constant frequency $\omega \in \mathbb{R}$. The resulting model of electromagnetism is commonly called time-harmonic. Then, Maxwell's equations (2.4) become

\begin{align*}
\text{curl} \ E - \omega \mu H &= 0, \hspace{1cm} (2.12a) \\
\text{curl} \ H - \hat{\sigma} E &= J_e, \hspace{1cm} (2.12b) \\
\text{div} \ (\epsilon E) &= \rho_e, \hspace{1cm} (2.12c) \\
\text{div} \ (\mu H) &= 0. \hspace{1cm} (2.12d)
\end{align*}

In (2.12b), the complex conductivity

$$\hat{\sigma} := \sigma - i\omega \epsilon$$  \hspace{1cm} (2.13)

is introduced for notational convenience. The equations (2.4) are Maxwell's equations in the time domain, whereas the equations (2.12) are Maxwell's equations in the frequency domain (sometimes called time-harmonic Maxwell's equations).
One advantage of the frequency-domain formulation of Maxwell’s equations is that, in principle, solutions of (2.12) can be found for a few key frequencies of interest. Formally, the system (2.12) is obtained by substituting \(-\omega \epsilon\) for every occurrence of \(\partial_t\) in (2.4). Within this thesis, the same notation is used for fields \(u \equiv u(x,t)\) in the time domain and the corresponding fields \(u \equiv u(x,\omega)\) in the frequency domain; the meaning is always clear from the context.

### 2.2.4 The Quasistatic Model

For many physical applications, it is possible to neglect the Maxwellian displacement current term \(\omega D\) from (2.12b) (or \(\partial_t D\) from (2.1b) in the time-domain formulation); in the frequency-domain, this amounts to substituting \(\sigma \leftarrow \sigma\) in (2.12b). This *quasistatic assumption* (also called the *eddy-current approximation*) is reasonable assuming that the displacement current \(\omega D\) is negligible relative to the other terms in the Maxwell-Ampère law (2.12b). One key indicator of the validity of the quasistatic assumption in the frequency-domain model is the magnitude of the ratio \(\omega \epsilon / \sigma\); for low-frequency experiments within conductors, this ratio can vary from \(10^{-16}\) to \(10^{-1}\) (see [16, 111]). In many high-frequency electromagnetic applications (e.g. waveguides) or applications in vacuum (e.g. radar scattering), the displacement current’s contribution to the evolution of the electromagnetic field cannot be ignored as readily. For a discussion of parameter ranges in which the quasistatic assumption is valid, see [16, 111].
The mathematical importance of the quasistatic assumption is that it changes the underlying character of Maxwell’s equations. Ordinarily, the time-domain equations (2.4) constitute a hyperbolic system of PDEs; dropping the displacement current $\partial_t D$ makes the PDE system parabolic. The ratio of the magnitude of the conduction current $\sigma E$ to the magnitude of the displacement current $\partial_t D = \epsilon \partial_t E$ reflects the relative importance of diffusion to dispersion in transmission of electromagnetic energy on the time scales considered. The balance between these physical processes strongly influences the development of mathematical models and discretization schemes in low- and high-frequency electromagnetics.

2.2.5 Electric Source Currents

Generally, the conduction currents within matter as described by Maxwell’s equations (2.4) (2.12) are induced by some time-varying field driven by some external electric current density $J_e$. Within the domain of geophysical applications, certain source currents are naturally occurring, such as ionospheric currents that cause geomagnetic variation, while others are artificial, such as current loops used in geophysical prospecting [111]. In either case, the source of electromagnetic induction is incorporated into Maxwell’s equations through the constitutive relation (2.3c), namely

$$J = \sigma E + J_e.$$  

In the following, let $e_x$, $e_y$, and $e_z$ denote the orthogonal Cartesian coordinate unit vectors. Let $x := (x, y, z)^T$ denote the coordinates of a point
in space. The function \( \delta \) refers to the usual Dirac-\( \delta \) function and \( H \) refers to the Heaviside-step function (see e.g. [101]). The sources are understood as distributions that act on a space of testing functions (see [46, 89] for definitions of distributions).

Examples of source fields include:

1. A vertical electric dipole

\[
\mathbf{J}_e(x, t) = I(t) \delta(x) \delta(y) (H(z - \ell) - H(z)) e_x.
\] (2.14a)

In (2.14a), \( \ell > 0 \) is the separation of the electrodes between which a potential difference is maintained that generates the dipole field. The function \( I(t) \) describes the current that flows between the electrodes as a function of time.

2. A vertical magnetic dipole

\[
\mathbf{J}_e(x, t) = I(t) \delta(z) \left[ (H(x) - H(x - \ell)) (\delta(y) - \delta(y - \ell)) e_x \\
- (\delta(x) - \delta(x - \ell)) (H(y) - H(y - \ell)) e_y \right].
\] (2.14b)

The magnetic dipole field is generated by a current loop with normal direction \( e_z \). Again, \( I(t) \) is the current flowing through the loop as a function of time and \( \ell \) is the sidelength of the loop.

3. A source current along a line

\[
\mathbf{J}_e(x, t) = I(t) \delta(y) \delta(z) e_x.
\] (2.14c)
The current $I(t)$ flows in the $x$-direction. Notice that, unlike the previous source fields, this field has unbounded support. Other source fields of unbounded support include current sheets in a horizontal or vertical plane [111].

The sources in (2.14) are used in time-domain modeling. If the current inducing the source is of the form $I(t) = I_0e^{-t/\tau}$ in (2.14b-d), the sources are referred to as transient (that are of interest in geophysical prospecting [110]). For frequency-domain models, the applied currents are of the form $I(t) = I_0e^{-\omega t}$ in (2.14b-d). Exact solutions of Maxwell's equations are known for all of the above with time-harmonic sources in vacuum and in half-space conductivity models due to the high degree of symmetry [76, 101, 110, 111].

2.2.6 Magnetic Source Currents

Given the apparent symmetries in the curl equations (2.12a-b), it is reasonable from a mathematical perspective to place some kind of a source term on the right-hand side of (2.12a). Under this assumption, the time-domain curl equations become

$$\text{curl } E + \mu \partial_t H = J_m,$$  \hspace{1cm} (2.15a)

$$\text{curl } H - (\sigma + \epsilon \partial_t) E = J_e,$$  \hspace{1cm} (2.15b)

$$\text{div } (\epsilon E) = \rho_e,$$  \hspace{1cm} (2.15c)

$$\text{div } (\mu H) = \rho_m.$$  \hspace{1cm} (2.15d)
and in the frequency domain,

\begin{align}
\text{curl } E - \omega \mu H &= J_m, \quad (2.16a) \\
\text{curl } H - \partial E &= J_e, \quad (2.16b) \\
\text{div } (\varepsilon E) &= \rho_e, \quad (2.16c) \\
\text{div } (\mu H) &= \rho_m. \quad (2.16d)
\end{align}

In (2.15) and (2.16), $J_m$ is a magnetic current density and $\rho_m$ is a magnetic charge density. Such magnetic currents and charges are not physically realistic; magnetic charges correspond to magnetic monopoles that have never been observed experimentally. As a result, $J_m$ and $\rho_m$ are null in all physically relevant situations [43, 68, 101].

However, (2.15) and (2.16) are useful for the purpose of analysis and derivation of numerical schemes. For instance, in the forward-modeling problem, if there is a known primary field $(E^p, H^p)$ in the background, it may be more convenient to solve for the unknown secondary field $(E^s, H^s)$, assuming that the total electromagnetic field is given by $(E^p + E^s, H^p + H^s)$ [6, 14]. Solving for a secondary field may be more useful in the event that the secondary field is significantly smaller in magnitude than the primary field. Magnetotelluric models provide an example of a physical model in which secondary fields and hence magnetic source currents enter the mathematical formulation of Maxwell’s equations.

### 2.2.7 The Magnetotelluric Model
In a large class of geophysical problems, the flow of electromagnetic fields in the higher atmosphere induces currents in conductive matter underground; this is the basic principle of the magnetotelluric (or MT) experiment (see [71, 77, 95]). To derive the basic physical model for the MT experiment, assume that the total electromagnetic field satisfies Maxwell’s curl equations in the frequency domain with no applied source currents, i.e.,

\[
\begin{align*}
\text{curl } & \mathbf{E} - \omega \mu \mathbf{H} = 0, \\
\text{curl } & \mathbf{H} - (\sigma - \omega \epsilon) \mathbf{E} = 0.
\end{align*}
\]

The equations (2.17) are assumed to hold throughout all of space. The material tensors \(\sigma, \epsilon,\) and \(\mu\) are isotropic, but inhomogeneous; in particular, they are assumed to be piecewise constant scalar fields throughout \(\mathbb{R}^3\).

Assume that the field admits the decomposition

\[
\begin{align*}
\mathbf{E} &= \mathbf{E}^p + \mathbf{E}^s, \quad \text{and} \\
\mathbf{H} &= \mathbf{H}^p + \mathbf{H}^s.
\end{align*}
\]

The field \((\mathbf{E}^p, \mathbf{H}^p)\) in (2.18) is a primary field that is assumed to satisfy Maxwell’s equations with some known coefficients and source terms. If the primary field is known, then solving the original system (2.17) amounts to solving a similar PDE for the secondary field \((\mathbf{E}^s, \mathbf{H}^s)\) induced by the primary field. The left-hand side of the PDE for the secondary field is determined by the primary field and describes the response of the secondary field due to the primary one [6, 14].

For the magnetotelluric modeling, it is sensible to use a half-space or a
1-D layered-earth solution (i.e., piecewise constant functions of $z$ only, see [111, 110]) of Maxwell’s equations for the primary field based on the assumption that the earth being modeled has that basic structure far away from the region of interest [71]. Thus, assuming that the primary field satisfies Maxwell’s equations with no source currents in a half-space model, then

\begin{align}
\text{curl } \mathbf{E}^p &= \omega \mu \mathbf{H}^p, \quad (2.19a) \\
\text{curl } \mathbf{H}^p &= (\sigma - \omega \epsilon) \mathbf{E}^p. \quad (2.19b)
\end{align}

where $\sigma$, $\epsilon$, and $\mu$ are models for a half-space or 1D layered earth. The equations (2.19) admit analytic solutions provided that the coefficients in (2.19) have such a simple one-dimensional structure.

Under the assumption (2.19), since $\mathbf{J}_e = 0$ for the primary field, the secondary field satisfies

\begin{align}
\text{curl } \mathbf{E}^s &= -\omega \mu \mathbf{H}^s = \mathbf{J}_m, \quad (2.20a) \\
\text{curl } \mathbf{H}^s &= (\sigma - \omega \epsilon) \mathbf{E}^s = \mathbf{J}_e. \quad (2.20b)
\end{align}

where

\begin{align}
\mathbf{J}_m &= \omega (\mu - \mu) \mathbf{H}^p, \quad (2.21a) \\
\mathbf{J}_e &= [(\sigma - \sigma) - \omega (\epsilon - \epsilon)] \mathbf{E}^p. \quad (2.21b)
\end{align}

In decomposing the total field, the PDE for the secondary field has a magnetic current source term $\mathbf{J}_m$ as well. The sources in (2.21) generally have unbounded support since the fields $\mathbf{E}^p$ and $\mathbf{H}^p$ will generally have unbounded support. However, if it is known \textit{a priori} that $\sigma \equiv \sigma$, $\epsilon \equiv \epsilon$, and $\mu \equiv \mu$ outside
some bounded domain, then the source terms indeed have compact support. In fact, if the computational domain is large enough, the normal and tangen­tial components of $J_m$ and $J_e$ in (2.21) on the boundary of the computational domain $\Omega$ vanish, and these fields do not affect the boundary conditions. If there is a more complicated structure to the material tensors outside $\Omega$, then the source terms may enter into the boundary conditions. Suitable boundary conditions are presented in the next section.

2.3 Boundary Conditions

The forward-modeling problem refers to determining the unknown fields $E$, $H$, and $\rho_e$ under the assumption that the quantities $\omega$ (in the frequency domain), $J_e$, $\epsilon$, $\mu$, and $\sigma$ are all known. The forward-modeling problem can be solved in the time domain with (2.4) or in the frequency domain with (2.12). In either case, the system consists of 8 differential equations involving 7 unknown quantities. In practice, the divergence equation (2.4c) (or (2.12c) in the frequency domain) defines the charge density $\rho_e$ once the field $E$ is determined. Moreover, (2.12d) can be derived from (2.12a) under the assumption $\omega \neq 0$. Thus, consider (2.1d) as a differential invariant and use the curl equations (2.4a,b) (or (2.12a,b)) as the system of PDEs determining $E$ and $H$ in the forward-modeling problem.

Even with the constitutive relations (2.3) and various modeling assumptions about the source fields, a suitable set of boundary and initial (in the time domain) conditions is needed to make the forward-modeling problem
well posed. For an unbounded domain $\Omega \subset \mathbb{R}^3$, suitable boundary conditions at infinity are well known [69, 91]. However, the question of what boundary conditions to apply on the boundary $\partial \Omega$ of a bounded computational domain $\Omega \subset \mathbb{R}^3$ is actively debated due to the inherent difficulty of balancing the need for physically relevant boundary data with the desire for an elegant, consistent, mathematical formulation. This direction of research in electromagnetics parallels the search for open boundary conditions in computational fluid mechanics [51, 50]. Absorbing boundary conditions have been used for over twenty years in electromagnetic codes to absorb outgoing waves at $\partial \Omega$ and to ensure that reflected waves do not corrupt the solution [41]. As a first-order approximation, absorbing boundary conditions correspond to Sommerfeld’s radiation condition for the Helmholtz equation; at high frequencies where greater accuracy may be required, higher-order absorbing boundary condition are also possible [58, 57, 69]. A different class of approximate boundary conditions stems from a perfectly matched layer technique (PML) [12] in which some absorbing matter is placed immediately outside the artificial boundary $\partial \Omega$ to absorb outgoing waves; for a numerical study of implementations of various artificial boundary conditions, see [104].

It is not necessary to assign boundary conditions on the artificial boundary with certain formulations. One alternative is to use boundary integrals (e.g. boundary element methods [59]) to connect the problem within the finite computational domain to the unbounded exterior region. The use of infinite elements also allows a computational framework that incorporates the behav-
ior of the fields at infinity into the solution [47]. Both of these techniques have some advantages but may introduce other computational difficulties. For a detailed review of different techniques used for the numerical solution of problems on unbounded domains, see [106].

It is important to recognize that for the classes of geophysical applications studied herein, the time-harmonic fields are driven by low- or moderate-frequency sources; as such, the influence of boundary conditions at the artificial boundary $\partial \Omega$ is minimal. This is in contrast with the situation in high-frequency scattering applications where errors in the computation of the electromagnetic field at $\partial \Omega$ contaminate the entire solution. For the diffusion-dominated flow of the electromagnetic field on geophysical length scales, the accuracy of the artificial boundary condition is not as crucial as it would be at higher frequencies.

This thesis focuses on frequency-domain formulations of Maxwell's equations. As such, the discussion that follows is limited to well-posed PDE problems in the frequency domain. For results describing initial and boundary conditions for well-posed PDE problems based on Maxwell's equations in the time domain, see [4, 11, 70, 73, 97].

2.3.1 Frequency-Domain Boundary Conditions

First, consider the time-harmonic PDE problem (2.12) specified in an
unbounded spatial domain $\Omega \subset \mathbb{R}^3$. Then, as $|x| \to \infty$, provided that

$$|x|E(x, \omega) \text{ and } |x|H(x, \omega) \text{ are bounded and that}$$

$$E(x, \omega) + \frac{x \times H(x, \omega)}{|x|} = o \left( \frac{1}{|x|} \right)$$

uniformly in all directions, then the frequency-domain problem (2.12) is guaranteed to have a unique solution [97]. The conditions (2.22) are the Silver-Müller radiation conditions that are analogous to the Sommerfeld radiation condition for the Helmholtz equation [69, 91].

On a bounded domain $\Omega \subset \mathbb{R}^3$, suppose that the boundary $\partial \Omega$ is partitioned into two disjoint parts, $\partial \Omega^E$ and $\partial \Omega^H := \partial \Omega \setminus \partial \Omega^E$, one of which may be empty. Then, the following inhomogeneous boundary-value problem is well-posed (see [16, chap. 9] or [15]):

$$\text{curl } E - \omega \mu H = J_m \quad (x \in \Omega);$$

$$\text{curl } H - \sigma E = J_e \quad (x \in \Omega);$$

$$n \times E = n \times e \quad (x \in \partial \Omega^E);$$

$$n \times H = n \times h \quad (x \in \partial \Omega^H),$$

where $e$ and $h$ are some known fields whose tangential traces are well-defined. The explicit spaces in which the solution $(E, H)$ is sought are detailed in Section 2.5 where equivalent integral formulations are specified.

The specification of the tangential trace $n \times E = 0$ is the boundary condition that applies at the boundary of a perfect electric conductor (PEC); hence, this boundary condition is often called a PEC boundary condition. The corresponding boundary condition $n \times H = 0$ is the boundary condition for a perfect magnetic conductor (PMC). While both PEC and PMC boundary
conditions represent idealizations that do not exist in nature, they are reasonable approximations and are used in many electromagnetic models for their simplicity [11, 63].

A standard first-order absorbing boundary condition is of the form

\[ n \times (-n \times E + H) = n \times g \quad (x \in \partial \Omega), \]  

(2.24)

where \( g \) is the tangential trace of some known field [41, 97]. The particular absorbing boundary condition (2.24) ensures that electromagnetic waves normally incident on the boundary will be completely absorbed. This is more physically reasonable than a PEC or PMC, although there will be some reflections due to waves striking the boundary obliquely. However, if the wavevector \( k \) of an incident electromagnetic wave is known (for instance, the wave that generates the primary solution in the MT experiment in Section 2.2.7), a slightly different absorbing boundary condition applies, namely

\[-n \times n \times \left( \epsilon - \frac{\sigma}{\omega} \right)^{\frac{1}{2}} E + A(k, n)n \times \mu^{\frac{1}{2}}H = g \quad (x \in \partial \Omega),\]  

(2.25)

where \( A(k, n) \) is a symmetric positive-definite matrix chosen so that waves on \( \partial \Omega \) with wavevector \( k \) are completely absorbed [97]. Well-posedness of time-harmonic Maxwell's equations with boundary conditions (2.24) or (2.25) is shown in [95, 97]. Higher-order absorbing boundary conditions are discussed in [69].

\subsection*{2.3.2 Interface Conditions}
The material tensors $\varepsilon$, $\mu$, and $\sigma$ are generally discontinuous at interfaces between distinct kinds of matter. Due to such discontinuities, the differential equations (2.4) and (2.12) (and their generalizations (2.15) and (2.16)) do not apply at the interfaces; they hold strictly within regions wherein the material tensors are continuous. Thus, in addition to boundary conditions that describe the behavior of the electromagnetic field at the artificial boundary $\partial \Omega$, interface conditions apply at material interfaces.

To derive the associated interface conditions, let $\Gamma \subset \Omega$ be any surface that divides $\Omega$ into two disconnected portions, $\Omega^I$ and $\Omega^{II}$. Consider an infinitesimal cylinder $V_\delta \subset \Omega$ of height $\delta > 0$ that straddles $\Gamma$. The cylinder $V_\delta$ intersects $\Gamma$ in a surface $\Gamma_0$. Let the boundary of $V_\delta$ consist of three disjoint parts: the sides, top, and bottom respectively (see Figure 2.1), so

$$\partial V_\delta = \partial V_\delta^\text{sides} \cup \partial V_\delta^I \cup \partial V_\delta^{II}. \quad (2.26)$$

Finally, let $n^I$ and $n^{II}$ denote the unit normal vectors on $\partial V_\delta^I$ and $\partial V_\delta^{II}$ respectively with the conventional outward orientation.

![Figure 2.1: Infinitesimal cylinder $V_\delta$ for deriving interface conditions.](image)

Multiplying the divergence equation (2.1c) by some arbitrary smooth
function \( \psi \) and integrating by parts yields

\[
\int_{\partial V^I} \psi \mathbf{n}^I \cdot \mathbf{D} \, dS + \int_{\partial V^II} \psi \mathbf{n}^{II} \cdot \mathbf{D} \, dS = \int_{V^I} \psi \rho_e \, dV \\
+ \int_{V^I} \nabla \psi \cdot \mathbf{D} \, dV - \int_{V^I_{\text{inside}}} \psi \mathbf{n} \cdot \mathbf{D} \, dS.
\]  

(2.27a)

Choose the test function \( \psi \) in (2.27a) so that \( \psi \equiv 0 \) on \( \partial V^I_{\text{inside}} \). Then,

\[
\int_{\partial V^I} \psi \mathbf{n}^I \cdot \mathbf{D} \, dS + \int_{\partial V^II} \psi \mathbf{n}^{II} \cdot \mathbf{D} \, dS = \int_{V^I} \psi \rho_e \, dV \\
+ \int_{V^I} \nabla \psi \cdot \mathbf{D} \, dV.
\]  

(2.27b)

As \( \delta \downarrow 0 \), the second volume integral on the right-hand side of (2.27b) vanishes assuming that \( \mathbf{D} \) and \( \nabla \psi \) do not have surface singularities. The other volume integral on the right-hand side reduces to a surface integral of a surface electric charge density. The preceding argument holds for any surface \( \Gamma \subset \Omega \) (not just interfaces), so it follows that

\[
\mathbf{n}^I \cdot [\mathbf{D}^I - \mathbf{D}^{II}] = \varrho_e,
\]  

(2.28a)

holds pointwise on \( \Gamma \), where \( \varrho_e \) is the surface electric charge density. The expression \( \mathbf{D}^I \) in (2.28a) is the limiting value of \( \mathbf{D} \) approaching a point on \( \Gamma \) from within \( \Omega^I \) and \( \mathbf{D}^{II} \) is similarly defined.

In a similar manner (see, e.g. [68, 69, 76, 101]), the conditions

\[
\mathbf{n}^I \cdot [\mathbf{B}^I - \mathbf{B}^{II}] = \varrho_m,  
\]  

(2.28b)

\[
\mathbf{n}^I \cdot [\mathbf{J}^I - \mathbf{J}^{II}] = -\partial_t \varrho_e,  
\]  

(2.28c)

\[
\mathbf{n}^I \times [\mathbf{H}^I - \mathbf{H}^{II}] = \mathbf{j}_e,  
\]  

(2.28d)

\[
\mathbf{n}^I \times [\mathbf{E}^I - \mathbf{E}^{II}] = \mathbf{j}_m  
\]  

(2.28e)
also apply across any surface \( \Gamma \subset \Omega \). In (2.28), \( \varrho_e \) and \( \varrho_m \) are surface electric and magnetic charge densities while \( j_e \) and \( j_m \) are surface electric and magnetic current densities respectively.

The interface conditions (2.28) are derived explicitly assuming the fields \( E, H, D, \) and \( B \) do not have singularities in any of their components. This modeling assumption rules out the possibility of singular layers that might occur in cracks or tiny air gaps in a conductor (see [16]). For the geophysical problems considered in this thesis, this assumption is reasonable. Further, even where magnetic charges and currents are formally used for mathematical purposes (cf. Section 2.2.6), the surface densities \( \varrho_m \) and \( j_m \) are assumed to vanish, assuring the continuity of \( n \cdot B \) and \( n \times E \) throughout \( \Omega \). Moreover, between media of finite conductivities, no surface electric current density \( j_e \) exists, so \( n \times H \) is continuous as well [67, 110]. With the preceding assumptions, the interface conditions (2.28) imply that the tangential components of the fields \( E \) and \( H \) are continuous across any surface in \( \Omega \), as is the normal component of \( B \). The normal component \( n \cdot D \) may be discontinuous, as a surface electric charge density \( \varrho_e \) might be induced by the applied source current \( J_e \).

### 2.4 Second-order PDE Formulations

It is often not necessary to determine both \( E \) and \( H \), as one of these two vector fields can be eliminated. Eliminating \( H \) from (2.12) gives the
second-order vector Helmholtz equation

$$\text{curl} \left( \mu^{-1} \text{curl} \ E \right) - \omega \tilde{\sigma} E = \omega J_e. \quad (2.29)$$

The corresponding PDE in the time domain is the hyperbolic evolutionary PDE

$$\text{curl} \left( \mu^{-1} \text{curl} \ E \right) + \sigma \partial_t E + \epsilon \partial_{tt} E = -\partial_t J_e. \quad (2.30)$$

After solving for $E$ in either the frequency domain using (2.29) or the time domain using (2.30), the magnetic field intensity $H$ can be recovered if needed using the appropriate form of Faraday's law (i.e. with (2.12a) or (2.4a) respectively).

With the other approach, $E$ can be eliminated from (2.12) in the frequency domain, giving

$$\text{curl} \left( \tilde{\sigma}^{-1} \text{curl} \ H \right) - \omega \mu H = \text{curl} \left( \tilde{\sigma}^{-1} J_e \right). \quad (2.31)$$

Eliminating $E$ in the time domain, however, is less straightforward; dividing by $\tilde{\sigma}$ in (2.31) formally corresponds to computing the operator $(\sigma + \epsilon \partial_t)^{-1}$ in the time-domain problem. However, with the quasistatic assumption, the term $\epsilon \partial_t E$ is ignored wherever it occurs, so the time-domain system is

$$\text{curl} \left( \sigma^{-1} \text{curl} \ H \right) + \mu \partial_t H = \text{curl} \left( \sigma^{-1} J_e \right). \quad (2.32)$$

Notice that (2.32) assumes $\sigma \neq 0$ which is not necessarily the case in nonconducting media such as air.

The equations (2.32) are called the equations of magnetic diffusion (see [66, 68]), as they describe a parabolic (rather than hyperbolic) evolutionary
system for the magnetic field intensity. The time-domain PDE system for $E$ with the same quasistatic assumption is obtained by dropping the term $\varepsilon \partial_t E$ in (2.30). The frequency-domain systems for $E$ and $H$ under the quasistatic assumption are found by substituting $\sigma \leftarrow \sigma$ in (2.29) and (2.31) respectively.

2.5 Weak Formulations

Since the classical or strong forms of Maxwell’s equations (2.4) or (2.12) implicitly assume high degrees of smoothness in all the fields involved, weak equations posed over suitable functional spaces are required. It suffices to consider spaces consisting of vector fields of finite energy; that is, application of the differential operators $\text{grad}$, $\text{curl}$, and $\text{div}$ should not result in fields with unbounded energy in the standard $L_2$-norm.

With the domain $\Omega \subset \mathbb{R}^3$ given, define the mappings

$$\langle f, g \rangle_{\Omega} := \int_{\Omega} f^* g \, dV, \quad (2.33a)$$

$$\langle \xi, \eta \rangle_{\Omega} := \int_{\Omega} \xi \cdot \eta^* \, dV, \quad (2.33b)$$

$$\langle f, g \rangle_{\partial \Omega} := \int_{\partial \Omega} f^* g \, dS, \quad (2.33c)$$

$$\langle \xi, \eta \rangle_{\partial \Omega} := \int_{\partial \Omega} \xi \cdot \eta^* \, dS, \quad (2.33d)$$

where $*$ denotes the usual complex conjugate taken pointwise. Suitable norms on spaces of complex scalar and vector fields can be defined in terms of the
notation of (2.33a-b), namely,

\[ \|f\|_\Omega := \sqrt{(f, f)_\Omega}, \quad (2.34a) \]

\[ \|\xi\|_\Omega := \sqrt{(\xi, \xi)_\Omega}. \quad (2.34b) \]

With the inner products and norms in (2.34) and (2.33a-b), the spaces

\[ \mathcal{L}_2(\Omega) := \{f : \|f\|_\Omega < \infty\}, \text{ and} \]

\[ \mathcal{L}_2(\Omega) := [\mathcal{L}_2(\Omega)]^3 = \mathcal{L}_2(\Omega) \times \mathcal{L}_2(\Omega) \times \mathcal{L}_2(\Omega), \quad (2.35b) \]

are Hilbert spaces of complex-valued fields [16, 46]. For variational problems in electromagnetics, the Hilbert spaces \( \mathcal{L}_2(\Omega) \) and \( \mathcal{L}_2(\Omega) \) give rise to the spaces

\[ \mathcal{H}(\text{grad} ; \Omega) := \{f \in \mathcal{L}_2(\Omega) : \text{grad} f \in \mathcal{L}_2(\Omega)\}, \quad (2.35c) \]

\[ \mathcal{H}(\text{curl} ; \Omega) := \{\eta \in \mathcal{L}_2(\Omega) : \text{curl} \eta \in \mathcal{L}_2(\Omega)\}, \quad (2.35d) \]

\[ \mathcal{H}(\text{div} ; \Omega) := \{v \in \mathcal{L}_2(\Omega) : \text{div} v \in \mathcal{L}_2(\Omega)\}. \quad (2.35e) \]

The operators \( \text{grad} \), \( \text{curl} \), and \( \text{div} \) as they occur in (2.35c-e) must be interpreted in a weak sense (i.e. as continuous extensions of strong differential operators as they apply to smooth functions; see [16, Chap. 5] for details.) The complex spaces (2.35c-e) are also Hilbert spaces, but not when endowed with the standard \( \mathcal{L}_2 \)-inner-products. The appropriate inner product for each
space can be inferred from the corresponding Hilbert-space norms:

\[
\|f\|^2_{(\mathcal{H}(\text{grad};\Omega))} := \|f\|^2_{\Omega} + \|\text{grad } f\|^2_{\Omega},
\]

(2.36a)

\[
\|\eta\|^2_{\mathcal{H}^2(\text{curl};\Omega)} := \|\eta\|^2_{\Omega} + \|\text{curl } \eta\|^2_{\Omega}, \text{ and}
\]

(2.36b)

\[
\|v\|^2_{\mathcal{H}^2(\text{div};\Omega)} := \|v\|^2_{\Omega} + \|\text{div } v\|^2_{\Omega}.
\]

(2.36c)

All of the spaces (2.35) are Hilbert spaces with their respective norms and inner products in (2.34) and (2.36). Detailed discussions of the required background in functional analysis can be found in [16, 46, 78, 89]).

In terms of the above notation, the strong PDE problem (2.23) leads to at least two weak formulations that correspond to equivalent second-order PDE formulations. To see this, given the data \(e, h \in \mathcal{L}_2(\Omega)\), define the spaces

\[
\mathcal{E}^e := \{\xi \in \mathcal{H}(\text{curl};\Omega) : n \times \xi = e \text{ on } \partial \Omega^E\},
\]

(2.37a)

\[
\mathcal{H}^h := \{\eta \in \mathcal{H}(\text{curl};\Omega) : n \times \eta = h \text{ on } \partial \Omega^H\},
\]

(2.37b)

and their homogeneous counterparts

\[
\mathcal{E}^0 := \{\xi \in \mathcal{H}(\text{curl};\Omega) : n \times \xi = 0 \text{ on } \partial \Omega^E\},
\]

(2.37c)

\[
\mathcal{H}^0 := \{\eta \in \mathcal{H}(\text{curl};\Omega) : n \times \eta = 0 \text{ on } \partial \Omega^H\}.
\]

(2.37d)

The tangential traces \(n \times e\) and \(n \times h\) are understood in a distributional sense (\(\mathcal{L}_2\) fields do not have tangential traces in the strictest sense [46]).

With this terminology, the second-order boundary-value PDE

\[
\text{curl } ((\omega \mu)^{-1} \text{curl } E) - \hat{\sigma}E =
\]

\[
J_e + \text{curl } ((\omega \mu)^{-1} J_m) \quad (x \in \Omega),
\]

(2.38)

\[
n \times E = n \times e \quad (x \in \partial \Omega^E),
\]

\[
n \times (\omega \mu)^{-1} [\text{curl } E - J_m] = n \times h \quad (x \in \partial \Omega^H),
\]
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leads to the weak problem

*Find* $E \in \mathbb{E}^c$ *such that, for every* $\xi \in \mathbb{E}^0$,

$$((\omega \mu)^{-1} \text{curl} \ E, \text{curl} \ \xi)_\Omega - (\tilde{\sigma} E, \xi)_\Omega = (2.39)$$

$$(J_e, \xi)_\Omega + ((\omega \mu)^{-1} J_m, \text{curl} \ \xi)_\Omega - (n \times h, \xi)_{\partial \Omega}.$$

That is, any strong solution $E$ of (2.38) is also a weak solution of (2.39).

Notice that the Dirichlet boundary condition for $H$ in (2.23) is replaced by a Neumann boundary condition for $E$ that includes the source field $J_m$ when $H$ is eliminated. Assuming that the frequency $\omega$ is not an eigenvalue of the associated homogeneous problem

$$((\omega \mu)^{-1} \text{curl} \ E, \text{curl} \ \xi)_\Omega - (\tilde{\sigma} E, \xi)_\Omega = 0,$$

the weak problem (2.39) is well-posed [15].

Alternatively, rather than eliminating the magnetic field $H$, eliminating $E$ gives the boundary-value PDE problem

$$\text{curl} \ (\tilde{\sigma}^{-1} \text{curl} \ H) - \omega \mu H =$$

$$J_m + \text{curl} \ (\tilde{\sigma}^{-1} J_e), \quad (x \in \Omega)$$

$$n \times H = n \times h, \quad (x \in \partial \Omega^H)$$

$$n \times \tilde{\sigma}^{-1} [\text{curl} \ H - J_e] = n \times e, \quad (x \in \partial \Omega^E).$$

and the corresponding weak problem

*Find* $H \in \mathbb{H}^h$ *such that, for every* $\eta \in \mathbb{H}^0$

$$(\tilde{\sigma}^{-1} \text{curl} \ H, \text{curl} \ \eta)_\Omega - \omega (\mu H, \eta)_\Omega = (J_m, \eta)_\Omega$$

$$(\tilde{\sigma}^{-1} J_e, \text{curl} \ \eta)_\Omega - (n \times e, \eta)_{\partial \Omega} = (2.41)$$
In eliminating either $E$ or $H$ from the original first-order Maxwell’s system (2.23), one of the source fields $J_m$ or $J_e$ gets incorporated into the boundary conditions and both are combined in the right-hand side of the second-order double-curl PDE.

Either of (2.39) or (2.41) can be discretized to find a weak solution describing the desired electromagnetic fields. As is typically for many PDE problems, a single PDE admits numerous weak formulations that are equivalent in the event that the solution is sufficiently smooth that a classical solution exists. In a mixed variational formulation, the constitutive relations are not explicitly included in the PDE formulation [20, 21]; this is the approach taken for eddy current and magnetostatic problems in [88, 87].

Weak formulations of boundary-value PDEs are essential for analyses leading to existence of solutions (e.g. [4, 97]). More than being a purely theoretical tool, weak solutions exist for a number of physically-motivated problems where classical solutions do not. Weak formulations are natural for developing finite-element discretizations that are typically more flexible for dealing with difficult geometries [11, 63, 88]. For the class of geophysical problems studied in this thesis, however, classical PDE formulations leading to finite-volume methods—that are a middle ground between the simplicity of finite-difference methods and the practical strength of finite element methods—are sufficient.
A problem of great importance in geophysics is to compute global electromagnetic fields in three dimensions given a known external source current and an electrical conductivity structure [111]. This is the forward-modeling problem that needs to be solved efficiently within each iteration of a remote-sensing inverse problem [40, 55, 86]. After a thorough description of the forward-modeling problem in Section 3.1, equivalent alternative PDE formulations are derived using a Helmholtz decomposition of the electric field. With a new PDE expressed in terms of scalar and vector potential field variables, boundary and interface conditions are presented in Section 3.2, followed by a weak formulation in Section 3.3.
3.1 The Forward-modeling Problem

The geophysical forward-modeling problem of interest is

\[
\begin{align*}
curl E - \omega \mu H &= J_m & (x \in \Omega), \\
curl H - \sigma E &= J_e & (x \in \Omega), \\
n \times H &= 0 & (x \in \partial \Omega)
\end{align*}
\]

with \( \sigma \) as given in (2.13). Typically, \( J_m = 0 \), but the inclusion of \( J_m \) in (3.1a) allows for the use of secondary fields (see Section 2.2.6). For most geophysical applications, the dielectric permittivity \( \varepsilon \) is effectively constant, so \( \varepsilon \equiv \varepsilon_0 \), where \( \varepsilon_0 := 8.85 \times 10^{-12} \text{ F/m} \) is the permittivity of vacuum. The conductivity \( \sigma \) generally varies significantly between the air (\( \sigma \approx 0 \text{ S/m} \)) and the ground (\( \sigma \in [10^{-3}, 10^{2}] \text{ S/m} \)). The magnetic permeability \( \mu \) may vary over a range of one or two orders of magnitude from \( \mu_0 := 4\pi \times 10^{-7} \text{ H/m} \), the permeability of vacuum. To keep the number of parameters manageable for purposes of the inverse problem, it is common to assume that \( \sigma \) is isotropic and piecewise constant. In magnetic ore bodies, assume \( \mu \) is isotropic and piecewise constant like \( \sigma \). For most situations, it is reasonable to assume \( \mu \equiv \mu_0 \) [84, 111]. Finally, in addition to the PDE and boundary condition in (3.1), the interface conditions (2.28) apply at interfaces between distinct material media. The general situation is illustrated in Figure 3.1; the length scale is typically from a few hundred meters to a kilometer.

Although an absorbing boundary condition such as (2.25) or even a higher-order absorbing boundary condition may be more physically reasonable
than the homogeneous magnetic (PMC) boundary condition (3.1c), for low-
to moderate-frequency ranges (say 0–10⁵ Hz) and for source fields $J_e$ and $J_m$
that have compact support in $\Omega$, (3.1c) suffices. Under those assumptions, the
induced electromagnetic fields decay as $|x| \to \infty$ and the dominant behavior of
Maxwell’s equations is parabolic rather than hyperbolic. This will be the case
for an electric or magnetic dipole source, as is common in many geophysical
surveys [110, 111]. Thus, for a domain $\Omega$ that is sufficiently large, assume that
a very small fraction of the total energy of the electromagnetic field is stored in
the region near the boundary $\partial \Omega$; as such, a homogeneous boundary condition
such as (3.1c) suffices for geophysical models. Even when $J_m$ and $J_e$ have
unbounded support but most of the energy of each field (as measured in the
$\mathcal{L}_2$-norm) is stored away from $\partial \Omega$, such a homogeneous boundary condition
may still be reasonable.

The PDE (3.1a-b) can be reformulated in a second-order form by eliminating the magnetic field \( H \) (cf. (2.29)), namely

\[
(\omega)^{-1} \text{curl} (\mu^{-1} \text{curl} E) - \sigma E = J_{e} + (\omega)^{-1} \text{curl} (\mu^{-1} J_{m}). \tag{3.2}
\]

It is alternatively possible to eliminate \( E \) and derive a second-order PDE in the unknown \( H \) (cf. (2.31)). For the ranges of conductivities considered here, (3.2) is more favorable; \( \sigma \) is much more strongly spatially inhomogeneous than \( \mu \), the former varying over seven or eight orders of magnitude as compared with two or three for the latter. The dominant term \( \text{curl} (\mu^{-1} \text{curl} E) \) in (3.2) is far more preferable to the second-order term \( \text{curl} (\sigma^{-1} \text{curl} H) \) in (2.31) for this reason [53].

In the limit as \(|\omega\sigma| \to 0\), the second-order PDE (3.2) reduces to one of the form

\[
\text{curl} (\mu^{-1} \text{curl} E) = \omega J_{e} + \text{curl} (\mu^{-1} J_{m}). \tag{3.3}
\]

The \text{curl} operator has a nontrivial kernel consisting of any vector field that is a gradient of a scalar field [16, 46]. As such, the PDE (3.3) (with the boundary condition (3.1c)) is ill-posed in the sense that there are infinitely many solutions. Another equation prescribing \( \text{div} E \) inside \( \Omega \) and a suitable boundary condition is required in order to resolve this ill-posedness; usually, this is the divergence equation (2.12c) with some assumption made about the charge density \( \rho \) [6, 29].

For low frequencies, the displacement current \( \omega \varepsilon_{0} E \) is usually very
small. Given that the PDE problem (3.1) is ill-posed wherever $\sigma = 0$, practitioners often introduce a small, artificial conductivity, say, $\sigma \approx 10^{-6}$ S/m in those regions [84]. This regularizes the forward-modeling problem (3.1). However, any numerical discretization that faithfully models the continuous problem (3.1) produces an ill-conditioned system of linear algebraic equations, even with the artificial conductivity $0 < \sigma \ll 1$ in the air. The essential reason is that the small artificial conductivity term can regularize a large, second-order differential term only if it is added to its kernel; this is not the case in (3.1). It is the near-singular nature of the underlying continuous PDE problem that accounts for the ill-conditioned linear systems in experiments (see [84]). Since geophysical data inversions require solving this complex PDE dozens of times, alternative formulations of the analytic problem (3.1) are studied to develop efficient solvers and make computation times feasible.

3.1.1 Helmholtz Decomposition

For the time being, questions of differentiability are avoided. The various electromagnetic fields are assumed sufficiently smooth to allow application of the necessary differential operators. Discussion of boundary conditions and corresponding weak formulations are deferred to Section 3.2 and Section 3.3 respectively.

The strategy adopted splits the electric field $\mathbf{E}$ into two parts. The first part lies in the range of the curl operator and the second part lies in the kernel of the curl operator. Introduction of the Helmholtz decomposition of $\mathbf{E}$
gives

\[ E = A + \nabla \phi \]  

for some vector field \( A \) and some scalar field \( \phi \) [6, 13, 33, 46, 72].

Since \( \text{curl} (\nabla \phi) = 0 \), the field \( \nabla \phi \) lies in the kernel of the operator \( \text{curl} \) in (3.1a). With the substitution (3.4) and the preceding observation, when \( E \) and \( H \) are eliminated, the PDE (3.1a) yields the equation

\[ (\omega)^{-1} \text{curl} (\mu^{-1} \text{curl} A) - \sigma (A + \nabla \phi) = J_e \]

\[ + (\omega)^{-1} \text{curl} (\mu^{-1} J_m). \]  

(3.5)

The three unknown scalar fields in (3.2) (the components of \( E \)) are replaced by four unknown scalar fields (the components of \( A \) and the field \( \phi \)). Thus, an extra scalar equation is required in addition to (3.5); a useful choice here is the Coulomb gauge condition

\[ \text{div} A = 0. \]  

(3.6)

The field \( A \) is typically called a vector potential for the magnetic flux density \( B \) since, in the event that \( J_m = 0 \), (2.12) and (3.4) imply that

\[ \text{curl} A = \text{curl} E = \omega B = \omega \mu H. \]

Similarly, the field \( \phi \) is called a scalar potential.

Thus, the decomposition (3.4),(3.6) yields the new PDE

\[ (\omega)^{-1} \text{curl} (\mu^{-1} \text{curl} A) - \sigma (A + \nabla \phi) = J_e + (\omega)^{-1} \text{curl} (\mu^{-1} J_m), \]  

(3.7a)

\[ \text{div} A = 0. \]  

(3.7b)
When $\mu = \mu_0 = \text{constant}$, the dominant differential term $\text{curl} (\mu^{-1} \text{curl} A)$ in (3.7a) simplifies; in particular, denoting the vector Laplacian (the extension of the Laplacian operator for vector fields) by $\Delta$,

$$
\text{curl} (\mu_0^{-1} \text{curl} A) \equiv \mu_0^{-1} (\text{grad} (\text{div} A) - \Delta A) \\
\equiv -\mu_0^{-1} \Delta A, \quad (3.8)
$$

as a result of the Coulomb gauge condition (3.6) [6, 54]. The resulting PDE is

$$
(\omega \mu_0)^{-1} \Delta A + \tilde{\sigma} (A + \text{grad} \phi) = -J_e - (\omega \mu_0)^{-1} \text{curl} (J_m), \quad (3.9a)
$$
$$
\text{div} A = 0. \quad (3.9b)
$$

### 3.1.2 Stabilization

Generally, the permeability $\mu$ is inhomogeneous, so the dominant operator $\text{curl} (\mu^{-1} \text{curl})$ in (3.7a) cannot be replaced with the simpler vector Laplacian operator as in (3.9a). Moreover, the kernel of the dominant operator is nontrivial. A common strategy is to incorporate the gauge condition (3.6) into the equation (3.7a) (see, e.g., [29]). That is, rather than

$$
\text{curl} (\mu^{-1} \text{curl} \cdot),
$$
write the dominant operator in (3.7a) as

$$
\text{curl} (\mu^{-1} \text{curl} \cdot) - \alpha \text{grad} (\beta \text{div} \cdot)
$$
for some scalar fields $\alpha$ and $\beta$. Given that

$$\text{curl}(\mu_0^{-1}\text{curl}(\cdot)) - \text{grad}(\mu_0^{-1}\text{div}(\cdot)) \equiv -\mu_0^{-1}\Delta$$

within a medium of homogeneous permeability, the appropriate vector Laplacian is recovered when $\mu \leftarrow \mu_0$ with the choice $\alpha \equiv 1$ and $\beta \equiv \mu^{-1}$.

Hence, the introduction of the vanishing term $\text{grad}(\mu^{-1}\text{div}A)$ into (3.7) effectively stabilizes (3.7a); the corresponding system is

$$(\omega)^{-1}(\text{curl}(\mu^{-1}\text{curl}A) - \text{grad}(\mu^{-1}\text{div}A)) - \sigma(A + \text{grad}\phi) =$$

$$J_e + (\omega)^{-1}\text{curl}(\mu^{-1}J_m), \quad (3.10a)$$

$$\text{div}A = 0. \quad (3.10b)$$

The additional term is identically zero for the exact solution of the PDE (3.10), so introduction of the stabilizing term does not change the analytic solution of the problem. This is in contrast with penalty methods where the solution of the penalized problem fails to satisfy some of the constraints [21, 51]. In such cases, selection of a penalty parameter that is large enough to improve conditioning of the discrete equations while small enough to prevent excessive violation of the constraints is a significant challenge (e.g. [51]).

3.1.3 "Pressure-Poisson" Formulation

Again deferring the question of boundary conditions, there is a striking resemblance between the constant-$\mu$ electromagnetic equations (3.9), the
Stokes equations

\[ \Delta u + \nabla p = s, \quad (3.11a) \]
\[ \text{div } u = 0, \quad (3.11b) \]

and the Oseen equations

\[ \Delta u + (w \cdot \nabla)u + \nabla p = s, \quad (3.12a) \]
\[ \text{div } u = 0, \quad (3.12b) \]

where (3.11) and (3.12) describe steady incompressible fluid flow [46, 51]. In particular, the vector potential field \( A \) corresponds to a velocity field \( u \), the scalar potential \( \phi \) corresponds to a pressure field \( p \), and the Coulomb gauge condition (3.6) corresponds to the incompressibility condition \( \text{div } u = 0 \) in both (3.11) and (3.12). The PDE (3.9) for electromagnetics and the corresponding PDEs (3.11) and (3.12) for fluids differ in the (complex) Helmholtz shift \( w\hat{\sigma}A \) in (3.9a) and the advective term \( (w \cdot \nabla)u \) in (3.12a); barring these differences, the systems (3.9), (3.11), and (3.12) have very similar structure in the dominant differential terms for \((A, \phi)\) and \((u, p)\) respectively.

Motivated by the analogy with fluid flow, take the divergence of (3.1b) and replace the Coulomb gauge in (3.10) with the resulting equation. The PDE obtained is

\[ (\omega)^{-1} (\text{curl } (\mu^{-1} \text{curl } A) - \nabla (\mu^{-1} \text{div } A)) - \hat{\sigma}(A + \nabla \phi) = J_e + (\omega)^{-1} \text{curl } (\mu^{-1} J_m), \quad (3.13a) \]
\[ \text{div } (\hat{\sigma}(A + \nabla \phi)) = -\text{div } J_e. \quad (3.13b) \]
The equation (3.13b) resembles the pressure-Poisson equation (PPE) used in incompressible flow [51, 99, 108]. The PDE (3.13) is used in [13] to derive a finite-element discretization of a PPE-type systems in \((A, \phi)\) for a large scale geomagnetic problem where \(\mu = \mu_0\). The same PDE is studied in [6, 54] to yield finite-volume methods for other low-frequency geophysical applications. In [53], a discretization of a related PPE-type system in \((A, \phi)\) is derived for the more general case of inhomogeneous permeability with the additional stabilizing term.

Solving direct discretizations of the indefinite PDE system (3.7) is possible by techniques analogous to those in [38, 39, 51] for the fluid-flow problems (3.11) and (3.12). The principle distinction between (3.7) or (3.10) and the fluid-flow problems (3.11) or (3.12) is that the decomposition (3.4),(3.6) is arbitrary (although \(A\) and \(\phi\) do have physical interpretations [6, 13]). There is, to a degree, more freedom in prescribing boundary conditions for the system (3.13) for this family of geophysical applications. This freedom contrasts the additional problems with boundary conditions arising in pressure-Poisson formulations for Stokes' flow [51, 99].

The left-hand side of the system (3.13) includes the linear differential operator

\[
\mathcal{A} := \begin{pmatrix} (\kappa \omega)^{-1} \Delta_{\mu} - \tilde{\sigma} I & -\tilde{\sigma} \text{grad} (\cdot) \\ \text{div} (\tilde{\sigma} I) & \text{div} (\tilde{\sigma} \text{grad} (\cdot)) \end{pmatrix}, \quad \text{where} \\
\Delta_{\mu} := \text{curl} \left( \mu^{-1} \text{curl} (\cdot) \right) - \text{grad} \left( \mu^{-1} \text{div} (\cdot) \right). 
\]

If \(\omega\) is not too large in magnitude, the differential operator in (3.14a) is di-
agonally dominant; that is, the leading order differential terms occur on the main diagonal. As a result, the corresponding scalar PDEs constituting (3.13) are weakly coupled. When (3.13) is discretized, the diagonal dominance of the operator leads to matrices with block-diagonal dominance; this property is used to advantage in devising iterative solvers. By contrast, standard formulations of Maxwell’s equations (such as (3.2) for $\mathbf{E}$) have strong coupling between the scalar components. The poor convergence behavior of iterative methods applied to the corresponding discretizations of (3.2) relates to this coupling (see [53, 84]).

3.2 Boundary Conditions

To close the stabilized forward-modeling PDE (3.13), suitable boundary conditions for the unknowns $(\mathbf{A}, \phi)$ must be imposed. The key steps taken in the preceding derivation are:

- introduction of a Helmholtz decomposition with a Coulomb gauge;
- introduction of a stabilizing term;
- differentiation to obtain a “PPE” to replace the gauge condition.

The original PDE (3.1) has a single boundary condition and the final boundary-value problem has two additional boundary conditions derived below.

It is convenient to use auxiliary variables to derive the boundary conditions. Hence, introduce the generalized current density

$$ j := -\hat{\sigma} \mathbf{E} \quad (3.15) $$
into \((3.1)\). In terms of \(j\), \((3.1b)\) becomes

\[
\text{curl} \, H + j = J_e. \tag{3.16}
\]

Eliminating \(H\) from \((3.1)\) and applying the definition \((3.15)\), the boundary-value problem \((3.1)\) becomes

\[
\left(\omega \right)^{-1} \text{curl} \left( \mu^{-1} \text{curl} \, E \right) + j = F, \tag{3.17a}
\]

\[
j + \hat{\sigma} \, E = 0, \tag{3.17b}
\]

together with the magnetic boundary condition

\[
n \times \mu^{-1} \text{curl} \, E = n \times h. \tag{3.17c}
\]

For convenience, the source and boundary terms in \((3.1)\) are written as

\[
h := \left( \mu^{-1} J_m \right), \tag{3.17d}
\]

\[
F := J_e + \left( \omega \right)^{-1} \text{curl} \, h. \tag{3.17e}
\]

The transformation \((3.15)\) is taken pointwise and involves no derivatives, so the boundary conditions remain unaffected in \((3.17)\).

The substitution of the Helmholtz decomposition \((3.4),(3.6)\) into \((3.17)\) requires another boundary condition. It is well known that choosing

\[
\begin{align*}
  n \cdot A &= 0 \quad \text{on } \partial \Omega \quad \text{and} \\
  \int_{\Omega} \phi \, dV &= 0
\end{align*} \tag{3.18a}
\]

is sufficient to guarantee that the Helmholtz decomposition is unique \([46]\). It is also possible to partition the boundary, prescribing \((3.18a)\) on one portion of
\( \partial \Omega \) and prescribing a Neumann-type condition on \( \phi \) over the remainder of \( \partial \Omega \) [90]. In either case, as with the Neumann problem for Poisson’s equation, the scalar field \( \phi \) is determined up to a scalar constant, so either a point condition or an integral condition like (3.18b) is required to fix the field \( \phi \) [30, 89, 103].

The new boundary-value problem, then, is the PDE

\[
(\omega)^{-1} \text{curl} \left( \mu^{-1} \text{curl} \, A \right) + j = F, \quad (3.19a)
\]
\[
\text{div} \, A = 0, \quad (3.19b)
\]
\[
j + \hat{\sigma}(A + \text{grad} \, \phi) = 0, \quad (3.19c)
\]

with boundary conditions and constraint

\[
n \times (\mu^{-1} \text{curl} \, A) = n \times h, \quad (3.19d)
\]
\[
n \cdot A = 0, \quad (3.19e)
\]
\[
\int_{\Omega} \phi \, dV = 0. \quad (3.19f)
\]

Since the BVP (3.17) is known to be well-posed [15] and since the Helmholtz decomposition with (3.19e,f) is also known to be unique, it follows that the BVP (3.19) also has a unique solution.

The dominant operator in the equation (3.19) is stabilized through subtraction of a term that lies in the kernel of the \text{curl} operator, namely the term \( \text{grad} (\mu^{-1} \text{div} \, A) \). Rather than expressing the stabilized PDE as in (3.10a), introduce a new variable

\[
\psi := \mu^{-1} \text{div} \, A. \quad (3.20)
\]

The stabilizing term in (3.10a), then, is \( \text{grad} \psi \), and the equation (3.19a)
becomes

\[(\omega)^{-1} (\text{curl} (\mu^{-1} \text{curl} A) - \text{grad} \psi) + j = F. \quad (3.21)\]

If the Coulomb gauge condition applies, \(\psi \equiv 0\) and the stabilizing term \(\text{grad} \psi\) in (3.21) also vanishes identically. Next, the divergence is taken of the equation (3.19a), yielding

\[\text{div} j = \text{div} J_e. \quad (3.22)\]

Replacing the Coulomb gauge condition with (3.22) gives

\[(\omega)^{-1} (\text{curl} (\mu^{-1} \text{curl} A) - \text{grad} \psi) + j = F, \quad (3.23a)\]
\[\text{div} j = \text{div} J_e, \quad (3.23b)\]
\[j + \partial(A + \text{grad} \psi) = 0, \quad (3.23c)\]
\[\mu \psi - \text{div} A = 0, \quad (3.23d)\]

with the two boundary conditions and the constraint (3.19d-f). The extra differentiation to get (3.23b) requires an additional boundary condition to close the PDE problem (3.23).

To derive the appropriate additional BC, write Ampère's law (3.1b) as

\[\text{curl} H + j = J_e \quad (3.24)\]

Assuming (3.24) holds on a small surface \(S \subset \partial \Omega\), then, integrating the normal projection of (3.24) onto \(S\) (with the usual outward orientation) gives

\[\int_{\partial S} H \cdot \tau \, d\ell + \int_S n \cdot j \, dS = \int_S n \cdot J_e \, dS.\]
By (3.1c), the first integral vanishes, leaving

$$\int_S \mathbf{n} \cdot \mathbf{j} dS = \int_S \mathbf{n} \cdot \mathbf{J}_e dS$$

(3.25)

for any surface $S \subset \partial \Omega$. It follows that

$$\mathbf{n} \cdot \mathbf{j} = \mathbf{n} \cdot \mathbf{J}_e \text{ on } \partial \Omega.$$  

(3.26)

The procedure above of integrating the normal component of Ampère's law corresponds exactly to the derivation of the pressure boundary condition for the pressure-Poisson equation as outlined by Gresho and Sani [50].

The importance of the boundary condition (3.26) is that, as in the context of incompressible fluid flow, it is consistent with the requirement $\text{div } \mathbf{A} = 0$ on $\partial \Omega$ [51]. Take the divergence of (3.23a); by (3.22),

$$\Delta \psi = 0;$$  

(3.27)

that is, $\psi$ satisfies Laplace's equation. Writing the stabilized equation (3.21) as

$$\text{curl } \mathbf{H} - (\omega)^{-1} \text{grad } \psi + \mathbf{j} = \mathbf{F}$$

(3.28)

and applying the same arguments used in deriving (3.26), it follows that $\psi$ satisfies a homogeneous Neumann boundary condition, i.e., $\partial \psi / \partial n = 0$ on $\partial \Omega$. Hence, $\psi$ is spatially constant; an additional constraint such as

$$\int_\Omega \psi dV = 0$$

(3.29)

pins down $\psi$ uniquely. The Coulomb gauge condition (3.6) is thus recovered throughout $\Omega$.  
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Hence, the final boundary-value problem is

\[(\omega)^{-1} (\text{curl} (\mu^{-1} \text{curl} \, \mathbf{A}) - \text{grad} \, \psi) + \mathbf{j} = \mathbf{F}, \tag{3.30a}\]
\[\text{div} \, \mathbf{j} = \text{div} \, \mathbf{J}_e, \tag{3.30b}\]
\[\mathbf{j} + \hat{\sigma}(\mathbf{A} + \text{grad} \, \phi) = 0, \tag{3.30c}\]
\[\mu \psi - \text{div} \, \mathbf{A} = 0, \tag{3.30d}\]

with boundary conditions

\[\mathbf{n} \times (\mu^{-1} \text{curl} \, \mathbf{A}) = \mathbf{n} \times \mathbf{h}, \tag{3.30e}\]
\[\mathbf{n} \cdot \mathbf{A} = 0, \tag{3.30f}\]
\[\mathbf{n} \cdot \mathbf{j} = \mathbf{n} \cdot \mathbf{J}_e. \tag{3.30g}\]

and global constraints

\[\int_{\Omega} \psi \, dV = 0, \tag{3.30h}\]
\[\int_{\Omega} \phi \, dV = 0. \tag{3.30i}\]

An equivalent boundary-value problem in terms of the variables \(\mathbf{A}\) and \(\phi\) alone is the PDE

\[(\omega)^{-1} (\text{curl} (\mu^{-1} \text{curl} \, \mathbf{A}) - \text{grad} (\mu^{-1} \text{div} \, \mathbf{A})) - \hat{\sigma}(\mathbf{A} + \text{grad} \, \phi) \]
\[= \mathbf{J}_e + (\omega)^{-1} \text{curl} (\mu^{-1} \mathbf{J}_m), \tag{3.31a}\]
\[\text{div} [\hat{\sigma}(\mathbf{A} + \text{grad} \, \phi)] = -\text{div} \, \mathbf{J}_e, \tag{3.31b}\]
with boundary conditions

\[ n \times (\mu^{-1} \text{curl} \ A) = n \times (\mu^{-1} J_m), \quad (3.32a) \]

\[ n \cdot A = 0, \quad (3.32b) \]

\[ n \cdot \sigma (A + \text{grad} \phi) = -n \cdot J_e. \quad (3.32c) \]

and constraints

\[ \int_{\Omega} \mu^{-1} \text{div} \ A \, dV = 0, \quad (3.32d) \]

\[ \int_{\Omega} \phi \, dV = 0. \quad (3.32e) \]

The boundary conditions (3.32a,c) involve the material coefficients; in the event that the material coefficients are in fact tensor fields, the interactions of \( \sigma, \epsilon, \) and \( \mu \) with the normal field on \( \partial \Omega \) are still accounted for by (3.32). For the simple case of isotropic tensor fields considered here, some further simplifications can be made. In particular,

\[ n \times \text{curl} \ A = n \times J_m, \quad (3.33a) \]

\[ \sigma \frac{\partial \phi}{\partial n} = -n \cdot J_e. \quad (3.33b) \]

For most geophysical applications, it is undesirable to have action of the source fields at the boundary. If the source fields have bounded support, then the boundary conditions (3.33) are homogeneous.

**3.2.1 Interface Conditions**

With the introduction of different electromagnetic field variables, the new fields satisfy different jump conditions at the interfaces of conducting...
media. The same procedure used to derive (2.28) (cf. Section 2.3.2) yields the conditions

\begin{align}
\mathbf{n}^I \cdot [\mathbf{A}^I - \mathbf{A}^{II}] &= 0, \\
\mathbf{n}^I \times [\mathbf{A}^I - \mathbf{A}^{II}] &= \mathbf{j}_m, \\
\mathbf{n}^I \cdot [\epsilon^I (\mathbf{A}^I + \mathbf{\nabla} \phi^I) - \epsilon^{II} (\mathbf{A}^{II} + \mathbf{\nabla} \phi^{II})] &= \varrho_c, \\
\mathbf{n}^I \cdot [\mathbf{j}^I - \mathbf{j}^{II}] &= \mathbf{n}^I \cdot [\mathbf{J}_e^I - \mathbf{J}_e^{II}] 
\end{align}

across any surface \( \Gamma \subset \Omega \) (cf. Section 2.3.2). The surface magnetic current density \( \mathbf{J}_m \) is often identically zero; where \( \mathbf{J}_m \neq \mathbf{0} \), it generally does not have surface layers. As a result,

\begin{align}
\mathbf{n}^I \times [\mathbf{A}^I - \mathbf{A}^{II}] &= 0, 
\end{align}

i.e., the tangential component of \( \mathbf{A} \) is continuous across \( \Gamma \). Similarly, with the assumption \( \epsilon \equiv \epsilon_0 \) in \( \Omega \), (3.34a,c) imply

\begin{align}
\mathbf{n}^I \cdot [\mathbf{\nabla} \phi^I - \mathbf{\nabla} \phi^{II}] &= \varrho_c/\epsilon_0.
\end{align}

Finally, provided the surface \( \Gamma \) does not coincide with a surface of discontinuity of the applied electric source current \( \mathbf{J}_e \), the right-hand side of (3.34d) vanishes also, i.e.,

\begin{align}
\mathbf{n}^I \cdot [\mathbf{j}^I - \mathbf{j}^{II}] &= 0.
\end{align}

The preceding assumptions are not particularly restrictive in the context of this work or even in more general contexts. The resulting interface conditions (3.34a,e-g) are of great utility in deriving discretizations in Section 4.3.
3.3 Weak Formulations

There are naturally many weak problems equivalent to the PDE problem (3.31) that can be examined in a variational context. However, beyond pointing the way to different numerical schemes and providing a basis for finite-element analysis, weak formulations can provide insight into the interplay of boundary conditions with the differential operators. Although demonstrating the existence of solutions from weak formulations falls outside the scope of this work, a brief discussion of one particular weak formulation (similar to that applied in [13]) is included for completeness.

In terms of the notation (2.33) introduced in Chapter 2, the divergence theorem implies

\[(\text{curl } \xi, \eta)_\Omega - (\xi, \text{curl } \eta)_\Omega = (n \times \xi, \eta)_{\partial \Omega}, \quad (3.35a)\]
\[(u, \text{div } V)_\Omega + (\text{grad } u, V)_\Omega = (u, n \cdot V)_{\partial \Omega} \quad (3.35b)\]

for any $\xi, \eta \in \mathcal{H}(\text{curl}; \Omega)$, $V \in \mathcal{H}(\text{div}; \Omega)$, and $u \in \mathcal{H}(\text{grad}; \Omega)$. Multiplying (3.31a) by some test vector field $\xi$ and integrating by parts with (3.35) gives the weak equality

\[\begin{aligned}
(w)^{-1}a_{\mu}(A, \xi) - (\tilde{\sigma}(A + \text{grad } \phi), \xi)_{\Omega} - \langle \mu^{-1}\text{div } A, n \cdot \xi \rangle_{\partial \Omega} \\
= f(\xi) + (w)^{-1}(n \times (\mu^{-1}(J_m - \text{curl } A)), \xi)_{\partial \Omega}, \quad (3.36a)
\end{aligned}\]

where

\[a_{\mu}(A, \xi) := (\mu^{-1}\text{curl } A, \text{curl } \xi)_{\Omega} + (\mu^{-1}\text{div } A, \text{div } \xi)_{\Omega}, \quad (3.36b)\]
\[f(\xi) := (J_e, \xi)_{\Omega} + (w)^{-1}(\mu^{-1}J_m, \text{curl } \xi)_{\Omega}. \quad (3.36c)\]
Similarly, multiplying (3.31b) by a scalar test function \( v \) and integrating gives
\[
(\tilde{\sigma}(A + \nabla \phi), \nabla v)_{\Omega} = -(J_e, \nabla v)_{\Omega} \\
+ \langle n \cdot (\nabla (A + \nabla \phi) + J_e), v \rangle_{\partial \Omega}.
\]
(3.36d)

For a solution of the PDE (3.31), the boundary integrals on the right-hand sides of (3.36a,d) vanish by virtue of (3.32a,c); that is, the boundary conditions (3.32a,c) are natural boundary conditions for this choice of variational form.

The term \( \langle \mu^{-1} \text{div} A, n \cdot \xi \rangle_{\partial \Omega} \) on the left-hand side of (3.36a) does not vanish unless some constraint is imposed on the space of functions from which the trial and testing functions are drawn. Assuming \( n \cdot \xi = 0 \) for all admissible vector fields \( \xi \), then the boundary integral term in question vanishes. Thus, imposing (3.32b) is an essential boundary condition.

Combining the above arguments, define the spaces
\[
A^0 := \{ \xi \in H(\text{div}; \Omega) \cap H(\text{curl}; \Omega) : n \cdot \xi = 0 \text{ on } \partial \Omega \}, \quad (3.37a)
\]
\[
\Phi := H(\nabla; \Omega). \quad (3.37b)
\]

A variational problem that is equivalent to the BVP (3.31) subject to boundary conditions (3.32) is to find \( (A, \phi) \in A^0 \times \Phi \) such that
\[
(\omega)^{-1} a_\mu(A, \xi) - (\tilde{\sigma}(A + \nabla \phi), \xi)_{\Omega} = f(\xi) \quad \forall \xi \in A^0, \quad (3.38a)
\]
\[
(\tilde{\sigma}(A + \nabla \phi), \nabla v)_{\Omega} = -(J_e, \nabla v)_{\Omega} \quad \forall v \in \Phi. \quad (3.38b)
\]

A strong solution of the classical BVP (3.31),(3.32) will also satisfy the variational problem (3.38). Inserting a test function \( \xi = \nabla v \in A^0 \) into (3.38a) and using (3.38b), it is clear that a solution of the weak variational problem is also weakly divergence-free.
Chapter 4

Finite-Volume Discretizations

Having chosen an analytic formulation ((3.31) with (3.32)) for Maxwell's equations, the next step is to select a suitable discretization. While certain applications call for finite element discretizations in order to capture the geometry accurately (see [16, 63, 88, 87] among many others), for the family of geophysical applications of relevance here, finite-volume discretizations suffice. After presentation of a description of the discrete domain in Cartesian coordinates, the well-known Yee scheme is derived using standard finite-volume arguments. A finite-volume discretization of the PDE (3.31) is subsequently presented in Section 4.3; this discretization extends the ideas of the Yee scheme to account for inhomogeneous media in a logical manner. Finally, Section 4.4 shows some analysis and experiments that justify the choice of coarse discrete representations of the inhomogeneous media.

4.1 Domain of Discretization

Assume the domain of the continuous problem (3.31) in Cartesian co-
ordinates is the rectangular box \((0, L_x) \times (0, L_y) \times (0, L_z) \subset \mathbb{R}^3\). The various
finite-volume discretizations are derived using a tensor-product grid of Cartesian coordinates whose coordinates correspond to points in space at which
the discrete grid functions approximate the appropriate continuous functions.
The same grid and notation in this section underlies the Yee discretization in
Section 4.2 and the discretization of the desired system (3.31) presented in
Section 4.3.

Consider first the grid in the \(x\)-direction. There are \(N_x\) subintervals
partitioning the interval \((0, L_x)\). The widths of the subintervals are denoted
\(h_i^x (i = 1, \ldots, N_x)\) and the centers of the subintervals are \(x_i (i = 1, \ldots, N_x)\).
The end-points of the subintervals have half-integer indices, namely \(x_{i-1/2} (i = 1, \ldots, N_x + 1)\). The dual grid comprises the subintervals with end-points \(x_i\) of
widths \(h_{i-1/2}^x\) given by
\[
 h_{i-1/2}^x := x_i - x_{i-1} \quad (i = 1, \ldots, N_x + 1).
\]
(4.1)

The ghost points
\[
 x_0 := x_1 - h_1^x \quad \text{and} \quad x_{N_x+1} := x_{N_x} + h_{N_x}^x
\]
(4.2)
may be included to facilitate derivation of boundary conditions; any discrete
unknowns associated with grid points are eliminated using discrete approximations of the boundary conditions (e.g. [44, 99, 113]).

Assume that the intervals \((0, L_y)\) and \((0, L_z)\) are partitioned into \(N_y\) and
\(N_z\) subintervals respectively with dual grids defined analogously. The vertices
\((x_{i\pm 1/2}, y_{j\pm 1/2}, z_{k\pm 1/2})\) are the corners of the cells of the primary grid; that is, the
boxes

\[ V_{i,j,k} := (x_{i-\frac{1}{2}}, x_{i+\frac{1}{2}}) \times (y_{j-\frac{1}{2}}, y_{j+\frac{1}{2}}) \times (z_{k-\frac{1}{2}}, z_{k+\frac{1}{2}}) \]  

(4.3a)

(\(i = 1, \ldots N_x; j = 1, \ldots N_y; k = 1, \ldots N_z\))

with faces

\[ S_{i,\pm\frac{1}{2},k}^x := \{x_{i\pm\frac{1}{2}}\} \times (y_{j-\frac{1}{2}}, y_{j+\frac{1}{2}}) \times (z_{k-\frac{1}{2}}, z_{k+\frac{1}{2}}), \]  

(4.3b)

\[ S_{i,j,\pm\frac{1}{2}}^y := (x_{i-\frac{1}{2}}, x_{i+\frac{1}{2}}) \times \{y_{j\pm\frac{1}{2}}\} \times (z_{k-\frac{1}{2}}, z_{k+\frac{1}{2}}), \]  

(4.3c)

\[ S_{i,j,k,\pm\frac{1}{2}}^z := (x_{i-\frac{1}{2}}, x_{i+\frac{1}{2}}) \times (y_{j-\frac{1}{2}}, y_{j+\frac{1}{2}}) \times \{z_{k\pm\frac{1}{2}}\} \]  

(4.3d)

(\(i = 1, \ldots N_x; j = 1, \ldots N_y; k = 1, \ldots N_z\))

consist of the cells of the primary grid. The dual grid comprises the cells between the centroids of the primary grid cells; that is, the boxes

\[ V_{i+\frac{1}{2},j+\frac{1}{2},k+\frac{1}{2}} := (x_i, x_{i+1}) \times (y_j, y_{j+1}) \times (z_k, z_{k+1}) \]  

(4.4a)

(\(i = 1, \ldots N_x - 1; j = 1, \ldots N_y - 1; k = 1, \ldots N_z - 1\))

with faces

\[ S_{i+\frac{1}{2},j+\frac{1}{2},k+\frac{1}{2}}^x := \{x_{i+\frac{1}{2}}\} \times (y_{j}, y_{j+1}) \times (z_k, z_{k+1}), \]  

(4.4b)

\[ S_{i+\frac{1}{2},j+\frac{1}{2},k+\frac{1}{2}}^y := (x_i, x_{i+1}) \times \{y_{j+\frac{1}{2}}\} \times (z_k, z_{k+1}), \]  

(4.4c)

\[ S_{i+\frac{1}{2},j+\frac{1}{2},k+\frac{1}{2}}^z := (x_i, x_{i+1}) \times (y_j, y_{j+1}) \times \{z_{k+\frac{1}{2}}\} \]  

(4.4d)

(\(i = 1, \ldots N_x - 1; j = 1, \ldots N_y - 1; k = 1, \ldots N_z - 1\)).

Notice that, while the centroids of the cells and faces of the primary grid coincide with points in the dual grid, the centroids of the cells and faces of the
dual grid do not necessarily coincide with points in the primary grid unless the grid spacings are uniform [80]. The basic geometry of the grids is illustrated for the case of uniform grid spacing in Figure 4.1.

![Figure 4.1: 2D cross-section of the primary and dual grids (uniform spacing). The corners of the dual grid are the cell centers of the primary grid and conversely.](image)

### 4.2 The Yee Discretization

Yee [115] derived a set of finite-difference equations approximating Maxwell's equations in the time-domain. In this scheme, both the electric and magnetic fields $E$ and $H$ are discretized and are explicitly marched forward in time using the coupled curl equations (2.4a-b) as opposed to discretizing $E$ alone and using the second-order wave equation formulation (2.30). The finite-difference method derived is often called the *Yee algorithm* or the *Finite-
**Difference-Time-Domain algorithm (FD-TD)** in the engineering literature (as in [104, 105]). The related spatial discretization in the frequency domain is the **Finite-Difference-Frequency-Domain algorithm**. In this thesis, the terminology "Yee algorithm" is avoided in favor of the more accurate terminology "Yee discretization" or "Yee scheme." Yee's important contribution lies in recognizing how to discretize Maxwell's equations in space in conservative form; from the perspective of evolutionary ODEs or PDEs, the algorithmic aspects of the "Yee algorithm" come from well-established time-stepping techniques (e.g. [8, 91]).

The basic idea for the Yee discretization is to center the components of $\mathbf{E}$ and $\mathbf{H}$ in three-dimensional space so that each component of $\mathbf{E}$ is surrounded by four circulating components of $\mathbf{H}$ and conversely (except at the boundaries). With the unknown fields staggered on a grid, Faraday's Law and Ampère's Law are invoked and approximated along the contours. That is, the circulation of $\mathbf{E}$ in a loop is linked with the flux of the magnetic field $\mathbf{H}$ through that loop while the circulation of $\mathbf{H}$ in a loop on a dual lattice is linked with the displacement current flux of the electric field $\mathbf{E}$ through that loop.

For the engineering applications for which Yee's discretization was originally derived, there are a number of practical advantages. Firstly, the locations of the components of $\mathbf{E}$ and $\mathbf{H}$ in the spatial lattice implicitly enforce discrete versions of the divergence conditions (2.4c-d). In fact, although originally derived as a finite-difference scheme, the Yee discretization can be derived as a
finite-volume method. Thus, the conservation properties arise as a common consequence of finite-volume techniques; for certain application families, it is important to preserve such global conservation laws [66, 104]. Secondly, the resulting finite-difference approximations for the space derivatives used in the curl operators are centered-difference approximations and hence are second-order accurate. Thirdly, when the staggered-grid spatial discretization is coupled with a leap-frog discretization in time, the resulting time-stepping method is explicit. The resulting discrete electromagnetic field can be evolved without solving large sparse linear systems at each time step. This can be useful for simulations of waveguides or other three-dimensional electronic structures over long time scales, since solving the linear systems involved would be prohibitive [104]. Finally, since the discrete fields are specified in terms of normal or tangential components, specification of certain boundary conditions can be simplified. For instance, given the tangential trace \( n \times e \) of some known field \( e \), if the boundary condition \( n \times E = n \times e \) on \( \partial \Omega \) is given, the tangential components of the discrete electric field \( E^h \) on the discrete boundary of a Cartesian tensor-product grid are given directly in the discretization.

4.2.1 The Discrete Fields

For the Yee discretization, the various components of the vector fields are staggered in space to approximate Maxwell's equations in a way that automatically ensures the integral conservation laws (2.4c-d) hold on a discrete level. In particular, the components of the discrete electric field \( E^h \) are defined
at the centers of the edges of the cells of the primary grid and are tangential to those edges. Explicitly, if \( \mathbf{E} = (E^x, E^y, E^z)^T \) in Cartesian coordinates, the discrete electric field unknowns are

\[
E^x_{i,j \pm \frac{1}{2}, k \pm \frac{1}{2}} \simeq E^x(x_i, y_j \pm \frac{1}{2}, z_k \pm \frac{1}{2}),
\]

(4.5a)

\[
E^y_{i \pm \frac{1}{2}, j, k \pm \frac{1}{2}} \simeq E^y(x_i \pm \frac{1}{2}, y_j, z_k \pm \frac{1}{2}),
\]

(4.5b)

\[
E^z_{i \pm \frac{1}{2}, j \pm \frac{1}{2}, k} \simeq E^z(x_i \pm \frac{1}{2}, y_j \pm \frac{1}{2}, z_k),
\]

(4.5c)

where \( i = 1, \ldots N_x, j = 1, \ldots N_y, \) and \( k = 1, \ldots N_z \). From this, it follows that, for example,

\[
\frac{\partial E^x}{\partial z}(x_i, y_{j + \frac{1}{2}}, z_k) = \frac{E^x_{i,j + \frac{1}{2}, k + \frac{1}{2}} - E^x_{i,j + \frac{1}{2}, k - \frac{1}{2}}}{h_k^x} + O((h_k^x)^2)
\]

and similarly for other spatial derivatives of the components of \( \mathbf{E} \); that is, at the centers of cell faces, centered finite-difference approximations of derivatives of components of \( \mathbf{E} \) are second-order accurate.

The components of the discrete magnetic field \( \mathbf{H}^h \) are defined at the centers of the faces of the cells of the primary grid and are normal to those cell faces. Thus, given \( \mathbf{H} = (H^x, H^y, H^z)^T \), the magnetic field discrete unknowns are

\[
H^x_{i \pm \frac{1}{2}, j, k} \simeq H^x(x_i \pm \frac{1}{2}, y_j, z_k),
\]

(4.6a)

\[
H^y_{i, j \pm \frac{1}{2}, k} \simeq H^y(x_i, y_j \pm \frac{1}{2}, z_k),
\]

(4.6b)

\[
H^z_{i, j, k \pm \frac{1}{2}} \simeq H^z(x_i, y_j, z_k \pm \frac{1}{2}),
\]

(4.6c)

with \( i = 1, \ldots N_x, j = 1, \ldots N_y, \) and \( k = 1, \ldots N_z \). The placement of the various discrete solution components on the cell is depicted in Figure 4.2 and Figure 4.3.
4.2.2 Derivation of Yee Scheme

The approach presented here uses finite-volume arguments along the lines of [27] or [80] as opposed to finite-difference arguments such as in [104] or Yee's original work [115]. Although the Yee scheme was originally derived on a uniform grid, the presentation here allows for nonuniform grids. Also, the frequency-domain Maxwell equations are discretized (as in [77, 84]) rather than the time-domain equations (2.4) used more often in engineering applications. Furthermore, for generality, a magnetic current source $J_m$ is included in the right-hand side of the discretization of Faraday’s law, as in (2.16a); this generalization may be helpful for magnetotelluric models as in Section 2.2.7. Finally, for the moment, assume that the material parameters $\sigma$, $\epsilon$, and $\mu$
Figure 4.3: Staggering of components of the discrete magnetic field $H^h$ for the Yee scheme.

are all homogeneous and isotropic, i.e. scalar constants. This assumption is relaxed in Section 4.3 where the discretization of the system (3.31) is derived in terms of discrete vector and scalar potentials in inhomogeneous, isotropic media.

To approximate Maxwell’s equations (2.16) on the nonuniform grid $\Omega^h$, consider integrating the Maxwell curl equations (2.16a-b) as in [80, 104]. For any smooth surface $S \subset \Omega$ with boundary $\partial S$, Stokes’ theorem and Faraday’s Law (2.16a) give

$$\oint_{\partial S} \mathbf{E} \cdot \mathbf{\tau} \, dl - \omega \int_S \mu \mathbf{H} \cdot \mathbf{n} \, dS = \int_S \mathbf{J}_m \cdot \mathbf{n} \, dS. \quad (4.7)$$

The various discrete equations that correspond to the components of (2.16a)
are derived by choosing $S$ as a face of the primary grid. First, take

$$S = S^z_{-1/2,j,k} := \{(x_{i-1/2}), (y_{j-1/2}), (z_{k-1/2})\} \times \{(y_{j+1/2}), (z_{k+1/2})\}$$

in (4.7) as given in (4.3b). Approximating the line integral with four quadrature points at the midpoints at the center of each line segment and approximating the surface integrals with a single quadrature point at the centroid of $S$ gives

$$h_k^z \left( E^z_{i-1/2,j+1/2,k} - E^z_{i+1/2,j-1/2,k} \right) - h_j^y \left( E^y_{i-1/2,j,k+1/2} - E^y_{i-1/2,j,k-1/2} \right)$$

$$- \omega \mu h_j^y h_k^x H^x_{i-1/2,j,k} = h_j^y h_k^x J^x_{m+i-1/2,j,k}. \quad (4.8a)$$

The remaining two discrete equations are obtained using

$$S = S^y_{i,j-1/2,k} := \{(x_{i-1/2}), (y_{j-1/2}), (z_{k-1/2})\} \times \{(x_{i+1/2}), (y_{j+1/2})\}$$

from (4.3c) and

$$S = S^z_{i,j,k-1/2} := \{(x_{i-1/2}), (y_{j-1/2}), (z_{k-1/2})\} \times \{(x_{i+1/2}), (y_{j+1/2})\} \times \{(z_{k-1/2})\}$$

from (4.3d) in (4.7); the corresponding finite-volume equations for the magnetic field $H^h$ are

$$h_i^x \left( E^x_{i,j-1/2,k+1/2} - E^x_{i,j-1/2,k-1/2} \right) - h_k^x \left( E^x_{i,j+1/2,k-1/2} - E^x_{i,j+1/2,k+1/2} \right)$$

$$- \omega \mu h_k^x h_i^y H^y_{i,j-1/2,k} = h_i^x h_k^y J^y_{m+i-1/2,j,k}. \quad (4.8b)$$

$$h_j^y \left( E^y_{i+1/2,j,k-1/2} - E^y_{i-1/2,j,k-1/2} \right) - h_k^y \left( E^y_{i,j+1/2,k-1/2} - E^y_{i,j-1/2,k-1/2} \right)$$

$$- \omega \mu h_k^y h_j^x H^x_{i,j,k-1/2} = h_j^y h_k^x J^x_{m+i,j,k-1/2}. \quad (4.8c)$$
To discretize the electric field equations, use the integral form of (2.16b), namely

\[ \oint_{\partial S} \mathbf{H} \cdot \mathbf{r} \, dl - \int_S \mathbf{\hat{E}} \cdot \mathbf{n} \, dS = \int_S \mathbf{J}_e \cdot \mathbf{n} \, dS. \] (4.8d)

The discrete equations for the electric field arise from choosing the surfaces \( S \) as the faces of the dual grid formed by joining the centroids of the cells of the primary grid. For instance, choosing

\[ S = S_{i,j-\frac{1}{2},k-\frac{1}{2}} := \{x_i\} \times (y_{j-1}, y_j) \times (z_{k-1}, z_k) \]

from (4.4b) in (4.8d), and using one-point quadrature formulae to approximate the integrals gives

\[ h^x_{i-\frac{1}{2}} \left( H^x_{i,j,k-\frac{1}{2}} - H^x_{i,j-1,k} \right) - h^x_{j-\frac{1}{2}} \left( H^x_{i,j-\frac{1}{2},k} - H^x_{i,j,k-\frac{1}{2}} \right) - h^y_{j-\frac{1}{2}} h^z_{k-\frac{1}{2}} \mathbf{\hat{E}}^x_{i,j-\frac{1}{2},k-\frac{1}{2}} = h^x_{j-\frac{1}{2}} h^y_{k-\frac{1}{2}} J^x_{i,j-\frac{1}{2},k-\frac{1}{2}}. \] (4.8e)

For the corresponding equations in the \( y \)- and \( z \)-directions, substitute

\[ S = S_{i-\frac{1}{2},j,k-\frac{1}{2}} := (x_{i-1}, x_i) \times \{y_j\} \times (z_{k-1}, z_k) \] as in (4.4c), and

\[ S = S_{i-\frac{1}{2},j-\frac{1}{2},k} := (x_{i-1}, x_i) \times (y_{j-1}, y_j) \times \{z_k\} \] as in (4.4d)

into (4.8d), and repeat the procedure outlined above, respectively giving

\[ h^y_{i-\frac{1}{2}} \left( H^y_{i,j,k-\frac{1}{2}} - H^y_{i-1,j,k} \right) - h^x_{k-\frac{1}{2}} \left( H^x_{i,j,k-\frac{1}{2}} - H^x_{i,j-1,k} \right) - h^z_{j-\frac{1}{2}} h^y_{k-\frac{1}{2}} \mathbf{\hat{E}}^y_{i,j-\frac{1}{2},k} = h^y_{k-\frac{1}{2}} h^z_{j-\frac{1}{2}} J^y_{i,j-\frac{1}{2},k-\frac{1}{2}} \]

and

\[ h^z_{j-\frac{1}{2}} \left( H^z_{i,j,k-\frac{1}{2}} - H^z_{i,j-1,k} \right) - h^x_{i-\frac{1}{2}} \left( H^x_{i-\frac{1}{2},j,k} - H^x_{i,j,k-\frac{1}{2}} \right) - h^y_{j-\frac{1}{2}} h^z_{i-\frac{1}{2}} \mathbf{\hat{E}}^z_{i,j-\frac{1}{2},k} = h^z_{i-\frac{1}{2}} h^y_{j-\frac{1}{2}} J^z_{i,j-\frac{1}{2},k-\frac{1}{2}}. \] (4.8f)

(4.8g)
For the cells adjacent to the boundary $\partial \Omega$, integrating (2.16a) with $S \subset \partial \Omega$ gives a discrete equation that can be simplified by appropriate boundary conditions (see [99] for examples).

With the discrete fields situated as they are on the staggered grids, the Yee scheme is second-order accurate on a uniform grid as can be determined by simple Taylor expansions [91, 104]; for greater accuracy on nonuniform grids, typically the sampling of the source terms has to be done more carefully (e.g. [7]). An alternative convergence analysis by Monk and Suli establishes the second-order accuracy of the discretization on nonuniform grids in suitable discrete energy norms [80]. The above finite-volume approach can also be extended to include systems involving inhomogeneous media and nonorthogonal or unstructured grids [66, 104]. Finally, highly accurate finite-volume discretizations of Maxwell’s equations can also be derived from conservation-law form (e.g. [31]); such discretizations become more important in hyperbolic high-frequency transmission problems where accuracy is crucial.

4.3 Discretization Using Potentials

The goal now is to introduce a finite-volume discretization of the PDE system (3.31) derived in Chapter 3. For the case of $\mu = \mu_0 = \text{constant}$, a finite-volume discretization is derived in [54]; the presentation below considers the case where $\mu$ varies and is based on the original derivation in [53]. Piecewise continuity of the isotropic, inhomogeneous material tensor fields is assumed up to the resolution of the spatial grid.
The domain $\Omega$ is subdivided into cells as outlined already in Section 4.1. Within each cell $V_{i,j,k}$ of the primary grid, the conductivity $\sigma$, the permeability $\mu$, and the permittivity $\epsilon$ are all assumed constant; that is,

$$\sigma \equiv \sigma_{i,j,k}, \quad \mu \equiv \mu_{i,j,k}, \quad \text{and} \quad \epsilon \equiv \epsilon_{i,j,k}$$

throughout the cell $V_{i,j,k}$. However, $\sigma$, $\mu$, and $\epsilon$ may be discontinuous between adjacent cells. The material fields could be varying smoothly within cells, but it is simpler to assume that the material properties are constant in each cell. The domain, then, is composed of blocks of materials of distinct electric and magnetic properties. In practice, the variations in $\epsilon$ are much smaller in magnitude than those in $\sigma$ and $\mu$ for geophysical problems (see Section 3.1).

For the purpose of deriving a discretization of (3.31) in terms of discrete grid functions $(A^h, \phi^h)$, it is advantageous to use the auxiliary or intermediate variables used in Section 3.2. Using the additional variables to derive a discretization is akin to mixed finite element methods that are commonly applied to problems with highly discontinuous coefficients [20, 21, 88]. This approach is employed in both [53] and [54] although the final discrete system is a discretization of (3.31) with discrete approximations $(A^h, \phi^h)$ of $(A, \phi)$ only. Thus, in terms of the variables introduced in Chapter 3, the system
under consideration is

\[
\text{curl} \, \mathbf{H} - (i\omega)^{-1}\text{grad} \, \psi + \mathbf{j} = \mathbf{J}_e, \quad (4.10a)
\]

\[
\text{div} \, \mathbf{j} = \text{div} \, \mathbf{J}_e, \quad (4.10b)
\]

\[
\mu \psi - \text{div} \, \mathbf{A} = 0, \quad (4.10c)
\]

\[
\mathbf{j} + \hat{\sigma} (\mathbf{A} + \text{grad} \, \phi) = 0, \quad (4.10d)
\]

\[
\text{curl} \, \mathbf{A} - \omega \mu \mathbf{H} = \mathbf{J}_m. \quad (4.10e)
\]

### 4.3.1 The Discrete Fields

Having decided to use the variables \((\mathbf{A}, \mathbf{j}, \mathbf{H}, \phi, \psi)\) to derive a finite-volume discretization, it is necessary to decide where on the staggered grid to place the components of the discrete approximations \((\mathbf{A}_h, \mathbf{j}_h, \mathbf{H}_h, \phi_h, \psi_h)\). This element is left out of the derivation of the Yee discretization in Section 4.2. There, the components of \(\mathbf{E}_h\) and \(\mathbf{H}_h\) are chosen as in (4.5) and (4.6) to ensure the discrete divergence conditions hold. It is equally reasonable, then, to reverse the roles of \(\mathbf{E}_h\) and \(\mathbf{H}_h\) on the staggered grid, yielding a discretization with \(\mathbf{H}_h\) tangential to cell edges and \(\mathbf{E}_h\) normal to cell faces; within homogeneous media, the choice is arbitrary.

With inhomogeneous media, certain field components are known to be continuous or discontinuous across material interfaces. It is the interface conditions (2.28) together with the discretization (4.9) of material coefficients that points towards more robust discretizations. Under the assumptions listed in Section 3.2.1, the interface conditions across cell surfaces for the variables \(\mathbf{A},\)
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$j$, $H$, and $\phi$ are as in (2.28) and (3.34), i.e.,

\begin{align*}
  n^I \cdot [A^I - A_{\text{II}}] &= 0, \\
  n^I \times [A^I - A_{\text{II}}] &= 0, \\
  n^I \cdot [j^I - j_{\text{II}}] &= 0, \\
  n^I \times [H^I - H_{\text{II}}] &= 0, \\
  n^I \cdot [\text{grad} \phi^I - \text{grad} \phi_{\text{II}}] &= \varrho_e/\varepsilon_0,
\end{align*}

where $\varrho_e$ is a surface charge density. The conditions (4.11) imply that $n \cdot j$ is continuous across material interfaces while $n \cdot E$ is not. Moreover, $n \cdot \text{grad} \phi$ inherits the discontinuity in $n \cdot E$, while $A$ is continuous.

Motivated by the conditions (4.11), the locations of the discrete unknowns become clear. Since discrete divergences are computed by integrating over cell volumes, the discrete unknowns $A^h$ and $j^h$ corresponding to the vector potential $A$ and the generalized current field $j$ respectively are prescribed on cell faces of the primary grid with components normal to cell faces.

By (4.10c), the unknowns comprising the discrete field $\psi^h$ should be located at the centers of the cell volumes since that is where the discrete approximation to $\text{div} A$ is centered. Similarly, the discrete field $\phi^h$ sits at cell centers; with that choice, the approximation of $\text{grad} \phi$ is normal to the centers of cell faces.

Since, from (2.28d), the tangential components of the magnetic field $H$ are continuous across interfaces in the absence of surface currents $j_s$, the discrete unknowns $H^h$ are set at the centers of the edges of cells of the primary grid with components tangential to those edges. This contrasts with the
specification of $H^h$ in the Yee discretization as given in (4.6); $H^h$ is tangential to cell edges in this scheme while it is normal to cell faces in the Yee scheme.

Then, in Cartesian coordinates, the discrete approximations of $A = (A^x, A^y, A^z)^T$, $j = (j^x, j^y, j^z)^T$, $H = (H^x, H^y, H^z)^T$, $\phi$, and $\psi$ are

\begin{align*}
A^x_{i, j, k} &\approx A^x(x_{i+\frac{1}{2}}, y_j, z_k), \\
A^y_{i, j, k} &\approx A^y(x_i, y_{j+\frac{1}{2}}, z_k), \\
A^z_{i, j, k} &\approx A^z(x_i, y_j, z_{k+\frac{1}{2}}), \\
J^x_{i, j, k} &\approx J^x(x_{i+\frac{1}{2}}, y_j, z_k), \\
J^y_{i, j, k} &\approx J^y(x_i, y_{j+\frac{1}{2}}, z_k), \\
J^z_{i, j, k} &\approx J^z(x_i, y_j, z_{k+\frac{1}{2}}), \\
H^x_{i, j, k} &\approx H^x(x_{i+\frac{1}{2}}, y_j, z_k), \\
H^y_{i, j, k} &\approx H^y(x_i, y_{j+\frac{1}{2}}, z_k), \\
H^z_{i, j, k} &\approx H^z(x_i, y_j, z_{k+\frac{1}{2}}), \\
\phi_{i, j, k} &\approx \phi(x_i, y_j, z_k), \\
\psi_{i, j, k} &\approx \psi(x_i, y_j, z_k),
\end{align*}

where $i = 1, \ldots, N_x$, $j = 1, \ldots, N_y$, and $k = 1, \ldots, N_z$. The discrete source field $J^h_e$ is normal to cell faces as is $A^h$ while the discrete source field $J^h_m$ lies tangential to cell edges like $H^h$.

### 4.3.2 Derivation of the Finite-Volume Scheme

The strategy to derive the discrete system is as follows:
1. Integrate (4.10a) over the faces of primary-grid cells.

2. Integrate (4.10b) over the primary-grid cells.

3. Integrate (4.10c) over the primary-grid cells to get discrete equations for \( \psi^h \).

4. Integrate (4.10d) over lines between centers of adjacent primary-grid cells to get discrete equations for \( j^h \).

5. Integrate (4.10e) over the faces of dual-grid cells to get discrete equations for \( H^h \).

In the last three steps, the discrete equations derived are used to eliminate the discrete fields \( \psi^h \), \( j^h \), and \( H^h \) from the discrete equations derived in the first two steps. Where appropriate, the boundary conditions (3.32) can be applied to close the resulting discrete equations [44, 99, 113]. The end result is a large linear system that involves only the unknown discrete fields \( A^h \) and \( \phi^h \).

To begin, integrate the stabilized equation (4.10a) over faces of the primary grid as in the derivation of the Yee scheme. For any surface \( S \subset \Omega \), (4.10a) together with Stokes’ Theorem gives

\[
\int_{\partial S} \mathbf{H} \cdot \mathbf{\tau} \, d\ell - (\omega)^{-1} \int_S \text{grad} \psi \cdot \mathbf{n} \, dS + \int_S j \cdot \mathbf{n} \, dS = \int_S J_e \cdot \mathbf{n} \, dS. \tag{4.13}
\]

The surfaces to use in (4.13) are the faces of the cells of the primary grid (the rectangles \( S^x_{i-\frac{1}{2},j,k} \), \( S^y_{i,j-\frac{1}{2},k} \), and \( S^z_{i,j,k-\frac{1}{2}} \) from (4.3)). Substitute \( S = S^x_{i-\frac{1}{2},j,k} \) into (4.13) and use a centered finite-differences to approximate \( \partial_x \psi \). Then,
with the same discrete approximations as in (4.8a) for the remaining integral terms, the discrete equation resulting is

\[ h^x_k \left( H^x_{i-\frac{1}{2},j+k} - H^x_{i-\frac{1}{2},j-k} \right) - h^y_j \left( H^y_{i,k+\frac{1}{2},j} - H^y_{i,k-\frac{1}{2},j} \right) + h^y_j h^x_k \left( \frac{\psi_{i-1,j,k} - \psi_{i,j,k}}{\omega h^x_{i-\frac{1}{2}}} + j^x_{i-\frac{1}{2},j,k} \right) = h^y_j h^x_k J^y_{e_{i-\frac{1}{2},j,k}}. \]  

(4.14a)

The corresponding equations in the \( y \)- and \( z \)-directions are obtained using \( S = S_{i,j-\frac{1}{2},k}^y \) and \( S_{i,j,k-\frac{1}{2}}^z \) respectively in (4.13); the resulting discrete equations are

\[ h^z_i \left( H^z_{i,j+\frac{1}{2},k} - H^z_{i,j-\frac{1}{2},k} \right) - h^z_k \left( H^z_{i,j+\frac{1}{2},k} - H^z_{i,j-\frac{1}{2},k} \right) + h^z_i h^z_k \left( \frac{\psi_{i,j-1,k} - \psi_{i,j,k}}{\omega h^z_{j-\frac{1}{2}}} + j^z_{i,j-\frac{1}{2},k} \right) = h^z_i h^z_k J^z_{e_{i,j-\frac{1}{2},k}}. \]  

(4.14b)

\[ h^y_i \left( H^y_{i+\frac{1}{2},j,k} - H^y_{i-\frac{1}{2},j,k} \right) - h^y_j \left( H^y_{i,j+\frac{1}{2},k} - H^y_{i,j-\frac{1}{2},k} \right) + h^y_i h^y_j \left( \frac{\psi_{i,j,k-1} - \psi_{i,j,k}}{\omega h^y_{k-\frac{1}{2}}} + j^y_{i,j,k-\frac{1}{2}} \right) = h^y_i h^y_j J^y_{e_{i,j,k-\frac{1}{2}}}. \]  

(4.14c)

Next, for any volume \( V \subset \Omega \), (4.10b) gives

\[ \oint_{\partial V} j \cdot n \, dS = \oint_{\partial V} J_e \cdot n \, dS. \]

Choose \( V = V_{i,j,k} \) from (4.3a) to derive

\[ h^y_i h^z_k \left( j^x_{i+\frac{1}{2},j,k} - j^x_{i-\frac{1}{2},j,k} \right) + h^z_i h^x_k \left( j^y_{i,j+\frac{1}{2},k} - j^y_{i,j-\frac{1}{2},k} \right) + h^z_i h^y_j \left( j^x_{i,j,k+\frac{1}{2}} - j^x_{i,j,k-\frac{1}{2}} \right) = \]

\[ h^y_i h^z_k \left( J^x_{e_{i+\frac{1}{2},j,k}} - J^x_{e_{i-\frac{1}{2},j,k}} \right) + h^z_i h^x_k \left( J^y_{e_{i,j+\frac{1}{2},k}} - J^y_{e_{i,j-\frac{1}{2},k}} \right) + h^z_i h^y_j \left( J^x_{e_{i,j,k+\frac{1}{2}}} - J^x_{e_{i,j,k-\frac{1}{2}}} \right). \]  

(4.15)
Having derived (4.14) and (4.15), the remaining equations are integrated to eliminate the discrete unknowns $\psi^h$, $j^h$, and $H^h$. The resulting system involves $A^h$ and $\phi^h$ only; it is this system that is studied in subsequent chapters.

Eliminating $\psi^h$ is straightforward; by (4.10c), for any volume $V \subset \Omega$,

$$
\int_V \mu \psi dV - \int_V \text{div} \, A dV = 0.
$$

Since $\mu = \mu_{i,j,k}$ is constant in cells, as in the derivation of (4.15), choose $V = V_{i,j,k}$, yielding

$$
\psi_{i,j,k} = \mu_{i,j,k}^{-1} \left[ h^y_i h^x_i \left( A^x_{i+\frac{1}{2},j,k} - A^x_{i-\frac{1}{2},j,k} \right) + h^z_i h^x_i \left( A^y_{i,j+\frac{1}{2},k} - A^y_{i,j-\frac{1}{2},k} \right) \right].
$$

(4.16)

Since the field $\text{grad} \phi$ is potentially less smooth than $\hat{\sigma} \text{grad} \phi$ across an interface between primary grid cells, it is preferable to express (4.10d) by dividing through by $\hat{\sigma}$ first as in [54]. Then, for any path $\Gamma \subset \Omega$,

$$
\int_\Gamma \left[ \hat{\sigma}^{-1} j + A + \text{grad} \phi \right] \cdot \tau \, dl = 0.
$$

(4.17)

Choosing $\Gamma$ in (4.17) to be a line between cell centers such as

$$
\Gamma = \ell^z_{i-\frac{1}{2},j,k} := (x_{i-1}, x_i) \times \{ y_j \} \times \{ z_k \},
$$

the line integral can be approximated by

$$
h^z_{i-\frac{1}{2}} \left( \frac{\frac{1}{2} j^y_{i-\frac{1}{2},j,k}}{\hat{\sigma}_{i-\frac{1}{2},j,k}} + A^z_{i-\frac{1}{2},j,k} \right) + \phi_{i,j,k} - \phi_{i-1,j,k} = 0.
$$

(4.18)

In (4.18), the harmonic average of $\hat{\sigma}$ across the adjacent cells $V_{i-1,j,k}$ and $V_{i,j,k}$ is defined by

$$
\hat{\sigma}_{i-\frac{1}{2},j,k} := h^z_{i-\frac{1}{2}} \left( \int_{x_{i-1}}^{x_i} \frac{dx}{\hat{\sigma}(x, y_j, z_k)} \right)^{-1}.
$$
By (4.9), the integral above evaluates to

\[ \sigma_{i-\frac{1}{2},j,k} = h_{i-\frac{1}{2}} \left( \frac{h_{i-1}^x}{\sigma_{i-1,j,k}} + \frac{h_{i}^x}{\sigma_{i,j,k}} \right)^{-1} \]  

(4.19a)

Similar averages taken in the \( y \)- and \( z \)-directions give

\[ \sigma_{i,j-\frac{1}{2},k} = h_{j-\frac{1}{2}} \left( \frac{h_{j-1}^y}{\sigma_{i,j-1,k}} + \frac{h_{j}^y}{\sigma_{i,j,k}} \right)^{-1} \]  

(4.19b)

\[ \sigma_{i,j,k-\frac{1}{2}} = h_{k-\frac{1}{2}} \left( \frac{h_{k-1}^z}{\sigma_{i,j,k-1}} + \frac{h_{k}^z}{\sigma_{i,j,k}} \right)^{-1} \]  

(4.19c)

The derivation of harmonic—rather than arithmetic—averages is natural in this context upon application of numerical considerations (viz. integration of rough quantities). Using harmonic averages becomes important in practice when the coefficient \( \sigma \) may jump by several orders of magnitude [54, 96, 113].

The discrete approximation (4.18) can be solved to yield an equation for \( j_{i-\frac{1}{2},j,k} \), namely

\[ j_{i-\frac{1}{2},j,k} = -\sigma_{i-\frac{1}{2},j,k} \left( A_{i-\frac{1}{2},j,k}^x + \frac{\phi_{i,j,k} - \phi_{i-1,j,k}}{h_{i-\frac{1}{2}}} \right) \]  

(4.20a)

The integration of (4.17) along lines in the \( y \)- and \( z \)-directions yields

\[ j_{i,j-\frac{1}{2},k} = -\sigma_{i,j-\frac{1}{2},k} \left( A_{i,j-\frac{1}{2},k}^y + \frac{\phi_{i,j,k} - \phi_{i,j-1,k}}{h_{j-\frac{1}{2}}} \right) \]  

(4.20b)

\[ j_{i,j,k-\frac{1}{2}} = -\sigma_{i,j,k-\frac{1}{2}} \left( A_{i,j,k-\frac{1}{2}}^z + \frac{\phi_{i,j,k} - \phi_{i,j,k-1}}{h_{k-\frac{1}{2}}} \right) \]  

(4.20c)

for \( j_{i,j-\frac{1}{2},k} \) and \( j_{i,j,k-\frac{1}{2}} \) respectively. Thus, using the definitions (4.19), the equations (4.20) can be used to eliminate \( j^h \) in (4.14) and (4.15).

It remains to eliminate the magnetic field unknowns \( H^h \) from (4.14) by integrating the equation (4.10e). Since the tangential components of the field
B = \mu H\) are discontinuous while the tangential components of the field H are continuous across interfaces (see (2.28)), it makes more sense to integrate \mu H in (4.10e). Thus, the equation (4.10e) implies

\[ u \omega \int_S \mu H \cdot n \, ds = - \int_S J_m \cdot n \, ds + \oint_{\partial S} A \cdot \tau \, dl \] (4.21)

for any surface S.

The surfaces of integration to use in (4.21) are the faces of the dual grid, namely \(S_{i,j-\frac{1}{2},k-\frac{1}{2}}, S_{i-\frac{1}{2},j,k-\frac{1}{2}}, \text{ and } S_{i-\frac{1}{2},j-\frac{1}{2},k}\) from (4.4b-d). Taking \(S_{i,j-\frac{1}{2},k-\frac{1}{2}}\), use single quadrature points to approximate the integrals above, so

\[ u \omega h_{j-\frac{1}{2}}^y h_{k-\frac{1}{2}}^z \mu_{i,j-\frac{1}{2},k-\frac{1}{2}} H_{i,j-\frac{1}{2},k-\frac{1}{2}} = -h_{j-\frac{1}{2}}^y h_{k-\frac{1}{2}}^z J_{mi,j-\frac{1}{2},k-\frac{1}{2}} \]

\[ h_{k-\frac{1}{2}}^z \left(A_{i,j,k-\frac{1}{2}} - A_{i,j-1,k-\frac{1}{2}}\right) - h_{j-\frac{1}{2}}^y \left(A_{i,j-\frac{1}{2},k} - A_{i,j-\frac{1}{2},k-1}\right). \] (4.22)

In (4.22), the value of \mu on the surface \(S_{i,j-\frac{1}{2},k-\frac{1}{2}}\) is approximated by the ordinary average

\[ \mu_{i,j-\frac{1}{2},k-\frac{1}{2}} := \left(h_{j-\frac{1}{2}}^y h_{k-\frac{1}{2}}^z\right)^{-1} \int_{S_{i,j-\frac{1}{2},k-\frac{1}{2}}} \mu(x,y,z) \, dydz. \] (4.23)

Assuming the permeability \mu is piecewise constant, this simplifies to

\[ \mu_{i,j-\frac{1}{2},k-\frac{1}{2}} = \left(4h_{j-\frac{1}{2}}^y h_{k-\frac{1}{2}}^z\right)^{-1} \left( h_{j-1}^y h_{k-1}^z \mu_{i,j-1,k-1} + h_{j-1}^y h_{k}^z \mu_{i,j,k-1} \right. \]

\[ + \left. h_{j}^y h_{k-1}^z \mu_{i,j,k-1} + h_{j}^y h_{k}^z \mu_{i,j,k}\right). \]

\[ = \left(4h_{j-\frac{1}{2}}^y h_{k-\frac{1}{2}}^z\right)^{-1} \sum_{q,r=\pm \frac{1}{2}} h_{j-\frac{1}{2}+q}^y h_{k-\frac{1}{2}+r}^z \mu_{i,j-\frac{1}{2}+q,k-\frac{1}{2}+r}, \] (4.24a)
with corresponding averages

\[
\mu_{i-\frac{1}{2},j,k-\frac{1}{2}} = \left(4h_{i-\frac{1}{2}}^x h_{k-\frac{1}{2}}^z\right)^{-1} \sum_{p,r=\pm\frac{1}{2}} h_{i-\frac{1}{2}+p}^x h_{k-\frac{1}{2}+r}^z \mu_{i-\frac{1}{2}+p,j,k-\frac{1}{2}+r},
\]

\[
\mu_{i-\frac{1}{2},j-\frac{1}{2},k} = \left(4h_{i-\frac{1}{2}}^x h_{j-\frac{1}{2}}^y\right)^{-1} \sum_{p,q=\pm\frac{1}{2}} h_{i-\frac{1}{2}+p}^x h_{j-\frac{1}{2}+q}^y \mu_{i-\frac{1}{2}+p,j-\frac{1}{2}+q,k}
\]

in the \(y\)- and \(z\)-directions respectively. The discrete equations for \(H^h\) are

\[
H^x_{i,j-\frac{1}{2},k-\frac{1}{2}} = (\omega \mu_{i,j-\frac{1}{2},k-\frac{1}{2}})^{-1} \left(\frac{A^z_{i,j,k-\frac{1}{2}} - A^z_{i,j-1,k-\frac{1}{2}}}{h_{j-\frac{1}{2}}^y} - \frac{A^y_{i,j-\frac{1}{2},k-1} - A^y_{i,j-\frac{1}{2},k}}{h_{k-\frac{1}{2}}^z} - J^z_{mi,j-\frac{1}{2},k-\frac{1}{2}}\right),
\]

\[
H^y_{i-\frac{1}{2},j,k-\frac{1}{2}} = (\omega \mu_{i-\frac{1}{2},j,k-\frac{1}{2}})^{-1} \left(\frac{A^x_{i-\frac{1}{2},j,k} - A^x_{i-\frac{1}{2},j,k-\frac{1}{2}}}{h_{k-\frac{1}{2}}^z} - \frac{A^z_{i,j,k-\frac{1}{2}} - A^z_{i-1,j,k-\frac{1}{2}}}{h_{i-\frac{1}{2}}^x} - J^y_{mi-\frac{1}{2},j,k-\frac{1}{2}}\right),
\]

\[
H^z_{i-\frac{1}{2},j-\frac{1}{2},k} = (\omega \mu_{i-\frac{1}{2},j-\frac{1}{2},k})^{-1} \left(\frac{A^y_{i-\frac{1}{2},j,k} - A^y_{i-\frac{1}{2},j-1,k}}{h_{i-\frac{1}{2}}^x} - \frac{A^x_{i-\frac{1}{2},j-\frac{1}{2},k} - A^x_{i-\frac{1}{2},j-\frac{1}{2},k-\frac{1}{2}}}{h_{j-\frac{1}{2}}^y} - J^z_{mi-\frac{1}{2},j-\frac{1}{2},k}\right).
\]

Substituting (4.25) into (4.14) eliminates \(H^h\) from the discrete linear system.

### 4.3.3 The Discrete Linear System

This discretization can be viewed as an extension of Yee's method suitable for discontinuous coefficients. The difference operators are centered, conservative, and second-order accurate, as seen in [53, 54]. Throughout, a consistent, compact discretization of the operators \(\text{grad}\), \(\text{div}\), and \(\text{curl}\) is used;
the corresponding discrete operators can be denoted \( \text{grad}^h \), \( \text{div}^h \), \( \text{curl}^h \), and \( \text{curl}_e^h \). Notice that two discrete operators are needed for \( \text{curl} \); \( \text{curl}_f^h \) that operates on discrete vector fields defined normal to cell faces (like \( A^h \) in (4.12a-c)) and \( \text{curl}_e^h \) acts on discrete vector fields defined to be tangential to cell edges (like \( H^h \) in (4.12g-i)). With these definitions, the identities

\[
\text{curl}_e^h \text{grad}^h \phi^h = 0^h, \tag{4.26a}
\]

\[
\text{div}^h \text{curl}_e^h H^h = 0^h, \quad \text{and} \quad \text{grad}^h \text{div}^h A^h - \text{curl}_e^h \text{curl}_f^h A^h = \Delta^h A^h \tag{4.26c}
\]

follow immediately (cf. [53, 54, 64, 65, 100]). The discrete identities (4.26) are analogues of vector calculus identities. For a more thorough treatment of the finite-volume discretizations of standard vector calculus operators in (4.26), consult [64, 65].

The equations (4.10) in discrete form are

\[
\text{curl}_e^h H^h - (\omega)^{-1} \text{grad}^h \psi^h + j^h = J_e^h, \tag{4.27a}
\]

\[
\text{div}^h j^h = \text{div}^h J_e^h, \tag{4.27b}
\]

\[
\mu_e^h \psi^h - \text{div}^h A^h = 0^h, \tag{4.27c}
\]

\[
j^h + \sigma^h (A^h + \text{grad}^h \phi^h) = 0^h, \tag{4.27d}
\]

\[
\text{curl}_f^h A^h - \omega \mu_e^h H^h = J_m^h. \tag{4.27e}
\]

The boundary conditions (3.32) are included in the definitions of the discrete operators in (4.26) and (4.27). The operators \( \sigma^h \), \( \mu_e^h \), and \( \mu_e^h \) are discrete approximations of the operators \( \sigma \) and \( \mu \) respectively; notice two operators are needed for \( \mu \), one at cell centers, the other at cell edges.
After eliminating the discrete fields $H^h$, $j^h$, and $\phi^h$ in (4.27), the final linear system can be formally represented as

$$A^h x^h = b^h$$

(4.28a)

where

$$A^h := \begin{pmatrix} (\omega)^{-1}L^h - \hat{\sigma}^h & -\hat{\sigma}^h \text{grad}^h \\ \text{div}^h \hat{\sigma}^h & \text{div}^h \hat{\sigma}^h \text{grad}^h \end{pmatrix},$$

(4.28b)

$$L^h := \text{curl}^h(\mu_{\varepsilon}^h)^{-1}\text{curl}^h j - \text{grad}^h(\mu_{\varepsilon}^h)^{-1}\text{div}^h,$$

(4.28c)

$$x^h := \begin{pmatrix} A^h \\ \phi^h \end{pmatrix},$$

(4.28d)

and $b^h$ represents the appropriate source and boundary data. The operator $L^h$ in (4.28c) has a 19-point stencil; the distinction between this discretization (in which $H^h$ and $\psi^h$ have to be eliminated) and a direct discretization of the operator $\text{curl}(\mu^{-1}\text{curl}(\cdot)) - \text{grad}(\mu^{-1}\text{div}(\cdot))$ is that $\mu_{\varepsilon}^h$ (the value of $\mu$ on cell edges) is naturally given by an arithmetic average and not a harmonic average. With $\mu = \mu_0$, (4.26c) implies that $L^h$ in (4.28d) simplifies to a scalar multiple of the discrete vector Laplacian operator $\Delta^h$, so

$$A^h = \begin{pmatrix} -(\omega\mu_0)^{-1}\Delta^h - \hat{\sigma}^h & -\hat{\sigma}^h(\text{grad}^h) \\ (\text{div}^h)^\varepsilon & (\text{div}^h)^\varepsilon(\text{grad}^h) \end{pmatrix}.$$  

(4.29)

Now, applying $\text{div}^h$ to (4.27a) and simplifying with (4.27b) and (4.26b) gives

$$\text{div}^h \text{grad}^h \psi^h = 0^h.$$
Moreover, the boundary conditions (3.32c) and the discrete equation (4.27a) imply that the discrete normal derivative of $\psi^h$ vanishes on the boundary. Setting, say, $\psi_{1,1,1} = 0$ at a single point (or applying the global constraint (3.32d)) determines that $\psi^h \equiv 0^h$ throughout the grid. It follows, then, that this scheme yields a discrete divergence-free vector potential, namely

$$\text{div}^h A^h = 0^h.$$  \hfill (4.30)

Given the exact solution $(A, \phi)$ of (3.31), the stabilization term $\text{grad} \psi$ in (4.10a) vanishes. With this scheme, (4.30) holds also, so the discrete system is indeed stabilized by this term and not penalized (e.g. [21]). This is not the case with nodal finite element methods as in [33, 69]. When an approximate solution $A^h$ fails to satisfy (4.30), the stabilization term may grow when the permeability $\mu$ varies over a few orders of magnitude, or $\text{div}^h A^h$ grows in attempting to keep the discrete approximation of $\mu^{-1} \text{div} A$ approximately constant across interfaces [69].

### 4.4 Grid Effects

For general physical problems, the material parameters $\sigma$, $\mu$, and $\epsilon$ are tensor fields that are functions of spatial coordinates (and possibly of frequency as well). An inherent limitation of the discretization (4.28) lies in the decision to approximate the material coefficients by functions that are piecewise constant on a tensor-product grid (cf. (4.9)). The geometry of the earth is not brick-like for realistic geophysical problems; that is, interfaces do
not naturally align with a simple grid.

This crude model is chosen to simplify the inverse problem within which the forward-modeling problem (3.1) is embedded. For inverse problems, recovering the material coefficient $\sigma$ is typically the goal, so the locations of interfaces between distinct media are not known \textit{a priori}. Given that many forward solves are needed and that any physical data is sparse and contaminated by noise, it is not reasonable to expect to be able to resolve the interfaces to arbitrary accuracy. This motivates the use of a simple model of the media like (4.9) in which the isotropic material coefficients are piecewise constant on a Cartesian tensor-product grid (4.3). More complicated finite-element discretizations could give accurate solutions for arbitrary geometries more effectively but would require more \textit{a priori} information about the material coefficients. Even highly accurate finite-volume or finite-difference discretizations are obtainable on simple Cartesian grids, but the interfaces within grid cells are assumed \textit{a priori} (e.g. [74, 113]).

For high-frequency electromagnetic simulations, staircase approximations of interfaces are avoided (e.g. [104, Chap. 10]. In such applications, careful resolution of the geometry is crucial because errors computed will propagate throughout the solution [104]. This is to be expected for a hyperbolic PDE model where noise in the approximate solutions can propagate along characteristics. At low frequencies, however, Maxwell’s equations are primarily parabolic in character, so noise in solutions tends to get smoothed out or damped by the naturally diffusive flow. Thus, the coarse approximations cho-
sen for the material coefficients do not upset the accuracy of solutions obtained provided that the frequencies are moderate in magnitude.

4.4.1 Model Problem Analysis

To what degree do solutions of Maxwell's equations change when the material coefficients are coarsely resolved as in the numerical discretizations (4.28)? To answer this question, consider first the model diffusion problem in \( n \) dimensions,

\[
-\text{div} (\sigma \text{grad} \phi) = f \quad (x \in \Omega), \quad (4.31a)
\]

with homogeneous boundary conditions

\[
\phi = 0 \quad (x \in \partial \Omega_D), \quad (4.31b)
\]

\[
\mathbf{n} \cdot (\sigma \text{grad} \phi) = 0 \quad (x \in \partial \Omega_N). \quad (4.31c)
\]

In (4.31b-c), the boundary \( \partial \Omega = \partial \Omega_D \cup \partial \Omega_N \) is partitioned into two disjoint portions \( \partial \Omega_D \) and \( \partial \Omega_N \) on which the Dirichlet and Neumann boundary conditions apply respectively. Inhomogeneous boundary conditions can be handled also (see [21, Section IV.1]) but the homogeneous boundary conditions (4.31b-c) are studied here for simplicity. Similarly, assume that the diffusion coefficient \( \sigma \) is a positive scalar field satisfying

\[
0 < \sigma_{\min} \leq \sigma(x) \leq \sigma_{\max} \quad (x \in \Omega).
\]

The extension to the case where \( \sigma \) is an \( n \times n \) tensor field requires that \( \sigma \) is symmetric and positive-definite with smallest eigenvalue uniformly bounded away from 0 independent of \( x \).
A variational formulation of the boundary-value problem (4.31) is to find \( \phi \in \mathcal{H}_E^1(\Omega) \) such that

\[
(\sigma \text{grad} \phi, \text{grad} \psi)_\Omega = \int_\Omega f \psi \, dV \quad \forall \psi \in \mathcal{H}_E^1(\Omega),
\]

(4.32a)

where the space of test functions is

\[
\mathcal{H}^1_E(\Omega) := \{ \psi \in \mathcal{H}(\text{grad}; \Omega) : \psi = 0 \text{ on } \partial \Omega_D \} .
\]

(4.32b)

Under standard assumptions on \( f \) and \( \sigma \), the solution \( \phi \) is known to be in \( \mathcal{H}^1_E(\Omega) \); moreover, the gradient \( \text{grad} \phi \) is also bounded (see [21, 46, 89]).

Consider also a perturbed problem where the data are identical except for the coefficient \( \sigma \); that is, for some \( h > 0 \), given a slightly perturbed coefficient \( \tilde{\sigma} \), the perturbed boundary-value problem is

\[
-\text{div} (\tilde{\sigma} \text{grad} \tilde{\phi}) = f \quad (x \in \Omega),
\]

(4.33)

with the associated homogeneous boundary conditions (4.31b,c) for \( \tilde{\phi} \). The corresponding weak problem is to find \( \tilde{\phi} \in \mathcal{H}_E^1(\Omega) \) such that

\[
\left( \tilde{\sigma} \text{grad} \tilde{\phi}, \text{grad} \psi \right)_\Omega = \int_\Omega f \psi \, dV \quad \forall \psi \in \mathcal{H}_E^1(\Omega).
\]

(4.34a)

The coefficient \( \tilde{\sigma} \) satisfies

\[
0 < \sigma_{\text{min}} \leq \tilde{\sigma}(x) \leq \sigma_{\text{max}} \quad (x \in \Omega),
\]

and \( \tilde{\sigma} \) approximates \( \sigma \) in the sense that there is a set \( S^h \subset \Omega \) of measure \( O(h) \) \((0 < h \ll 1)\) on which \( \tilde{\sigma} - \sigma \) is supported. That is, \( \tilde{\sigma} = \sigma \) almost everywhere, except on a small volume near material interfaces where \( \tilde{\sigma} \) fails
to resolve the interface (see Figure 4.4). With the preceding assumptions, assuming $\text{meas}(S^h) = O(h)$ is the $n$-dimensional volume of $S^h$, then

\[ \|\tilde{\sigma} - \sigma\|_\infty \leq K := \sigma_{\text{max}} - \sigma_{\text{min}} \quad \text{and} \]
\[ \|\tilde{\sigma} - \sigma\|_p \leq (K \text{meas}(S^h))^{\frac{1}{p}} = O(h^{\frac{1}{p}}) \quad (1 < p < \infty). \]

In particular, although the discrepancy $\|\tilde{\sigma} - \sigma\|_p$ vanishes as $h \downarrow 0$ in standard $L_p$-norms, the difference is $O(1)$ in the $L_\infty$-norm.

Unfortunately, deriving a bound on $\|\tilde{\phi} - \phi\|_p$ is not straightforward in general. There is a general result bounding $\|\text{grad} (\tilde{\phi} - \phi)\|_2$.

**Proposition 4.1.** Let $\phi$ and $\tilde{\phi}$ be solutions of the problems (4.32) and (4.34) respectively. Then,

\[ \left\| \text{grad} (\tilde{\phi} - \phi) \right\|_2 = O(h^{\frac{1}{2}}). \]

**Proof.** With a bit of algebraic manipulation, subtracting the equations (4.32) and (4.34) yields

\[ (\tilde{\sigma} \text{grad} (\tilde{\phi} - \phi), \text{grad} \psi)_{\Omega} = \frac{1}{2} (\tilde{\sigma} - \sigma) \text{grad} \phi, \text{grad} \psi)_{\Omega}. \]

\[ \left\| \text{grad} (\tilde{\phi} - \phi) \right\|_2 = O(h^{\frac{1}{2}}). \]
Substituting $\psi = \tilde{\phi} - \phi$ into the left-hand side of (4.36) gives

$$\left| \int_{\Omega} \tilde{\sigma} |\nabla (\tilde{\phi} - \phi)|^2 dV \right| \geq \sigma_{\min} \left\| \nabla (\tilde{\phi} - \phi) \right\|_2^2.$$  

The same substitution $\psi = \tilde{\phi} - \phi$ into the right-hand side of (4.36) yields

$$\left| \left( (\tilde{\sigma} - \sigma) \nabla \phi, \nabla (\tilde{\phi} - \phi) \right)_{\Omega} \right| \leq \int_{\Omega} |\nabla \phi| |(\tilde{\sigma} - \sigma)\nabla (\tilde{\phi} - \phi)| dV \leq \|\nabla \phi\|_\infty \| (\tilde{\sigma} - \sigma) \nabla (\tilde{\phi} - \phi) \|_1 \leq \|\nabla \phi\|_\infty \| (\tilde{\sigma} - \sigma) \|_2 \left\| \nabla (\tilde{\phi} - \phi) \right\|_2$$

by applying Hölder’s inequality twice. Combining the preceding inequalities,

$$\|\nabla (\tilde{\phi} - \phi)\|_2 \leq \frac{1}{\sigma_{\min}} \|\nabla \phi\|_\infty \| (\tilde{\sigma} - \sigma)\|_2$$

$$\leq \frac{1}{\sigma_{\min}} \|\nabla \phi\|_\infty K^{\frac{1}{2}} (\text{meas}(S^h))^{\frac{1}{2}}$$

$$= O(h^{\frac{1}{2}}).$$

In some circumstances, the field $\nabla \phi$ may be more relevant than $\phi$ itself. For instance, in electrostatics, $\phi$ would be a potential field whereas $\nabla \phi$ would be an electric field that is measurable by physical means. The bound on $\|\nabla (\tilde{\phi} - \phi)\|_2$ in Proposition 4.1 is valuable in such cases, giving a quantitative bound on the measure of difference that staircasing makes to the computed gradients.

In one dimension, it is straightforward to derive a stronger bound on $\|\tilde{\phi} - \phi\|_\infty$ directly.
Proposition 4.2. Consider the PDE problems (4.32) and (4.34) in one dimension on the domain \( \Omega = (0, L) \) for some \( L > 0 \). Assume that \( \phi \) and \( \tilde{\phi} \) are solutions of (4.32) with the boundary conditions

\[
\phi(0) = \phi'(L) = 0
\]  

(4.37)

with similar boundary conditions for \( \tilde{\phi} \) in (4.34). Then,

\[
\|\tilde{\phi} - \phi\|_\infty = O(h).
\]

Proof. With the boundary conditions (4.37), the exact solutions to (4.32) and (4.34) can be derived directly in one dimension, namely

\[
\phi(x) = \int_0^x \frac{F(\xi)}{\sigma(\xi)} \, d\xi, \quad (4.38a)
\]

\[
\tilde{\phi}(x) = \int_0^x \frac{F(\xi)}{\tilde{\sigma}(\xi)} \, d\xi, \quad (4.38b)
\]

where

\[
F(\xi) := \int_\xi^L f(s) \, ds. \quad (4.38c)
\]

Then,

\[
|\tilde{\phi}(x) - \phi(x)| = \left| \int_0^x \left( \frac{1}{\tilde{\sigma}(\xi)} - \frac{1}{\sigma(\xi)} \right) F(\xi) \, d\xi \right|
\]

\[
\leq \frac{1}{\sigma_\text{min}^2} \int_0^x |\tilde{\sigma}(\xi) - \sigma(\xi)| \cdot |F(\xi)| \, d\xi
\]

\[
\leq \frac{\|F\|_\infty}{\sigma_\text{min}^2} \|\tilde{\sigma} - \sigma\|_1
\]

\[
= O(h).
\]

\[\square\]
As a direct consequence of Proposition 4.2, similar bounds in the $L_1$- and $L_2$-norms hold.

**Corollary 4.3.** In one dimension, under the same assumptions as in Proposition 4.2, $\| \tilde{\phi} - \phi \|_1 = O(h)$ and $\| \tilde{\phi} - \phi \|_2 = O(h)$.

**Proof.** The desired bounds follow directly from applying Hölder's inequality on a bounded domain. In particular,

\[
\| \tilde{\phi} - \phi \|_1 = \int_0^L |\tilde{\phi} - \phi| \, dx \leq L \| \tilde{\phi} - \phi \|_\infty \leq O(h), \quad \text{and}
\]

\[
\| \tilde{\phi} - \phi \|_2 = \left( \int_0^L |\tilde{\phi} - \phi| |\tilde{\phi} - \phi| \, dx \right)^{\frac{1}{2}} \leq \left( \| \tilde{\phi} - \phi \|_1 \cdot \| \tilde{\phi} - \phi \|_\infty \right)^{\frac{1}{2}} = O(h).
\]

\[\square\]

The main feature that makes Proposition 4.2 possible is that the Green's functions appropriate to both the unperturbed and perturbed problems have a particular form; specifically, the solution $\phi$ in (4.38a-b) is can be written in the form

\[
\phi(x) = \int_\Omega \frac{1}{\sigma(x)} F(f; x; \xi) \, d\xi,
\]

(4.39)

where the expression $F(f; x; \xi)$ does not depend on $\sigma$. It is reasonable to conjecture an extension of Proposition 4.2 beyond one dimension; that is, assuming the fundamental solutions of the perturbed and unperturbed PDE problems have similar structure to (4.39), the discrepancy pointwise is

\[
|\tilde{\phi}(x) - \phi(x)| \leq \int_\Omega \left| \frac{1}{\sigma} - \frac{1}{\tilde{\sigma}} \right| \cdot |F(f; x; \xi)| \, d\xi
\]
and an $O(h)$ bound for $\|\bar{\phi} - \phi\|_{\infty}$ results (as well as Corollary 4.3). However, even in one dimension, with boundary conditions other than (4.37), the term $\mathcal{F}$ within the Green’s function depends on $\sigma$ (or $\bar{\sigma}$), i.e., $\mathcal{F} = \mathcal{F}(\sigma; f; x; \xi)$, making the proof slightly more complicated.

### 4.4.2 Numerical Study

In the following tests, a reference coefficient $\sigma$ and a family of perturbed coefficients $\{\tilde{\sigma}_k\}_{k=1}^n$ are prescribed in the fixed domain $\Omega = [-1, 1]^3$. For a fixed right-hand side $f$, associated with each of these structures are the boundary-value problems (4.31) and (4.33) (with the substitutions $\tilde{\sigma} = \tilde{\sigma}_k$ in each case).

Within this section, to avoid confusion of exact and numerical solutions of perturbed and unperturbed PDEs, a discrete approximation of a continuous function $\phi$ on a grid as described in Section 4.1 is denoted $\Phi$ rather than the customary $\phi^h$. Thus,

$$\Phi \text{ approximates } \phi, \text{ where } - \text{div} (\sigma \text{ grad } \phi) = f \text{ and}$$

$$\tilde{\Phi}_k \text{ approximates } \tilde{\phi}_k, \text{ where } - \text{div} (\tilde{\sigma}_k \text{ grad } \tilde{\phi}_k) = f \ (k = 1, \ldots m).$$

Solving the preceding $m + 1$ numerical problems and computing the relative discrepancies

$$\frac{\|\tilde{\Phi}_k - \Phi\|_p}{\|\Phi\|_p} \text{ and } \frac{\|\text{grad} (\tilde{\Phi}_k - \Phi)\|_p}{\|\text{grad} \Phi\|_p} \quad (4.40)$$

in suitable discrete norms gives some estimation of the effect of the family of perturbations $\{\tilde{\sigma}_k\}_{k=1}^n$ on reference solution $\phi$. It is assumed that the dis-
cretization is sufficiently accurate that the numerical discrepancies \( \| \Phi_k - \Phi \|_p \)
provide reasonable information about the analytic discrepancies \( \| \phi_k - \phi \|_p \).

The cell-centered finite-volume discretization coinciding with the (2,2) block of \( A^h \) in (4.28b) is applied in the experiments with a homogeneous Neumann boundary condition (i.e. \( \partial \Omega_D = \emptyset \) in (4.31b) and \( \partial \Omega_N = \partial \Omega \) in (4.31c)). The right-hand sides vectors \( f^h \) are generated randomly. The resulting linear systems are solved with Dendy’s BOXMG multigrid solver [35, 36]. For the purpose of comparison, discrete \( L_\infty \)-, \( L_1 \)- and \( L_2 \)-norms for cell-centered grid functions are respectively given by

\[
\| \Phi \|_\infty = \max_{1 \leq i \leq N_x, 1 \leq j \leq N_y, 1 \leq k \leq N_z} |\Phi_{i,j,k}|, \\
\| \Phi \|_1 = \sum_{i=1}^{N_x} \sum_{j=1}^{N_y} \sum_{k=1}^{N_z} h_x^i h_y^j h_z^k |\Phi_{i,j,k}|, \\
\| \Phi \|_2 = \left( \sum_{i=1}^{N_x} \sum_{j=1}^{N_y} \sum_{k=1}^{N_z} h_x^i h_y^j h_z^k |\Phi_{i,j,k}|^2 \right)^{\frac{1}{2}}.
\]

Two particular reference coefficients are used in the experiments. The first is a model of a diffusive half-space

\[
\sigma_{\text{HS}}(x, y, z) := \begin{cases} 
\sigma_{\text{air}} & z > 0, \\
\sigma_{\text{ground}} & z < 0,
\end{cases}
\]

for some positive scalars \( \sigma_{\text{air}} \) and \( \sigma_{\text{ground}} \). For experiments with \( \sigma = \sigma_{\text{HS}} \), the coefficient in the air is fixed as \( \sigma_{\text{air}} = 10^{-7} \text{S/m} \). This test case is not difficult to solve numerically, although the jumps in \( \sigma \) may be quite large. The simple geometry suffices to see the effect of moving the interface.
For a more complicated geometry, consider also the coefficient $\sigma_E$ describing a diffusive ellipsoid buried in a half-space. In this model,

$$
\sigma_E(x, y, z) := \begin{cases} 
\sigma_{\text{air}} & z > 0, \\
\sigma_{\text{cond}} & \frac{x^2}{a^2} + \frac{y^2}{b^2} + \frac{(z+z_0)^2}{c^2} < 1, \\
\sigma_{\text{ground}} & z < 0,
\end{cases}
$$

(4.42b)

for some positive constants $\sigma_{\text{cond}}$, $a$, $b$, $c$, and $z_0$ with $z_0 \geq c$. The values $\sigma_{\text{air}} = 10^{-8}\text{S/m}$, $\sigma_{\text{ground}} = 10^{-3}\text{S/m}$, $a = b = 0.5$, and $c = z_0 = 0.25$ are fixed in experiments. The diffusion coefficient $\sigma_E$ is particularly useful for a more critical evaluation of grid effects because the Cartesian grid cannot resolve the curved ellipsoid accurately. Cross-sections of the models $\sigma_{\text{HS}}$ and $\sigma_E$ are illustrated in Figure 4.5.

Based on the reference coefficients (4.42), a first family of perturbations to consider is based on vertical shifts of the reference model by individual grid
<table>
<thead>
<tr>
<th>$\sigma_{\text{ground}}$</th>
<th>Norm</th>
<th>$\Phi - \Phi_1$</th>
<th>$\Phi - \Phi_2$</th>
<th>$\Phi - \Phi_3$</th>
<th>$\Phi - \Phi_4$</th>
<th>Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>$10^{-4}$</td>
<td>$\infty$</td>
<td>$1.451 \times 10^{-1}$</td>
<td>$2.440 \times 10^{-1}$</td>
<td>$2.440 \times 10^{-1}$</td>
<td>$2.902 \times 10^{-1}$</td>
<td>0.574</td>
</tr>
<tr>
<td></td>
<td>$1$</td>
<td>$4.373 \times 10^{-2}$</td>
<td>$8.953 \times 10^{-2}$</td>
<td>$1.346 \times 10^{-1}$</td>
<td>$1.788 \times 10^{-1}$</td>
<td>1.033</td>
</tr>
<tr>
<td></td>
<td>$2$</td>
<td>$3.803 \times 10^{-2}$</td>
<td>$7.569 \times 10^{-2}$</td>
<td>$1.126 \times 10^{-1}$</td>
<td>$1.492 \times 10^{-1}$</td>
<td>0.989</td>
</tr>
<tr>
<td>$10^{-3}$</td>
<td>$\infty$</td>
<td>$1.112 \times 10^{-1}$</td>
<td>$1.868 \times 10^{-1}$</td>
<td>$1.942 \times 10^{-1}$</td>
<td>$2.495 \times 10^{-1}$</td>
<td>0.613</td>
</tr>
<tr>
<td></td>
<td>$1$</td>
<td>$4.283 \times 10^{-2}$</td>
<td>$8.340 \times 10^{-2}$</td>
<td>$1.250 \times 10^{-1}$</td>
<td>$1.648 \times 10^{-1}$</td>
<td>0.969</td>
</tr>
<tr>
<td></td>
<td>$2$</td>
<td>$4.072 \times 10^{-2}$</td>
<td>$8.207 \times 10^{-2}$</td>
<td>$1.256 \times 10^{-1}$</td>
<td>$1.686 \times 10^{-1}$</td>
<td>1.020</td>
</tr>
<tr>
<td>$10^{-2}$</td>
<td>$\infty$</td>
<td>$2.553 \times 10^{-1}$</td>
<td>$4.091 \times 10^{-1}$</td>
<td>$4.491 \times 10^{-1}$</td>
<td>$4.995 \times 10^{-1}$</td>
<td>0.560</td>
</tr>
<tr>
<td></td>
<td>$1$</td>
<td>$5.810 \times 10^{-2}$</td>
<td>$1.043 \times 10^{-1}$</td>
<td>$1.491 \times 10^{-1}$</td>
<td>$1.920 \times 10^{-1}$</td>
<td>0.855</td>
</tr>
<tr>
<td></td>
<td>$2$</td>
<td>$6.204 \times 10^{-2}$</td>
<td>$1.108 \times 10^{-1}$</td>
<td>$1.555 \times 10^{-1}$</td>
<td>$1.983 \times 10^{-1}$</td>
<td>0.837</td>
</tr>
<tr>
<td>$10^{-1}$</td>
<td>$\infty$</td>
<td>$1.562 \times 10^{-1}$</td>
<td>$3.036 \times 10^{-1}$</td>
<td>$3.535 \times 10^{-1}$</td>
<td>$3.820 \times 10^{-1}$</td>
<td>0.782</td>
</tr>
<tr>
<td></td>
<td>$1$</td>
<td>$3.319 \times 10^{-2}$</td>
<td>$7.126 \times 10^{-2}$</td>
<td>$1.104 \times 10^{-1}$</td>
<td>$1.480 \times 10^{-1}$</td>
<td>1.092</td>
</tr>
<tr>
<td></td>
<td>$2$</td>
<td>$3.474 \times 10^{-2}$</td>
<td>$7.007 \times 10^{-2}$</td>
<td>$1.051 \times 10^{-1}$</td>
<td>$1.379 \times 10^{-1}$</td>
<td>1.005</td>
</tr>
<tr>
<td>$10^0$</td>
<td>$\infty$</td>
<td>$2.292 \times 10^{-1}$</td>
<td>$3.573 \times 10^{-1}$</td>
<td>$5.050 \times 10^{-1}$</td>
<td>$5.210 \times 10^{-1}$</td>
<td>0.651</td>
</tr>
<tr>
<td></td>
<td>$1$</td>
<td>$8.344 \times 10^{-2}$</td>
<td>$1.598 \times 10^{-1}$</td>
<td>$2.299 \times 10^{-1}$</td>
<td>$3.051 \times 10^{-1}$</td>
<td>0.932</td>
</tr>
<tr>
<td></td>
<td>$2$</td>
<td>$7.582 \times 10^{-2}$</td>
<td>$1.435 \times 10^{-1}$</td>
<td>$2.055 \times 10^{-1}$</td>
<td>$2.709 \times 10^{-1}$</td>
<td>0.916</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$\sigma_{\text{ground}}$</th>
<th>Norm</th>
<th>$\nabla \Phi - \nabla \Phi_1$</th>
<th>$\nabla \Phi - \nabla \Phi_2$</th>
<th>$\nabla \Phi - \nabla \Phi_3$</th>
<th>$\nabla \Phi - \nabla \Phi_4$</th>
<th>Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>$10^{-4}$</td>
<td>$\infty$</td>
<td>$6.852 \times 10^{-1}$</td>
<td>$8.764 \times 10^{-1}$</td>
<td>$8.765 \times 10^{-1}$</td>
<td>$8.765 \times 10^{-1}$</td>
<td>0.252</td>
</tr>
<tr>
<td></td>
<td>$1$</td>
<td>$3.371 \times 10^{-2}$</td>
<td>$6.312 \times 10^{-2}$</td>
<td>$9.094 \times 10^{-2}$</td>
<td>$1.182 \times 10^{-1}$</td>
<td>0.904</td>
</tr>
<tr>
<td></td>
<td>$2$</td>
<td>$1.187 \times 10^{-1}$</td>
<td>$1.887 \times 10^{-1}$</td>
<td>$2.399 \times 10^{-1}$</td>
<td>$2.815 \times 10^{-1}$</td>
<td>0.644</td>
</tr>
<tr>
<td>$10^{-3}$</td>
<td>$\infty$</td>
<td>$6.057 \times 10^{-1}$</td>
<td>$7.630 \times 10^{-1}$</td>
<td>$8.469 \times 10^{-1}$</td>
<td>$8.469 \times 10^{-1}$</td>
<td>0.293</td>
</tr>
<tr>
<td></td>
<td>$1$</td>
<td>$3.524 \times 10^{-2}$</td>
<td>$6.888 \times 10^{-2}$</td>
<td>$1.008 \times 10^{-1}$</td>
<td>$1.321 \times 10^{-1}$</td>
<td>0.959</td>
</tr>
<tr>
<td></td>
<td>$2$</td>
<td>$1.176 \times 10^{-1}$</td>
<td>$1.911 \times 10^{-1}$</td>
<td>$2.437 \times 10^{-1}$</td>
<td>$2.881 \times 10^{-1}$</td>
<td>0.670</td>
</tr>
<tr>
<td>$10^{-2}$</td>
<td>$\infty$</td>
<td>$6.487 \times 10^{-1}$</td>
<td>$8.427 \times 10^{-1}$</td>
<td>$8.427 \times 10^{-1}$</td>
<td>$8.427 \times 10^{-1}$</td>
<td>0.268</td>
</tr>
<tr>
<td></td>
<td>$1$</td>
<td>$3.682 \times 10^{-2}$</td>
<td>$6.905 \times 10^{-2}$</td>
<td>$9.844 \times 10^{-2}$</td>
<td>$1.269 \times 10^{-1}$</td>
<td>0.898</td>
</tr>
<tr>
<td></td>
<td>$2$</td>
<td>$1.233 \times 10^{-1}$</td>
<td>$1.954 \times 10^{-1}$</td>
<td>$2.461 \times 10^{-1}$</td>
<td>$2.901 \times 10^{-1}$</td>
<td>0.637</td>
</tr>
<tr>
<td>$10^{-1}$</td>
<td>$\infty$</td>
<td>$6.320 \times 10^{-1}$</td>
<td>$9.176 \times 10^{-1}$</td>
<td>$9.176 \times 10^{-1}$</td>
<td>$9.176 \times 10^{-1}$</td>
<td>0.382</td>
</tr>
<tr>
<td></td>
<td>$1$</td>
<td>$3.548 \times 10^{-2}$</td>
<td>$6.999 \times 10^{-2}$</td>
<td>$9.637 \times 10^{-2}$</td>
<td>$1.238 \times 10^{-1}$</td>
<td>0.909</td>
</tr>
<tr>
<td></td>
<td>$2$</td>
<td>$1.190 \times 10^{-1}$</td>
<td>$1.903 \times 10^{-1}$</td>
<td>$2.435 \times 10^{-1}$</td>
<td>$2.854 \times 10^{-1}$</td>
<td>0.653</td>
</tr>
<tr>
<td>$10^0$</td>
<td>$\infty$</td>
<td>$6.164 \times 10^{-1}$</td>
<td>$7.705 \times 10^{-1}$</td>
<td>$7.705 \times 10^{-1}$</td>
<td>$7.705 \times 10^{-1}$</td>
<td>0.229</td>
</tr>
<tr>
<td></td>
<td>$1$</td>
<td>$3.545 \times 10^{-2}$</td>
<td>$6.660 \times 10^{-2}$</td>
<td>$9.627 \times 10^{-2}$</td>
<td>$1.245 \times 10^{-1}$</td>
<td>0.908</td>
</tr>
<tr>
<td></td>
<td>$2$</td>
<td>$1.234 \times 10^{-1}$</td>
<td>$1.921 \times 10^{-1}$</td>
<td>$2.452 \times 10^{-1}$</td>
<td>$2.889 \times 10^{-1}$</td>
<td>0.626</td>
</tr>
</tbody>
</table>

Table 4.1: Half-space coefficient $\sigma_{\text{HS}}$: results with vertical shifts
cells of height $h$. That is,

$$\tilde{\sigma}_k(x, y, z) = \sigma(x, y, z - kh) \quad (k = 1, \ldots, m).$$

(4.43)

Tables 4.1 and 4.2 present results of applying this family of perturbations (4.43) to both $\sigma_{HS}$ and $\sigma_E$ on a grid of $72 \times 72 \times 72$ cells. The rates of convergence are computed in each row are found by averaging

$$\frac{\ln ||\Phi - \Phi_k|| - \ln ||\Phi - \Phi_1||}{\ln k} \quad (k > 1)$$

across each row (with a similar definition for the gradients).

The second set of perturbed coefficients is generated by resolving the reference model on successively coarser grids. That is, given $\sigma$ resolved on a fine grid of spacing $h$, $\tilde{\sigma}_k$ is obtained by resolving $\sigma$ on a grid $(k + 1)$ times as coarse (i.e. of spacing $(k + 1)h$) and injecting the values back into the original fine mesh (see Figure 4.6). The solutions $\Phi$ and $\tilde{\Phi}_k$ are then computed and compared on the same fine grid of $72 \times 72 \times 72$ cells. Table 4.3 gives results of using this family of perturbations with the ellipsoid model $\sigma_E$.

Figure 4.6: Cross-sections of ellipsoid coefficient $\sigma_E$ resolved on fine and coarse grids.

The experiments of Tables 4.1 and 4.2 support the hypothesis that a perturbation $\tilde{\sigma} - \sigma$ of $O(h)$ support induces a perturbation $\tilde{\phi} - \phi$ of $O(h)$ in the
<table>
<thead>
<tr>
<th>$\sigma_{\text{ground}}$</th>
<th>Norm</th>
<th>$\Phi - \Phi_1$</th>
<th>$\Phi - \Phi_2$</th>
<th>$\Phi - \Phi_3$</th>
<th>$\Phi - \Phi_4$</th>
<th>Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>$10^{-2}$</td>
<td>$| |$</td>
<td>$1.620 \times 10^{-1}$</td>
<td>$2.986 \times 10^{-1}$</td>
<td>$3.101 \times 10^{-1}$</td>
<td>$4.645 \times 10^{-2}$</td>
<td>0.744</td>
</tr>
<tr>
<td></td>
<td>$| |$</td>
<td>$3.458 \times 10^{-2}$</td>
<td>$6.933 \times 10^{-2}$</td>
<td>$1.106 \times 10^{-1}$</td>
<td>$1.561 \times 10^{-1}$</td>
<td>1.049</td>
</tr>
<tr>
<td></td>
<td>$| |$</td>
<td>$4.507 \times 10^{-2}$</td>
<td>$8.541 \times 10^{-2}$</td>
<td>$1.267 \times 10^{-1}$</td>
<td>$1.692 \times 10^{-1}$</td>
<td>0.939</td>
</tr>
<tr>
<td>$10^{-1}$</td>
<td>$| |$</td>
<td>$2.241 \times 10^{-1}$</td>
<td>$3.171 \times 10^{-1}$</td>
<td>$4.910 \times 10^{-2}$</td>
<td>$4.536 \times 10^{-2}$</td>
<td>0.513</td>
</tr>
<tr>
<td></td>
<td>$| |$</td>
<td>$3.120 \times 10^{-2}$</td>
<td>$6.644 \times 10^{-2}$</td>
<td>$1.050 \times 10^{-1}$</td>
<td>$1.420 \times 10^{-1}$</td>
<td>1.096</td>
</tr>
<tr>
<td></td>
<td>$| |$</td>
<td>$4.416 \times 10^{-2}$</td>
<td>$8.414 \times 10^{-2}$</td>
<td>$1.239 \times 10^{-1}$</td>
<td>$1.630 \times 10^{-1}$</td>
<td>0.937</td>
</tr>
<tr>
<td>$10^0$</td>
<td>$| |$</td>
<td>$1.630 \times 10^{-1}$</td>
<td>$2.688 \times 10^{-1}$</td>
<td>$3.323 \times 10^{-1}$</td>
<td>$3.673 \times 10^{-2}$</td>
<td>0.652</td>
</tr>
<tr>
<td></td>
<td>$| |$</td>
<td>$3.673 \times 10^{-2}$</td>
<td>$7.355 \times 10^{-2}$</td>
<td>$1.097 \times 10^{-1}$</td>
<td>$1.455 \times 10^{-1}$</td>
<td>0.997</td>
</tr>
<tr>
<td></td>
<td>$| |$</td>
<td>$4.546 \times 10^{-2}$</td>
<td>$8.837 \times 10^{-2}$</td>
<td>$1.286 \times 10^{-1}$</td>
<td>$1.663 \times 10^{-1}$</td>
<td>0.947</td>
</tr>
<tr>
<td>$10^1$</td>
<td>$| |$</td>
<td>$1.446 \times 10^{-1}$</td>
<td>$2.498 \times 10^{-1}$</td>
<td>$3.145 \times 10^{-1}$</td>
<td>$3.617 \times 10^{-1}$</td>
<td>0.719</td>
</tr>
<tr>
<td></td>
<td>$| |$</td>
<td>$6.289 \times 10^{-2}$</td>
<td>$1.312 \times 10^{-1}$</td>
<td>$2.008 \times 10^{-1}$</td>
<td>$2.706 \times 10^{-1}$</td>
<td>1.057</td>
</tr>
<tr>
<td></td>
<td>$| |$</td>
<td>$5.667 \times 10^{-2}$</td>
<td>$1.168 \times 10^{-1}$</td>
<td>$1.780 \times 10^{-1}$</td>
<td>$2.392 \times 10^{-1}$</td>
<td>1.041</td>
</tr>
<tr>
<td>$10^2$</td>
<td>$| |$</td>
<td>$1.548 \times 10^{-1}$</td>
<td>$2.905 \times 10^{-1}$</td>
<td>$3.420 \times 10^{-1}$</td>
<td>$3.823 \times 10^{-1}$</td>
<td>0.760</td>
</tr>
<tr>
<td></td>
<td>$| |$</td>
<td>$3.868 \times 10^{-2}$</td>
<td>$7.754 \times 10^{-2}$</td>
<td>$1.159 \times 10^{-1}$</td>
<td>$1.544 \times 10^{-1}$</td>
<td>1.000</td>
</tr>
<tr>
<td></td>
<td>$| |$</td>
<td>$4.444 \times 10^{-2}$</td>
<td>$8.672 \times 10^{-2}$</td>
<td>$1.276 \times 10^{-1}$</td>
<td>$1.681 \times 10^{-1}$</td>
<td>0.962</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$\sigma_{\text{ground}}$</th>
<th>Norm</th>
<th>$\nabla \Phi - \nabla \Phi_1$</th>
<th>$\nabla \Phi - \nabla \Phi_2$</th>
<th>$\nabla \Phi - \nabla \Phi_3$</th>
<th>$\nabla \Phi - \nabla \Phi_4$</th>
<th>Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>$10^{-2}$</td>
<td>$| |$</td>
<td>$6.481 \times 10^{-1}$</td>
<td>$7.858 \times 10^{-1}$</td>
<td>$8.755 \times 10^{-1}$</td>
<td>$8.755 \times 10^{-1}$</td>
<td>0.312</td>
</tr>
<tr>
<td></td>
<td>$| |$</td>
<td>$3.799 \times 10^{-2}$</td>
<td>$7.093 \times 10^{-2}$</td>
<td>$1.011 \times 10^{-1}$</td>
<td>$1.307 \times 10^{-1}$</td>
<td>0.894</td>
</tr>
<tr>
<td></td>
<td>$| |$</td>
<td>$1.278 \times 10^{-1}$</td>
<td>$1.992 \times 10^{-1}$</td>
<td>$2.498 \times 10^{-1}$</td>
<td>$2.939 \times 10^{-1}$</td>
<td>0.617</td>
</tr>
<tr>
<td>$10^{-1}$</td>
<td>$| |$</td>
<td>$6.982 \times 10^{-1}$</td>
<td>$8.153 \times 10^{-1}$</td>
<td>$8.153 \times 10^{-1}$</td>
<td>$8.636 \times 10^{-1}$</td>
<td>0.173</td>
</tr>
<tr>
<td></td>
<td>$| |$</td>
<td>$3.678 \times 10^{-2}$</td>
<td>$6.962 \times 10^{-2}$</td>
<td>$1.001 \times 10^{-1}$</td>
<td>$1.303 \times 10^{-1}$</td>
<td>0.915</td>
</tr>
<tr>
<td></td>
<td>$| |$</td>
<td>$1.243 \times 10^{-1}$</td>
<td>$1.988 \times 10^{-1}$</td>
<td>$2.508 \times 10^{-1}$</td>
<td>$2.972 \times 10^{-1}$</td>
<td>0.648</td>
</tr>
<tr>
<td>$10^0$</td>
<td>$| |$</td>
<td>$6.181 \times 10^{-1}$</td>
<td>$7.459 \times 10^{-1}$</td>
<td>$8.274 \times 10^{-1}$</td>
<td>$8.274 \times 10^{-1}$</td>
<td>0.249</td>
</tr>
<tr>
<td></td>
<td>$| |$</td>
<td>$3.890 \times 10^{-2}$</td>
<td>$7.391 \times 10^{-2}$</td>
<td>$1.044 \times 10^{-1}$</td>
<td>$1.322 \times 10^{-1}$</td>
<td>0.903</td>
</tr>
<tr>
<td></td>
<td>$| |$</td>
<td>$1.257 \times 10^{-1}$</td>
<td>$2.023 \times 10^{-1}$</td>
<td>$2.549 \times 10^{-1}$</td>
<td>$2.964 \times 10^{-1}$</td>
<td>0.650</td>
</tr>
<tr>
<td>$10^1$</td>
<td>$| |$</td>
<td>$6.288 \times 10^{-1}$</td>
<td>$8.107 \times 10^{-1}$</td>
<td>$8.357 \times 10^{-1}$</td>
<td>$8.513 \times 10^{-1}$</td>
<td>0.281</td>
</tr>
<tr>
<td></td>
<td>$| |$</td>
<td>$3.624 \times 10^{-2}$</td>
<td>$6.980 \times 10^{-2}$</td>
<td>$1.003 \times 10^{-1}$</td>
<td>$1.296 \times 10^{-1}$</td>
<td>0.931</td>
</tr>
<tr>
<td></td>
<td>$| |$</td>
<td>$1.200 \times 10^{-1}$</td>
<td>$1.973 \times 10^{-1}$</td>
<td>$2.489 \times 10^{-1}$</td>
<td>$2.948 \times 10^{-1}$</td>
<td>0.676</td>
</tr>
<tr>
<td>$10^2$</td>
<td>$| |$</td>
<td>$6.278 \times 10^{-1}$</td>
<td>$9.572 \times 10^{-1}$</td>
<td>$9.572 \times 10^{-1}$</td>
<td>$9.572 \times 10^{-1}$</td>
<td>0.432</td>
</tr>
<tr>
<td></td>
<td>$| |$</td>
<td>$4.064 \times 10^{-2}$</td>
<td>$7.712 \times 10^{-2}$</td>
<td>$1.103 \times 10^{-1}$</td>
<td>$1.424 \times 10^{-1}$</td>
<td>0.913</td>
</tr>
<tr>
<td></td>
<td>$| |$</td>
<td>$1.258 \times 10^{-1}$</td>
<td>$2.044 \times 10^{-1}$</td>
<td>$2.582 \times 10^{-1}$</td>
<td>$3.040 \times 10^{-1}$</td>
<td>0.664</td>
</tr>
</tbody>
</table>

Table 4.2: Ellipsoid coefficient $\sigma_E$: results with vertical shifts
$L_1$- and $L_2$-norms. Further, the $L_2$-norm field $\text{grad} (\tilde{\phi} - \phi)$ seems to decrease with $h$ at a rate close to $O(h^{\frac{1}{2}})$ and clearly less than $O(h)$, consistent with the prediction of Proposition 4.1. There is a marked difference in the convergence of the $L_\infty$-norms of $\Phi - \tilde{\Phi}_k$ versus the other norms; this is indicative of the fact that the difference is very strongly concentrated near the set $S^h$ and rapidly decays away from there.

Measurement of convergence rates in Table 4.3 is not as straightforward where the ellipsoidal model $\sigma_E$ is resolved on a family of successively coarser grids. However, it is reassuring to notice that the relative differences in the numerical solutions are extremely small even with the coarse resolution of the ellipsoid’s curvature. The results shown here demonstrate that staircasing is not as problematic in diffusive problems as it is in dispersive ones; such is the case for Maxwell’s equations considered at sufficiently low frequencies also.
Table 4.3: Ellipsoid coefficient $\sigma_E$: results with fine & coarse resolutions

<table>
<thead>
<tr>
<th>$\sigma_{\text{ground}}$</th>
<th>Norm</th>
<th>$\Phi - \Phi_1$ $\times 10^{-6}$</th>
<th>$\Phi - \Phi_2$ $\times 10^{-6}$</th>
<th>$\Phi - \Phi_3$ $\times 10^{-6}$</th>
<th>Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>$10^{-2}$</td>
<td>$\parallel \infty$</td>
<td>1.533 $\times 10^{-6}$</td>
<td>2.148 $\times 10^{-6}$</td>
<td>2.190 $\times 10^{-6}$</td>
<td>0.572</td>
</tr>
<tr>
<td></td>
<td>$\parallel 1$</td>
<td>3.321 $\times 10^{-6}$</td>
<td>6.001 $\times 10^{-6}$</td>
<td>4.060 $\times 10^{-6}$</td>
<td>0.518</td>
</tr>
<tr>
<td></td>
<td>$\parallel 2$</td>
<td>1.779 $\times 10^{-6}$</td>
<td>3.221 $\times 10^{-6}$</td>
<td>2.240 $\times 10^{-6}$</td>
<td>0.533</td>
</tr>
<tr>
<td>$10^{-1}$</td>
<td>$\parallel \infty$</td>
<td>1.400 $\times 10^{-6}$</td>
<td>1.775 $\times 10^{-6}$</td>
<td>1.860 $\times 10^{-6}$</td>
<td>0.300</td>
</tr>
<tr>
<td></td>
<td>$\parallel 1$</td>
<td>1.705 $\times 10^{-7}$</td>
<td>3.447 $\times 10^{-7}$</td>
<td>4.141 $\times 10^{-7}$</td>
<td>0.911</td>
</tr>
<tr>
<td></td>
<td>$\parallel 2$</td>
<td>2.107 $\times 10^{-7}$</td>
<td>3.567 $\times 10^{-7}$</td>
<td>4.603 $\times 10^{-7}$</td>
<td>0.735</td>
</tr>
<tr>
<td>$10^0$</td>
<td>$\parallel \infty$</td>
<td>2.232 $\times 10^{-6}$</td>
<td>4.279 $\times 10^{-6}$</td>
<td>4.287 $\times 10^{-6}$</td>
<td>0.294</td>
</tr>
<tr>
<td></td>
<td>$\parallel 1$</td>
<td>3.410 $\times 10^{-7}$</td>
<td>7.221 $\times 10^{-7}$</td>
<td>1.078 $\times 10^{-6}$</td>
<td>1.074</td>
</tr>
<tr>
<td></td>
<td>$\parallel 2$</td>
<td>4.398 $\times 10^{-7}$</td>
<td>7.566 $\times 10^{-7}$</td>
<td>1.073 $\times 10^{-6}$</td>
<td>0.726</td>
</tr>
<tr>
<td>$10^1$</td>
<td>$\parallel \infty$</td>
<td>1.999 $\times 10^{-6}$</td>
<td>2.476 $\times 10^{-6}$</td>
<td>2.715 $\times 10^{-6}$</td>
<td>0.326</td>
</tr>
<tr>
<td></td>
<td>$\parallel 1$</td>
<td>2.270 $\times 10^{-7}$</td>
<td>4.901 $\times 10^{-7}$</td>
<td>7.111 $\times 10^{-7}$</td>
<td>1.260</td>
</tr>
<tr>
<td></td>
<td>$\parallel 2$</td>
<td>3.252 $\times 10^{-7}$</td>
<td>5.337 $\times 10^{-7}$</td>
<td>7.311 $\times 10^{-7}$</td>
<td>0.850</td>
</tr>
<tr>
<td>$10^2$</td>
<td>$\parallel \infty$</td>
<td>2.147 $\times 10^{-6}$</td>
<td>2.506 $\times 10^{-6}$</td>
<td>3.443 $\times 10^{-6}$</td>
<td>0.767</td>
</tr>
<tr>
<td></td>
<td>$\parallel 1$</td>
<td>2.473 $\times 10^{-7}$</td>
<td>5.977 $\times 10^{-7}$</td>
<td>9.732 $\times 10^{-7}$</td>
<td>1.065</td>
</tr>
<tr>
<td></td>
<td>$\parallel 2$</td>
<td>3.632 $\times 10^{-7}$</td>
<td>6.437 $\times 10^{-7}$</td>
<td>9.497 $\times 10^{-7}$</td>
<td>0.797</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$\sigma_{\text{ground}}$</th>
<th>Norm</th>
<th>$\nabla \Phi - \nabla \Phi_2$ $\times 10^{-6}$</th>
<th>$\nabla \Phi - \nabla \Phi_3$ $\times 10^{-6}$</th>
<th>$\nabla \Phi - \nabla \Phi_4$ $\times 10^{-6}$</th>
<th>Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>$10^{-2}$</td>
<td>$\parallel \infty$</td>
<td>4.985 $\times 10^{-6}$</td>
<td>6.917 $\times 10^{-6}$</td>
<td>7.087 $\times 10^{-6}$</td>
<td>0.396</td>
</tr>
<tr>
<td></td>
<td>$\parallel 1$</td>
<td>3.906 $\times 10^{-7}$</td>
<td>6.271 $\times 10^{-7}$</td>
<td>8.363 $\times 10^{-7}$</td>
<td>0.688</td>
</tr>
<tr>
<td></td>
<td>$\parallel 2$</td>
<td>1.104 $\times 10^{-6}$</td>
<td>1.495 $\times 10^{-6}$</td>
<td>1.558 $\times 10^{-6}$</td>
<td>0.456</td>
</tr>
<tr>
<td>$10^{-1}$</td>
<td>$\parallel \infty$</td>
<td>5.803 $\times 10^{-6}$</td>
<td>6.446 $\times 10^{-6}$</td>
<td>6.721 $\times 10^{-6}$</td>
<td>0.143</td>
</tr>
<tr>
<td></td>
<td>$\parallel 1$</td>
<td>4.631 $\times 10^{-7}$</td>
<td>7.136 $\times 10^{-7}$</td>
<td>9.450 $\times 10^{-7}$</td>
<td>0.637</td>
</tr>
<tr>
<td></td>
<td>$\parallel 2$</td>
<td>1.300 $\times 10^{-6}$</td>
<td>1.730 $\times 10^{-6}$</td>
<td>2.101 $\times 10^{-6}$</td>
<td>0.425</td>
</tr>
<tr>
<td>$10^0$</td>
<td>$\parallel \infty$</td>
<td>6.574 $\times 10^{-6}$</td>
<td>1.107 $\times 10^{-5}$</td>
<td>1.107 $\times 10^{-5}$</td>
<td>0.613</td>
</tr>
<tr>
<td></td>
<td>$\parallel 1$</td>
<td>4.770 $\times 10^{-7}$</td>
<td>7.398 $\times 10^{-7}$</td>
<td>9.938 $\times 10^{-7}$</td>
<td>0.651</td>
</tr>
<tr>
<td></td>
<td>$\parallel 2$</td>
<td>1.306 $\times 10^{-6}$</td>
<td>1.784 $\times 10^{-6}$</td>
<td>2.178 $\times 10^{-6}$</td>
<td>0.458</td>
</tr>
<tr>
<td>$10^1$</td>
<td>$\parallel \infty$</td>
<td>5.781 $\times 10^{-6}$</td>
<td>6.386 $\times 10^{-6}$</td>
<td>6.655 $\times 10^{-6}$</td>
<td>0.136</td>
</tr>
<tr>
<td></td>
<td>$\parallel 1$</td>
<td>4.456 $\times 10^{-7}$</td>
<td>7.039 $\times 10^{-7}$</td>
<td>9.403 $\times 10^{-7}$</td>
<td>0.670</td>
</tr>
<tr>
<td></td>
<td>$\parallel 2$</td>
<td>1.300 $\times 10^{-6}$</td>
<td>1.737 $\times 10^{-6}$</td>
<td>2.122 $\times 10^{-6}$</td>
<td>0.432</td>
</tr>
<tr>
<td>$10^2$</td>
<td>$\parallel \infty$</td>
<td>6.546 $\times 10^{-6}$</td>
<td>6.566 $\times 10^{-6}$</td>
<td>7.256 $\times 10^{-6}$</td>
<td>0.049</td>
</tr>
<tr>
<td></td>
<td>$\parallel 1$</td>
<td>4.550 $\times 10^{-7}$</td>
<td>7.127 $\times 10^{-7}$</td>
<td>9.808 $\times 10^{-7}$</td>
<td>0.673</td>
</tr>
<tr>
<td></td>
<td>$\parallel 2$</td>
<td>1.309 $\times 10^{-6}$</td>
<td>1.733 $\times 10^{-6}$</td>
<td>2.153 $\times 10^{-6}$</td>
<td>0.429</td>
</tr>
</tbody>
</table>
Chapter 5

Construction and Analysis of Iterative Solvers

Since the frequency-domain problem (3.1) needs to be solved many times for various frequencies and sources within a single geophysical inverse problem, the major objective of this work is to construct fast solvers for the forward-modeling problem. A major obstacle in achieving this goal is the ill-conditioning of the corresponding discretizations due to the near-vanishing conductivity \( \sigma \) in a large portion of the domain. Another obstacle is the strong coupling between solution components as a result of the double-curl PDE operator in (3.1a). Finally, the presence of strong discontinuities in the coefficients \( \sigma \) (and possibly \( \mu \)) contributes also to ill-conditioning in the linear systems that can inhibit solver performance. The PDE formulation and discretization in preceding chapters deal with these concerns in part. It remains to find robust algorithms for the solution of the linear algebraic equations.

Among iterative methods for solving linear systems of algebraic equations, two particular families stand out for this application: preconditioned
Krylov-subspace methods [10, 49, 93] and multigrid methods [19, 18, 22, 56]. In considering these strategies, a particular multigrid preconditioner approximating the dominant diagonal blocks of the coefficient matrix is a natural choice for an iterative solver. After development of a Fourier analysis in the spirit of [17, 24, 38] to determine bounds of the spectrum of the preconditioned system under certain assumptions, some numerical experiments demonstrate the efficacy of this solver.

5.1 Iterative Methods

With the analytic reformulation of (3.1) as the boundary-value problem (3.31), the discretization (4.28) derived in Chapter 4 yields a set of equations

\[ Ax = b \]

(5.1)

describing the discrete fields \((A^h, \phi^h)\) over a three-dimensional domain. For a typical problem using a grid of 40 \(\times\) 40 \(\times\) 40 cells, there are over 250,000 complex unknowns to determine. In the absence of unusual structure in the sparse coefficient matrix, problems of this size rule out direct solvers, so iterative solvers are required for (5.1).

5.1.1 Preconditioned Krylov-Subspace Methods

With a lexicographic ordering to the unknowns \((A^h, \phi^h)\), the basic block
structure of the coefficient matrix $A$ in (5.1) is

$$A = \begin{pmatrix} A_{11} - \omega B_{11} & -\omega B_{12} \\ B_{21} & A_{22} \end{pmatrix} \quad (5.2)$$

In the general case, $A_{11}$ is a matrix representation of the real discrete difference operator

$$L^h = \text{curl}^h_{\epsilon}(\mu^h_\epsilon)^{-1}\text{curl}^h_{\eta} - \text{grad}^h(\mu^h_\epsilon)^{-1}\text{div}^h$$

as in (4.28c). The operator has a 19-point stencil that simplifies to a 7-point stencil for the vector Laplacian operator in the case that $\mu \equiv \mu_0$, as in (4.29). The block $A_{22}$ represents the difference operator $\text{div}^h \tilde{\nabla}^h \text{grad}^h$ as in (4.28), while the matrix blocks $B_{11}, B_{12},$ and $B_{21}$ are discrete representations of lower-order operators. Given that the diagonal blocks $A_{11}$ and $A_{22}$ correspond to discretizations of second-order differential operators, for a sufficiently fine grid, these blocks are dominant. This dominance is strongly dependent on the frequency $\omega$; for high frequencies, the grid spacing $h$ has to be quite small to ensure dominance of $A_{11}$ in the top block row of (5.2).

With suitable boundary conditions and scaling, the coefficient matrix $A$ in (5.2) is complex symmetric, but non-Hermitian and indefinite. As such, the well-known method of conjugate gradients and the associated theory cannot be applied to solve the system of linear equations [49, 61, 93]. Even so, non-Hermitian Krylov-subspace iterations such as BiCGStab or GMRES are known to perform well for a wide range of applications with suitable preconditioners (i.e. matrices $M$ such that $M$ approximates $A^{-1}$) to improve convergence behavior (e.g. [38, 87, 62]).
As a simple example of a preconditioner for (5.1), consider a single step of SSOR (Symmetric Successive Over-Relaxation [34, 10]). Like other preconditioners based on a single step of a classical, stationary iterative method, an SSOR preconditioner is simple to implement, requiring only knowledge of the splitting

\[ A = D - L - U, \]  

(5.3a)

where \( L \) and \( U \) are strictly lower- and upper-triangular matrices and \( D \) is a diagonal matrix. With the splitting (5.3a), the SSOR preconditioner is

\[ M_S(a) := (D-aU)^{-1}(αL+(1-α)D)(D-αL)^{-1}(αU+(1-α)D), \]  

(5.3b)

where \( α \in (0,2) \) is the relaxation parameter\(^1[10]. \) For certain second-order elliptic PDE problems, a choice of the relaxation parameter \( α_{\text{opt}} \) exists that reduces the spectral condition number of \( \text{cond}(M_S(α_{\text{opt}})A) \) optimally; however, practical computation of \( α_{\text{opt}} \) requires information about the spectrum of \( A \) that is prohibitively expensive [48]. If the forward-modeling problem (5.1) must be solved repeatedly for many different frequencies \( ω \), the preconditioner \( M_S(α) \) must be computed for each \( ω \) since both \( D \) and \( U \) in (5.3a) depend on \( ω \).

The block structure of \( A \) suggests a different preconditioner. Given the diagonal dominance of the blocks \( A_{11} \) and \( A_{22} \) in (5.2), the matrix

\[ M_E := \begin{pmatrix} A_{11}^{-1} & \vspace{1em} \\ \vspace{1em} A_{22}^{-1} \end{pmatrix} \]  

(5.4)

\(^1\)The relaxation parameter is denoted with \( α \) here rather than the customary symbol \( ω \) to avoid confusion with the frequency.
is an approximation of \( A^{-1} \) to leading order. The frequency dependent blocks \( \omega B_{11}, \omega B_{22}, \) and \( \omega B_{12} \) are ignored in defining \( M_E \) in (5.4). If numerous systems of the form (5.1) need to be solved for different frequencies, since \( M_E \) is independent of \( \omega \), then only a single LU-factorization of \( M_E \) need be computed and stored.

Of course, for large three-dimensional problems, computing \( M_E \) exactly by LU-factorization of \( A_{ii} \) is almost as much work as doing computing an LU-factorization of \( A \) itself. As such, some approximation of \( M_E \) is sought. A well-known method for doing this is through applying ILU (Incomplete LU) factorizations to the diagonal blocks of \( A \) (e.g. [93, Chap. 10]). That is, rather than finding the exact LU-factorizations of \( A_{11} \) and \( A_{22} \), approximate factors

\[
\tilde{L}_{11} \tilde{U}_{11} \simeq A_{11} \quad \text{and} \quad \tilde{L}_{22} \tilde{U}_{22} \simeq A_{22}
\]

are computed. The triangular factors \( \tilde{L}_{ii} \) and \( \tilde{U}_{ii} \) \((i = 1, 2)\) are computed as in the usual LU-factorization, and either fill elements below a prescribed drop tolerance are rejected (ILU with a threshold) or all fill elements are disregarded (ILU(0)). The block-ILU preconditioner

\[
M_I := \begin{pmatrix} \tilde{L}_{11} \tilde{U}_{11} \\ \tilde{L}_{22} \tilde{U}_{22} \end{pmatrix}^{-1} \quad (5.5)
\]

turns out to be an effective approximation of \( M_E \) that in turn approximates \( A^{-1} \) for sufficiently low frequencies. By ignoring the off-diagonal blocks of \( A \), computing \( M_I \) requires much less work and storage than a similar ILU-factorization of \( A \).
The efficacy of the ILU factorization approximating $M_E$ comes in part from some additional structure; in particular, both of the blocks of $M_E$ come from the discretization of second-order elliptic differential equations. For such problems, multigrid methods have been extensively studied and developed that exploit the smoothing properties of the underlying elliptic operators [19, 18, 56, 113]. As an alternative to applying a preconditioned Krylov-subspace iteration to solve the linear system (5.1), a full multigrid method could be developed to solve the system (4.28). That is, a multigrid method could approximate the inverse of $A$ directly in (5.1) rather than choosing a preconditioner $M$ and applying a Krylov-subspace iteration. Such a full multigrid method could be derived through traditional geometric arguments from the discrete operator in (4.28), or algebraically directly from the matrix representation $A$ in (5.1). The geometric-multigrid approach is somewhat difficult for systems of PDEs discretized on a staggered grid; development of the inter-grid transfer operators is fairly straightforward, but distributive smoothers in three dimensions require more effort [18, 17]. The algebraic-multigrid approach is more amenable to a black-box implementation and is adaptable to unstructured grids as well; however, in algebraic-multigrid solvers, the construction of a hierarchy of coarse grids is not obvious and the theoretical details are often more complicated than for geometric multigrid [92]. The results of an experiment applying an AMG solver are documented in Section 5.4.

A sensible middle ground adopted here is to apply a multigrid method as a preconditioner for a Krylov-subspace iteration [114, 9, 32, 62, 108]. In
this particular case, a practical multigrid preconditioner $M_M$ approximates the action of $M_E$ in (5.4) by a multigrid method. That is,

$$M_M := \begin{pmatrix} \widetilde{M}_{11} & \widetilde{M}_{12} \\ \widetilde{M}_{21} & \widetilde{M}_{22} \end{pmatrix},$$

(5.6)

where $\widetilde{M}_{ii}$ represents the action of a single multigrid V(2,1)-cycle approximating the action of $A_{ii}^{-1}$ (i=1,2). For a homogeneous permeability $\mu \equiv \mu_0$, the block $A_{11}$ in (5.2) reduces to a 3 x 3 block-diagonal matrix. In that case, the block preconditioner $M_E$ is a 4 x 4 block-diagonal matrix, as are $M_I$ in (5.5) and $M_M$ in (5.6). The multigrid preconditioner, then, is

$$M_M := \begin{pmatrix} M_{11} & M_{12} \\ M_{21} & M_{22} \\ M_{31} & M_{32} & M_{33} \\ M_{41} & M_{42} & M_{43} & M_{44} \end{pmatrix}.$$  

(5.7)

The diagonal blocks of $M_M$ in (5.7) represent the action of multigrid methods for solving four uncoupled PDE problems in the scalar fields $A_x$, $A_y$, $A_z$, and $\phi$ (specifically, three Poisson problems and one inhomogeneous diffusion problem). Constructing $M_M$ in (5.7) is simpler than in (5.6) because $\widetilde{M}_{11}$ requires building a multigrid solver for a 3 x 3 coupled PDE system discretized on a staggered grid. The preconditioner $M_M$ in (5.7) is analyzed in the next section. For the practical implementation in the experiments of Section 5.4, a black-box multigrid solver—in particular, the code BOXMG of Dendy [35, 36]—is applied.
5.2 Analytical Framework

To better understand the preconditioner $M_E$, consider the system (3.31) and its discretization (5.1) under simplifying assumptions that ensure that the eigenvectors of all the blocks of $A$ are Fourier modes. That is, for discrete wavenumbers $0 \leq \alpha, \beta, \gamma \leq n - 1$, the grid function $\psi_{i,j,k}^{\alpha\beta\gamma}$ given by

$$\psi_{i,j,k}^{\alpha\beta\gamma} := e^{(2\pi i \alpha h)i} e^{(2\pi i \beta j)j} e^{(2\pi i \gamma k)k} \quad i, j, k = 0, 1, \ldots n - 1 \quad (5.8)$$

should be an eigenvector of all the blocks of $A$ in (5.1). This is true under the assumptions:

1. The boundary conditions are periodic.
2. The grid is uniform.
3. The material properties $\sigma, \mu, \epsilon$ are all constant.

Under the first assumption, upon discretization, the indexing is done in arithmetic modulo $n$. For instance, grid points on, say, the top boundary are identified with opposite points on the bottom boundary, and centers of cells touching the top boundary are considered as neighbors of centers of cells touching the bottom boundary. The scalar grid functions $A_x^h$, $A_y^h$, $A_z^h$, and $\phi^h$ each consist of $N := n^3$ unknowns, the matrix blocks are square of dimension $N \times N$, and the resulting system to be solved has dimension $4N \times 4N$.

The first assumption seems unreasonable in light of the boundary conditions (3.32) actually implemented. However, for a class of realistic geophysical
problems, the fields are expected to vanish or decay in the absence of source currents, and the sources are frequently of compact support. Thus, for a sufficiently large domain $\Omega$, the effect of boundary data on the fields inside the domain is often negligible. In such cases, the assumption of periodicity in the following analysis is particularly reasonable and does not compromise the model.

Further, as in Section 2.2.4, make the quasistatic assumption $\sigma = \sigma$ and make a slight regularizing assumption

$$\sigma \leftarrow \max(\sigma, \sigma_{\text{air}}), \quad (5.9)$$

with $\sigma_{\text{air}} > 0$ small (on the order of $10^{-9}$ to $10^{-6}$ S/m). The regularizing assumption (5.9) ensures $\sigma \neq 0$ everywhere (which would not be the case ordinarily in the air). These assumptions simplify the presentation without loss of essence in the obtained theoretical results. In the experiments reported in Section 5.4, these simplifying assumptions on $\sigma$ are relaxed as are most other assumptions of the present section.

### 5.2.1 Discrete Operators on a Periodic Grid

With the preceding assumptions, the matrix (4.28) reduces to (4.29) since the permeability $\mu$ is constant. Furthermore, since the conductivity $\sigma$ is also constant, the block matrix $\tilde{\sigma}^h$ reduces to $\sigma I$. The entire coefficient matrix
A can be written as

\[
\begin{pmatrix}
(\omega \mu_0)^{-1} \Delta^h + \sigma I_N & \sigma D_x^h \\
(\omega \mu_0)^{-1} \Delta^h + \sigma I_N & \sigma D_y^h \\
(\omega \mu_0)^{-1} \Delta^h + \sigma I_N & \sigma D_z^h \\
-\sigma(D_x^h)^* & -\sigma(D_y^h)^* & -\sigma(D_z^h)^* & \sigma \Delta^h
\end{pmatrix}
\]  \tag{5.10}

where the matrices \(D_x^h, D_y^h,\) and \(D_z^h\) correspond to discretizations of first-order derivative operators with periodic boundary conditions in (5.10). That is, assuming standard lexicographic ordering of the unknowns describing the grid functions, let

\[
D^- := \frac{1}{h} \begin{pmatrix}
1 & -1 \\
-1 & 1 \\
& \ddots & \ddots \\
& & -1 & 1
\end{pmatrix} \in \mathbb{C}^{n \times n}
\]  \tag{5.11}

be the matrix for the periodic primitive backwards difference operator in one dimension. Then,

\[
D_x^h := I_n \otimes I_n \otimes D^- \in \mathbb{C}^{N \times N},
\]

\[
D_y^h := I_n \otimes D^- \otimes I_n \in \mathbb{C}^{N \times N}, \text{ and}
\]

\[
D_z^h := D^- \otimes I_n \otimes I_n \in \mathbb{C}^{N \times N},
\]

where \(\otimes\) denotes the conventional Kronecker product (e.g. [34, p. 274]). Likewise, the matrices \(-(D_x^h)^*, -(D_y^h)^*,\) and \(-(D_z^h)^*\) in the fourth block row of (5.10) correspond to forward difference operators. Finally, the discretization \(\Delta^h\) of the Laplacian operator \(\Delta\) with periodic boundary conditions satisfies

\[
\Delta^h = -D_x^h(D_x^h)^* - D_y^h(D_y^h)^* - D_z^h(D_z^h)^*.
\]
The primary advantage of considering the discretization (4.28) on a periodic lattice is that the discrete difference operators in (5.10) share common eigenvectors. Explicitly, for $\alpha, \beta, \gamma = 0, \ldots, n - 1$, the discrete grid functions $\psi^{\alpha\beta\gamma}$ defined by

$$
\psi_{ijk}^{\alpha\beta\gamma} := e^{(2\pi\alpha h)i}e^{(2\pi\beta jh)}e^{(2\pi\gamma kh)i} \quad (i, j, k = 0, 1, \ldots n - 1)
$$

are common eigenvectors of the difference operators $D_z^h, D_y^h, D_z^h, \Delta^h$, and of the identity matrix $I_N$. The corresponding eigenvalues are

$$
\begin{align*}
    d_z^{\alpha\beta\gamma} := h^{-1} (1 - e^{-(2\alpha\pi h)i}) & \text{ for } D_z^h, \\
    d_y^{\alpha\beta\gamma} := h^{-1} (1 - e^{-(2\beta\pi h)i}) & \text{ for } D_y^h, \\
    d_z^{\alpha\beta\gamma} := h^{-1} (1 - e^{-(2\gamma\pi h)i}) & \text{ for } D_z^h, \\
    \delta^{\alpha\beta\gamma} := -\frac{4}{h^2} (\sin^2(\alpha\pi h) + \sin^2(\beta\pi h) + \sin^2(\gamma\pi h)) & \text{ for } \Delta^h.
\end{align*}
$$

In particular, the nonzero eigenvalues $\delta^{\alpha\beta\gamma}$ of $\Delta^h$ satisfy

$$
0 < \frac{h^2}{12} \leq -\frac{1}{\delta^{\alpha\beta\gamma}} \leq \frac{1}{16} \quad (\alpha, \beta, \gamma = 0, \ldots, n - 1; \alpha^2 + \beta^2 + \gamma^2 > 0) \quad (5.13)
$$

for $n \geq 2$. The upper bound of $1/16$ on $-1/\delta^{\alpha\beta\gamma}$ is obtained for a very coarse mesh when $n = 2$; as $n$ increases, this upper bound decreases.

With the eigenvalues (5.12) of the blocks of $A$ in (5.10), determine now the eigenvalues and singular values of the preconditioned iteration matrix $M^{-1}A$, where

$$
M := \begin{pmatrix}
    \Delta^h & & \\
    & \Delta^h & \\
    & & \Delta^h \\
    \sigma \Delta^h & & \\
\end{pmatrix}.
$$

(5.14)
The matrix $M$ is real and, up to a scalar multiple, consists of the dominant diagonal blocks of the matrix $A$, excluding the Helmholtz shift $\sigma I_N$ in the first three block rows.

Note that the solution $u$ of $\Delta u = b$ with periodic boundary conditions is determined only up to a constant. Thus, $M$ in (5.14) has a zero eigenvalue of multiplicity four (corresponding to four distinct constant grid functions for $A^{xh}$, $A^{yh}$, $A^{zh}$, and $\phi^h$). However, as in [38], if $S_0$ denotes the space spanned by the constant grid function $\psi^{000} \in \mathbb{C}^N$ and $S_0^\perp$ denotes the orthogonal complement of $S_0$ in $\mathbb{C}^N$, then $\Delta^h|_{S_0^\perp}$ is invertible. Further, the operator $(\Delta^h|_{S_0^\perp})^{-1}$ extends to an operator $(\Delta^h)^{-1}$ defined over all of $\mathbb{C}^N$ by defining it to be 0 on $S_0$. Thus, it makes sense to consider the matrix $M^{-1}A$ restricted to a subspace $S$ that excludes the 4-dimensional constant null-space of $M$, as in (5.13). Denote this matrix by $M^{-1}A|_S$.

### 5.3 Spectral Bounds

The goal now is to derive bounds on the eigenvalue range and the $l_2$-condition number of $M^{-1}A|_S$; this is possible due to the fact that the blocks of $A$ in (5.10) all share common eigenvectors. The eigenvalues and singular values of this matrix are determined by considering the eigenvalues of a $4 \times 4$ matrix with the same structure, as the following lemma indicates.

**Lemma 5.1.** Let $A \in \mathbb{C}^{(mn)\times(mn)}$ be a block matrix with blocks $A_{ij} \in \mathbb{C}^{n\times n}$ ($i, j = 1, \ldots, m$). Let the blocks $A_{ij}$ all share a common eigenvector $v \in \mathbb{C}^n$ with corresponding eigenvalues $\alpha_{ij} \in \mathbb{C}$ ($i, j = 1, \ldots, m$). Furthermore let
\( B = (\alpha_{ij}) \in \mathbb{C}^{m \times m} \) have the eigenvalues \( \alpha_{ij} \) as its elements, and let \( \lambda \) be an eigenvalue of \( B \) with an eigenvector \( u \in \mathbb{C}^m \).

Then \( \lambda \) is also an eigenvalue of \( A \) with an eigenvector \( u \otimes v \).

**Proof.** Although this lemma is standard, the proof is included for completeness. By definition,

\[
A_{ij}v = \alpha_{ij}v \quad (i, j = 1, 2, \ldots, m)
\]

\[
Bu = \lambda u.
\]

Thus, the \( i \)th block of \( A(u \otimes v) \) is

\[
[A(u \otimes v)]_i = \sum_{j=1}^{m} A_{ij}u_jv = \sum_{j=1}^{m} u_j\alpha_{ij}v = \lambda u_i v = \lambda [u \otimes v]_i.
\]

\( \square \)

Next, find the eigenvalues and singular values of the 4 \times 4 matrix corresponding to \( M^{-1}A|_S \) in Fourier space. Introduce the parameter

\[ \chi := \omega \mu \sigma > 0 \quad (5.15) \]

that has dimensions of \( L^{-2} \), where \( L \) is a unit of length.

**Lemma 5.2.** Let \( dx, dy, dz \in \mathbb{C} \) be prescribed scalars such that \( \delta := -dx dx^* - dy dy^* - dz dz^* < 0 \). Given \( \sigma, \chi > 0 \), define the complex \( 4 \times 4 \) matrix \( \widetilde{M}^{-1} \widetilde{A} \),
where

\[
\widetilde{M} := \begin{pmatrix}
\delta & 

\delta & 

\delta & 

\delta
\end{pmatrix}, \quad \text{and} \quad \widetilde{A} := \begin{pmatrix}
\delta + i\chi & 

i\chi dx & 

\delta + i\chi & 

i\chi dy & 

\delta + i\chi & 

i\chi dz & 

-\sigma dx^* & 

-\sigma dy^* & 

-\sigma dz^* & 

\sigma \delta
\end{pmatrix}.
\]

Then, the eigenvalues \( \widetilde{\lambda} \) of \( \widetilde{M}^{-1}\widetilde{A} \) are

\[
\begin{align*}
\widetilde{\lambda}_1 & := 1 + \frac{2}{\delta} \left( \chi + \sqrt{\chi(\chi - 4\delta i)} \right), \\
\widetilde{\lambda}_2 & = \widetilde{\lambda}_3 := 1 + \frac{\chi}{\delta}, \\
\widetilde{\lambda}_4 & := 1 + \frac{2}{\delta} \left( \chi - \sqrt{\chi(\chi - 4\delta i)} \right).
\end{align*}
\]

Further, the singular values \( \widetilde{\eta} \) of \( \widetilde{M}^{-1}\widetilde{A} \) are

\[
\begin{align*}
\widetilde{\eta}_1 & := \left[ 1 + \frac{c}{2} + \frac{1}{2} \sqrt{c(c+4)} \right]^{\frac{1}{2}}, \\
\widetilde{\eta}_2 & = \widetilde{\eta}_3 := \left[ 1 + \frac{\chi^2}{\delta^2} \right]^{\frac{1}{2}}, \\
\widetilde{\eta}_4 & := \left[ 1 + \frac{c}{2} - \frac{1}{2} \sqrt{c(c+4)} \right]^{\frac{1}{2}},
\end{align*}
\]

where \( c = c(-\frac{1}{\delta}, \chi) := (-\frac{1}{\delta}) \left( 1 + \chi^2 (1 - \frac{1}{\delta}) \right) > 0. \)

**Proof.** Although the derivation of (5.16) and (5.17) requires tedious algebraic manipulations, the formulae are verifiable directly by inspection. \( \square \)

Notice that the eigenvalues and singular values of \( \widetilde{M}^{-1}\widetilde{A} \) in Lemma 5.2 depend only on the parameters \( \delta > 0 \) and \( \chi \). Next, derive bounds for \( |\widetilde{\lambda}| \) and \( \widetilde{\eta} \) in terms of \( \delta \) and \( \chi \).
Lemma 5.3. Assume $0 < -1/\delta \leq \frac{1}{16}$. Then, the eigenvalues $\tilde{\lambda}$ of $M^{-1}A$ given in (5.16) all satisfy

$$0 < \tilde{\lambda}_{\text{min}} \leq |\tilde{\lambda}| \leq \tilde{\lambda}_{\text{max}}$$

for some positive constants that depend on $\chi$ but not on $\delta$. Similarly, the singular values $\tilde{\eta}$ given in (5.17) all satisfy

$$0 < \tilde{\eta}_{\text{min}} \leq \tilde{\eta} \leq \tilde{\eta}_{\text{max}}$$

for some positive constants that depend on $\chi$ but not on $\delta$. Further, as $\chi \to \infty$,

$$\frac{\tilde{\lambda}_{\text{max}}}{\tilde{\lambda}_{\text{min}}} = O(\chi^2) \quad \text{and} \quad \frac{\tilde{\eta}_{\text{max}}}{\tilde{\eta}_{\text{min}}} = O(\chi^2).$$

Proof. Denote $\zeta = \sqrt{\chi^2 + 16\delta^2} > \chi$. From (5.16), it is apparent that

$$|\tilde{\lambda}_1| = \left[ \chi \frac{\chi + \zeta + \sqrt{2\chi \sqrt{\zeta + \chi}}}{2\delta} - \frac{\sqrt{2\chi \sqrt{\zeta - \chi} + 1}}{2\delta} \right]^\frac{1}{2},$$

$$|\tilde{\lambda}_2| = |\tilde{\lambda}_3| = \left[ 1 + \frac{\chi^2}{\delta^2} \right]^{\frac{1}{2}},$$

$$|\tilde{\lambda}_4| = \left[ \chi \frac{\chi + \zeta - \sqrt{2\chi \sqrt{\zeta + \chi}}}{2\delta} + \frac{\sqrt{2\chi \sqrt{\zeta - \chi} + 1}}{2\delta} \right]^\frac{1}{2}. $$

It follows from the analytic expressions in (5.18) that

$$|\tilde{\lambda}_1| \geq |\tilde{\lambda}_2| = |\tilde{\lambda}_3| \geq |\tilde{\lambda}_4|$$

for any valid choices of $\chi$ and $\delta$. Examining $|\tilde{\lambda}_1|$ and $|\tilde{\lambda}_4|$ in (5.18a,c) as $\delta$ varies over the interval $(-\infty, -16]$, it follows that

$$\tilde{\lambda}_{\text{max}} := \max \left\{ |\tilde{\lambda}_1| : \delta \in (-\infty, -16] \right\} = |\tilde{\lambda}_1|_{\delta = -16}, \quad \text{and}$$

$$\tilde{\lambda}_{\text{min}} := \min \left\{ |\tilde{\lambda}_4| : \delta \in (-\infty, -16] \right\} = |\tilde{\lambda}_4|_{\delta = -16}. $$
Thus, using the analytic expressions in (5.19), as \( \chi \to \infty \),

\[
\frac{\tilde{\lambda}_{\text{max}}}{\tilde{\lambda}_{\text{min}}} = \frac{\tilde{\lambda}_1}{\tilde{\lambda}_4}_{|_{\delta = -16}} = \frac{\chi^2}{256} + 6 + O\left(\frac{1}{\chi^2}\right) = O(\chi^2).
\]

Examining the singular values (5.17) in the same manner yields

\[
\tilde{\eta}_{1} \geq \tilde{\eta}_2 = \tilde{\eta}_3 \geq \tilde{\eta}_4.
\]

Thus,

\[
\tilde{\eta}_{\text{max}} := \max \{\tilde{\eta}_1 : \delta \in (-\infty, -16]\} = \tilde{\eta}_1|_{\delta = -16}, \quad \text{and} \quad (5.20a)
\]

\[
\tilde{\eta}_{\text{min}} := \min \{\tilde{\eta}_4 : \delta \in (-\infty, -16]\} = \tilde{\eta}_4|_{\delta = -16}. \quad (5.20b)
\]

Hence, the bounds in (5.20) yield

\[
\frac{\tilde{\eta}_{\text{max}}}{\tilde{\eta}_{\text{min}}} = \frac{17}{256} \chi^2 + \frac{33}{16} + O\left(\frac{1}{\chi^2}\right) = O(\chi^2).
\]

Lemma 5.3 indicates that the ratio of the largest to smallest eigenvalues significantly underestimates the ratio of the largest to smallest singular values (which is the \( \ell_2 \)-condition number) in the case that \( \chi \) is large. In Figure 5.1, the curves plotted are based on the above estimates for the eigenvalue range and the \( \ell_2 \)-condition number of \( \tilde{M}^{-1}\tilde{A} \) as a function of \( \chi \). Also, Figure 5.1 shows the actual values (in Fourier space) for a given instance \( n = 10^4 \).

With the bounds established for the \( 4 \times 4 \) case, Lemma 5.1 gives the eigenvalues and singular values of the full coefficient matrix \( M^{-1}A|_S \).
Figure 5.1: Eigenvalue range \( \lambda_{\text{max}}/\lambda_{\text{min}} \) and the condition number \( \eta_{\text{max}}/\eta_{\text{min}} \) as a function of \( \chi \), based on the formulae in Lemma 5.4; also plotted are actual values (\( \lambda_{\text{max}}/\lambda_{\text{min}} \) and \( \eta_{\text{max}}/\eta_{\text{min}} \), respectively) for \( n = 10^4 \).

**Lemma 5.4.** The eigenvalues of \( M^{-1}A_{|S} \) are given by

\[
\lambda_1^{\alpha\beta\gamma} = 1 + \frac{1}{2\delta\alpha\beta\gamma} \left( \chi + \sqrt{\chi(\chi - 4\delta\alpha\beta\gamma^4)} \right),
\]

\[
\lambda_2^{\alpha\beta\gamma} = \lambda_3^{\alpha\beta\gamma} := 1 + \frac{\chi}{\delta\alpha\beta\gamma^4},
\]

\[
\lambda_4^{\alpha\beta\gamma} = 1 + \frac{1}{2\delta\alpha\beta\gamma} \left( \chi - \sqrt{\chi(\chi - 4\delta\alpha\beta\gamma^4)} \right)
\]

(\( \alpha, \beta, \gamma = 0, \ldots, n - 1; \alpha^2 + \beta^2 + \gamma^2 > 0 \)). The singular values of \( M^{-1}A_{|S} \) are given by

\[
\eta_1^{\alpha\beta\gamma} := \left[ 1 + \frac{c^{\alpha\beta\gamma}}{2} + \frac{1}{2\sqrt{c^{\alpha\beta\gamma}(c^{\alpha\beta\gamma} + 4)}} \right]^{1/2},
\]

\[
\eta_2^{\alpha\beta\gamma} = \eta_3^{\alpha\beta\gamma} := \left[ 1 + \frac{\chi^2}{\delta^{\alpha\beta\gamma}^2} \right]^{1/2},
\]

\[
\eta_4^{\alpha\beta\gamma} := \left[ 1 + \frac{c^{\alpha\beta\gamma}}{2} - \frac{1}{2\sqrt{c^{\alpha\beta\gamma}(c^{\alpha\beta\gamma} + 4)}} \right]^{1/2},
\]

where \( c^{\alpha\beta\gamma} = c(-\frac{1}{\delta^{\alpha\beta\gamma}}, \chi) := \left( -\frac{1}{\delta^{\alpha\beta\gamma}} \right) \left( 1 + \chi^2 \left( 1 - \frac{1}{\delta^{\alpha\beta\gamma}} \right) \right) > 0. \)

Proof. Apply Lemma 5.1 using the scalar eigenvalues and singular values of
the 4 × 4 matrix from Lemma 5.2 along with the eigenvalues (5.12) of the
difference operators constituting (5.10).

Combining the results of the preceding lemmata gives the final result.

**Theorem 5.5.** The eigenvalues and singular values of \( M^{-1}A|_S \) are bounded
above and below independent of the grid size \( h \). Further, the eigenvalue range
\( \lambda_{\text{max}}/\lambda_{\text{min}} \) and the \( \ell_2 \)-condition number \( \eta_{\text{max}}/\eta_{\text{min}} \) are bounded independent of
the grid, but grow quadratically with the parameter \( \chi := \omega \mu \sigma \); i.e.

\[
\frac{\lambda_{\text{max}}}{\lambda_{\text{min}}} = O(\chi^2) \quad \text{and} \quad \frac{\eta_{\text{max}}}{\eta_{\text{min}}} = O(\chi^2).
\]

The practical implication of Theorem 5.5 is that the number of iterations required for convergence (up to a set positive tolerance) of a Krylov
method for (5.10) preconditioned by the real parts of the leading blocks is
expected to be small and independent of the grid size. As the frequency \( \omega \)
increases in a range where \( \omega \mu \sigma \gg 1 \), the number of iterations is expected to
grow like \( \omega^2 \).

The full inversions of the Laplacians on the main block diagonal of \( M \)
may be prohibitively expensive as a preconditioner. Instead, consider applying just one multigrid cycle. Denote by \( B \) the approximate inverse for \( M|_S \)
obtained in this way. It is well known (e.g. [56, 113]) that for a \( W \)-cycle using
standard grid transfer and coarse grid operators and a sufficiently good
smoothing rate (e.g. two red-black Gauss-Seidel sweeps before and after the
coarse grid correction), there is a constant \( c \) independent of the grid size such
that
\[ \| I - BM \| \leq c < 1. \]

This implies that the condition number of $BM$ is bounded. Writing
\[ \text{cond}(BA) \leq \text{cond}(BM) \text{cond}(M^{-1}A) \]
and applying Theorem 5.5 now yields similar results for the one multigrid cycle preconditioner.

**Corollary 5.6.** The condition number of $BA$, the problem matrix preconditioned by one multigrid cycle, is bounded independent of the grid size $h$. This condition number increases quadratically with the parameter $\chi := \omega \mu \sigma$.

As a result of the preceding corollary, it is hoped that at low- to mid-range frequencies $\omega$, using a few multigrid $W$- or $V$-cycles to approximate the inversion of the diagonal blocks yields a robust preconditioner for the linear system (5.1).

### 5.4 Numerical Experiments

In the experiments that follow, the parameters $\varepsilon = \varepsilon_0 = 8.8542 \times 10^{-12}$ F/m and the permittivity $\mu = \mu_0 = 4\pi \times 10^{-7}$ H/m are fixed constants. The grids used are either uniform or exponentially-widening (as described in [6]). The domain $\Omega$ is the cube $[-1, 1]^3$ and the homogeneous boundary conditions (3.32) are imposed on $\partial\Omega$ as described in Chapter 3. Although use of the boundary conditions (3.32) requires a domain $\Omega$ that is sufficiently
large, the experiments here focus on the performance of iterative solvers based on multigrid algorithms; this is unrelated to the specific boundary conditions implemented [18].

In comparing the performances of BiCGStab, QMR, and GMRES [10] in solving the linear systems of [6], BiCGStab performs significantly better; hence, consistent with the experiments of [6, 53, 54], preconditioned BiCGStab is chosen as the Krylov-subspace solver for the linear systems in the experiments that follow. As a convergence criterion for all BiCGStab iterations, a reduction of the relative residual to within a tolerance of $10^{-7}$ is required. Results from all experiments are given in terms of iteration counts.

Several preconditioning strategies are compared for performance.

1. Exact solves of diagonal blocks ($M_E$): The real parts of the diagonal blocks, namely

$$\text{diag} \left( \Delta^h + \omega^2 \epsilon I, \Delta^h + \omega^2 \epsilon I, \Delta^h + \omega^2 \epsilon I, (\text{div})^h, (\text{grad})^h \right),$$

are inverted exactly in each iteration by iterating a multigrid solver to convergence. This differs slightly from (5.4) due to the nonvanishing Helmholtz shift $\omega^2 \epsilon$. For the range of frequencies considered, the difference between this preconditioning strategy and the one analyzed in Section 5.3 is negligible.

2. Multigrid preconditioning ($M_M$): Single V(2,1)-cycles are applied for each of the diagonal blocks to approximate the effect of $M_E$ as in (5.7). For the (1,1), (2,2), and (3,3) blocks of $M_M$, point red-black Gauss-Seidel
smoothing is used if the grid is uniform. Otherwise, alternating-plane
smoothing is used. For the (4,4) block, alternating-plane smoothing is
used in all cases.

3. ILU preconditioning ($M_I$): An incomplete-LU factorization is computed
using the real part of the matrix $M_E$ as in (5.5). A drop tolerance $10^{-2}$
is applied.

4. SSOR preconditioning ($M_S$): The value $\alpha = 1.0$ used for the over-
relaxation parameter in (5.3b).

The multigrid solver used is Dendy's code BOXMG (a black-box multi-
grid solver, see [35, 36]). For Poisson or simple Helmholtz problems on uniform
 grids, point red-black Gauss-Seidel smoothing cheaply inverts the (1, 1), (2, 2),
and (3, 3) blocks. For the inhomogeneous diffusion operator in the (4,4) block
and for problems on non-uniform grids, alternating-plane smoothing is required
to achieve reasonable multigrid performance, as observed in [1, 35, 36]. This
gives a slight cause for concern due to the greater cost of plane relaxations.
However, for large, highly inhomogeneous problems, the multigrid precondi-
tioner applied with alternating-plane smoothing yields a robust solver.

In terms of computing costs (floating point operations or wall-clock
time), the SSOR preconditioner $M_S$ is cheapest. The ILU preconditioner $M_I$
is slightly more expensive per iteration (depending on the level of fill) and
requires some cost to set up, but is still fairly cheap. When on uniform grids
and point red-black Gauss-Seidel smoothing is used on the Laplacian blocks,
the multigrid preconditioner $M_M$ takes roughly four times as long per iteration.
as the preconditioner $M_f$; for nonuniform grids, alternating-plane relaxation is needed, so each iteration of $M_M$ is roughly 8.5 times as long as one of $M_f$.

![Figure 5.2: Cross-section of $\sigma_B$ (a conducting block in a half-space).](image)

As a first model, define the conductivity $\sigma_B$ in $\Omega$ by

$$\sigma_B(x, y, z) = \begin{cases} 
\sigma_{\text{air}}, & z > 0; \\
\sigma_{\text{cond}}, & |x| \leq \frac{1}{5}, |y| \leq \frac{1}{5}, -\frac{1}{5} \leq z \leq 0; \\
\sigma_{\text{ground}}, & \text{otherwise.}
\end{cases}$$

(5.23)

This models a conducting block of conductivity $\sigma_{\text{cond}}$ embedded in a half-space. For the second test, consider the conductivity $\sigma_E$ describing an ellipsoid buried underground (cf. (4.42b)). This constitutes a more difficult problem because the material interfaces do not align with the grid. The conductivity $\sigma_{\text{ground}}$ of the earth is $\sigma_{\text{ground}} = 10^{-3}$ S/m and the conductivity $\sigma_{\text{air}}$ of the air is $\sigma_{\text{air}} = 10^{-7}$ S/m (which regularizes $\sigma$ as in (5.9)). Thus, the parameters $\sigma_{\text{cond}}$ and $\omega$ are varied to compare performances of various preconditioners. The applied electromagnetic source term $J_e$ in (3.31) is either an electric or a magnetic dipole source as in [53, 110], while $J_m \equiv 0$.

Consider first varying $\omega$ over the moderate range $[10^0, 10^4]$ Hz, and
varying $\sigma_{\text{cond}}$ over the range $[10^{-2}, 10^2]$ S/m. These ranges translate to the parameter $\chi$ in (5.15) lying in the interval $[4\pi \times 10^{-9}, 4\pi \times 10^{-1}]$ m$^{-2}$. The jump discontinuities in $\sigma$ for this range of $\sigma_{\text{cond}}$ are between 5 and 9 orders of magnitude. For an electric dipole source, the results when discretized on uniform and nonuniform grids are tabulated in Tables 5.1 and 5.2 respectively.

Tables 5.3 and 5.4 present results from similar trials on uniform and nonuniform grids respectively with a divergence-free magnetic dipole source term instead. Table 5.5 presents results of a similar set of trials with the model $\sigma_\varepsilon$ discretized on a set of uniform grids with an electric dipole source term.

All of the trials summarized in Tables 5.1–5.5 clearly show evidence of grid-independent rates of convergence of the Krylov method when preconditioned by $M_E$ or $M_M$, as opposed to $M_I$ or $M_S$. In spite of the seemingly strong
The results also show virtually identical performance in terms of iteration counts for the exact preconditioner $M_E$ versus the single multigrid $V(2,1)$-cycle $M_M$. This observation suggests that solving the diagonal blocks exactly is unnecessary, at least within this frequency range. In particular, single $V(2,1)$-cycles work as effectively as the preconditioner $M_E$, with considerable savings in computational work.

Another interesting aspect of these results is that the iteration counts for all the preconditioners do not appear to depend strongly on $\omega$ or $\sigma_{\text{cond}}$. Looking at Figure 5.1, the spread of eigenvalues and the $l_2$-condition number...
### BiCGStab iterations

<table>
<thead>
<tr>
<th>$\sigma_{\text{cond}}$ (S/m)</th>
<th># of cells</th>
<th>$\omega = 10^4\text{Hz}$</th>
<th>$\omega = 10^2\text{Hz}$</th>
<th>$\omega = 10^4\text{Hz}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$M_E$</td>
<td>$M_M$</td>
<td>$M_I$</td>
</tr>
<tr>
<td>$10^{-2}$</td>
<td></td>
<td>1</td>
<td>4</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td></td>
<td>20</td>
<td>4</td>
<td>13</td>
</tr>
<tr>
<td></td>
<td></td>
<td>30</td>
<td>4</td>
<td>19</td>
</tr>
<tr>
<td></td>
<td></td>
<td>40</td>
<td>4</td>
<td>27</td>
</tr>
<tr>
<td></td>
<td></td>
<td>50</td>
<td>4</td>
<td>32</td>
</tr>
<tr>
<td>$10^0$</td>
<td></td>
<td>1</td>
<td>4</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td></td>
<td>20</td>
<td>4</td>
<td>13</td>
</tr>
<tr>
<td></td>
<td></td>
<td>30</td>
<td>4</td>
<td>19</td>
</tr>
<tr>
<td></td>
<td></td>
<td>40</td>
<td>4</td>
<td>27</td>
</tr>
<tr>
<td></td>
<td></td>
<td>50</td>
<td>4</td>
<td>32</td>
</tr>
<tr>
<td>$10^2$</td>
<td></td>
<td>1</td>
<td>5</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td></td>
<td>20</td>
<td>5</td>
<td>13</td>
</tr>
<tr>
<td></td>
<td></td>
<td>30</td>
<td>4</td>
<td>19</td>
</tr>
<tr>
<td></td>
<td></td>
<td>40</td>
<td>5</td>
<td>27</td>
</tr>
<tr>
<td></td>
<td></td>
<td>50</td>
<td>5</td>
<td>31</td>
</tr>
</tbody>
</table>

Table 5.3: $\sigma = \sigma_B$ and magnetic dipole source on uniform grids. Each iteration of $M_M$ is roughly 4 times as long as a single iteration of $M_I$.

### BiCGStab iterations

<table>
<thead>
<tr>
<th>$\sigma_{\text{cond}}$ (S/m)</th>
<th># of cells</th>
<th>$\omega = 10^4\text{Hz}$</th>
<th>$\omega = 10^2\text{Hz}$</th>
<th>$\omega = 10^4\text{Hz}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$M_E$</td>
<td>$M_M$</td>
<td>$M_I$</td>
</tr>
<tr>
<td>$10^{-2}$</td>
<td></td>
<td>3</td>
<td>3</td>
<td>23</td>
</tr>
<tr>
<td></td>
<td></td>
<td>40</td>
<td>3</td>
<td>30</td>
</tr>
<tr>
<td></td>
<td></td>
<td>50</td>
<td>2</td>
<td>37</td>
</tr>
<tr>
<td>$10^0$</td>
<td></td>
<td>3</td>
<td>3</td>
<td>23</td>
</tr>
<tr>
<td></td>
<td></td>
<td>40</td>
<td>3</td>
<td>30</td>
</tr>
<tr>
<td></td>
<td></td>
<td>50</td>
<td>3</td>
<td>37</td>
</tr>
<tr>
<td>$10^2$</td>
<td></td>
<td>3</td>
<td>3</td>
<td>21</td>
</tr>
<tr>
<td></td>
<td></td>
<td>40</td>
<td>4</td>
<td>30</td>
</tr>
<tr>
<td></td>
<td></td>
<td>50</td>
<td>3</td>
<td>37</td>
</tr>
</tbody>
</table>

Table 5.4: $\sigma = \sigma_B$ and magnetic dipole source on nonuniform grids. Each iteration of $M_M$ is roughly 8.5 times as long as a single iteration of $M_I$. 
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Table 5.5: $\sigma = \sigma_E$ and electric dipole source on uniform grids. Each iteration of $M_M$ is roughly 4 times as long as a single iteration of $M_I$.

is quite flat until $\chi \approx 10^1 \text{ m}^{-2}$. Once $\chi$ gets larger, however, the quadratic dependence of both quantities on $\chi$ becomes apparent and we can see the condition number getting far worse. Since $\chi$ is at most $4\pi \times 10^{-1} \text{ m}^{-2}$ in the trials so far, the iterations do not change much as $\sigma_{\text{cond}}$ and $\omega$ are varied within this range.

Table 5.6: $\sigma = \sigma_B$ over a range of frequencies.

To better observe the effect of increasing the parameter $\chi$, fix the underlying conductivity model with $\sigma_{\text{cond}} = 10^2 \text{ S/m}$ and vary the frequency $\omega$ over a larger range using an electric dipole source. The multigrid pre-
conditioner $M_M$ and the ILU preconditioner $M_I$ are compared for problems
discretized on uniform grids and the results are summarized in Table 5.6. Ta-
ble 5.6 demonstrates the degradation of both preconditioning strategies $M_M$
and $M_I$ with increasing frequency. As in the other trials, iteration counts for
the ILU-preconditioned system grow as the grid is refined, as opposed to the
grid-independent iteration counts observed for the multigrid-preconditioned
system. At the highest frequency $\omega = 10^6$ Hz, $\chi \approx 4\pi \text{ m}^{-2}$. Moreover, the
performance of both preconditioners worsens significantly in increasing $\omega$ from
$10^5$ Hz to $10^6$ Hz. This is consistent with the sharp rise observed in $\bar{\eta}_{\text{max}}/\bar{\eta}_{\text{min}}$
in Figure 5.1 near $\chi \approx 10 \text{ m}^{-2}$. Thus, the observations for higher frequencies
agree well with the predictions of the Fourier analysis. This example is set
over a short length scale, but the same quantitative results apply in terms of
iteration counts on larger domains.

The CPU-time required for each iteration\(^2\) of the multigrid precondi-
tioner is roughly 4 times more than that for the ILU preconditioner in case of
a uniform grid, and roughly 8.5 times more in the case of the exponentially
widening grid (due to the additional cost of alternating-plane relaxations).
Thus, using the ILU preconditioner $M_I$ actually results in a faster algorithm
than using the multigrid preconditioner $M_M$ for coarse discretizations. But
for fine discretizations (i.e., all cases recorded in Table 5.6) the multigrid pre-
conditioner is significantly more efficient. Obviously, there is a crossover point

\(^2\)The iteration times are compared by running trials with the preconditioners $M_M$ and $M_I$ on various machines. Precise computational work estimates for BOXMG are in [35, 36].
convergence to a fixed tolerance within a constant number of iterations independent of the grid spacing \( h \). In this example, the crossover point occurs for grid sizes that are well within practical range. A more specific implementation of the multigrid cycle could improve the efficiency of the preconditioner further, and lead to an earlier crossover point.

As a final test, Figure 5.3 presents convergence curves comparing the performance of \( M_M \)-preconditioned BiCGStab with an algebraic multigrid code\(^3\). The test problem uses the ellipsoidal model coefficient \( \sigma_E \) from (4.42b) discretized on a grid of \( 30 \times 30 \times 30 \) cells. The code BOXMG is applied as a black-box solver to the dominant diagonal blocks of \( A \) in (5.1) while the other code applies an algebraic multigrid method to the full system. The results for \( M_M \) are plotted for several frequencies, while those for the algebraic solver (denoted by AMG in the Figure 5.3) are only plotted for one frequency; with the algebraic multigrid method used, the convergence curves are virtually identical for the distinct frequencies considered. Although restricted to a small test case due to implementation details, the results summarized in Figure 5.3 are important in demonstrating the favorable convergence behavior for \( M_M \) in spite of the cruder approximation inherent in this preconditioning strategy. The multigrid-preconditioning strategy turns out to be competitive with the more intensive full AMG solver in spite of the added simplicity (indeed, for this comparison, the wall-clock time for AMG is nearly ten times greater). This emphasizes the utility in the approach adopted throughout this research of deriving preconditioners from the structure of the PDE model as opposed

\(^3\)The AMG code was generously provided by Yair Shapira.
to more brute force solvers.

Figure 5.3: Comparison of AMG solver and $M_M$. 
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Chapter 6

Conclusions

6.1 Research Summary

Starting from the mathematical foundations of electromagnetic theory, this research addresses various concerns relevant to low-frequency electromagnetic simulation in geophysical or medical inverse problems. Drawing on the experience of practitioners of computational fluid dynamics, a PDE description suitable for moderate-frequency regimes is derived. With an appropriate continuous formulation, a finite-volume discretization is presented that possesses the conservation properties of the established Yee scheme and provides a sensible framework for respecting subtle interface conditions. A study of the consequences of staircase approximations to complex geometries in diffusive problems highlights the feasibility of Cartesian grids widely applied in practice. Finally, a family of preconditioners for the iterative solution of the resulting systems of equations is constructed, analyzed, implemented, and tested, yielding reliable solvers for large-scale three-dimensional problems.
An underlying contention of this work is that the construction of reliable numerical schemes and algorithms for the solution of PDEs is inextricably linked to the selection of physically meaningful and mathematically consistent forms of the associated continuous problems. The assumptions underlying the PDE model are critically examined from this perspective in Chapter 3. For the ranges of parameters considered, second-order boundary-value PDEs in the magnetic field $H$ are ruled out due to the strong discontinuities in the conductivity $\sigma$. To circumvent difficulties caused by the nontrivial kernel of the dominant curl operator, the electric field is split with a Helmholtz decomposition into divergence-free and curl-free components expressed in terms of vector and scalar potential variables $A$ and $\phi$. The resulting indefinite PDE system is subsequently stabilized by subtracting a vanishing correction $\text{grad} (\mu^{-1} \text{div} A)$. Applying techniques established in the study of incompressible fluid flow, an extra differentiation yields a diffusion PDE for the scalar potential $\phi$ resembling a pressure-Poisson equation. The resulting diffusion equation replaces the gauge condition, yielding a PDE operator in Cartesian coordinates with much weaker coupling between solution components than the original PDE in the standard variables $E$ or $H$. The new PDE problem is completed with two extra boundary conditions: one is needed to specify the Helmholtz decomposition and the other is required due to the additional differentiation. The logical progression outlined in Chapter 3 provides the analytical foundation on which the subsequent discretization and iterative methods stand.

With the PDE (3.31) expressed in terms of scalar and vector poten-
tials, the finite-volume discretization (4.28) is derived as in [53, 54]. As with the Yee scheme, the important conservation properties of the discretization (4.28) result from careful interlacing of field components on a grid staggered in space. In addition, the finite-volume arguments used to derive the discrete equations (4.28) provide a logical framework for the discrete representations of discontinuous material coefficients. As a result, discrete solutions approximate necessary interface conditions (3.34) at the junctions of distinct physical media. Furthermore, the coefficient matrix of the linear system stemming from the discretization (4.28) inherits block-diagonal dominance from the ellipticity and structure of the PDE operator in (3.31) expressed in Cartesian coordinates. The structure of this linear system is amenable to the preconditioners described in Chapter 5.

Discretization schemes widely used in practice for inverse problems are based on the assumption that the isotropic, inhomogeneous material coefficients are piecewise constant on grid cells. With standard Cartesian tensor-product grids, this supposition limits the resolution of interfaces between physical media to staircase approximations aligned with the faces of the cells of the grid. For straightforward scalar inhomogeneous diffusion problems, Proposition 4.1 states that if an interface between media is perturbed by $O(h)$, then the gradient of the solution of a perturbed diffusion problem differs from the gradient of a solution of an unperturbed diffusion problem by $O(h^{\frac{1}{2}})$ in the $L_2$-norm. Furthermore, in one dimension, the solution of the diffusion problem itself is perturbed by $O(h)$ in the $L_1$, $L_2$, and $L_\infty$-norms; this is particularly
surprising given that a perturbation of $O(h)$ of the interface generally results in a perturbation of $O(1)$ in the $L_\infty$-norm of diffusion coefficient. While extension of the one-dimensional result to higher dimensions is not obvious, the numerical study of Section 4.4.2 suggests the same result holds in three dimensions. Thus, the implicit assumption of insensitivity of PDE solutions to staircase approximations of material interfaces is shown to be justifiable within the range of diffusive problems considered.

With the numerical scheme (4.28) and the corresponding sparse system of linear algebraic equations established, various preconditioned Krylov-subspace methods are considered for the iterative solution of the equations. A preconditioning strategy that stands out is one based on isolating the dominant diagonal blocks of the coefficient matrix. These blocks correspond to discretizations of uncoupled, scalar, elliptic PDEs with well-established solution techniques. Two robust preconditioners emerge that approximate inversions of the diagonal blocks, one based on ILU-factorization and another using a multigrid method. The reliability of these block-diagonal preconditioners follows directly from the properties of the PDE operator at moderate frequencies.

The Fourier analysis of Section 5.2 supports the preceding assertion. Under the assumptions outlined in Section 5.2, the coefficient matrix of the discrete linear system has a block structure wherein all blocks share Fourier modes as eigenvectors. As a result, Theorem 5.5 provides explicit bounds for the eigenvalue range and the $\ell_2$-condition number independent of the grid spacing. Moreover, these bounds are shown to grow quadratically with $\chi = \omega \mu \sigma$,
so degradation in the performance of block diagonal preconditioning strategies is expected as the frequency grows. In spite of the extreme limitations of the Fourier analysis, experiments in Section 5.4 strongly support the theoretical predictions for a variety of cases. Thus, for sources having compact support, the action near the boundary is negligible, so the local analysis captures the essential properties of the discrete operator well even in the presence of strong spatial inhomogeneities. Further, the block diagonal solver is observed to be competitive with an algebraic multigrid solver for the full discrete system, emphasizing the strength of the simpler block-diagonal preconditioning strategy.

6.2 Future Research

The formulation of the boundary-value problem (3.31) in terms of the vector and scalar potentials \((A, \phi)\) is presented in Chapter 3 with the explicit assumption of existence of solutions. For Maxwell’s equations expressed in the usual field variables \(E\) and \(H\), establishing the existence and regularity of solutions in distinct physical contexts remains an area of active research in the mathematical community (e.g. [4, 97]). Complications within the geophysical context include the rough nature of the inhomogeneous coefficients and solutions and the selection of appropriate boundary conditions. For the purpose of applied computations within this work, proceeding with experimentation based on the assumption of well-posedness is justifiable. However, for the sake of mathematical consistency, the existence of solutions in appropriate spaces should be established.
Another mathematical question to address is the convergence of the finite-volume scheme (4.28). The derivation provided in Chapter 4 and the results of [54, 53] show that the method is consistent and second-order accurate; however, as is well-known in the numerical analysis community, given consistency of a numerical scheme, stability (in whatever appropriate sense) is generally required to conclude convergence. It is possible that searching for a relationship with established techniques using finite elements will point the way to a convergence proof (e.g., as in [81]).

The analysis and experiments of Section 4.4 raise a few interesting questions. It remains to extend Proposition 4.2 beyond the simple ODE case for one dimension; that is, is it true that a perturbation of $O(h)$ in the resolution of the interface between distinct media results in a perturbation of $O(h)$ in the solution of the inhomogeneous diffusion problem in the $L_\infty$-norm? A similar theoretical result for more general elliptic PDE problems (including time-harmonic Maxwell's equations) would also be of practical utility. For more general boundary conditions and geometries in higher dimensions, more sophisticated analytical tools are needed to push the result up.

Approximate boundary conditions in computational electromagnetics constitute a broad area of research. An assumption implicit in many of the experiments and the analysis of this thesis is that the accuracy of the chosen boundary conditions for Maxwell's equations is not crucial for the family of applications studied herein. Although outside the scope of this work, it might be worthwhile to examine the suitability of this assumption with a numeri-
cal study comparing the solutions of Maxwell’s equations with PML, PMC, absorbing, or other boundary conditions. There are some examples of such comparisons at high frequencies [31, 104, 105] but not at lower frequencies of interest here.

Another possible extension of the current work would be in the development of a time-domain code for Maxwell’s equations. Some geophysical surveys rely on time-domain models of macroscopic electromagnetic behavior rather than time-harmonic frequency-domain models. For instance, in transient electromagnetic surveys, a DC source current in a steady state is abruptly shut off. The practical reason for shutting off the source in this manner is to allow receivers to measure the secondary electromagnetic fields due to currents induced in conductors without measuring the primary field caused by the source (that may be several orders of magnitude larger [82]). For transient electromagnetic phenomena and problems with discontinuous coefficients, the frequency-domain PDE models, spatial discretizations (see also [6, 53]) and solvers studied herein could be adapted for the time domain. For parabolic problems of interest, it is likely that implicit time-stepping is needed, unlike the explicit time-stepping used with the FD-TD method [104, 100, 112]. That being the case, the solvers described in Chapter 5 are of great utility; see [11, 70, 63] among other efforts.
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