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abstract

A study due to Emil Post shows that, although the lattice of clones in two-valued algebraic logic is countably infinite, there exist only finitely many clones that contain both constants, and only finitely many that contain the negation function. There are, however, uncountably many $k$-valued clones for all $k > 2$; in fact, it is known that uncountably many clones contain all constants.

The constants of two-valued logic can also be regarded as the set of noninvertible, unary functions on a two element domain. It is shown here that, for values of $k$ greater than two, there remain only finitely many $k$-valued clones containing all such functions. Similarly, one can generalize the set of clones in Post's lattice that contain the negation function to those $k$-valued clones that contain all invertible, unary functions. Once again, there are only finitely many such clones, and they can be described explicitly.

These two generalizations of sets of two-valued clones are presented with an introduction to the study of the lattice of clones, and a survey of relevant results. We also note and discuss the fact that the latter result serves to give a description of all homogeneous relation algebras over a finite underlying set.
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Chapter 1

Preliminaries

1.1 Introduction

Clone theory is an algebraic study of the composition of functions that provides a common abstraction of two disciplines: multiple-valued propositional logic, and universal algebra. The matter under study is that of what functions of several variables, over a fixed universe, can be formed from other, given functions using composition operations. A set of functions that is closed under composition is called a clone.

The problem is natural to state in the context of digital circuitry. A function of \( n \) variables models a logic gate with \( n \) inputs and one output. An expression formed by composition of functions represents a circuit without feedback. A clone, then, corresponds to the set of all circuits that can be constructed solely from particular types of gates.

\[
\begin{array}{c|c|c}
\text{et}(x, y) & 0 & 1 \\
0 & 0 & 0 \\
1 & 0 & 1
\end{array}
\quad
\begin{array}{c|c|c}
\text{vel}(x, y) & 0 & 1 \\
0 & 0 & 1 \\
1 & 1 & 1
\end{array}
\quad
\begin{array}{c|c}
x & 0 & 1 \\
\text{neg}(x) & 1 & 0
\end{array}
\]

Figure 1.1: \( f(x, y) = \text{et}(\text{vel}(x, y), \text{neg}(\text{et}(x, y))) = x + y \)

Algebraic operations, from the point of view of universal algebra, are simply functions of several variables, and terms are the formal composition of operations. The terms of an algebra can themselves be interpreted as functions of several variables, by evaluation. The set of all functions
that can be expressed as terms of a given algebra form a clone, and, conversely, every clone is the set of term functions for some algebra. The study of clones is thus also intimately related to the study of universal algebras.

The remainder of this first chapter establishes notation and provides a collection of definitions relevant to clone theory, with the intent of keeping the presentation as self-contained as possible. The last section states and proves a fundamental correspondence theorem.

Clones over a given domain form a lattice under set inclusion. The second chapter offers a selective introduction and survey of the known properties of this lattice when the domain is finite. Clones over a two-valued domain are completely understood, and their description is summarized in Section 2.1. When the size of the domain exceeds two, the structure of the lattice is inherently far more complex, and it is impossible to give a description of the same sort.

The third chapter presents two parallel results. Both are a determination of all clones over a finite domain containing a given set of unary functions. The first generalizes a result due to Jablonski in order to find the clones containing the non-invertible unary functions, $\Omega_k$. The second begins with an analogous result due to Salomaa and expands upon a paper by Haddad and Rosenberg in order to treat those clones containing all invertible unary functions, $S_k$. In both cases, the argument proceeds by proving and then combining a series of technical lemmata, most of which are based on the results and methods of Salomaa and Jablonski. The unary clones that contain $\Omega_k$ and $S_k$ are respectively characterized, and the results are then extended to nonunary clones. In both cases, there are only finitely many clones over a domain of finite cardinality that contain the given unary functions.

We conclude by considering how these results generalize their two-valued instances. We indicate that they also serve to characterize two classes of highly symmetric relation algebras, and leave the reader with some thoughts on further research.
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1.2 Terminology for clone theory

The definitions and notation used here are, for the most part, drawn from Chapter 1 of Pöschel and Kalužnin [33] and the universal algebra references of Grätzer [16] or Burris and Sankappanavar [6].

We begin with some definitions related to the fundamental objects of clone theory; that is, functions of one or more variables with domain and codomain equal to a fixed set. Let \( \mathbb{N} = \{1, 2, 3, \ldots\} \) denote the natural numbers. For a given set \( A \) and \( n \in \mathbb{N} \), let \( P_A^{(n)} \) denote the set of all functions \( f: A^n \rightarrow A \). Let

\[
P_A = \bigcup_{n \in \mathbb{N}} P_A^{(n)} \tag{1.1}
\]

For any \( F \subseteq P_A \) and \( n \in \mathbb{N} \), we define \( F^{(n)} = F \cap P_A^{(n)} \). A function \( f \) is said to be of \textit{arity} \( n \) if \( f \in P_A^{(n)} \). Since (1.1) is clearly a disjoint union, we may also define the \textit{arity} or \textit{order} function \( o : P_A \rightarrow \mathbb{N} \) by \( o(f) = n \) if \( f \in P_A^{(n)} \). Furthermore, suppose \( f \in P_A^{(n)} \). Then the \( i \)th variable of \( f \), \( x_i \), for \( 0 < i \leq n \), is said to be essential if there exist \( a_j \in A \), for \( 0 < j \leq n \), \( j \neq i \), and \( u, v \in A \), for which

\[
f(a_1, a_2, \ldots, u, \ldots, a_n) \neq f(a_1, a_2, \ldots, v, \ldots, a_n),
\]

where the \( u \) and \( v \) are in the \( i \)th position. In alternate phrasing, \( f \) depends on the \( i \)th variable. If this is not the case, the \( i \)th variable is said to be fictitious. The \textit{essential arity} of a function \( f \in P_A \), denoted by \( o_e(f) \), shall then be defined to be the number of variables on which \( f \) depends. If \( f \) depends on all of its variables, that is \( o(f) = o_e(f) \), \( f \) itself is said to be essential. If \( o(f) = 1 \) or \( o_e(f) = 1 \), \( f \) will be called a \textit{unary} or \textit{essentially unary} function, respectively.

We also write the \textit{range} of a function \( f \in P_A^{(n)} \) as

\[
rng(f) = \{a : \exists x \in A^n \text{ such that } a = f(x)\}.
\]
By way of illustrating these definitions, let $A = \{0, 1\}$, and let

<table>
<thead>
<tr>
<th>$(x_1, x_2, x_3)$</th>
<th>$f(x_1, x_2, x_3)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>000</td>
<td>0</td>
</tr>
<tr>
<td>001</td>
<td>0</td>
</tr>
<tr>
<td>010</td>
<td>1</td>
</tr>
<tr>
<td>011</td>
<td>1</td>
</tr>
<tr>
<td>100</td>
<td>1</td>
</tr>
<tr>
<td>101</td>
<td>1</td>
</tr>
<tr>
<td>110</td>
<td>1</td>
</tr>
<tr>
<td>111</td>
<td>1</td>
</tr>
</tbody>
</table>

Then $f \in P_A^{(3)}$ and $o(f) = 3$, but $o_e(f) = 2$, since $f$ does not depend on its third argument.

It will often be desirable to apply a function $f$ to the rows of an $m \times n$ matrix. If $a_{ij} \in A$ for $0 \leq i < m$ and $0 \leq j < n$ and $f \in P_A^{(n)}$, we shall write $f((a_{ij}))$ to abbreviate the $m$-tuple which has components $f(a_{i0}, a_{i1}, \ldots, a_{i,n-1})$, for $0 \leq i < m$.

There are several ways to write a function explicitly. In the example above, we made use of a table of values. In order to be somewhat more succinct and descriptive, one may use a generalization of the familiar conjunctive and disjunctive normal forms from the two-element domain up to a finite domain of arbitrary size. Suppose $A = \{0, 1, \ldots, k-1\}$ and, using the usual ordering of the natural numbers, define $x \wedge y = \min \{x, y\}$, and abbreviate $x \wedge y$ simply by $xy$, since the operation is associative. Also let $x \vee y = \max \{x, y\}$, and define $d_i \in P_A^{(1)}$ for $i \in A$ by

$$d_i(x) = \begin{cases} k - 1 & \text{if } x = i \\ 0 & \text{otherwise.} \end{cases}$$

Write $d_i(x)$ also as $x^i$. Then it is a simple matter to verify that, if $f \in P_A^{(n)}$,

$$f(x_0, x_1, \ldots, x_{n-1}) = \bigvee_{\sigma_0, \sigma_1, \ldots, \sigma_{n-1} \in A} x_0^{\sigma_0} x_1^{\sigma_1} \cdots x_{n-1}^{\sigma_{n-1}} f(\sigma_0, \sigma_1, \ldots, \sigma_{n-1}).$$

We can also represent a function $f \in P_A^{(n)}$ as a polynomial over a field, if the cardinality of the underlying set is a prime power: one identifies $A$ with the field $GF(|A|)$, then writes $f$ as a
polynomial \( p \in GF(|A|)[x_0, x_1, \ldots, x_{n-1}] \). This is sometimes called the representation by \( \text{Zegalkin polynomials} \). It will be of use in this document when \(|A| \) is one of 2, 3, and 4.

We shall regard the composition of any two functions in \( P_A \) as an algebraic operation, in a way which the following definitions are intended to make precise. The language and basic concepts of universal algebra provide a natural framework for discussing the composition of logic functions. The fundamental objects of the discipline of universal algebra itself include the functions \( P_A \), and here, as in other areas of mathematics, we find that the objects comprising the theory's tools are also admissible as objects which the theory describes. Therefore, we shall now outline some concepts from universal algebra, using the text by Burris and Sankappanavar [6] as a reference. The material that follows is not intended as an introduction, but rather as a compendium of definitions included to minimize ambiguity in the chapters that follow, and to indicate explicitly some of the underlying mathematical notions found in clone theory.

We begin by defining partial orders and lattices. Let \( A \) be a set together with a binary relation \( \leq \) possessing the following properties for all \( x, y, z \in A \):

1. \( x \leq x \) (reflexive property)
2. \( x \leq y \) and \( y \leq z \Rightarrow x \leq z \) (transitive property)
3. \( x \leq y \) and \( y \leq x \Rightarrow x = y \) (antisymmetric property)

Then the pair \((A, \leq)\) is called a partial order on \( A \). If, in addition, \((A, \leq)\) has the further properties:

1. There exists an element \( 0 \in A \) for which \( \forall x \in A, \, 0 \leq x, \)
2. There is also an element \( 1 \in A \) for which \( \forall x \in A, \, x \leq 1, \)
3. For every two elements \( x, y \in A \), there exists a unique element, denoted by \( x \land y \in A \) and called the meet of \( x \) and \( y \), for which \( x \land y \leq x, \, x \land y \leq y, \) and \( \forall z \in A \) if \( z \leq x \) and \( z \leq y, \) then \( z \leq x \land y. \)
4. Similarly, there exists a unique element \( x \lor y \in A \), called the join of \( x \) and \( y \), for which:
   \( x \leq x \lor y, \, y \leq x \lor y, \) and \( \forall z \in A \) if \( z \leq x \) and \( y \leq z, \) then \( x \lor y \leq z. \)
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$(A, \leq, \wedge, \vee)$ is called a lattice. If it is also the case that, for any subset $X \subseteq A$, there exists a unique element $\wedge X$ for which $\wedge X \leq x$, $\forall x \in X$, and if $\exists z \in A$ for which $z \leq x$, $\forall x \in X$, then $z \leq \wedge X$, and the element $\vee X$ exists correspondingly, then the lattice is said to be complete. $\wedge X$ is the join of the set $X$, called also the infimum of $X$. $\vee X$ is the meet, or the supremum, of $X$. An element $x \in A$ is compact if

$$\forall X \subseteq A : x \leq \vee X \Rightarrow \exists \text{ finite } Y \subseteq X, \text{ for which } z \leq \vee Y.$$  

A complete lattice in which every element is the supremum of compact elements is termed algebraic.

If a pair of distinct poset elements $x$ and $y$ satisfy $x \geq y$, and $x \geq z \geq y$ implies that $z = x$ or $z = y$, we say that $x$ covers $y$. A chain in a poset from $x_1$ to $x_n$ is a finite subset \{x_1, x_2, \ldots, x_n\} for which $x_i$ covers $x_{i-1}$, for $2 \leq i \leq n$. The height of $y$ over $x$, denoted by $h(x, y)$, is the length of the shortest chain from $x$ to $y$, or $\infty$ if there is no chain from $x$ to $y$.

In a lattice, an element $x$ which covers 0 is called a minimal element, or atom. If every element not equal to 0 contains an atom, then the lattice is said to be atomic. Analogously, an element covered by 1 is called maximal, or a coatom. A lattice is coatomic if every element not equal to 1 is contained in a coatom.

A subset of a lattice which satisfies the lattice properties (1) through (4) itself is termed a sublattice. One frequently-encountered instance of a sublattice of a lattice $A$ is, for some elements $x, y \in A$, $x \leq y$, the interval

$$[x, y] = \{ z \in A : x \leq z \leq y \}.$$  

The cartesian product of two lattices $(A_1, \leq_1, \wedge_1, \vee_1)$ and $(A_2, \leq_2, \wedge_2, \vee_2)$ is also a lattice, if we define

$$(x_1, x_2) \leq (y_1, y_2) \iff x_1 \leq_1 y_1 \text{ and } x_2 \leq_2 y_2.$$  

Another natural way to create a new lattice is to put the 0 element of one above the 1 element of the other: assume that $A_1$ and $A_2$ are disjoint sets, and let $(A_1 \cdot A_2, \leq, \wedge, \vee)$ be given by $A_1 \cdot A_2 = A_1 \cup A_2$, and $\leq = \leq_1 \cup \leq_2 \cup (A_1 \times A_2)$. The lattice $A_1 \cdot A_2$ is called the ordinal sum of $A_1$ and $A_2$. 
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We conclude our list of lattice-related definitions with another pair of important objects. Suppose \( B \subseteq A \) has the property that, for all \( x \in B \) and \( y \in A \), \( y \preceq x \Rightarrow y \in B \). Then \( B \) is termed an ideal of \( A \). Similarly, if for all \( x \in B \) and \( y \in A \), \( x \preceq y \Rightarrow y \in B \), then \( B \) is a filter of \( A \). Let us denote the set of ideals and filters of \( A \), respectively, by \( \mathcal{I}(A) \) and \( \mathcal{F}(A) \).

We now introduce the notion of a universal algebra. Let \( A \) be a set, and \( F \) a subset of \( \mathcal{P}_A \). That is, \( F \) is a set of functions for which

\[
\phi \in F \Rightarrow \phi : A^n \rightarrow A \text{ for some } n \in \mathbb{N}.
\]

Then the pair \( (A; F) \) is called a (universal) algebra with universe or underlying set \( A \) and fundamental operations \( F \). In particular, if \( F = \{\phi_1, \phi_2, \ldots, \phi_m\} \), for a finite collection of functions \( \{\phi_i\} \), then \( (A; F) \) is said to be of finite type, and is also written \( (A; \phi_1, \phi_2, \ldots, \phi_m) \).

For example, any group \( G \) is a universal algebra \( (G; o, \circ^{-1}, 1) \), where \( o : G \times G \rightarrow G \) is the binary operation in the group, \( \circ^{-1} : G \rightarrow G \) is the inverse operation, and \( 1 : G \rightarrow G \) is a constant operation distinguishing the identity element. Similarly, a lattice \( (A, \leq, \wedge, \vee) \) is an algebra \( (A; \wedge, \vee) \), since the partial order \( \leq \) can be recovered from the operations \( \wedge \) or \( \vee \) using the observation that

\[
x \leq y \iff x \wedge y = x \iff x \vee y = y.
\]

It should be mentioned that it is sometimes convenient to use the word ‘algebra’ for the underlying set \( A \) of \( (A; F) \), when the set of operations \( F \) intended is understood from context.

Let an algebra \( \mathcal{A} = (A; F) \) be given. A congruence of \( \mathcal{A} \) is an equivalence relation \( \equiv \) in the underlying set \( A \) that each fundamental operation preserves, in the sense that for every \( f \in F^{(n)} \), if \( a_i \equiv b_i \) for \( 1 \leq i \leq n \), then \( f(a_1, \ldots, a_n) \equiv f(b_1, \ldots, b_n) \). An endomorphism of \( \mathcal{A} \) is a function \( \mu : A \rightarrow A \) for which

\[
\mu f = f(\mu x_1, \ldots, \mu x_n),
\]

for all \( f \in F^{(n)} \). An automorphism is an invertible endomorphism. We note that the endomorphisms of an algebra form a monoid under composition, as the automorphisms form a group. To continue the first example above, a congruence of a group is the equivalence relation induced by the partition of \( G \) into the cosets of a normal subgroup of \( G \). An automorphism matches its conventional definition for groups.
A set \( S \subseteq A \) is said to be (algebraically) closed if, for every \( \phi \in F \), we have \( \phi(x) \in A \) for all \( x \in S^n \), where \( n = o(\phi) \). Suppose that some collection of sets \( S_\lambda \subseteq A \) for \( \lambda \in \Lambda \) are closed; then one can see that the intersection \( \bigcap_{\lambda \in \Lambda} S_\lambda \) is also closed. It is a consequence that, for any \( S \subseteq A \), the set \([S]\) defined by

\[
[S] = \bigcap \{ X \subseteq A : X \supseteq S \text{ and } X \text{ is algebraically closed} \}
\]

is itself a closed set. \([S]\) is called the algebraic closure of \( S \), and we call the function \([\cdot] : 2^A \to 2^A\) the algebraic closure operator for the algebra \( A \).

The essential properties of the closure operator are worth stating explicitly. If \( X, Y \subseteq A \), it is easy to verify that

1. \( X \subseteq [X] \) (extensive property)
2. \( [X] = [[X]] \) (idempotent property)
3. \( X \subseteq Y \Rightarrow [X] \subseteq [Y] \) (isotone property)

(Interestingly enough, these properties are in fact equivalent to the single property

\[
X \subseteq [Y] \Leftrightarrow [X] \subseteq [Y],
\]

for all \( X, Y \subseteq A \) — see De Witte [45].)

If \( X \subseteq A \) and \( X \) is algebraically closed in \( A \), then \( X \) is the underlying set of another algebra \( \langle X; F|_X \rangle \), where \( F|_X \) is defined to equal \( \{ \phi|_X : \phi \in F \} \), the restriction of the members of \( F \) to the domain \( X \). The restriction is usually implicit: one writes \( \langle X; F \rangle \) in place of \( \langle X; F|_X \rangle \). Such an algebra is called a subalgebra of \( A \). If, for some set \( Y \), one has \([Y] = X \), the set \( Y \) is said to generate \( X \), and the elements of \( Y \) are called generators. If \( Y \) is also minimal in the sense that \([Y \setminus \{ y \}] \subset X \) for all \( y \in Y \), it is called an independent set, and a basis for \( X \). \( X \) is said to be finitely generated if there exists a finite set \( Y \) which generates \( X \). Let us also write \( Y \vdash y \Leftrightarrow y \in [Y] \), and \( x \equiv y \Leftrightarrow \{ x \} \vdash y \) and \( \{ y \} \vdash x \). It is worth noting that \( \equiv \) is an equivalence relation on \( P_A \). The expression "\( Y \vdash y \)" is easiest read as "\( y \) is derivable from \( Y \)."
1.2.1 Proposition  Let $A = (A; X)$ be given. Then the algebraically closed subsets of $A$ form an algebraic lattice $L(A)$, ordered by inclusion, where $\wedge$ is set intersection, and $\lor$ is defined by $X \lor Y = [X \cup Y]$.

1.2.1 The algebra of functions

The next series of definitions is concerned with describing a universal algebra whose universe is the set of functions $P_A$. The operations are chosen to formalize the composition of functions and the rearrangement of a function's arguments. The subalgebras are thus closed under the intuitive rules for forming one function in $P_A$ out of others; that is, by composing functions and renaming variables.

1.2.2 Definition  We define the operations $\zeta, \tau, \Delta, \nabla$, and $*$ on the set $P_A$ as follows. Let $f \in P_A^{(n)}$ and $g \in P_A^{(m)}$, where $n, m \in \mathbb{N}$. If $n = 1$, define $\zeta f = \tau f = \Delta f = f$. For $n > 1$, let

$$(\zeta f)(x_0, x_1, \ldots, x_{n-1}) = f(x_1, x_2, \ldots, x_{n-1}, x_0),$$

$$(\tau f)(x_0, x_1, \ldots, x_{n-1}) = f(x_1, x_0, x_2, \ldots, x_{n-1}),$$

$$(\Delta f)(x_0, x_1, \ldots, x_{n-1}) = f(x_0, x_0, x_1, \ldots, x_{n-2}).$$

Then both $\zeta f$ and $\tau f$ are also functions of $n$ variables, while $\Delta f$ is a function of $n - 1$ variables. Let $(\nabla f)(x_0, x_1, \ldots, x_n) = f(x_1, x_2, \ldots, x_n)$. Let

$$(\ast (f, g))(x_0, x_1, \ldots, x_{n+m-2}) = f(g(x_0, x_1, \ldots, x_{m-1}), x_m, x_{m+1}, \ldots, x_{m+n-2}).$$

We shall call $\zeta$ and $\tau$ the permutation operations, and $\Delta, \nabla$, and $*$ the identification, cylindrification, and composition operations, respectively.

We also define the projection functions $e^n_i : A^n \to A$ by $e^n_i(x_0, x_1, \ldots, x_{n-1}) = x_i$, and then let $\varepsilon$ be a unary operation on $P_A$ defined by $\varepsilon : P_A \to \{e\}$. Then the universal algebra $P_A = (P_A; \varepsilon, \zeta, \tau, \Delta, \nabla, \ast)$ obtained using these operations on $P_A$ is known variously as the full iterative algebra over $A$, or the algebra of functions of $A$-valued logic.

The algebraically closed sets of $P_A$ are known historically as iteratively closed classes of functions; here they shall be called clones, in accordance with modern terminology. Their importance
within universal algebra stems from the observation that, if $F$ is a subset of $P_A$, then $A = \langle A; F \rangle$ is an algebra, and $[F]$ consists of exactly those functions on $A$ which can be realized using only the operations $F$. Here, the set $[F]$ is called the term functions of $A$, or the set of polynomials of $A$. (The latter term generalizes the conventional definition of a polynomial over a ring $(R; +, \cdot, - , 0)$.) If $F, G \subseteq P_A$ and $[F] = [G]$, then the algebras $A_F = \langle A; F \rangle$ and $A_G = \langle A; G \rangle$ are equivalent, in the sense that all of the operations $F$ can be expressed in terms of the operations $G$, and vice versa. In particular, $S \subseteq A$ is a closed subset of $A_F$ iff it is a closed subset of $A_G$, which means that $L(A_F) = L(A_G)$. Such algebras $A_F$ and $A_G$ are said to be polynomially equivalent. Thus we see that there is a bijective correspondence between the clones of $P_A$, and the equivalence classes, under polynomial equivalence, of algebras with universe $A$. Furthermore, finitely generated clones correspond to algebras of finite type.

1.2.3 Proposition Let $F \subseteq P_A$ be a clone. Then the following statements hold:

(a) If $f(x_0, x_1, \ldots, x_{n-1}) \in F$, and $\sigma$ is a permutation of $[n]$, then $f(x_{\sigma 0}, x_{\sigma 1}, \ldots, x_{\sigma(n-1)}) \in F$ as well.

(b) $e_i \in F$ for all $1 \leq i \leq n$.

The proof of both parts is a matter of inspection.

It is often of interest to consider the set of functions derivable from another set using only a particular subset of the rules of formation listed above. For example, we may wish to consider a set of functions which we obtain only by reordering or identifying arguments. Formally, this amounts to considering the closed sets of algebras on $P_A$ whose fundamental operations are a subset of those of the algebra $P_A$. The closure of a set $X$ in the algebra $(P_A; \Delta, e, \zeta, \tau)$ is just the set of functions obtainable from $X$ by any identification or permutation of variables. Let us write $X \vdash_\Delta f$ if $f$ is a member of $[X]$ in this algebra. Similarly, we shall consider the set of operations $\nabla, e, \zeta$, and $\tau$. The closure of $X$ here is the set of functions obtained only by adding fictitious arguments and reordering. We shall write $X \vdash_\nabla f$ in this case. Note that the removal of some of an algebra's fundamental operations decreases the size of its closed sets. In particular, then, if $X \vdash_\Delta f$ or $X \vdash_\nabla f$, it follows that $X \vdash f$. 
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1.2.2 The algebra of relations

We shall now give an analogous definition of the algebra $R_A$, which will play an important role in the upcoming discussion of $P_A$. We begin with its underlying set.

For any $m \in \mathbb{N}$, we call a set $\rho \subseteq A^m$ an $m$-ary relation on the set $A$. The elements of a relation $\rho$ are called points. An $n$-tuple of points of $\rho$ will frequently be written as an $m \times n$ matrix $(a_{ij})$, the columns of which are $(a_{1j}, a_{2j}, \ldots, a_{mj}) \in \rho$: for short, we will write $(a_{ij}) \prec \rho$. Let $R_A^{(m)} = \{ \rho : \rho \subseteq A^m \}$, and let

$$ R_A = \bigcup_{m \in \mathbb{N}} R_A^{(m)}, $$

the set of all relations on $A$. As we did for sets of functions, if $Q \subseteq R_A$, define $Q^{(m)} = Q \cap R_A^{(m)}$.

Once again, the equality (1.2) is a disjoint union, the arity function $\delta : R_A \to \mathbb{N}$ given by

$$ \delta(\rho) = \begin{cases} m & \text{if } \rho \in R_A^{(m)} \text{ and } \rho \neq \emptyset, \\ 0 & \text{otherwise} \end{cases} $$

is well defined. In practice, we will use the symbol $\delta$ for this arity function as well, where there is no danger of ambiguity. The $i$th component of a relation $\rho \in R_A^{(m)}$ is essential if there exist $a_j \in A$, for $0 < j \leq n$, and $a'_i \in A$, for which $(a_1, a_2, \ldots, a_n) \in \rho$ and $(a_1, a_2, \ldots, a'_i, \ldots, a_m) \notin \rho$. A component of $\rho$ which is not essential is said to be fictitious. By identical components $i \neq j$ in $\rho$, we mean that $a_i = a_j$ for all $a \in \rho$. A relation $\rho$ will be called essential if all of its components are essential, and it will be called simple if, in addition, no two of them are identical.

If $Q \subseteq R_A$, the pair $\langle A; Q \rangle$ is called a relational algebra. A relation can be viewed as a predicate over the set $A$; thus, a relational algebra is a set of predicates, together with their domain. In the same way $P_A$ formalizes the composition of functions, the algebra $R_A$ shall formalize the logical conjunction of predicates.

There are several equivalent ways to select a set of fundamental operations for $R_A$. Let $\rho \in R_A^{(m)}$ and $\sigma \in R_A^{(m')}$. for $m, m' \in \mathbb{N}$. The definitions of the operations $\zeta, \tau, \Delta,$ and $\nabla$ are analogous to those for the function algebra. If $m > 1$, let

$$ \zeta \rho = \{(x_1, x_2, \ldots, x_{m-1}, x_0) : (x_0, x_1, \ldots, x_{m-1}) \in \rho \}, $$

$$ \tau \rho = \{(x_1, x_0, x_2, \ldots, x_{m-1}) : (x_0, x_1, \ldots, x_{m-1}) \in \rho \}, $$
\[ \Delta \rho = \{(x_1, x_1, x_2, \ldots, x_{m-1}) : (x_0, x_1, \ldots, x_{m-1}) \in \rho \}, \]
\[ \pi \rho = \{(x_0, x_1, \ldots, x_{m-2}) : (x_0, x_1, \ldots, x_{m-1}) \in \rho \}. \]

For \( m \leq 1 \), define \( \zeta \rho = \pi \rho = \Delta \rho = \rho \), and \( \pi \rho = \emptyset \). Let
\[ \nabla \rho = \{(x_0, x_1, \ldots, x_m) : (x_0, x_1, \ldots, x_{m-1}) \in \rho \}. \]

Let \( c \) be the constant operation \( c : R_A \to \{A\} \). We also define the intersection of two relations: assume, without loss of generality, that \( m \geq m' \). Let \( \delta \) be the \( m \)-ary relation obtained by applying \( \nabla \) to \( \sigma \) \( m - m' \) times, let \( \rho \cap \sigma \) denote the set-theoretic intersection of \( \rho \) and \( \sigma \), and let \( \sigma \cap \rho = \rho \cap \sigma \).
Finally, let the cartesian product of relations \( \rho \times \sigma \) be given by
\[ \rho \times \sigma = \{(x_0, x_1, \ldots, x_{m+m'-1}) : (x_0, x_1, \ldots, x_{m-1}) \in \rho \text{ and } (x_m, x_{m+1}, \ldots, x_{m+m'-1}) \in \sigma \}. \]

Then the algebra \( R_A = (R_A; c, \zeta, \tau, \Delta, \nabla, \pi, \cap) \) is called the complete relational algebra on \( A \). In accordance with the observations in the previous section, we may replace our choice of fundamental operations for \( R_A \) with any other set of generators for the clone \([c, \zeta, \tau, \Delta, \nabla, \pi, \cap]\) in \( P_{R_A} \) and obtain a polynomially equivalent algebra. The following proposition thus gives two alternatives for the set of fundamental operations.

1.2.4 Lemma The following are true in the algebra \( P_{R_A} \):

(a) \( \{\zeta, \nabla, \cap\} \vdash \x \),

(b) \( \{\zeta, \tau, \x, \pi, \Delta\} \vdash \cap\),

(c) \( \{c, \x\} \vdash \nabla\),

(d) \( \{\zeta, \tau, \nabla, \pi, \cap\} \vdash \Delta\).

1.2.5 Proposition \( R_A = (R_A; c, \zeta, \tau, \Delta, \pi, \x) \), and \( R_A = (R_A; c, \zeta, \tau, \nabla, \pi, \cap) \).

Proof: The first equivalence is established using items (b) and (c) from the lemma. The second is obtained from (d). \( \blacksquare \)

The algebraically closed classes of the relational algebra are called coclones. They too form an algebraic lattice under inclusion: we shall denote the lattice operations and partial ordering
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by $\lor_R, \land_R, \leq_R$, respectively. Similarly, let those operations in the lattice of function classes be written $\lor_P, \land_P, \text{ and } \leq_P$, although the subscripts will be freely dropped when the lattice to which we refer is indicated clearly by context. The greatest element in the lattice of clones and coclones is, respectively, $P_A$ and $R_A$. Let us denote their least element by $J_A$ and $D_A$, respectively. The latter shall be called the coclone of diagonal relations.

Although a significant portion of the theory discussed here generalizes to infinite underlying sets, the results of this investigation depend essentially on finiteness; we shall be hereafter restricting our attention, then, to the case where $|A| < \infty$. Since no properties are assumed of the actual elements of the underlying set, we shall usually set $A = \{0, 1, \ldots, k - 1\}$ for some $k \in \mathbb{N}$, in the interests of uniformity. We shall adopt the notation $\llbracket k \rrbracket = \{0, 1, \ldots, k - 1\}$, for $k \in \mathbb{N}$. It is conventional to abbreviate $P_{\llbracket k \rrbracket}$, $P_{\llbracket k \rrbracket}$, $R_{\llbracket k \rrbracket}$, and $R_{\llbracket k \rrbracket}$ by $P_k, P_k, R_k, \text{ and } R_k$, respectively.

Let us now consider some additional operations that may be derived from the fundamental operations, in the interests of convenience. First, if $\rho \in R_{\llbracket n \rrbracket}^{(n)}$ and $g$ is a permutation of $\llbracket n \rrbracket$, one can see that the relation $\rho'$ obtained from $\rho$ by permuting its components with $g$ is equivalent to $\rho$, since the operations $\zeta$ and $\tau$ generate all permutations of the components of $\rho$. More generally, if $g : \llbracket n \rrbracket \to \llbracket l \rrbracket$ is an injection, it is also true that if we let

$$\Sigma_g(\rho) = \{b \in A^l : b_i = a_{g(i)}, 1 \leq i \leq n, a \in \rho\},$$

then $\rho \cong \Sigma_g(\rho)$, since one can derive $\Sigma_g(\rho)$ from $\rho$ by some sequence of $\zeta$, $\tau$, and $\nabla$, and one can also obtain $\rho$ from $\Sigma_g(\rho)$ using $\zeta$, $\tau$, and $\pi$.

If $\epsilon$ is an equivalence relation on the set $\llbracket n \rrbracket$, for some $n \in \mathbb{N}$, define the $n$-ary relation

$$\delta_\epsilon = \{(x_0, x_1, \ldots, x_{n-1}) \in A^n : x_i = x_j \text{ if } (i, j) \in \epsilon\},$$

and define for $\rho \in R_{\llbracket n \rrbracket}^{(n)}$

$$\Delta_{\epsilon}\rho = \rho \cap \delta_\epsilon.$$ 

The latter is the relation obtained by identifying those components of $\rho$ which are equivalent in $\epsilon$. We shall abbreviate $\Delta_{\{ (i, j) \}}$ by $\Delta_{ij}$.

By analogy with our definition for functions, we shall define $Q \sqsubseteq_{\Delta} \rho$ to mean that $\rho$ is contained
in the closure of the set of relations $Q$ under the operations $\Delta$, $\zeta$, $\tau$, and $c$. For example, if $\epsilon$ is an equivalence relation on $[n]$, then $\rho \vdash \Delta \epsilon \rho$.

Let us define $K_n = [k]^n$, called the full relation. It is easy to see that $K_n \subseteq D_k$ for all $n \in \mathbb{N}$. More generally, define the relation $\delta_\epsilon = \Delta \epsilon K_n$ for an equivalence relation $\epsilon$ on $[n]$. Then we have the following:

**1.2.6 Proposition**

(a) $J_k$ is the set $\{e_i^n : n \in \mathbb{N} \text{ and } 1 \leq i \leq n\}$.

(b) $D_k$ consists of the empty relation $\emptyset$ and all relations $\delta_\epsilon$, where $\epsilon$ is an equivalence relation on the set $\{1, 2, \ldots, m\}$, for some $m \in \mathbb{N}$.

**Proof:** For both, one verifies that the set given is indeed closed, and then observes that it is contained in every closed subset of $P_k$ or $R_k$, respectively. See Proposition 1.2.3.

Several more special clones and co-clones will now be named. Let $\text{Con}_R(k)$ denote the co-clone generated by the constant relations $\{\{0\}, \ldots, \{k-1\}\}$. Analogously, let $\text{Con}_P(k)$ be the clone generated by all the constant-valued functions in $P_k$. Define $S_k = \left\{ f \in P_k^{(1)} : \text{rng}(f) = k \right\}$, the clone generated by the set of permutations on $[k]$. Let $\Omega_k = [P_k^{(1)} \setminus S_k]$, the clone of noninvertible, essentially unary functions. Since a clone $F$ of essentially unary functions consists just of unary functions and those nonunary functions obtained from them by adding fictitious variables, we shall identify such a clone with its unary subset. $F$ is most naturally viewed as a monoid whose operation is composition, $\langle F; \ast, e \rangle$. If the members of $F$ all happen to be invertible, $\langle F; \ast, e^{-1}, e \rangle$ is a group; for example, we shall regard $S_k$ as the symmetric group on $[k]$. Finally, let $U = [P_k^{(1)}]$, the clone of all essentially unary functions.

We conclude this section with a pair of schemes for obtaining relations from functions. First, for a function $f : D \to [k]$ with $D \subseteq [k]^n$, define $f^* \in R_k^{(n)}$ by

$$f^* = \{(x_0, \ldots, x_n) \in [k]^n : f(x_0, \ldots, x_{n-1}) = x_n\}.$$  

$f^*$ is called the graph of $f$. One defines the graph of a set $X \subseteq P_k$ to be $X^* = \{f^* : f \in X\}$. For example, $\text{Con}_P(k)^* = \text{Con}_R(k)$. 

1.2.7 Proposition Let $X \subseteq P_k$. If $X \vdash f$, then $f^* \in X^*$.

Proof: Omitted.

The second construction adds new points to a given relation. For $\rho \in R_k^{(m)}$ and $A$ an $n \times m$ matrix over $[k]$, we write $A \prec \rho$ if every column of $A$ is an element of $\rho$. Put $\rho_0 = \rho$, and for $i \geq 0$ let

$$\rho_{i+1} = \rho_i \cup \{f(A) : A \prec \rho_i\}.$$  \hspace{1cm} (1.3)

Then we define $\Gamma_f(\rho) = \bigcup_{i \in \mathbb{N}} \rho_i$. The definition can be extended a set of functions $F$ as well, by replacing (1.3) with

$$\rho_{i+1} = \rho_i \cup \{f(A) : A \prec \rho_i \text{ and } f \in F\}.$$  

The two definitions relate conveniently:

1.2.8 Proposition Let $F \leq P_k$ be a clone, $f \in P_k$, and $\rho \in R_k$. Then

(a) $\Gamma_f(\rho) = \{g(A) : f \vdash g \text{ and } A \prec \rho\}$, and

(b) $\Gamma_F(\rho) = \{g(A) : F \vdash g \text{ and } A \prec \rho\}$.

Our use of this construction will be restricted to a specific relation, $\chi_n$. Let $A$ be the $k^n \times k$ matrix whose rows are the elements of $[k]^n$, in ascending lexicographic order. Then we define $\chi_n$ to be the relation whose points are the columns of $A$. We call $\chi_n$ the $n$-ary ordinate relation on $[k]$, and $\Gamma_f(\chi_n)$ the $n$-ary orbit of $f$.

1.3 Functions with relations

Since clones are infinite sets, it is desirable to be able to specify them more succinctly than by simply enumerating their elements. We have already seen that one can designate a clone by listing its generators, which is a particularly satisfying representation if the clone is finitely generated. Following a quite different approach, one can also specify a clone by stating a condition which its members must satisfy.

For example, let $F \subseteq P_2$ be the set of monotone functions, defined to be those functions $f \in P_2^{(n)}$, for some $n$, for which $f(x_0, x_1, \ldots, x_{n-1}) \leq f(y_0, y_1, \ldots, y_{n-1})$ if $x_i \leq y_i$ for each $0 \leq i < n$. 
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We can restate this definition in the language of the last section by letting \( \sigma \) denote the relation

\[
\begin{pmatrix}
0 & 0 & 1 \\
0 & 1 & 1
\end{pmatrix},
\]

then observing that \( F = \{ f \in \mathcal{P}_2 : A \prec \sigma \Rightarrow f(A) \in \sigma \} \). \( F \) is also a clone, since the property of monotonicity is preserved under composition and the other clone operations. Properties of functions or sets of functions that are preserved under the clone operations are of particular interest, and we shall distinguish them with the adjective relational. While it is not hard to show that \( F \) is generated by \{et, vel, 0, 1\}, our characterization of \( F \) by a relational property is, from some perspective, the more natural one.

In order to elucidate the notion of a relational description of a clone, we require some definitions. Let \( f \in \mathcal{P}^{(n)}_k \) and \( \rho \in \mathcal{R}^{(m)}_k \). Then \( f \) is said to preserve \( \rho \) if, for all \( A \prec \rho \), \( f(A) \in \rho \). We define the maps

\[
\begin{align*}
\text{Inv} : 2^{\mathcal{P}_k} &\to 2^{\mathcal{R}_k} : \text{Inv} X = \{ \rho \in \mathcal{R}_k : \forall f \in X, f \text{ preserves } \rho \}, \\
\text{Pol} : 2^{\mathcal{R}_k} &\to 2^{\mathcal{P}_k} : \text{Pol} Y = \{ f \in \mathcal{P}_k : \forall \rho \in Y, f \text{ preserves } \rho \}.
\end{align*}
\]

Inv and Pol are called the invariant operator and polymorph operator, respectively. Inv gives the set of relations which are preserved by (that is, invariant under) a set of functions, while Pol is the set of all functions preserving each member of a set of relations. In the example above, \( \sigma \in \text{Inv } F \), and \( F \subseteq \text{Pol } \{ \sigma \} \).

The next proposition shows a connection between functions and coclones, and between relations and clones. We saw that the functions \( F \) preserving \( \sigma \) were closed under the clone operations. More generally, it is the case that the property of "preserving" is hereditary under both the operations of \( \mathcal{P}_k \), and the operations of \( \mathcal{R}_k \):

1.3.1 Proposition If \( X \subseteq \mathcal{P}_k \) and \( Y \subseteq \mathcal{R}_k \), Inv \( X \) is closed in \( \mathcal{R}_k \), and Pol \( Y \) is closed in \( \mathcal{P}_k \).

Proof: First, we would like to show that Inv \( X \) is closed under the fundamental operations of \( \mathcal{R}_k \); let us make use of the second characterization of \( \mathcal{R}_k \) given in Proposition 1.2.5. Suppose \( \rho \in \text{Inv } X \): then every \( f \in X \) preserves \( \rho \). That \( f \) also preserves \( \zeta \rho, \tau \rho, \pi \rho, \) and \( \nabla \rho \) is immediate. If \( f \) preserves \( \rho_1 \) and \( \rho_2 \), where \( h_i = o(\rho_i) \) for \( i = 1, 2 \) and \( h_1 > h_2 \), then for any \( A \prec \rho_1 \cap \rho_2 \), \( X \prec \rho_1 \),
so $f(X) \in \rho_1$, and $X < \nabla^{h_1-h_2}\rho_2$, so $f(X) \in \nabla^{h_1-h_2}\rho_2$, whence $f(X) \in \rho_1 \cap \rho_2$. Finally, every function preserves the relation $c = \{[k]\}$.

The argument that $\text{Pol} Y$ is closed in $\mathcal{P}_k$ is similar. The projection function $e^2_1$ preserves all relations. If a function $f$ preserves a relation $\rho \in \text{Pol} Y$, then clearly $\zeta f$, $\tau f$, and $\delta f$ do as well. Similarly, $(\nabla f)(A) \in \rho$ if and only if the first $o(f)$ columns of $A$ are in $\rho$, which is certainly true when $A < \rho$, so $\nabla f$ preserves $\rho$. If $f$ and $g$ preserve $\rho$, then so does $f \ast g$: Let $n = o(f)$ and $l = o(g)$. Then if $(A|A') < \rho$ for submatrices $A$ and $A'$ with $n$ and $l$ columns, respectively, $g(A) \in \rho$, so $(g(A)|A') < \rho$, which implies in turn that $(f \ast g)(A|A') = f(g(A)|A') \in \rho$.

Note that the functions $\text{Inv}$ and $\text{Pol}$ both reverse the direction of the inclusion of sets: that is, if $X_1 \subseteq X_2 \subseteq \mathcal{P}_k$, then $\text{Inv} X_1 \supseteq \text{Inv} X_2$, and the analogous statement is true for $\text{Pol}$. Functions with this property are said to be antiisotone.

The proposition shows that the range of $\text{Pol}$ is contained in the set of clones, and the range of $\text{Inv}$ is contained in the set of coclones. In fact, a much stronger result holds: $\text{Pol}$ and $\text{Inv}$ realize a bijection between the clones of $\mathcal{P}_k$ and the coclones of $\mathcal{R}_k$. This fundamental observation is due to Geiger [15] and Bodnarčuk, Kalužnin, Kotov, and Romov [4]. Formally, we have

1.3.2 Theorem If $X \subseteq \mathcal{P}_k$, $\text{Pol} \text{Inv} X = \{X\}$. If $Y \subseteq \mathcal{R}_k$, $\text{Inv} \text{Pol} Y = \{Y\}$.

A lemma is required before proving the theorem. If for some $D \subseteq \llbracket k \rrbracket^n$, $g$ is a function $g : D \rightarrow \llbracket k \rrbracket$, $g$ is said to be a partial function on $\llbracket k \rrbracket$. Let $\text{dom} g \subseteq \llbracket k \rrbracket^n$ denote the domain of $g$. The definition of functions preserving relations is extended to partial functions as follows: $g$ preserves a relation $\rho$ if, for every $m \times n$ matrix $A < \rho$ for which each row of $A$ is a member of $\text{dom} g$, we have $g(A) \in \rho$.

1.3.3 Lemma If a partial function $g$ preserves a coclone $Y$ in $\mathcal{R}_k$, then there exists a function $f \in \mathcal{P}_k$ with $f^* \supseteq g^*$ that also preserves $Y$.

Proof: Since the domain of a given function is finite, it is sufficient to prove that if $g$ is a partial function preserving $Y$, then there exists a function $f$ with $f^* \supseteq g^*$ with $|\text{dom} f| = |\text{dom} g| + 1$ which also preserves $Y$. For some $x \notin \text{dom} g$, then, let us define $g_i(x) = i$ for $i \in \llbracket k \rrbracket$, and agreeing with $g$ elsewhere. To show that at least one of the functions $g_i$ preserves $Y$, suppose the contrary. Then
there is a relation $\sigma_i \in Y$ for which $g_i(A_i) \not\in \sigma_i$ for some $A_i \prec \sigma_i$, for each $i$. Since $g$ preserves $Y$, it must be the case that $x$ is a row of each matrix $A_i$. Since a coclone is closed under the operations of row permutations, we may assume that $x$ is the first row of each. Form the relation $\sigma \in Y$, then, by

(a) taking the product of the relations $\sigma_i$,

(b) identifying the first component of each factor $\sigma_i$,

(c) projecting out the first component of the factors $\sigma_1, \sigma_2, \ldots, \sigma_{k-1}$.

Let $\sigma' \in Y$ denote the relation obtained by projecting out the first component of $\sigma_0$ as well.

For an $m \times n$ matrix $A$, let $\bar{A}$ denote the $m - 1 \times n$ matrix obtained from $A$ by deleting the first row. Let

$$A = \begin{pmatrix} x \\ A_0 \\ \vdots \\ A_{k-1} \end{pmatrix}.$$ 

By construction, $A \prec \sigma$ and $\bar{A} \prec \sigma'$. We have assumed that $g_i(A) \not\in \sigma$ for any $i \in [k]$. It follows by the definition of projection that $g(\bar{A}) \not\in \sigma'$. Since $\sigma_i \in Y$ for each $i$, though, we have $\pi_0 \sigma_i \in Y$ and thus $\sigma' \in Y$, by the closure properties of coclones. However, $g$ does not preserve $\sigma'$, a contradiction.

We may now prove the theorem.

**Proof:** One shows first that for clones $X_1$ and $X_2$, $\text{Inv} X_1 = \text{Inv} X_2 \Rightarrow X_1 = X_2$: Suppose that $X_1 \neq X_2$ and assume, without loss of generality, that $X_1 \not\subseteq X_2$. Choose a function $f \in X_1 \setminus X_2$, and let $n = \sigma(f)$. Then we claim that the relation $\Gamma_{X_2}(\chi_n)$ is in $\text{Inv} X_2 \setminus \text{Inv} X_1$: first, that every function in $X_2$ preserves $\Gamma_{X_2}(\chi_n)$ follows directly from the construction of $\Gamma_{X_2}(\cdot)$. If it were true that $f$ preserved $\Gamma_{X_2}(\chi_n)$, we would have, in particular, $f(\chi_n) \in \Gamma_{X_2}(\chi_n)$; however, Proposition 1.2.8 indicates that there would exist an $n$-ary function $g \in X_2$ for which $f(\chi_n) = g(\chi_n)$. By the definition of $\chi_n$, though, this would imply that $f = g$, contradicting $f \not\in X_2$. We conclude that $\Gamma_{X_2}(\chi_n) \not\in \text{Inv} X_1$. 

Similarly, if $Y_1$ and $Y_2$ are coclones, then $\text{Pol } Y_1 = \text{Pol } Y_2 \Rightarrow Y_1 = Y_2$. The argument is analogous: suppose that there is a relation $\rho \in Y_1 \setminus Y_2$. Then we construct a function $f \in \text{Pol } Y_2 \setminus \text{Pol } Y_1$: that is, a function $f$ which does not preserve $\rho$. To do so, we first produce a partial function $g$ preserving $Y_2$ and not $\rho$, and then appeal to Lemma 1.3.3. Note that we may assume that $\rho$ is simple. Now let

$$\sigma = \bigcap_{\xi \in Y_2, \xi \not\supseteq \rho} \xi.$$  

Since $Y_2$ is closed under intersection, $\sigma \in Y_2$. By assumption, then, $\rho \subset \sigma$. For an arbitrary point $c \in \sigma \setminus \rho$ and matrix $A = \rho$, let $f(A) = c$. Our assumption that $\rho$ is simple implies that $f$ is well-defined, since $A$ then contains no repeated rows. By construction, $f$ does not preserve $\rho$. To see that $f$ preserves $Y_2$, however, suppose the contrary instead. Then $\exists \xi \in Y_2$ and $S \prec \xi$ for which $f(S) \not\in \xi$. Assume again, without loss of generality, that the rows of $S$ are distinct. Then the rows of $S$ are also rows of $A$, so there is an injection $g : [o(\xi)] \to [o(\sigma)]$ mapping rows of $S$ to matching rows of $A$. From the discussion on page 13, $\xi \cong \Sigma_g(\xi)$ where $\Sigma_g(\xi) \supseteq \rho$ and $f(A) = c \not\in \Sigma_g(\xi)$. But $\Sigma_g(\xi) \in Y_2 \Rightarrow \sigma \subseteq \Sigma_g(\xi)$, so $c \not\in \sigma$, yielding a contradiction. 

Lemma 1.3.3 can be viewed as an analogue of Lagrange's Theorem for clones. We may rephrase it to state that if a given set of values of a function on a subset of its domain preserve $\text{Inv } K$ for clone $K$, then there exists an interpolating polynomial in $K$ for those values; the classical theorem of Lagrange states that, given $n + 1$ values of a function from a field into itself, there exists a polynomial of degree no more than $n$ interpolating those values. For insight of this nature, see the 1975 paper by Baker and Pixley [2].
Chapter 2

Properties of the Lattice of Clones

2.1 The Structure of $\mathcal{L}(\mathcal{P}_2)$

The only clone of the algebra $\mathcal{P}_1$ is $\mathcal{P}_1$, the set of all functions.

The structure of the lattice of clones of the algebra $\mathcal{P}_2$ was completely determined by 1941 by Post [34]. The proof he gave is lengthy, and uses an independent argument to establish each covering relation in the lattice. In [20], Jablonskiĭ, Gavrilov, and Kudrjavcev give a somewhat more modern presentation of Post's result. A substantially refined argument can be found in a recent paper by Ugol'nikov [43].

The lattice $\mathcal{L}(\mathcal{P}_2)$ is as shown in Figure 2.2. Before describing what functions make up the elements of the lattice, the reader should be warned that our definition of a clone is somewhat different from that used by Post, since he did not require the presence of the projection functions in each clone, and he did not assume closure under the addition of fictitious variables. His classification, then, is of the subalgebras of $(\mathcal{P}_2; \zeta, \tau, \Delta, *)$, rather than $\mathcal{P}_2$. A consequence is that the names he gives to the clones are somewhat unnatural in our context. Since the clones that have analogues in $\mathcal{P}_k$ for $k > 2$ do not have names which are easily extended, we shall employ Post's nomenclature only for clones peculiar to $\mathcal{P}_2$, and within the description below of $\mathcal{L}(\mathcal{P}_2)$.

The bilateral symmetry evident in Figure 2.2 has an immediate explanation. Every Boolean function has a dual obtained by completely exchanging the roles of 0 and 1 in its definition. Duality is a relational property of pairs of functions, in the sense of Section 1.3; thus each Boolean clone has a dual clone consisting of the duals of its elements. The clones on the axis of symmetry of $\mathcal{L}(\mathcal{P}_2)$ are their own duals.

At the top, we have $C_1 = \mathcal{P}_2$. $C_3 = \text{Pol}\{0\} = \{f : f(0, 0, \ldots, 0) = 0\}$. By duality, $C_2 = \text{Pol}\{1\}$, and $C_4 = C_2 \cap C_3$. $C_2$ and $C_3$ are the classes of functions preserving 1 and 0, respectively.
Next, $M_1 = \text{Pol} \begin{pmatrix} 0 & 0 & 1 \\ 0 & 1 & 1 \end{pmatrix}$, equal to the set of monotone functions introduced in Section 1.3.

Once again, $M_2 = M_1 \cap C_2$, $M_3 = M_1 \cap C_3$, and $M_4 = M_1 \cap C_4$. Then $D_3 = \text{Pol} \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}$, which is also equal to

$$\{ f : f(x_0, x_1, \ldots, x_{n-1}) = f(x_0, \ldots, x_{n-1}) \}.$$

The functions of $D_3$ are called self-dual. $D_1 = D_3 \cap C_4$, and $D_2 = D_3 \cap M_1$.

![Figure 2.2: The lattice of clones of $\mathcal{P}_2$](image)

The classes $L_i$ consist of the linear functions:

$$L_1 = \left\{ f : f(x_0, x_1, \ldots, x_{n-1}) = c_n + \sum_{i \in [n]} c_i x_i, \text{ for some } c \in [2]^{n+1} \right\}. $$
Equivalently,

$$L_1 = \text{Pol} \begin{pmatrix} 0 & 0 & 0 & 1 & 1 & 1 \\ 0 & 1 & 1 & 0 & 0 & 1 \\ 1 & 0 & 1 & 0 & 1 & 0 \\ 1 & 1 & 0 & 1 & 0 & 0 \end{pmatrix}.$$  

$L_2, L_3$ and $L_4$ are $L_1$ intersected with $C_2, C_3$ and $C_4$, respectively: they are the linear functions preserving 1, preserving 0, and both, respectively. In addition, $L_5 = L_1 \cap D_3$.

$$P_1 = \{\text{et}(x, y)\},$$ the functions which are a conjunction of a subset of their variables. $P_3 = \{\text{et}(x, y, 0)\},$ $P_5 = \{\text{et}(x, y, 1)\}$, and $P_6 = P_3 \lor P_5$. The clones $S_1, S_3, S_5$, and $S_6$ are their duals, obtainable by replacing et by vel, the disjunction operation.

The sets $O_i$ contain the essentially unary functions. $O_1 = J_2$: the clone of projections. $O_5$ and $O_8$ are $\{\{1\}\}$ and $\{\{0\}\}$, respectively, while $O_8 = O_5 \lor O_6$. $O_4 = \{\{x\}\}$, and $O_9$ consists of all the unary functions.

Finally, the lattice contains eight infinite chains of clones $F_2^j > F_3^j > \cdots$ for $1 \leq j \leq 8$, and their infima $F_j^\infty = \bigwedge_i F_j^i$. We define

$$F_8^i = \{f : \text{if } \forall j, 1 \leq j \leq i, \exists y_j : f(y_j^i) = 1, \text{ then } \exists l : y_l^i = 1, \text{ for all } 1 \leq l \leq i\}.$$  

In the interests of easier visualization, one may associate a function $f \in F_k^{(n)}$ with a family of $n$-sets

$$\{S_f \subseteq \llbracket n \rrbracket : f(x_0, x_1, \ldots, x_{n-1}) = 1, \text{ where } x_i = 1 \iff i \in S\};$$ in this framework, $f \in F_8^i$ if and only if $S_f$ is a family of sets in which any $i$ members have non-empty intersection.

It is also the case that $F_8^i = \text{Pol}(K_i \setminus (1, 1, \ldots, 1))$. $F_8^\infty$ consists of those functions which assume the value 1 only if a given variable is 1. Equivalently, $\bigcap S_f \neq \emptyset$.

The other chains are similar, with $F_8^i = F_8^i \cap C_4$, $F_6^i = F_8^i \cap M_4$, and $F_5^i = F_8^i \cap M_1$. The clones $F_j^i$ for $j = 1, 2, 3, 4$ are obtained by the duality principle.

Post's description of the lattice $\mathcal{L}(\mathcal{P}_2)$ afforded a complete answer to most questions about two-valued clones. As interest grew both in propositional logic of more than two values, and in clones with more general underlying sets, comparable results were sought for the clones of $\mathcal{P}_k$, for $k > 2$. Here we outline some of the work in that direction.
2.2 Coatoms and completeness criteria

One of the first questions that arises in clone theory is known as the completeness problem, and asks sets of functions in $P_k$ are complete (that is, generate the clone $P_k$.) Its solution is closely related to knowledge about the coatoms (maximal, proper subclones) of $P_k$: one may check to see if a given collection of functions $S = \{f_1, f_2, \ldots, f_n\}$ is complete by testing the membership of each $f_i$ in each of the coatoms of $P_k$. $S$ is complete exactly when no catom contains all of $S$'s members, in view of the isotone property of the closure operator (page 8.) Conversely, a clone $K$ is a catom iff the set $K \cup \{f\}$ is complete for any $f \not\in K$.

In $P_2$, the determination of $\mathcal{L}(P_2)$ provides a solution to the completeness problem: $P_2$ has five coatoms, each with an easily verified defining property. A set $S$ is complete if not all of its members are monotone, not all are linear, et cetera.

Long before much progress was made towards a solution of the completeness problem in $P_k$ for $k > 2$, a solution to an important special case appeared. The result is known as the Slupecki Criterion, and was presented by Slupecki [44] in 1939, then later rediscovered by Butler [7]. It gives necessary and sufficient conditions for the completeness of a set of functions that includes all unary functions:

2.2.1 Theorem (Slupecki Criterion) Suppose $k \geq 3$. Then for $f \in P_k$, one has $[\{f\} \cup P_k^{(1)}] = P_k$ if and only if $|\text{rng}(f)| = k$ and $o_e(f) > 1$.

(An equivalent statement is that, if a set of functions contains the set of unary functions, $P_k^{(1)}$, then it is complete if and only if it also contains some surjective function that depends on more than one variable.)

A natural weakening of the theorem's conditions is to consider the clone $[\{f\} \cup P_k^{(1)}]$ when $|\text{rng}(f)| < k$. Such clones have been studied by A. I. Mal'cev [26], Burle [5], and I. A. Mal'cev [25]. It happens that all clones containing $P_k^{(1)}$ arise in this way, and that they are finite in number. Let us digress briefly in order to give them names. First let $V_i = \{f \in P_k : |\text{rng}(f)| \leq i\} \cup J_k$, for $1 \leq i \leq k$. It is not hard to see that each set $V_i$ is, in fact, a clone; they are referred to as basic cells. For each $1 \leq i \leq k$, let $U_i = V_i \cup U$. Recall that $U$ is the clone of essentially unary functions. We
define the *quasilinear* clone, $L_2$, to be those functions that add their arguments modulo 2, subject to an independent interpretation of each argument as a value mod 2. Specifically, $L_2$ consists of all $f \in P_k^{(n)}$, for some $n \in \mathbb{N}$, for which there exist functions $\phi_i : \{k\} \rightarrow \mathbb{Z}_2$, for $1 \leq i \leq n$, and some $\psi : \mathbb{Z}_2 \rightarrow \{k\}$, such that

$$f(x_1, x_2, \ldots, x_n) = \psi(\sum_{i=1}^{n} \phi_i(x_i)). \quad (2.4)$$

The addition takes place in $\mathbb{Z}_2$, the ring of integers modulo 2. Let us also take this opportunity to define $L_2^2$ as the largest clone contained in $L_2$ for which all of the maps $\phi_i$ have the additional property that

$$|\{j : \phi_i(j) = a\}|$$

is even, for $a = 0$ and 1. When $k$ is odd, of course, we have $L_2^2 = J_k$: just the projections.

**2.2.2 Theorem (Burle)** Suppose $k \geq 3$. Then the interval $[U, P_k]$ consists of only the chain

$$U = U_1 < L_2 \lor U_1 < U_2 < \cdots < U_{k-1} < U_k = P_k.$$

While it was known quite early that the number of coatoms of $P_k$ is finite for each $k$, it was also observed that their number grew very rapidly with $k$, and several years passed before their complete classification (and its attendant solution to the completeness problem) appeared in print. Before discussing this classification, though, let us refer to Kuznecov [23] and Butler [7] for the following:

**2.2.3 Proposition (Kuznecov)** For $k > 2$, $P_k$ has at most one coatom for each submonoid of $U$.

**Proof:** For any clone $K \leq P_k$, we define $\text{Tr} K = K \land U$, called the *trace* of $K$. It is routine to verify that if $\text{Tr} K = \text{Tr} K' = M$ for some $M \leq U$, then $\text{Tr} (K \lor K') = M$ as well. Denote the coatoms of $P_k$ by $\{K_i\}$ for $i \in I$, and suppose that $\text{Tr} K_i = \text{Tr} K_j = M$ for some $M$ and $K_i \neq K_j$. Then we have $M = \text{Tr}(K_i \lor K_j) = \text{Tr} P_k = U$. Burle's Theorem (2.2.2) shows, however, that $U$ is contained in at most one coatom. By contradiction, we conclude that no two coatoms have the same trace. \[\qed\]
Since \( U \) contains no more submonoids than subsets, \( P_k \) can have no more than \( 2^k \) coatoms. In fact, their classification proceeded by characterizing those submonoids which corresponded with coatoms. This was completed by Rosenberg around 1970 [37], using partial results due to Kuznecov [23], [24], Schofield [42], Jablonski [21], and others. If \( K \) is a coatom of \( P_k \), then the Galois Correspondence (Theorem 1.3.2) implies that \( \text{Inv } K \) is an atom of \( D_k \): that is, a minimal, nontrivial coclone in \( \mathcal{R}_k \). A minimal coclone is generated by any of its nondiagonal elements: \( \text{Inv } K = [\rho] \) for any \( \rho \in \text{Inv } K \setminus D_k \). Therefore, the coatoms of \( P_k \) can all be expressed in the form \( K = \text{Pol } \rho \), for some relations \( \rho \).

Preparatory to stating Rosenberg’s Theorem, we need to introduce the defining properties for some classes of such relations. First, an abelian group \( G \) is said to be \( p \)-elementary if it has exponent \( p \). If \( G \) is finite and \( p \)-elementary, clearly \( |G| \) is a power of \( p \).

Next, a relation \( \rho \in R^{(h)}_k \) is called central if

(a) there is some nonempty set \( C \subseteq [k] \) such that

\[
x_j \in C \Rightarrow (x_0, \ldots, x_{h-1}) \in \rho
\]

for every \( 0 \leq j \leq h-1 \),

(b) \( (x_0, \ldots, x_{h-1}) \in \rho \Rightarrow (x_{\sigma 0}, \ldots, x_{\sigma (h-1)}) \in \rho \), for all permutations \( \sigma \in S_h \), and

(c) \( x_i = x_j \Rightarrow (x_0, \ldots, x_{h-1}) \in \rho \), for every \( 0 \leq i < j \leq h-1 \).

By definition, then, all unary relations are central. The last two conditions can be regarded as generalizations of the symmetric and reflexive properties, respectively, of a binary relation.

Last, for a fixed value of \( k > 2 \) and \( 2 \leq h \leq k \), we define the relation

\[
\iota_h = \{(x_0, \ldots, x_{h-1}) \in [k]^h : |\{x_0, \ldots, x_{h-1}\}| < h\}.
\]

A relation \( \rho \in R^{(h)}_k \) is said to be \( h \)-universal if there is a value \( m \geq 1 \) and a surjective map \( \lambda : [k] \to [h]^m \) such that for all \( x = (x_0, \ldots, x_{h-1}) \in [k]^h \), \( x \in \rho \) if and only if

\[
(\lambda(x_0)_i, \ldots, \lambda(x_{h-1})_i) \in \iota_h \quad (\forall i : 0 \leq i < m).
\]
A trivial example of an $h$-universal relation is $\epsilon_h$ itself. Alternatively, let $\lambda$ map $\mathbb{I}[4]$ onto $\mathbb{I}[2] \times \mathbb{I}[2]$ via

<table>
<thead>
<tr>
<th>$x$</th>
<th>$\lambda(x)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>(0,0)</td>
</tr>
<tr>
<td>1</td>
<td>(0,1)</td>
</tr>
<tr>
<td>2</td>
<td>(1,0)</td>
</tr>
<tr>
<td>3</td>
<td>(1,1)</td>
</tr>
</tbody>
</table>

from which we get the 2-universal relation

$$
\begin{pmatrix}
0 & 0 & 0 & 1 & 1 & 1 & 2 & 2 & 3 & 3 & 3 \\
0 & 1 & 3 & 0 & 1 & 2 & 1 & 2 & 3 & 2 & 0
\end{pmatrix}.
$$

2.2.4 Theorem (Rosenberg [37], [39]) The coatoms of $P_k$ are exactly those clones of the form $\text{Pol} \rho$, where $\rho$ is a member of one of $R_1, \ldots, R_6$:

$R_1$: Partial orders on $\mathbb{I}[k]$ with a least and greatest element.

$R_2$: Relations $\{(x, \sigma x) : x \in \mathbb{I}[k]\}$ where $\sigma \in S_k$ is a product of cycles of equal, prime length.

$R_3$: Relations $\{(x_0, \ldots, x_3) \in \mathbb{I}[k]^4 : a_0 + a_1 = a_2 + a_3\}$, where $(\mathbb{I}[k]; +)$ is a $p$-elementary abelian group.

$R_4$: Non-trivial equivalence relations on $\mathbb{I}[k]$.

$R_5$: Non-diagonal central relations on $\mathbb{I}[k]$.

$R_6$: Non-diagonal $h$-universal relations on $\mathbb{I}[k]$.

Consequently, a set of functions $S$ is complete in $P_k$ if, for every $\rho \in R_1, \ldots, R_6$, there exists an $f \in S$ not preserving $\rho$. While there exist some relations $\rho$ and $\rho'$ in the list above for which $\rho \cong \rho'$, one can account for all such duplications to obtain a list of relations in one-to-one correspondence with the coatoms of $P_k$. [36]

2.3 Counting clones

In the previous chapter, we saw that $\mathcal{L}(P_2)$ is countable, and that its elements can be described explicitly. However, Janov and Mučnik [22] laid to rest any hopes that a similar analysis could be
carried out for $\mathcal{L}(\mathcal{P}_k)$ for $k > 2$ by showing that $|\mathcal{L}(\mathcal{P}_k)| = 2^{\aleph_0}$. That is, $\mathcal{P}_k$ contains as many clones as it does subsets. It thus became apparent that qualitative differences distinguished $\mathcal{L}(\mathcal{P}_2)$ from the lattices $\mathcal{L}(\mathcal{P}_k)$ for $k > 2$. Subsequent work has looked for properties shared by the lattices for $k > 2$, and has more fully shown the extent to which those lattices differ from $\mathcal{L}(\mathcal{P}_2)$.

Let us begin with an example of an uncountable family of clones. Let $k \geq 4$, and for $n \geq 1$, define the function $f_n \in \mathcal{P}_k^{(n)}$ by

$$f_n(x) = \begin{cases} 1 & \text{if } (x_0, x_1, \ldots, x_{n-1}) \text{ contains } n-1 \text{ 2's and one 3,} \\ 0 & \text{otherwise.} \end{cases}$$

These functions have the property that the composition of any two of them is the constant 0, which makes it easy to establish that:

2.3.1 Proposition For a set $S \subseteq \{f_1, f_2, \ldots\}$, we have

$$[S] \cap \{f_1, f_2, \ldots\} = S.$$  

Consequently, each subset of $\{f_1, f_2, \ldots\}$ generates a distinct clone. Therefore there are $2^{\aleph_0}$ clones contained in $\{\{f_1, f_2, \ldots\}\}$. We note in passing that this also shows that the Boolean lattice $\langle \{2\}^\mathbb{N}; \lor, \land \rangle$, the lattice of subsets of a countable set, can be (order) embedded in the lattice $\mathcal{L}(\mathcal{P}_k)$ when $k \geq 4$: another tribute to its structural complexity.

We have seen that some regions of the lattice remain similar in character for $k = 2$ and $k > 2$. Recall from Section 2.1 that the interval $[U, \mathcal{P}_2]$ is the three-element chain $U < L_1 < \mathcal{P}_2$, and that Burle's Theorem (2.2.2) shows that the interval $[U, \mathcal{P}_k]$ is a finite chain as well for $k \geq 3$. It is natural to wonder if this analogy extends any further. For example, note that the interval $[O_8, \mathcal{P}_2]$ has seven elements. Since $O_8 = \text{Con}_P(2)$, one might ask whether or not $[\text{Con}_P(k), \mathcal{P}_k]$ is finite in general: one asks, that is, how many clones contain all constant functions. The answer is negative, though; an argument of Ágoston, Demetrovics, and Hannák [1] shows that $[\text{Con}_P(k), \mathcal{P}_k]$ is uncountable for values $k > 2$. In fact, one may readily construct a (countably) infinite family of clones containing $[k]$ as follows. (I. A. Mal'cev, [27])

We define the function $\phi : [k] \rightarrow \mathbb{Z}_2$ by

$$\phi(x) = \begin{cases} 0 & \text{if } x \in \{0, 1\}; \\ 1 & \text{otherwise,} \end{cases}$$
and define \( \psi : \mathbb{Z}_2 \to \llbracket k \rrbracket \) by \( \psi(0) = 0, \psi(1) = 1 \). Then for each \( n \in \mathbb{N} \), let

\[
f_n(x_0, x_1, \ldots, x_{n-1}) = \psi\left( \sum_{i \in [n]} \phi(x_i) \right).
\]

Let \( F_n = \{ \{ f_n \} \cup \llbracket k \rrbracket \} \). It is not hard to see that \( o_e(f) \leq n \) for all \( f \in F_n \); consequently, the containment \( F_i \subset F_{i+1} \) is proper for each \( i \in \mathbb{N} \). I. A. Mal'tsev [27] established that \( ||J_k, L_2|| = \aleph_0 , \) \((k \geq 3)\), where \( L_2 \) is the quasilinear clone. He also showed that one encounters an uncountable interval by increasing \( L_2 \) to \( U_2 \); \( ||J_k, U_2|| = 2^{\aleph_0}. \) (See Proposition 2.3.1)

If \( \{f_1, f_2, \ldots, \} \) is an independent subset of \( P_k \), then the \( 2^{\aleph_0} \) clones generated by each of its subsets are distinct, as in the example at the beginning of this section. Furthermore, a set of functions is independent iff there exist relations \( \delta_1, \delta_2, \ldots \) for which \( f_i \in \text{Pol} \delta_j \Leftrightarrow i \neq j \). Demetrovics and Hannák [12] used this observation in the construction of several independent sets in order to prove

\[
2.3.2 \text{ Theorem Let } K \text{ be a coatom of } P_k \text{ for some } k \geq 3. \text{ Then }

||J_k, K|| = \begin{cases} 
\text{finite} & \text{if Inv } K \text{ is of type } R_3 \text{ in Th. 2.2.4 and } k \text{ is prime,} \\
\aleph_0 & \text{if Inv } K \text{ is of type } R_3 \text{ and } k \text{ is not prime,} \\
2^{\aleph_0} & \text{otherwise.}
\end{cases}
\]

Finally, we say that \( F \subseteq P_k \) is complete with constants if \( [F \cup \text{Con}_P(k)] = P_k \).\(^1\) Demetrovics and Hannák [12] have also shown that when \( k > 2 \), there are uncountably many clones \( K \leq P_k \) that are complete with constants. These and other results seem to indicate that uncountable structures are ubiquitous when \( k > 2 \), rather than confined to some easily delimited region of the lattice.

2.4 Finitely generated clones and coclones

A noteworthy consequence of Post's analysis [34] is that one can give an explicit, finite set of generators for each two-valued clone; we saw using Proposition 2.3.1 that not all clones are finitely generated when \( k \geq 3 \). [14], [29]. While the finite generation property is certainly valuable in studying any clone that possesses it, it is also closely related to the question of lattice cardinality. From the knowledge that all clones of \( P_2 \) are finitely generated, we note that the countable set \( P_2 \)

\(^1\)This is sometimes a more natural notion of completeness, within a purely algebraic context. For such a set \( F \), the algebra \( (\llbracket k \rrbracket; F) \) is also called functionally complete; however, we shall avoid the use of this term.
has only countably many finite subsets, and it follows directly that $|\mathcal{L}(\mathcal{P}_2)| \leq \aleph_0$. On the other hand, a clone with an infinite basis has uncountably many subclones. In general, we have:

2.4.1 Proposition Let $\mathcal{A}$ be an algebra, $|\mathcal{A}| \leq \aleph_0$. Then

(a) If $S$ is a sublattice of $\mathcal{L}(\mathcal{A})$ for which all subalgebras $X \in S$ are finitely generated, then $|S| \leq \aleph_0$.

(b) If $[X,Y]$ is an interval, $X$ is finitely generated, and there exists a $Z \in [X,Y]$ with an infinite basis, then $|[X,Y]| = 2^{\aleph_0}$.

(c) If $[X,Y]$ is an interval for which $X$ is finitely generated and all $Z \in [X,Y]$ have finite height over $X$ (see page 5), then all $Z \in [X,Y]$ are finitely generated.

Proof: We have already given some justification for the first claim. In order to prove (b), suppose that $S = \{x_1, x_2, \ldots\}$ is an infinite basis. By hypothesis, there is a finite subset $T$ of $S$ for which $X \leq [T]$. Then for any sets $U$ and $V$ contained in $S$, if $[U] = [V]$ then $U = V$; otherwise, $[S \setminus (U \setminus V)] = [S \setminus (U \setminus V)] = [S]$ would contradict the basis property. Since there are uncountably many subsets of $S$ containing $T$, $|[X,Y]| \geq |[X,[S]]| = 2^{\aleph_0}$.

To establish the last claim, we observe that if $Z \in [X,Y]$ has generators $\{x_1, \ldots, x_n\}$ and and $Z'$ covers $Z$, then $Z'$ is generated by $\{x_1, \ldots, x_n, x_{n+1}\}$, for any element $x_{n+1} \in Z' \setminus Z$. Thus $Z'$ too is finitely generated. When the height of any $Z \in [X,Y]$ is finite, one can proceed upwards inductively from $X$ to show that $Z$ is finitely generated.

In particular, the conditions of (c) are met if $X$ is finitely generated, and $|[X,Y]| < \infty$.

The algebras $\mathcal{A}$ of interest here are, of course, $\mathcal{P}_k$ and $\mathcal{R}_k$. For economy of expression, a clone whose image under Inv is finitely generated in $\mathcal{R}_k$ will be called relationally finitely generated (rfg), in contrast to a functionally finitely generated (ffg) clone. Applied to $\mathcal{P}_k$, the third claim above states that all members of a finite interval are ffg (rfg) if the bottom (top) of the interval is also ffg (or rfg, respectively). By taking the unions of the appropriate bases, one may also observe that if $K, K' \leq \mathcal{P}_k$ are ffg, so is $K \vee K'$. If $K, K'$ are rfg, then so is $K \wedge K'$. Unfortunately, though, the finitely generated subalgebras do not, in general, form a sublattice: for example, Haddad [17] has shown there exist ffg clones $K, K' \leq \mathcal{P}_3$ for which $K \wedge K'$ is not ffg.
The finite generation property is equivalent to a lattice condition. It is well known that

**2.4.2 Proposition** A subalgebra $X$ of $A$ is finitely generated if and only if it is coatomic in $\mathcal{L}(A)$.

That is, $X$ is finitely generated if and only if, for every $Z < X$, there exists a coatom $Y$ of $X$ such that $Z \leq Y < X$. Another equivalent condition is given by noting that $X$ is coatomic iff the union of any ascending chain in $X$ is properly contained in $X$. For example, the structure of the lattice $\mathcal{L}(\mathcal{R}_2)$ (Figure 2.2) reveals that the coclones $\text{Inv } F_i^\infty$, $1 \leq i \leq 8$, are not finitely generated, since they are each the limit of an infinite, ascending chain, and hence are not contained in any coatom. $\mathcal{P}_2$, then, provides clones which are simultaneously ffg and rfg, or ffg and not rfg. One can also account for the remaining two combinations: Demetrovics and A. I. Mal'cev [13] have exhibited a clone which is rfg but not ffg for $k \geq 3$, and the cardinality properties of Proposition 2.4.1 guarantee the existence of uncountably many clones of the fourth type; Pöschel and Kalužnin [33] construct an example.

**2.4.3 Definition** For any $F \leq P_k$, let the *order* of $F$ be

$$o(F) = \min_{[S]=F} \max_{f \in S} \{o(f)\},$$

setting $o(F) = \infty$ if none of the maxima exist. Define $o(Q)$ for any $Q \leq R_k$ analogously. For $F \leq P_k$, also let

$$d(F) = o(\text{Inv } F),$$

called the *degree* of $F$. We note that $o(F) < \infty$ iff $F$ is ffg, and $d(F) < \infty$ iff $F$ is rfg.

An elegant use of the Galois Correspondence furnishes a refinement of Proposition 2.4.2 for the algebras $\mathcal{P}_k$ and $\mathcal{R}_k$.

**2.4.4 Lemma** Let $f \in P_k$ and $\rho \in R_k$ be given with $f \not\in \text{Pol } \rho$.

(a) There exists a relation $\sigma$ for which $f \not\in \text{Pol } \sigma$, $\rho \vdash \sigma$, and $o(\sigma) \leq k^{o(f)}$.

(b) There exists a function $g$ for which $g \not\in \text{Pol } \rho$, $f \vdash g$, and $o(g) \leq k^{o(\rho)} - 1$. 
Proof: We prove (b). Set \( h = o(\rho) \); if \( o(f) \leq k^h - 1 \), we are done. Otherwise, observe that \( \rho \) is not trivial, since \( f \not\in \text{Pol}\rho \); therefore, \( |\rho| \leq k^h - 1 \). Let \( A < \rho \) be such that \( f(A) \not\in \rho \). Clearly \( A \) contains at most \( |\rho| \) distinct columns: let \( A' \) consist of those columns in order of appearance.

Let \( \epsilon \) be the equivalence relation on \( [o(f)] \) induced by equality amongst the columns of \( A \), and let \( g = \Delta_\epsilon f \). Since \( \epsilon \) has at most \( |\rho| \) equivalence classes,

\[
o(g) \leq |\rho| \leq k^h - 1,
\]

and \( g(A') = f(A) \not\in \rho \). Therefore \( g \not\in \text{Pol}\rho \).

The following consequence refines the generic observation made in Proposition 2.4.2: we refer to Jablonskii [21] or Pöschel and Kalužnin [33].

2.4.5 Proposition \( K \leq P_k \) is ffg if and only if \( K \) is coatomic and has finitely many coatoms. \( K \) is rfg if and only if \( K \) is atomic and has finitely many atoms.

Proof: Omitted.

Another interesting consequence is noted by Salomaa [40] and others. A basis \( S \subseteq P_k \) for a clone \( K \) is said to be simple if, for every \( f \in S \) and \( 0 \leq i < j < o(f) \),

\[ [S \cup \{\Delta_{ij} f\} \setminus \{f\}] \subseteq K. \]

That is, a simple basis is one which is minimal with respect to diagonalization. It is clear that one can obtain a simple basis from any basis for \( K \) by diagonalizing its elements appropriately.

2.4.6 Proposition If \( K \leq P_k \) is ffg, there exist only finitely many simple bases for \( K \).

Proof: Let \( K \) be finitely generated; then \( K \) has coatoms \( K_1, \ldots, K_n \) for some finite \( n \), by Proposition 2.4.5. For each \( 1 \leq i \leq n \), choose a relation \( \rho_i \in \text{Inv} K_i \setminus \text{Inv} K \). Now let \( S \) be a simple basis for \( K \). By virtue of generating \( K \), it contains a function \( f_i \in S \setminus K_i \), for each \( i \leq n \); that is, \( f_i \not\in \text{Pol} \rho_i \).

Since \( S \) is a basis, \( S = \{f_i\}_{i=1}^n \), although the functions \( f_i \) need not all be distinct.

By Lemma 2.4.4(b), there exist functions \( g_i \not\in \text{Pol} \rho_i \) for which \( f_i \vdash_\Delta g_i \) and \( o(g_i) \leq k^{o(\rho_i)} - 1 \). Since \( g_i \in K \setminus K_i \), the set \( \{g_i\}_{i=1}^n \) also generates \( K \). Because \( S \) is simple, we must have \( g_i = f_i \) for each \( i \).
Now let $h = \max \{ o(\rho_i) : 1 \leq i \leq n \}$. We have $o(f_i) = o(g_i) \leq k^h - 1$ for each $i$. Since $h$ depends only on $K$, we have shown that the arities of functions comprising a simple basis are bounded; therefore, there are finitely many simple bases. \hfill \Box

The complementary theorem for $R_k$ is also true. As a final application of Lemma 2.4.4, we include a result from Pöschel and Kalužnin [33]. A clone $K \leq P_k$ is said to have the expansion property $\Delta h$ if

$$f \in K \iff \forall g : f \vdash g, \text{ and } o(g) \leq h \Rightarrow g \in K. \quad (2.5)$$

**2.4.7 Proposition** Let $K \leq P_k$. Then for $h \in \mathbb{N}$,

(a) If $K$ has the expansion property $\Delta h$, then $d(K) \leq k^h$.

(b) If $d(K) \leq h$, $K$ has the expansion property $\Delta (k^h - 1)$.

By way of illustration, consider the clone $F = \bigcup_{i=1}^{\infty} F_i$ when $k = 3$, from the example on page 28. If a function $f \in P_3^{(n)}$ is not a member of $F$, then it is not difficult to see that there must be three vectors $x, y, z \in [3]^n$ for which $f(x), f(y), \text{ and } f(z)$ bear witness to this fact. Since there are at most $3^3$ distinct triples $(x_i, y_i, z_i)$, there must be some function $g$ also for which $g \notin F$, and $f \vdash g$, and $o(g) \leq 3^3$, by identifying any components with repeated triples. This means that $F$ has the expansion property $\Delta 27$, so $d(F) \leq 3^{27}$. We saw, though, that $o(F) = \infty$; therefore, $F$ is rfg, but not ffg.

To provide another example, we recall the comment on page 22 that a function was in the clone $F^\infty_8$ if and only if the family of sets $S_f$ had $\bigcap S_f \neq \emptyset$. For any $h$-ary function $f \in F^\infty_8$, if $A \in S_f$, we have $A \subseteq [h]$. Let $T = S_f \cup \{\{h\}\}$, adding on a singleton subset of $[h+1]$ so that $\bigcap T = \emptyset$. Let $f_h$ be the $h+1$-ary function associated with $T$. Now $f_h \notin F^\infty_8$, but for any $g \neq f_h$ for which $f_h \vdash g$, we have $S_g \subseteq S_f$, whence $\bigcap S_g \neq \emptyset$, and so $g \in F^\infty_8$. Therefore $F^\infty_8$ does not have the property $\Delta h$, for any $h$. By the proposition above, $F^\infty_8$ is not rfg.

The corresponding proposition for $R_k$ also holds if we define the expansion property for coclones in the same way, replacing functions and clones with relations and coclones in expression (2.5).
2.4.8 Proposition Let $Q \leq R_k$. Then for $h \in \mathbb{N}$,

(a) If $Q$ is $\Delta h$, then $o(\text{Pol } Q) \leq (k^h - 1)$.

(b) If $o(\text{Pol } Q) \leq h$, then $Q$ is $\Delta k^h$.

**Proof:** We prove only (a). Let $Q \leq R_k$ be given with the property $\Delta h$. In order to show that $o(\text{Pol } Q) \leq k^h - 1$, we show $Q = \text{Inv } (\text{Pol } Q)^{(k^h-1)}$. The containment $\subseteq$ is clear by the antiisotone property of $\text{Inv}$. To establish the other inclusion, pick $\rho \not\in Q$. We assume that $o(\rho) \geq h$. By the contrapositive of the expansion property, there exists a relation $\sigma \not\in Q$ for which $o(\sigma) = h$ and $\rho \vdash_{\Delta} \sigma$. Let $f \in \text{Pol } Q$ be a function not preserving $\sigma$. By Lemma 2.4.4, there also exists a $g$ for which $f \vdash_{\Delta} g$ and $g \not\in \text{Pol } \sigma$ with $g \in (\text{Pol } Q)^{(k^h-1)}$. Since $g \not\in \text{Pol } \sigma$, it does not preserve $\rho$ either, from which it follows that $\rho \not\in \text{Inv } (\text{Pol } Q)^{(k^h-1)}$. □
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Two Intervals in $\mathcal{L}(\mathcal{P}_k)$

3.1 Clones over $\Omega_k$

From Post's catalog [34], we see that the interval $[\Omega_2, P_2]$ consists of seven classes, arranged as shown in Figure 3.3. (Recall that $S_6$ is the clone generated by vel and the constants, and $P_6$ is its dual. $M_1$ is the class of all monotone functions.)

This section gives a description of the interval $[\Omega_k, P_k]$ for $k \geq 3$, which is equivalent to the task of determining all clones containing $\Omega_k$. The description reveals that the interval shares the finiteness of $[\Omega_2, P_2]$ for all (finite) values of $k$.

A result due to Jablonskii [21] gives from the outset some evidence of similarity between $[U, P_k]$ and $[\Omega_k, P_k]$. He shows that $\Omega_2$ shares with $U$ the Slupecki Criterion property, in that $[\Omega_k \cup \{f\}] = P_k$ when $f \not\in U$ is surjective or, equivalently, that the only coatom above $\Omega_k$ is $U_{k-1}$. Although the interval $[J_k, U_{k-1}]$ is uncountable (see Section 2.3), this condition considerably simplifies the search for members of $[\Omega_k, P_k]$. 
Our theorem states that the interval is lattice-isomorphic to the product of a chain of length $k$ and lattice of subgroups of the symmetric group, $S_k$. For a fixed value of $k \geq 3$, let us define the clone $W_i = V_i \vee \Omega_k$ for $1 \leq i \leq k$. Note that $W_1 = \Omega_k$, and $W_k = P_k$. We find that the interval $[W_1, W_{k-1}]$ has the same structure as $[U, P_k]$ (as given in Burle’s Theorem, 2.2.2).

3.1.1 Theorem

(a) $[\Omega_k, P_k] \cong ([W_1, W_{k-1}] \times [J_k, S_k]) \cdot \{W_k\}$, and

(b) $[W_1, W_{k-1}] = \{W_1, L_2 \vee W_1, W_2, \ldots, W_{k-1}\}$.

Part (b) is a special case of a result due to I. A. Mal’cev [25]; however, we shall include a complete proof here in an attempt to illuminate the mechanism of not only this theorem, but also those of Burle and Slupecki. The proof depends upon the following series of lemmata.

3.1.2 Lemma If $f, g \in \Omega_k$, so that $\text{rng}(f) \leq i$ and $\text{rng}(g) = i$ for some $i < k$, then there exist functions $\sigma, \tau \in \Omega_k$ for which $f = \sigma g \tau$.

More specifically, if $\text{rng}(f) \subseteq \text{rng}(g)$, then $f = g \tau$ for some $\tau \in \Omega_k$.

Proof: Let $A_i = \{j : f(j) = i\}$, for $i \in [k]$, and choose $b_i$ such that $g(b_i) = i$, for $i \in \text{rng}(g)$. Assume that $\text{rng}(f) \subseteq \text{rng}(g)$. The sets $A_i$ partition $[k]$, and if $|A_i| = 1$ for all $i \in [k]$, it follows that $f$ is a permutation. Therefore there must be some $l$ for which $|A_l| > 1$. Define $\tau(x) = b_i$ for $x \in A_i, i \in [k]$. Then $\tau \in \Omega_k$, since $\tau$ maps at least two elements of its domain to the value $b_i$. By construction, $f = g \tau$.

Now consider the case when $\text{rng}(f) \not\subseteq \text{rng}(g)$. Since $|\text{rng}(f)| \leq |\text{rng}(g)| < k$, it is possible to choose a function $\sigma \in \Omega_k$ which maps $\text{rng}(g)$ onto $\text{rng}(f)$. We apply the argument in the paragraph above to the pair of functions $f$ and $\sigma g$ to find a $\tau$ for which $f = \sigma g \tau$.

The following three lemmata are due to Jablonskii [21]; see also [19].
3.1.3 Lemma Suppose $|\text{rng}(f)| \geq 3$, $f$ is not essentially unary, and $f$ depends on its first argument. Let $n = o(f)$. Then there exist $x, y \in [k]$ and $u, v \in [k]^{n-1}$ for which
\[
\begin{align*}
f(x, u_1, u_2, \ldots, u_{n-1}) &= a, \\
f(y, u_1, u_2, \ldots, u_{n-1}) &= b, \\
f(x, v_1, v_2, \ldots, v_{n-1}) &= c,
\end{align*}
\]
for some three distinct values $a, b, c$.

3.1.4 Definition For $n \geq 2$, four $n$-tuples in $[k]^n$ of the form
\[
\begin{align*}
(u_1, \ldots, u_{i-1}, u_i, u_{i+1}, \ldots, u_j-1, u_j, u_{j+1}, \ldots, u_n), \\
(u_1, \ldots, u_{i-1}, v_i, u_{i+1}, \ldots, u_j-1, u_j, u_{j+1}, \ldots, u_n), \\
(u_1, \ldots, u_{i-1}, u_i, u_{i+1}, \ldots, u_j-1, v_j, u_{j+1}, \ldots, u_n), \\
(u_1, \ldots, u_{i-1}, v_i, u_{i+1}, \ldots, u_j-1, v_j, u_{j+1}, \ldots, u_n),
\end{align*}
\]
for which $i < j$, $u_i \neq v_i$, and $u_j \neq v_j$, shall be called a quadrat.

3.1.5 Lemma Suppose $|\text{rng}(f)| \geq 3$, and $o(f) > 1$. Let $n = o(f)$. Then there exists a value in the range of $f$ which $f$ assumes on exactly one member of some quadrat in $[k]^n$.

3.1.6 Lemma (Jablonski's Climbing Lemma) For a given function $f$, let $n = o(f)$. For any value $l$, $3 \leq l \leq |\text{rng}(f)|$, if $f$ is not essentially unary, there exist subsets $G_1, G_2, \ldots, G_n \subseteq [k]$ having the properties that $|G_i| < l$ for $1 \leq i \leq n$ and
\[
|\{f(x) : x_i \in G_i, 1 \leq i \leq n\}| = l. \tag{3.6}
\]

Proof: Without loss of generality, suppose that $f$ depends on its first argument. By Lemma 3.1.3, there exist $x, y \in [k]$ and $u, v \in [k]^{n-1}$ for which $f$ assumes three distinct values on the $n$-tuples $(x, u_1, \ldots, u_{n-1})$, $(y, u_1, \ldots, u_{n-1})$, and $(x, v_1, \ldots, v_{n-1})$. Let $w^i \in [k]^n$, for $1 \leq i \leq l-3$, be arbitrary $n$-tuples on which $f$ assumes some remaining $l-3$ values of its range.
Then we let

\begin{align*}
G_1 &= \{x, y, w_1^1, w_1^2, \ldots, w_1^{l-3}\}, \\
G_2 &= \{u_1, v_1, w_2^1, w_2^2, \ldots, w_2^{l-3}\}, \\
G_3 &= \{u_2, v_2, w_3^1, w_3^2, \ldots, w_3^{l-3}\}, \\
& \vdots \\
G_n &= \{u_{n-1}, v_{n-1}, w_n^1, w_n^2, \ldots, w_n^{l-3}\}.
\end{align*}

By construction, the requirement 3.6 is satisfied. We see also that \(|G_i| \leq l - 1\) for each \(1 \leq i \leq n\), which completes the proof. 

We may now prove Theorem 3.1.1.

**Proof:** Let us begin with part (b). It is clear that \(W_1 \subseteq L_2 \vee W_1 \subseteq W_2 \subseteq \cdots \subseteq W_{k-1}\). To show that each containment is, in fact, a covering relation, suppose that \(W_1 \subseteq K \subseteq W_k\) for some clone \(K\). First, suppose \(K \subseteq L_2 \vee W_1\). For any \(f \in K \setminus W_1\), then, \(f\) is quasilinear, so there exist \(\phi_i : [k] \to \mathbb{Z}_2\) for \(i \in [n]\), and \(\psi : \mathbb{Z}_2 \to [k]\) for which

\[ f(x_0, x_1, \ldots, x_{n-1}) = \psi(\sum_{i \in [n]} \phi_i(x_i)). \]

Since \(f \not\subseteq W_1\), \(f\) depends on at least two variables, so at least two of the functions \(\{\phi_i\}\) are onto. Without loss of generality, assume that \(\phi_0\) and \(\phi_1\) are onto. Since the constant functions are contained in \(W_1\), \(W_1 \cup \{f\} \vdash f'(x, y)\), where \(f'(x, y) = f(x, y, 0, 0, \ldots, 0)\). Then \(f'(x, y) = \psi'(\phi_0(x) + \phi_1(y))\), for some map \(\psi'\). Using Lemma 3.1.2, we see that \(W_1 \cup \{f'\} \vdash g(x, y)\), where \(g(x, y) = \iota(\phi(x) + \phi(y)), \iota(0) = 0, \iota(1) = 1,\) and

\[ \phi(x) = \begin{cases} 
0 & x = 0 \\
1 & x > 0.
\end{cases} \]

By composing \(g\) with itself \(m - 2\) times, one obtains the \(m\)-ary function

\[ g_m(x_0, x_1, \ldots, x_{m-1}) = \iota(\phi(x_0) + \phi(x_1) + \cdots + \phi(x_{m-1})). \]

We then make use of Lemma 3.1.2 once again: for any function \(h \in L_2^{(m)}\), there exist functions \(\sigma \in \Omega_k\) and \(\tau_i \in \Omega_k\) for \(i \in [m]\) for which

\[ h(x_0, x_1, \ldots, x_{m-1}) = \sigma g_m(\tau_0 x_0, \tau_1 x_1, \ldots, \tau_{m-1} x_{m-1}). \]
Then $W_1 \cup \{g\} \vdash h$ for any $h \in L_2$, which means that $K = K \vee W_1 = L_2 \vee W_1$.

To establish the next covering relation, suppose $K \subseteq W_2$ and $K \not\subseteq L_2 \vee W_1$. For a function $f \in K \setminus (L_2 \vee W_1)$, assume without loss of generality that $\text{rng}(f) = [2]$. Let $n$ be the arity of $f$, and for $u = (u_1, \ldots, u_{n-1})$, set

$$A_{i,u} = \{x : f(u_1, \ldots, u_{i-1}, x, u_i, u_{i+1}, \ldots, u_{n-1}) = 0\}.$$

We observe that $f \in L_2$ if, for any $0 < i \leq n$ and $u, v \in [k]^{n-1}$, either $A_{i,u} = A_{i,v}$ or $A_{i,u} = [k] \setminus A_{i,v}$.

Since $f \not\in L_2$, there must be some $i, u$, and $v$ for which this property does not hold. That is, $A_{i,u} \Delta A_{i,v} \not\subseteq \{0, [k]\}$. Either $A_{i,u} \not\subseteq A_{i,v}$ or $A_{i,v} \not\subseteq A_{i,u}$; fix the notation so that $A_{i,u} \not\subseteq A_{i,v}$. Then there exist elements $a \in [k] \setminus (A_{i,u} \Delta A_{i,v})$ and $b \in A_{i,u} \setminus A_{i,v}$. Define the functions $\phi_j \in \Omega_k$, for $0 < j \leq n - 1$, by

$$\phi_j(x) = \begin{cases} u_j & \text{if } x = 0, \\ v_j & \text{otherwise.} \end{cases}$$

Let $\phi \in \Omega_k$ be the analogous function mapping $0 \mapsto a$ and $\{1, 2, \ldots, k - 1\} \mapsto b$; then we may form the binary function

$$f'(x, y) = f(\phi_1(y), \ldots, \phi_{i-1}(y), \phi(x), \phi_i(y), \ldots, \phi_{n-1}(y)).$$

Now if $a \in A_{i,u} \cap A_{i,v}$, we see that $f'(x, y) = 1$ when $x \geq 1$ and $y \geq 1$, and $f'(x, y) = 0$ otherwise; $f'$ restricted to the domain $[2]$ realizes the Boolean conjunction ($\land$). The other case to consider is $a \in [k] \setminus (A_{i,u} \cup A_{i,v})$. Here, $f'(x, y) = 0$ only if $x = 1$ and $y = 0$; otherwise, $f'(x, y) = 1$. In this case, $f'$ realizes the Boolean “implication” ($\to$). Choose a function $\sigma \in \Omega_k$ that transposes the elements $\{0, 1\}$, and thereby realizes the neg function on the domain $[2]$. Either pair of functions $\{\land, \neg\}$ or $\{\to, \neg\}$ is complete in $P_2$; therefore $W_1 \cup \{f'\} \vdash \land$, vel. It follows that $W_1 \cup \{f'\} \vdash g$ for any $g$ with $\text{rng}(g) = [2]$, by expressing $g$ in the generalized disjunctive normal form (see page 4).

Consequently,

$$W_2 \subseteq [W_1 \cup \{f'\}] \subseteq W_1 \vee K,$$

and $K = W_2$. 

Finally, we show that if \( l > 2 \) and \( W_{l-1} \subset K \subseteq W_l \), then \( K = W_l \), again by selecting any function \( f \in K \setminus W_{l-1} \). The cardinality of the range of \( f \) is exactly \( l \), and \( f \) is not unary; therefore Lemma 3.1.6 shows the existence of sets \( G_i \) for \( 1 \leq i \leq n \) that satisfy the equation (3.6), and for which

\[
|G_i| \leq l - 1
\]  

(3.7)

We assume once again, without loss of generality, that \( \text{rng}(f) = [l] \), and we let \( g \) be any other function for which \( \text{rng}(g) = [l] \) as well. For each \( i, 1 \leq i \leq l \), choose an \( n \)-tuple \( u^i \) for which \( u^i_j \in G_j \) and \( f(u^i_j) = i \). For each \( 1 \leq j \leq n \), let \( g_j \in P_k^{(n)} \) be the function defined by \( g_j(x) = u^i_j \) if \( g(x) = i \). In fact, \( g_j \in W_{l-1} \), by (3.7), so \( W_{l-1} \cup \{f\} \vdash f(g_1, g_2, \ldots, g_n) \). However, that composition is exactly the function \( g \), so \( g \in [W_1 \cup \{f\}] \). By virtue of Lemma 3.1.2, for any \( h \in W_l \), there exists \( \sigma \in W_1 \) such that \( h = \sigma g \). Therefore \( W_l \subseteq [W_{l-1} \cup \{f\}] \subseteq K \), from which it follows that \( K = W_l \).

The proof of part (a) is now straightforward. Define the function \( \Psi : [W_1, W_{k-1}] \times [E, S_k] \to [W_1, U_{k-1}] \) by \( \Psi(X, Y) = X \lor Y \). To establish that \( \Psi \) is an injection, suppose that \( \Psi(X, Y) = \Psi(X', Y') \). Observe that \( (X \lor Y) \land S_k = Y \), since \( X \land S_k = \emptyset = J_k \), and a composition of functions \( f * g \) is in \( S_k \) iff both \( f \) and \( g \) are in \( S_k \). It follows that

\[
(X \lor Y) \land S_k = (X \cup Y) \land S_k = (X \land S_k) \cup (Y \land S_k) = J_k \cup Y = Y.
\]

Thus \( \Psi(X, Y) = \Psi(X', Y') \) implies

\[
\Psi(X, Y) \land S_k = \Psi(X', Y') \land S_k,
\]

from which \( Y = Y' \). Now recall that \( U_i = W_i \lor S_k \). It is easy to see that the set inclusions

\[
U_1 \subset L_2 \lor U_1 \subset U_2 \subset \cdots \subset U_{k-1}
\]

are all strict. It follows that the inclusions

\[
W_1 \lor Y \subset L_2 \lor W_1 \lor Y \subset W_2 \lor Y \subset \cdots \subset W_{k-1} \lor Y
\]

are also strict, and \( \Psi(X, Y) = \Psi(X', Y) \Rightarrow X = X' \), as required.
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One establishes that $\Psi$ is surjective by projecting any clone in $[W_1, W_k)$ onto the interval's factors. Given a clone $F$ for which $W_1 \leq F < W_k$, let $Y = F \wedge S_k$, and let $X = F \wedge W_{k-1}$. Then clearly $F = X \lor Y$, and $\Psi$ is an isomorphism. Furthermore, it follows from the Słapecki Criterion (Theorem 2.2.1) that $W_k$ covers $W_{k-1} \lor S_k$.

Figure 3.4: $[\Omega_3, P_3]$

The statement of Theorem 3.1.1 is illustrated for $[\Omega_3, P_3]$ in Figure 3.4. The symmetric group $S_3$ has four proper, nontrivial subgroups. The subgroups of order two are all indicated by $C_2$ for the sake of simplicity. The interval contains nineteen clones in all. A corollary of the theorem is that the number of clones containing $\Omega_k$ equals $k ||[J_k, S_k]| + 1$, where $|[J_k, S_k]|$ is the number of subgroups of the symmetric group $S_k$. 
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3.2 Clones over $S_k$

The unary functions are partitioned into permutations and non-permutations: that is, $U = \Omega_k \cup S_k$, and $\Omega_k \cap S_k = J_k$. We now turn our attention to the interval of clones containing $S_k$. When $k = 2$, they consist of the six shown in Figure 3.5 (Post [34]). When $k > 2$, one can determine the structure of $[S_k, \mathcal{P}_k]$ using a method similar to that of the previous section, although the outcome here is a somewhat more involved description. One begins by characterizing the unary clones in the interval, then extending the characterization to the entire interval. The result depends on whether $k$ is even or odd, and the cases in which $k = 3$ and $k = 4$ will need to be treated separately.

During the preparation of this thesis, it was observed that Haddad and Rosenberg [18] have shown that $[S_k, \mathcal{P}_k]$ is finite by determining its elements, for $k \geq 5$, using an argument similar to the one presented here. We differ, however, by determining the explicit structure of the interval, and resolving the special cases encountered when $k = 3$ or 4.

Recall from the previous section that, when $k \geq 3$, the only coatom containing $\Omega_k$ is $U_{k-1}$. Salomaa [41] has shown that the same is true of $S_k$ when $k$ is large enough ($k \geq 5$). Once again, one is led to expect some similarity with the interval $[U, \mathcal{P}_k]$.

3.2.1 Theorem (Salomaa [41]) If $k \geq 5$, $|\text{rng}(f)| = k$, and $\alpha_e(f) > 1$, then $\{f\} \cup S_k = \mathcal{P}_k$. 

Figure 3.5: $[S_2, \mathcal{P}_2]$
3.2.2 Definition Denote the set of all partitions of \( k \) by \( \Pi_k \):

\[
\Pi_k = \left\{ \{a_1, a_2, \ldots, a_n\} : a_i \in \mathbb{N}, \sum_{i=1}^{n} a_i = k, \text{ for some } n \in \mathbb{N} \right\}.
\]

Each partition is regarded as a multiset: elements may occur more than once, and order is neglected.

Given a function \( f \in \mathcal{P}_k^{(1)} \), let \( B_i = \{j : f(j) = i\} \), for \( i \in [k] \). Let \( I = \{i : B_i \neq \emptyset\} \). Define \( \Pi(f) = \{|B_i|\}_{i \in I} \), and observe that \( \Pi(f) \) is a partition of \( k \). In order to name the set of functions that give rise to a particular partition \( A \in \Pi_k \), define

\[
\Omega_{k,A} = \left\{ f \in \mathcal{P}_k^{(1)} : \Pi(f) = A \right\}.
\]

Furthermore, for all \( F \subseteq \Pi_k \), define the clone

\[
O_F = [\{\Omega_{k,A} : A \in F\}] \cup S_k.
\]

The set \( \Pi_k \) admits a partial ordering in the usual fashion: if \( A, B \in \Pi_k \), write \( A \preceq B \) if and only if \( A \) is a refinement of \( B \). That is, suppose \( B = \{b_1, b_2, \ldots, b_n\} \). Then \( A \) is said to be a refinement of \( B \) if there exist sets \( B_1, B_2, \ldots, B_m \) which partition \( B \), and \( A = \{\sum_{j \in B_i} b_i : 1 \leq j \leq m\} \). The minimum element of this poset is \( A_0 = \{1, 1, \ldots, 1\} \), while the maximum is \( A_1 = \{k\} \). The set of filters \( \mathcal{F}(\Pi_k) \) form a lattice whose minimum and maximum elements are \( F_0 = \emptyset \), and \( F_1 = \Pi_k \), respectively.

For filters \( F, G \in \mathcal{F}(\Pi_k) \) and for each \( 1 \leq i \leq k \), define the relation \( F \equiv_i G \) to hold if and only if, for all \( A \in \Pi_k \) with \( |A| > i \), \( A \in F \iff A \in G \). It can be seen that \( \equiv_i \) is an equivalence relation and, in fact, a congruence on the lattice \( \mathcal{F}(\Pi_k) \). The intuition here is that two filters are related if they are equal on all but partitions of small cardinality. In particular, note that \( F \equiv_1 G \) iff \( F = G \).

We shall introduce another congruence, \( \equiv_L \), which has special properties when \( k \) is even. A partition \( A \in \Pi_k \) is said to be even if all of its elements are divisible by 2, and odd otherwise. A set of partitions \( F \) is called even if \( A \) is even for all \( A \in F \). We define \( \equiv_L \) as follows: if \( F, G \in \mathcal{F}(\Pi_k) \) and either \( F \) or \( G \) is even, let \( F \equiv_L G \) hold if and only if, for all partitions \( A \) for which either \( |A| > 2 \) or \( A \) is odd, \( A \in F \iff A \in G \). Otherwise, let \( F \equiv_L G \iff F \equiv_2 G \).

3.2.3 Lemma If \( f \in \Omega_{k,A} \) for some \( A \in \Pi_k \), then \( S_k \cup \{f\} \vdash \Omega_{k,A} \).
Proof: For any $g \in \Omega_{k,A}$, one can find permutations $\sigma, \tau \in S_k$ for which $g = \sigma f \tau$. 

3.2.4 Lemma For a set $F \subseteq \Pi_k$, let $\overline{F}$ be the smallest filter in $\Pi_k$ for which $F \subseteq \overline{F}$. Then if $F \neq \{ A_0 \}$, it is the case that $O_F = O_{\overline{F}}$.

Proof: Suppose that $F \neq \{ A_0 \}$, and let $A \in \Pi_k$ be any partition for which there exists some $B \in F$, $B \neq A_0$, with $B \subseteq A$. We shall prove the claim by showing that, for any $f \in \Omega_{k,A}$, $O_F \vdash f$.

It is sufficient to consider the case when $A$ covers $B$. Begin by choosing any function $g \in \Omega_{k,B}$, and let $B_i = \{ j : g(j) = i \}$, and $b_i = |B_i|$. Then $B = \{ b_i : b_i \neq 0 \}$, and $A = (B \setminus \{ b_i, b_j \}) \cup \{ b_i + b_j \}$, for some $i \neq j$, since $A$ covers $B$. In fact, the argument shall not depend on the values of $i$ and $j$, so we shall assume that they are 0 and 1, in the interests of simplicity.

Let $m = |B|$. For some $l \in [k]$, we must have $b_l > 1$, since $B \neq A_0$. Let $c_0$ and $c_1$ be distinct members of $B_l$, and let $c_2, c_3, \ldots, c_{m-1}$ be members of some $m-2$ of the remaining $m-1$ sets $\{B_i\}$. Now define a permutation $\sigma \in S_k$ by setting $\sigma(i) = c_i$ for $0 \leq i < m$, and choosing $\sigma(i)$ in an arbitrary, bijective manner on the remaining $k-m$ elements of its domain and range.

Defining $f' = f \sigma f$, one sees that $f'(i) = f(i)$ for $i \notin B_1$, and $f'(i) = 0$ for $i \in B_0 \cup B_1$. Therefore $\Pi(f') = A$. With the help of Lemma 3.2.3, one obtains $S_k \cup \{ f' \} \vdash g$, which completes the proof.

3.2.5 Lemma Let $2 \leq i \leq k$. If $F \in F(\Pi_k)$ is a filter which contains all partitions $A$ with $|A| \leq i$, then $O_F \lor V_i = O_F \cup V_i$.

Proof: Let $f$ be any member of $O_F \lor V_i$. If $f$ is essentially unary, it is clear that $O_F \cup V_i \vdash f$. Since our choice of $F$ implies that $V_i^{(1)} \subseteq O_F$, it follows that $f \in O_F$. Otherwise, $o_e(f) > 1$. In this case, we make use of the observation that for any clone $K \leq U_1$, if $g \in K \lor V_i$ and $g$ is not essentially unary, then $|\text{rng}(g)| \leq i$. Consequently, $f \in V_i$, so $O_F \lor V_i \subseteq O_F \cup V_i$, as required.

The preceding three arguments shall serve to classify the unary functions found in clones containing $S_k$. The remaining clones — that is, those which include functions that depend on more than one variable — are determined for the most part by the cardinality of the range of each function, very much as were their analogues in the interval over $\Omega_k$, in the previous section. The following three lemmata will provide the necessary tools to elaborate this notion precisely.
Chapter 3. Two Intervals in $\mathcal{L}(P_k)$

3.2.6 Lemma Let $f \in L_2 \setminus U$. Then

$$[S_k \cup \{f\}] = \begin{cases} L_2^* \lor S_k & \text{if } f \in L_2^*, \\ L_2 \lor S_k & \text{otherwise.} \end{cases}$$

Proof: Since $f \in L_2$, it can be written in the form of equation (2.4). It is easily determined that all of the constant functions are in $[S_k \cup \{f\}]$. By substituting constants for the variables of $f$, we find that the functions $\phi_i$, are as well, for all $i$, $1 \leq i \leq n$. $f$ is not essentially unary; assume, without loss of generality, that $f$ depends on its first two variables. That is, $\phi_0$ and $\phi_1$ are not constant, and $\psi$ is an injection. With the help of the permutations, we may assume that $\psi$ is the inclusion map, and ignore it henceforth. Substituting constants again, one sees that $S_k \cup \{f\} \ni f'$, where

$$f'(x, y) = \phi_0(x) + \phi_1(y).$$

Since $\phi_0$ is not constant, there exist $a, b \in [k]$ for which $\phi_0(a) = 0$ and $\phi_0(b) = 1$. For any function $\phi : [k] \to \mathbb{Z}_2$, let $\sigma \in S_k$ be some permutation mapping $0 \mapsto a$ and $1 \mapsto b$. Then

$$f'(\sigma(\phi(x)), y) = \phi(x) + \phi_1(y),$$

which is to say that

$$S_k \cup \{f, \phi, \phi'\} \ni \phi(x) + \phi'(y)$$

for arbitrary $\phi$ and $\phi'$ mapping $[k]$ into $\mathbb{Z}_2$. So let $\sigma \in S_k$ be a transposition of $a$ and $b$, and consider the function $\phi_0(x) + \phi_0(\sigma(y))$. Since $\phi_0$ and $\phi_0\sigma$ agree on all values except $\{a, b\}$, the function $\xi(x)$ defined by identifying $x$ and $y$ assumes the value 1 on $\{a, b\}$, and 0 elsewhere. Therefore $\Pi(\xi) = \{2, k - 2\}$.

Using a similar argument, one can use $\xi$ to show that, for any function $\phi \in [S_k \cup f]$ with $\Pi(\phi) = \{l, k - l\}$, for $l \geq 2$, there is also a $\phi'$ with $\Pi(\phi') = \{l - 2, k - l + 2\}$. If at least one of $l$ and $k - l$ is odd, it is not hard to see that one may obtain any function $\phi'$ that induces a partition of size 2, using two-place addition and permutations. If instead both are even, one generates only those functions with even partitions of size 2. The consequence is that, if $f \in L_2 \setminus L_2^*$, then $\Omega_{k,A} \subseteq [S_k \cup f]$ for all $A \in \Pi_k$, $|A| = 2$. If $f \in L_2^*$ instead, we add the restriction that $A$ be even.
To prove the claim, let us first consider the case $f \not\in L^2$. We show that $L_2 \subseteq [S_k \cup \{f\}]$ in the same manner as in the proof of Theorem 3.1.1: one constructs $\phi(x) + \phi(y)$, where

$$
\phi(x) = \begin{cases} 
0 & \text{if } x = 0 \\
1 & \text{otherwise}, 
\end{cases}
$$

then composes this function with itself to form a quasilinear function of arbitrary arity. One then constructs an arbitrary function in $L_2$ by further composition with appropriate functions $\{\phi_i\}$ and $\psi$, since the argument above concludes that all $S_k \cup \{f\} \vdash \phi_i$ for all $\phi_i : [k] \to \mathbb{Z}_2$.

When $f \in L^2$, the argument is directly analogous.

The next two lemmata are drawn from the proof given by Jablonskii [19] of Salomaa's theorem (3.2.1).

3.2.7 Lemma Suppose $k > 3$, and $f \in P_k \setminus U$ is a function for which $|\text{rng}(f)| = m$, for some $m \geq 3$. Then there exists a unary function $\phi \in [S_k \cup \{f\}]$ for which $2 \leq |\text{rng}(\phi)| < k$.

Proof: Let $n = o(f)$. We shall prove the claim first for $m \geq 4$.

Lemma 3.1.6 provides sets $G_1, G_2, \ldots, G_n$ for which each $|G_i| < m$ and for which also the range of $f$ is unchanged when its domain is restricted to $\prod_{i=1}^{n} G_i$. If necessary, add elements to the sets $\{G_i\}$ so that $|G_i| = m - 1$ for all $i$. Since we are free to compose $f$ with the permutations $S_k$, we shall assume that each set $G_i$ equals $[m - 1]$.

Set $s_0 = (m - 1, m - 1, \ldots, m - 1)$, and $c = f(s_0)$. We claim that there exist $n$-tuples $s_1$ and $s_2$ in $[m - 1]^n$ which do not equal each other in any component, and for which $f(s_2) \neq f(s_1) = c$:

For any $t \in [m - 1]^n$ for which $f(t) = c$, let

$$
I_t = \{ x \in [m - 1]^n : \exists i : x_i = t_i \}.
$$

There are two cases to consider. First, suppose that there exists some $u \in [m - 1]^n \setminus I_t$ for which $f(u) \neq c$. In this case, set $s_1 = t$, and $s_2 = u$.

Otherwise, for each $u \in [m - 1]^n \setminus I_t$, $f(u) = c$. Then there must exist a $v \in I_t$ for which $f(v) \neq c$. It is not hard to see, given our hypothesis $m - 1 > 3$, that the set $[m - 1]^n \setminus (I_t \cup I_v)$ cannot be empty; let $w$ be a member of it. By assumption, $f(w) = c$; therefore we may set $s_1 = w$ and $s_2 = v$. 

Now choose $s_i$ arbitrarily, for $3 \leq i < k$, subject to the restriction that for each $i, j$ and $l$ with $0 \leq i < j < k$ and $1 \leq i \leq n$, the components $s_{il}$ and $s_{jl}$ are distinct. For each $1 \leq l \leq n$, define the permutation $\phi_l(i) = s_{il}$, and let

$$\phi(x) = f(\phi_1(x), \phi_2(x), \ldots, \phi_n(x)).$$

(3.8)

Since $\phi(0) = \phi(1) = c$ and $\phi(2) \neq c$, $\phi$ has the desired properties.

We complete the argument by considering what happens when $m = 3$. Suppose that no $\phi$ in the clone has $2 \leq |\text{rng}(\phi)| < k$. $m$ is strictly less than $k$; hence every composition of the form (3.8) is a constant function. This means that, for any $s \in [k]^n$, we have $f(t) = f(s)$ for all $t \in [k]^n \setminus I_s$. Consider the following consequence of the definition of the sets $I_x$: for every $u \in [k]^n$, either $u \not\in I_s$, or there exists a $t \not\in I_s$ for which $u \not\in I_t$. We see that $f(u) = f(s)$ for all $u \in I_s$ as well, which makes $f$ a constant function. However, this contradicts our hypothesis concerning the range of $f$.

3.2.8 Lemma Suppose $k > 3$, $f \in V_m \setminus V_{m-1}$, for $3 \leq m \leq k$, excluding $m = k = 4$, and $o_c(f) > 1$. Then $S_k \cup \{f\} \vdash V_m$.

Proof: The proof is by induction. We begin by showing that $S_k \cup \{f\} \vdash V_2$. First, we claim that $S_k \cup \{f\} \vdash \{\text{et}, \text{vel}\}$, where et and vel are the minimum and maximum functions, respectively, on the domain $[2]^2$:

$[S_k \cup \{f\}]$ contains a unary function which is not a permutation; therefore it contains all constant functions, by Lemma 3.2.4. Using Lemma 3.1.5, we find a quadrate on which $f$ assumes some value exactly once. Construct a binary function $f'(x, y)$ from $f$ with the same property through the substitution of constants. By composing $f'$ appropriately with permutations, we may obtain another function $g(x, y)$ for which $g(0, 0) = 0$, and $g(x, y) \neq 0$ on the remaining values in $[2]^2$.

Let $\phi$ be the singular function constructed in the previous lemma (3.2.7). From Lemmas 3.2.3 and 3.2.4, we see that we can construct from it a function $\phi'$ whose range is of cardinality two. If one of the elements of $\Pi(\phi')$ equals 1, then we can construct a function $\phi''$ for which $\phi''(0) = 0$ and $\phi''(x) = 1$ for $x \neq 0$. Then clearly $\phi''g$ equals the function vel on $[2]^2$. Otherwise, both elements of $\Pi(\phi')$ are at least two. We assumed that $k - \min \{4, m\} > 0$; consequently, some value $c \in [k]$ does
not appear in \( g([2]^2) \). From \( \phi' \) we can construct a function \( \phi''(x) \) that is 0 for \( x = 0 \) and \( c \), and 1 on the nonzero values of \( g([2]^2) \). Then \( \phi''g(0,0) = 0 \), and \( \phi g(x,y) = 1 \) for \( (x,y) \in [2]^2 \setminus (0,0) \). That is, \( \text{vel} = \phi''g \) once again. Since the function \( \text{neg} \) on \([2]\) is simply a permutation, we can also form \( \text{et} \) by de Morgan’s law.

It is clear that, from \( \phi' \), \( \text{vel} \), and the permutations, one can construct any unary function on \([k]\) of range 2. In particular, we may form the functions \( d_i(x) \) defined by

\[
d_i(x) = \begin{cases} 
  k - 1 & x = i \\
  0 & \text{otherwise,}
\end{cases}
\]

for each \( i \in [k] \). Then any function \( g \in \mathcal{V}_2 \) can be expressed in terms of \( \text{et} \), \( \text{vel} \), and the functions \( d_i \), by writing \( g \) in generalized disjunctive normal form (page 4).

It remains to show that if \( 3 \leq l \leq m \), then

\[
S_k \cup V_{l-1} \cup \{f\} \vdash V_l,
\]

from which our claim follows by induction. Let \( g \) be any member of \( V_l \). By Lemma 3.1.6, there exist sets \( G_i \) for \( 1 \leq i \leq n \) for which \( |G_i| = l \) and

\[
|\{f(x) : x \in G_i, 1 \leq i \leq n\}| = l.
\]

Without loss of generality, assume that \( f \) assumes the values \([l]\) on \( \prod_{i=1}^{n} G_i \), and that \( \text{rng}(g) = [l] \) as well. For each \( i, 1 \leq i \leq l \), choose an element \( u^i \in \prod_{i=1}^{n} G_i \) for which \( f(u^i) = i \). For each \( 1 \leq j \leq n \), let \( g_j \) be the function defined by \( g_j(x) = u^j \) if \( g(x) = i \). The range of each \( g_i \) is contained in the set \( G_i \), so \( g_i \in V_{l-1} \). Since \( f(g_1, g_2, \ldots, g_n) = g \), we have shown that \( S_k \cup V_{l-1} \cup \{f\} \vdash g \).

We are now sufficiently prepared to state and prove the results at the heart of this section.

3.2.9 Proposition Suppose \( k > 2 \). The interval \([S_k, U] = [O_{F_0}, O_{F_1}] = \{O_F : F \in \mathcal{F}(\Pi_k)\}\), ordered by inclusion.

Proof: By definition, \( S_k = O_{\emptyset} = O_{F_0} \), and \( U = O_{F_1} \). The claim follows easily from Lemmas 3.2.3 and 3.2.4: Suppose \( K \in [O_{F_0}, O_{F_1}] \). For any function \( f \in K \setminus S_k \), we have \( S_k \cup \{f\} \vdash \Omega_k, \Pi(f) \). Let \( F = \{\Pi(f) : f \in K \setminus S_k\} \), from which we see \( K \cup S_k = O_{\overline{F}} = O_{\overline{F}}, \) where \( \overline{F} \in \mathcal{F}(\Pi_k) \). That is, the
only clones in the interval \([S_k, U]\) are of the form \(O_F\) for some \(F \in \mathcal{F}(\Pi_k)\). Since clearly \(O_F = O_G\) if and only if \(F = G\), there is, in fact, a distinct clone for each filter \(F\).

The main result depends on the parity of \(k\). To keep its statement concise, let \(L\) be the class \(L_2\) if \(k\) is odd, and \(L_2\) otherwise.

**3.2.10 Theorem** If \(k \geq 5\), then

\[
[S_k, P_k] \cong [O_{F_0}, U] \times (V_1, L, V_2, \ldots, V_k) / \sim,
\]

where \((O_F, K) \sim (O_G, K')\) if and only if

(a) either \(K = K' = V_i\) for some \(i\), and \(F \equiv_i G\), or

(b) \(K = K' = L\), and \(F \equiv_L G\).

**Proof:** We prove the claim by defining the map

\[ \Phi : [O_{F_0}, U] \times (V_1, L, V_2, \ldots, V_k) \rightarrow [O_{F_0}, P_k], \]

as \(\Phi(X, Y) = X \vee Y\), then showing that it is surjective and has kernel exactly \(\sim\).

First, we suppose a clone \(K\) is in the interval \([O_{F_0}, P_k]\), and prove that \(K\) is in the image of \(\Phi\). For each \(f \in K\), if \(f \in U\), then \([O_{F_0} \cup \{f\}] = O_F\), for some filter \(F\), by the preceding proposition. Otherwise, \(f\) is not essentially unary. If \(f \in L\), then \([S_k \cup \{f\}] = L\), by Lemma 3.2.6, and \(L\) is in the image of \(\Phi\). Otherwise \(f \in V_i \setminus V_{i-1}\) for \(i > 2\) or \(f \in V_2 \setminus L\), and so by the lemma to Salomaa's theorem (3.2.8), it is the case that \([S_k \cup \{f\}] = V_i\). Since the image of \(\Phi\) is closed under the join operation, it follows that \(K\) itself is in the image.

It remains to show that

\[ O_F \vee Y = O_G \vee Z \quad (3.9) \]

holds if and only if \((O_F, Y) \sim (O_G, Z)\). First, equation (3.9) implies that \(Y = Z\):

Suppose \(Y = L\). Then \(O_F \vee Y = O_G \vee Z \subseteq L \vee U \subseteq U_i\), for \(i > 1\). Therefore \(Z \neq V_i\) for \(i > 1\), and clearly \(Z \neq V_1\), which leaves \(Z = L\) as well.

Otherwise, \(Y = V_i\) and \(Z = V_j\) for some \(i\) and \(j\). Let \(F'\) and \(G'\) be the filters obtained by augmenting \(F\) and \(G\) by all partitions of size no greater than \(i\) and \(j\), respectively. Then \(O_F \vee V_i = O_{F'} \vee V_i\), and \(O_G \vee V_j = O_{G'} \vee V_j\), so \(i = j\) (Lemma 3.2.5), and again \(Y = Z\).
Given $Y = Z$, we show that (3.9) is equivalent to the conditions (a) and (b). First suppose that $Y = Z = V_i$ for some $i, 1 \leq i \leq k$. Let $F'$ be the smallest filter containing $F$ and all $A \in \Pi_k$ for which $|A| \leq i$. Then

$$O_F \cup V_i = O_{F'} \cup V_i$$

$$= O_{F'} \cup V_i, \text{ (by Lemma 3.2.5)}$$

and similarly for $G'$ containing $G$. Therefore

$$(3.9) \iff O_{F'} \cup V_i = O_{G'} \cup V_i$$

$$\iff F' \equiv_i G'.$$

Since $F \equiv_i F'$ and $G \equiv_i G'$ as well, the condition is equivalent to $F \equiv_i G$, as required.

Finally, suppose that $Y = Z = L$. It is clear that if $F \equiv_L G$, then (3.9) must hold. To show the converse, suppose first that $F$ is not even. A filter which contains odd elements must contain odd elements of size 2. Therefore the set

$$(3.10) \{\Pi(f) : f \in (O_F \vee L) \cap \Omega_k\}$$

contains all partitions of size 2, and so must the corresponding set for $G$. For any $f$ with $|\Pi(f)| > 2$, certainly $f \in O_F \vee L \iff f \in O_F$, using Lemma 3.2.5 again, and $F \equiv_L G$.

If $F$ is instead even, the set (3.10) contains only even partitions, and the same argument applies to show that $F \equiv_L G$.

Consequently, the kernel of $\Phi$ is $\simeq$, and the theorem is proven.

It remains to consider the special case of $k = 3$ or $k = 4$. For small values of $k$, we shall give names to specific clones $O_F$ by listing partitions which generate $F$: for example, let $O_{13,22}$ denote the clone in $\Omega_4$ for which $F = \{\{1,3\},\{2,2\}\}$.

We also need to describe two clones peculiar to $k = 3, 4$. Identify $[3]$ with $\text{GF}(3)$ in some manner, and then define $L_3$ as those functions $f \in \mathbf{P}_3^{(n)}$ for which there exist constants $a_i \in [3]$ and $c \in [3]$, for $1 \leq i \leq n$, such that

$$f(x_1, \ldots, x_n) = c + \sum_{i=1}^{n} a_i x_i.$$
Similarly, identify $[4]$ with $GF(4)$, and let $L_{2+2}$ consist of $f \in P_4^{(n)}$ for which there exist $a_i, b_i \in [4]$ and $c \in [4]$, for $1 \leq i \leq n$, such that

$$f(x_1, \ldots, x_n) = c + \sum_{i=1}^{n} a_i x_i + \sum_{i=1}^{n} b_i x_i^2.$$

It is implicit in these two definitions that one obtains the same clone no matter how one identifies the elements of $[3]$ or $[4]$ with those of the corresponding field. Indeed, this is equivalent to the observation that $S_3 \leq L_3$, and $S_4 \leq L_{2+2}$.

![Figure 3.6: $[S_3, P_3]$](image)

**3.2.11 Theorem** $[S_3, P_3]$ consists of the interval described for $k = 3$ in Theorem 3.2.10, with the addition of the class $L_3$ situated by $O_3 < L_3 < U_3$.

**Proof:** Let $\rho \subseteq [3]^3$ be the relation consisting of all triples $(a, b, c)$ for which either $\{a, b, c\}$ are all distinct, or all the same: it is easily shown that $\text{Pol} \, \rho = L_3$.

For any function $f \in U_3 \setminus U_2$, then, either there exists a unary function $g$ in both $U \setminus O_3$ and $[S_3 \cup \{f\}]$, or there does not. If there does, then $[S_3 \cup \{g\}] = U$ (3.2.4). By the Slupecki Criterion (2.2.1), we have $[S_3 \cup \{f\}] = P_3$.

Otherwise, we claim that $f$ preserves $\rho$. If not, for some $A < \rho$ and $a \neq b \in [3]$, $f(A) = (a, a, b)'$. Clearly $[S_3 \cup \{f\}]$ contains all permutations and constant functions. Each column of $A$ is the image of a permutation or constant function on the triple $(0, 1, 2)$; therefore, by composing $f$ with the
appropriate permutation or constant for each column, we obtain a unary function $f' \in [S_k \cup \{f\}]$ for which $f'(0) = f'(1) = a$ and $f'(2) = b$. This is a contradiction, since $f' \in U \setminus O_3$. Consequently, $f \in L_3$. This reasoning shows that the only two coatoms of $P_3$ in the interval $[S_3, P_3]$ are $U_2$ and $L_3$.

Suppose next that $K$ is a clone in the interval $[S_3, U_2]$. If there exists a function $f \in K \setminus L_2$, then Lemma 3.2.6 implies that $K = U_2$. If not, but there exists $f \in K \setminus U$, previous arguments show that $K \supseteq L_2$, and hence $K = L_2$. Otherwise, $K \subseteq U$, and Proposition 3.2.9 shows that it must be one of $S_3 < O_3 < U$.

Finally, we observe that if $f \in L_3 \setminus U$, then the set $f \cup S_k$ generates $L_3$ in the same manner as for $L_2$. Since $L_3$ contains $O_3$ but not $U$, the lattice is as shown in Figure 3.6.

![Figure 3.7: $[S_4, P_4]$](image.png)

**3.2.12 Theorem** $[S_4, P_4]$ consists of the lattice described in Theorem 3.2.10, with the addition of the clone $L_{2+2}$, situated between $L_2$ and $P_4$. 

Proof: Let $\epsilon_1, \ldots, \epsilon_6$ be the six equivalence relations on $[4]$ with two equivalence classes of size two, and let $\sigma \in R_{[4]}^{(4)}$ be the relation $\delta_{\epsilon_1} \cup \cdots \cup \delta_{\epsilon_6}$. It is not hard to verify that $L_{2+2} = \operatorname{Pol}\sigma$.

We observe that the theorem above excludes the case where $k = 4$ because of a restriction of the hypotheses of Lemma 3.2.8; specifically, it does not follow when $k = 4$ that $S_4 \cup \{f\} \vdash V_4$ whenever $f \in V_4 \setminus V_3$. Instead, we show that, for such an $f$, either $S_4 \cup \{f\} \vdash V_4$, or $f$ preserves the relation $\sigma$.

Suppose that $f \in V_4 \setminus (V_3 \cup U)$ does not preserve $\sigma$. We claim, then, that $S_4 \cup \{f\} \vdash V_4$. By hypothesis, there exists $A < \sigma$ for which $f(A) = (a, b, c, d)^t$, where $a \notin \{b, c, d\}$, and $|\{b, c, d\}| < 3$. ($\sigma$ is row-symmetric, so we may reorder the rows of $A$ according to taste.) In fact, it is sufficient to consider the case where $b = c = d$ (Lemma 3.2.4). Since $\sigma$ is symmetric in $[4]$, we shall also assume that $a = 1$ and $b = c = d = 0$.

Now each column of $A$ contains either 1, 2, or 4 distinct elements. Let $A_1, A_2,$ and $A_4$ be submatrices of $A$ consisting of the columns of each respective number of elements. We permute the components of $f$ to obtain a function $f'$ for which $f'(A_1|A_2|A_4) = f(A) = (1, 0, 0, 0)^t$. $[S_4 \cup \{f\}]$ contains the constant functions: see Lemma 3.2.7. Construct a function $f''$ by substitution for which $f''(A_2|A_4) = f(A)$.

$f$ is not essentially unary, and its range is $[4]$, so Lemma 3.1.5 asserts that there exists a quadrate on which $f$ assumes some value exactly once. In fact, $f$ assumes each value of its range on this quadrate: otherwise the argument used to prove Lemma 3.2.8 would hold for $f$ as well, and $S_4 \cup \{f\} \vdash V_4$. Composing $f$ with the appropriate permutations and identifying variables yields the following function $g$:

<table>
<thead>
<tr>
<th>$x$</th>
<th>$g(x)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>00</td>
<td>0</td>
</tr>
<tr>
<td>01</td>
<td>1</td>
</tr>
<tr>
<td>10</td>
<td>2</td>
</tr>
<tr>
<td>11</td>
<td>3</td>
</tr>
</tbody>
</table>

Using such a $g$, we can parameterize $f''$ in such a way as to replace the columns $A_4$ by columns that consist each of only two distinct values. We shall also use permutations to replace the columns $A_2$ by columns consisting only of $\{0, 1\}$. We obtain some function $h \in [S_4 \cup \{f''\}]$ for which
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\[ h(B) = f''(A_2 | A_4) = f(A) = (1, 0, 0, 0)^t, \]
where
\[
B = \begin{pmatrix}
0 & 0 & 1 \\
0 & 1 & 0 \\
1 & 0 & 0 \\
1 & 1 & 1
\end{pmatrix}.
\]

From this it is clear that $h$, restricted to the domain $[2]$, is not linear. That is, $h|[2] \not\subseteq L_2 \subseteq P_2$. The $P_2$ functions $0, 1$, and neg are also in the restriction of $[S_4 \cup \{f\}]$ to $[2]$. Together with $h$, they constitute a complete set in $P_2$: refer to Figure 3.5. It follows that $S_4 \cup \{f\} \vdash V_2$, and the argument of Lemma 3.2.8 gives $S_4 \cup \{f\} \vdash V_4$, as claimed.

Consequently, the coatoms of $P_4$ are $U_3$ and $L_2 + 2$. To establish that $L_2 + 2$ covers $L_2^5$, suppose $f \in L_2 + 2 \setminus L_2^5$. The observation of importance is that $f$ is surjective and depends on more than one variable; our familiar constructive technique then shows $S_4 \cup \{f\} \vdash +GF(4)$, and $+GF(4)$, together with $S_4$, generates $L_2 + 2$.

The proof is completed by remarking that the only exception in the proof of the general theorem when $k = 4$ involved the functions in $V_4 \setminus V_3$. The structure of the interval $[S_4, U_3]$ follows the general result. $\blacksquare$
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The Intervals in Context

4.1 Homogeneous algebras

The objective of this section is to set Theorem 3.2.10 within the context of universal algebra. An algebra that admits all permutations of its underlying set as automorphisms is said to be homogeneous. Homogeneous algebras are of interest because of their high degree of internal symmetry; in fact, no finite algebra on five or more elements has an endomorphism monoid that properly contains the set of all permutations. (See Birkenhead [3].) The homogeneous algebras have been analyzed completely within the last fifteen years. It will be shown here how Theorem 3.2.10 can be applied to describe the finite, relation algebras with an analogous automorphism condition.

A function \( f \in P_k \) is called homogeneous if it admits all \( \sigma \in S_k \) as automorphisms, and a set of functions \( F \) is homogeneous if all of its members are or, equivalently, if the algebra \(([k]; F)\) is. We remark that homogeneity is a relational property: if \( F \) is homogeneous, so is \([F]\).

As before, the simplest case to consider is that of \( P_2 \), in which the property coincides with self-duality, and hence the homogeneous clones are just those of the interval \([J_2, D_3] \) (v. Figure 2.2). Homogeneity can thus be regarded as a generalization of the self-dual property of Boolean functions and clones.

Marczewski has characterized homogeneous functions in the following way.

4.1.1 Definition (Quackenbush [35]) \( a, b \in [k]^n \) are said to be of the same pattern if, for \( 1 \leq i, j \leq n \),

\[
a_i = a_j \quad \Leftrightarrow \quad b_i = b_j
\]

A function \( f \in P_k^{(n)} \) is a pattern function if there exists a function \( s : [k]^n \to 2^{[n]} \setminus \{\emptyset\} \) for which,
∀a ∈ [k]^n and ∀i ∈ s(a),

\[ f(a) = a_i, \]

and s(a) = s(b) when a and b are of the same pattern.

That is, f is a projection when its domain is restricted to any subset of [k]^n of the same pattern. It turns out that the homogeneous functions exhibit only slightly more diversity:

**4.1.2 Proposition (Marczewski [28])** A function \( f \in P_k^{(n)} \) is homogeneous if and only if there exists a function \( s : [k]^n \to 2^n \) for which

(a) \( s(a) = s(b) \) when a and b are of the same pattern,

(b) \( s(a) = \emptyset \) only if \( |\{a_1, \ldots, a_n\}| = k - 1 \), and

(c) \( f(a) = a_i \) iff \( i \in s(a) \).

A moment’s reflection shows that, if clones K and K’ are homogeneous, then so are \( K \land K’ \) and \( K \lor K’ \); hence, the homogeneous clones form a sublattice of \( \mathcal{L}(P_k) \). In order to be more precise, let \( A \) be a \( k! \times k \) matrix whose rows are the \( k! \) permutations of \([k]\). Regard the columns of \( A \) as a relation in \( R_k \). It is immediate from the definition that \( f \in P_k \) is homogeneous if and only if \( f \) preserves \( A \) and, in fact, it is not hard to see that \( A \) is equivalent to the relation

\[
\rho_k = \begin{pmatrix}
0 & 1 & 2 & \cdots & k-1 \\
1 & 0 & 2 & \cdots & k-1 \\
1 & 2 & 3 & \cdots & 0
\end{pmatrix}
\]

since the permutations in the second and third rows of \( \rho \) together generate the group \( S_k \). Consequently, a clone \( K \) is homogeneous if and only if it is a member of the interval \([J_k, \text{Pol}_k] \).

Csákány has shown in [8] and [9] that when \( k \geq 5 \), all nontrivial homogeneous clones in \( P_k \) are complete with constants. That is, if \( K \in (J_k, \text{Pol}_k] \), then \( K \lor \text{Con}_P(k) = P_k \). He has also determined the only six such clones that are not complete with constants, which are as follows:
\[
\begin{align*}
K_1 &= [1 + x] = O_4, \\
K_2 &= L_4, \\
K_3 &= L_5, \\
K_4 &= D_2,
\end{align*}
\]\(\{\text{in } P_2. \text{ See Figure 2.2.}\}

\[
K_5 = [2x + 3 2y] \text{ in } P_3, \text{ and}
\]

\[
K_6 \cong K_2 \times K_2 \text{ in } P_4, \text{ the four-element } \Ś_{
\text{wierczkowski}} \text{ algebra.}
\]

Subsequent investigations completely revealed the structure of the interval of homogeneous algebras for each \(k \geq 2\). Csákány and Gavalcová [10] first described its minimal elements. Marčenkov [31] and [30] then gave a description of the remaining structure showing that there are finitely many homogeneous algebras for each \(k \geq 2\). Their lattices are easily drawn for \(k \geq 3\), with the exceptional clones \(K_5\) and \(K_6\) added to a general pattern when \(k = 3\) and \(4\), respectively.

\section{4.2 Homogeneous relation algebras}

It is also possible to formulate the notion of a homogeneous relation: we refer to Pöschel [32]. Let a permutation \(\sigma \in S_k\) act on an \(m\)-tuple by the application of \(\sigma\) to each component. Then a relation \(\rho \in R_k\) is defined to be homogeneous if and only if, for each point \(r \in \rho\) and \(\sigma \in S_k\), it is the case that \(\sigma r \in \rho\). Correspondingly, a clone \(R \leq R_k\) is homogeneous if every \(\rho \in R\) is a homogeneous relation. This definition is equivalent to writing that \(R\) is homogeneous if and only if the clone \(S_k\) preserves \(R\); thus we see that the homogeneous clones are exactly those comprising the interval \([D_k, \text{Inv } S_k]\).

If \(K \in P_k\) is a homogeneous clone, clearly \(K^\bullet \leq R_k\) (the graph of \(K\)) is a homogeneous clone. Furthering the analogy with the case of functions, we say that \(R\) is complete with constants if \(R \vee \text{Con}_R(k) = R_k\). Pöschel [32] has proven that the only nontrivial, homogeneous clones that are not complete with constants are \(K_1^\bullet, K_2^\bullet, \ldots, K_6^\bullet\). This is surprising in that there is no \textit{a priori} reason to expect such a degree of correspondence.
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We remark that the interval of homogeneous coclones, $[D_k, \text{Inv } S_k]$, is the image of $[S_k, P_k]$ under Inv operator. Application of the Galois Correspondence to the description of the interval $[S_k, P_k]$ given for $k \geq 3$ in Theorems 3.2.10–3.2.12, then, yields the relational analogue to Marčenkov's characterization of the homogeneous clones. In particular, we see that there are also only finitely many homogeneous coclones. At this point, one might make the reasonable objection that this correspondence gives no explicit description of the homogeneous coclones themselves, but only of their polymorphs. It is not difficult, though, to find generators for the invariants of each clone discussed in Section 3.2; one might begin with Rosenberg's observation [38] that $\text{Inv } U_i = [\iota_i]$ in $\mathcal{R}_k$ for $2 \leq i < k$. ($\iota_i$ is defined on page 25.)

To illustrate the sort of information provided by this correspondence, we use it to rederive Pöschel's result that all homogeneous coclones except $K_5^*$ and $K_6^*$ are complete with constants when $k \geq 3$. Suppose $R \leq R_k$ is not complete with constants. That is, $R \lor \text{Con}_R(k) < R_k$, which is equivalent to $J_k < \text{Pol } R \land \text{Pol } \text{Con}_R(k)$. Clearly $f \in \text{Pol } \text{Con}_R(k)$ if and only if $\text{Tr } f = e_1^k$; consequently, if $f \in \text{Pol } R \land \text{Pol } \text{Con}_R(k)$ and $f \notin J_k$, then $f$ is surjective and not essentially unary.

When $k \geq 5$, Theorem 3.2.10 indicates that the only member of $[S_k, P_k]$ containing such a function $f$ is $P_k$, whence $R = \text{Inv } P_k = D_k$, the trivial coclone. If $k = 3$ or 4, there remain the additional possibilities that $\text{Pol } R = L_3$, or $\text{Pol } R = L_{2+2}$. Thus the only nontrivial choices of $R$ are $\text{Inv } L_3$ and $\text{Inv } L_{2+2}$. By definition, $K_5 = [2x + 3y]$. From Proposition 1.2.7, $K_6^* = [(2x + 3y)^*]$, and

\[
(2x + 3y)^* = \begin{pmatrix}
0 & 0 & 0 & 1 & 1 & 1 & 2 & 2 & 2 \\
0 & 1 & 2 & 0 & 1 & 2 & 0 & 1 & 2 \\
0 & 2 & 1 & 2 & 1 & 0 & 1 & 0 & 2
\end{pmatrix},
\]

which we noted in the proof of Theorem 3.2.11 was a generator of $\text{Inv } L_3$. In the same way, $K_6$ is generated by $g(x, y, z) = x + y + z$ over $GF(4)$, and we saw that $g^*$ generates $\text{Inv } L_{2+2}$; hence $K_6^* = \text{Inv } L_{2+2}$.

4.3 $\Omega_k$ as endomorphisms

Enquiries about homogeneous clones and coclones are part of a more general study of endomorphism monoids. The interval of clones with given endomorphisms has been considered for monoids other
than $S_k$. For example, Marčenkov [31] has determined the clones with automorphism group $A_k$, the alternating group, and Demetrovics and Hannák [11] have shown that uncountably many clones have a cyclic automorphism group, for $k \geq 5$.

Let us briefly reconsider Theorem 3.1.1 in this spirit. A clone $Q \leq R_k$ admits the endomorphisms $\Omega_k$ if $\Omega_k \leq \text{Pol} \, Q$. We have shown that $|[\Omega_k, P_k]| < \infty$, so there are only finitely many such coclones. One might be motivated to seek an analogy with the case of $S_k$ and ask if there are also finitely many clones admitting this monoid of endomorphisms.

The answer is affirmative for $k \geq 3$ and somewhat trivial; it turns out that the only functions with the endomorphisms $\Omega_k$ are projection functions. Suppose $f \in P_k^n$ is such a function. It is immediate that $f(a) \in \{a_0, \ldots, a_{n-1}\}$, for any $a \in [k]^n$. One can also show that $f$ must be a pattern function. The elements of $[k]^n$ of a given pattern induce an equivalence relation on $[n]$ in natural way, and equivalence relations form a lattice under the partial ordering of refinement: write $\epsilon \preceq \epsilon'$ if $\epsilon$ is a refinement of $\epsilon'$. For $a \in [k]^n$, define $s(a) = \{i : f(a) = a_i\}$, and let $p(a)$ denote the equivalence relation on $[n]$ induced by equality amongst the components of $a$. Suppose $p(a) = p(b)$. We wish to show that $s(a) = s(b)$. If not, choose $c \in [k]^n$ equal to $a$ on $s(a)$, and $0$ elsewhere. Since $p(a) \preceq p(c)$ and $p(b) \preceq p(c)$, there exist functions $\tau$ and $\sigma$ in $\Omega_k$, when $k > 2$, for which $c = \tau a$, and $c = \sigma b$. Since $\tau$ and $\sigma$ are endomorphisms of $f$,

$$f(c) = f(\tau a) = \tau f(a) = \tau a_i = 1.$$  

On the other hand,

$$f(c) = f(\sigma b) = \sigma f(b) = \tau b_j = 0,$$

a contradiction. The argument above shows, more generally, that if $p(a) \preceq p(b)$, then $s(a) \subseteq s(b)$, which we may interpret as stating that $f$ is a projection when it is restricted to any subset of $[k]^n$ constituting an ideal of patterns.
Now we continue to show that \( f \) must be a projection. Since \( f \) is a pattern function, there is a function \( s \) as above. Let \( S = \{ s(a) : a \in \mathbb{[k]}^n \} \). If some two sets \( s(a) \) and \( s(b) \) are disjoint, then one mimics the argument in the previous paragraph by choosing a \( c \) to show that \( f \) is not well defined. For any two sets \( s(a) \) and \( s(b) \) in \( S \), then, it is possible to choose some \( c \) for which

\[
p(c) = \{ s(a) \setminus s(b), s(a) \cap s(b), [n] \setminus s(a) \},
\]
since \( k \geq 3 \). Also choose \( a' \) so that \( p(a') = \{ s(a), [n] \setminus s(a) \} \); then \( s(a') = s(a) \), since \( p(a) \not\subseteq p(a') \). Do the same for \( b \) to obtain a \( b' \) for which \( s(b') = s(b) \). Then

\[
p(c) \subseteq p(a') \implies s(c) \subseteq s(a') = s(a),
\]
and, similarly, \( s(c) \subseteq s(b) \). It follows that \( s(c) = s(a) \cap s(b) \), from which \( s(a) \cap s(b) \in S \). Then \( S \) is closed under intersection, and no two members of \( S \) are disjoint; therefore \( \bigcap S \) is nonempty. However, this is equivalent to the statement that \( f \) is a projection.

The arguments above exclude the two-valued case. When \( k = 2 \), the only constraint is that \( f(0, \ldots, 0) = 0 \) and \( f(1, \ldots, 1) = 1 \). Clones of this form make up the interval \([J_2, C_4]\), as we saw in Section 2.1, and there are countably many of them.

4.4 Concluding remarks

This investigation was prompted, in part, by the lack of a satisfying explanation for the substantial difference between \( \mathcal{L}(\mathcal{P}_2) \) and its higher-valued analogues. While the work here does not at all attempt such an explanation, one might hope that it contributes a mote of insight in that direction. We have extended existing results to show that specific regions of the lattice are finite and easy to describe for all finite underlying sets. The intervals' structure is regular for sufficiently large underlying sets, while the special properties of sets of fewer than five elements give rise to irregularities. In the two-valued case, almost nothing is left of the regular structure.

Both intervals considered are expressed in terms of the product of an interval of unary clones and Burle's chain. While the description of \([S_k, P_k]\) is subject to the added detail that not all elements of the product are distinct, one should note that \([S_k, P_k]\) remains the simpler interval in a descriptive sense. Its structure reflects that of the lattice of filters of a well-known poset, whereas
[Ωₖ, Pₖ] contains the subgroup lattice of the symmetric group, which itself has a structure rich enough to remain incompletely understood.

The reader might observe that the arguments used to establish the structure of [Sₖ, Pₖ] do not, in most cases, require the presence of the entire symmetric group. Instead, it seems likely that the methods of Section 3.2 could be adapted to establish a similar result describing those clones containing a proper subgroup of Sₖ; a natural candidate would be Aₖ, the alternating group.

The theorems of Chapter 3 indicate the structure of the intervals, and their finiteness. If one is willing to relinquish the quest to describe the structure, it seems probable that one could determine whether or not other, related intervals are finite. In their book, Pöschel and Kalužnin pose the problem of finding general criteria for [Jₖ, K] or [K, Pₖ] to be of finite cardinality. A reasonable restriction might be to consider first the interval [K, Pₖ] for clones K that share with U, Ωₖ, and Sₖ the property that they are contained in Uₖ⁻¹ and no other coatom of Pₖ.
Bibliography


