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Abstract

In the creation of computer generated pictures, many methods have been proposed to

reduce the amount of time it takes to render an image or sequence of images. Efforts

have been made to improve existing rendering algorithms and to create better ones, but

the compositing method has received little attention. The compositing method breaks a

scene up into parts which can be rendered separately which are then put together in such a

way that the result is nearly indistinguishable from an image rendered from the complete

scene. This can not only reduce the total time taken to generate an image sequence, but

can also create composite images from others rendered by different methods. In 1984,

Porter and Duff first introduced a well defined approach to computer image composition,

and in 1985, Duff proposed an extension to the this method that employed depth images.

Using depth images, visibility determination can be done by the computer, reducing the

human effort required to produce the resultant image. The images produced are likely to

be missing some elements that would be present if all objects were rendered in a single

scene, such as shadows from objects in one image not being cast on objects from other

images.

This thesis addresses the problem of modifying composited images such that the

resultant picture contains shadows that would normally only be present in an image

rendered from a scene containing all objects in both original pictures. A simple algorithm

is developed to reconstruct the visible surface of objects in an image. The reconstruction

is used to generate a shadow map for each image to be composited. The shadow map

indicates where shadows would fall on one image were objects in the other image present

when the original scene was rendered. The shadow map is then used to create shadows in
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appropriate places on the original images, and these reshadowed images are composited

to obtain the desired result. The application of these techniques to other areas is also

investigated.
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Chapter 1

Introduction

The generation of computer created images has always been limited by the speed at

which such pictures can be rendered. While improvements in hardware have reduced

the time it takes to render an image by orders of magnitude, the scenes that are being

created today are vastly more complex than those made even five years ago. As a result,

the increased computing power is being used to its fullest, and the average rendering

time for a typical scene today has not been reduced in proportion to the speed increase

of computers, and has remained fairly constant for those images with a high complexity.

Since the trend of creating more complex images as faster hardware becomes available is

likely to continue into the foreseeable future, computer graphics researchers have turned

to other methods to attempt to reduce rendering times. These efforts can be grouped into

two general categories, the first being developing algorithms and strategies to reduce the

computational complexity of rendering a scene or series of scenes, and the second splitting

the rendering effort into parts, rendering only those portions of the scene that change

with time, and then compositing, or assembling the parts of the images into a coherent

whole. The second method is obviously better suited to creating series of images that

are temporally related (an animation) rather than single pictures, while the first method

can be applied to both still frames and animated sequences. It is for this reason that

most of the effort put into decreasing overall rendering times has been directed towards

reducing the number of calculations done by a computer.

1



Chapter I. Introduction^ 2

Despite the drawbacks of the compositing method when applied to single images,

animation rendering times may be greatly affected. Since in many animations there is a

considerable amount of the image that remains static as time progresses, the computer

need only render the unchanging portion (or background) of the animation once, storing it,

rendering the parts of the scene that change from one frame to the next, then compositing

the two portions together on a frame by frame basis to produce the animation. This

method is best illustrated by looking at any of the Walt Disney classic animated films,

such as Snow White and the Seven Dwarves, Pinocchio, and others. In these films, vast

and elaborate backgrounds were painstakingly created. Trees were painted in such detail

that veins on leaves could be clearly seen, and features of other background elements were

similarly detailed. The animated characters were then created a frame at a time on clear

celluloid, called and animation cell. Each cell was then placed over the background in

the proper position, and photographed to create a single frame of film. Similarly detailed

foreground cells could be placed over the background and character if needed, creating a

multi-layered scene where the motion was restricted to few cells in different layers. This

process allowed the animation to be done much faster than if all the objects in every

frame were repainted each time, as well as letting the artists create much greater detail

in the background than would have been otherwise possible.

Another use for compositing is to form a single image from several images rendered

by different processes. General purpose modeling and rendering software packages are

based upon established algorithms, and are thus not often useful in a research environ-

ment. Current research can produce innovative modeling or rendering methods that just

cannot be done with commercial software. Most often these creations are of a singular

nature, that is, they are small pieces of software only intended to illustrate new ways

of doing things. Many times the results of this research will somehow be used by other

research based software, or perhaps by commercial software. As an example of this,



Chapter 1. Introduction^ 3

the hierarchical B-spline surface modeler used in [fors88] has proven to be such a useful

modeling tool that it is often used at Imager, the computer graphics laboratory at the

University of British Columbia, to create objects that are then exported to a commercial

animation system. This is done by approximating the B-spline surface by a triangular

mesh. While this mesh representation is fairly accurate, it is not perfect, and meshes of

even simple B-spline objects can be large, slowing down both the modeling and rendering

of the commercial software. Depending on the use of the B-spline surfaces, in many cases

it would be easier and more accurate to render the B-spline object without having to

convert it to a triangular mesh, and then composite it into an image rendered from the

scene created by the commercial package. This use of the compositing technique would

allow the creation of complex images that would otherwise be difficult to make.

The first attempt to systematize the application of this method to computer graphics

was reported by Porter and Duff in 1984 [port84]. They took the multi-layer approach

of Disney and applied it to computer graphics, enabling animators to render those parts

of an animation that could be considered to belong to the same layer, if they were cells,

render them separately, and then merge them such that the each rendered frame (from

the 'top' layer down) obscured the one below it, but only where pixels held interesting

information 1. In order to enable the computer to decide what information in a frame

was considered important, Porter and Duff used what they termed the alpha channel or

a-channel, which is the computer analogue of the matte signal used in video compositing.

The a-channel can be thought of as a separate image of the same size as the original,

but having a white pixel at the same coordinates as the image for a pixel that contained

interesting information, and a black pixel where the image had no important colour

information. The a-channel value could also take on intermediate values between 1

'Interesting information in this case refers to any area of the frame the animator decided was impor-
tant, whether it contained colour information or not



Chapter 1. Introduction^ 4

(white) and 0 (black) to indicate a transparency or partial coverage of a pixel in the

original image. If a pixel with an intermediate a value was composited over top of

another pixel, the resultant image would contain a pixel that was a blend of both pixel

colours, with the upper pixel contributing a times its colour, the lower (1 — a) times its

colour. Porter and Duff also defined several other compositing operations not normally

used in cell animation, such as all boolean combinations of images ( and, or, not, xor,

etc) as well as other operators that combine the upper and lower layers in various ways.

These operations, however powerful, are not always adequate. For example, if a moving

character is supposed to be weaving in and out of various parts of the scene, many layers

had to be constructed, and their operations specified exactly, in order to get the right

look and feel for the final animation. This time consuming process would be simplified

if all of the static portions of the animation could be rendered at once, rather than in

layers, and have the moving parts of the scene composited into it, with the computer

taking care of any visibility problems. This can be done using a modified version of

the popular Z-buffer visibility determination algorithm, as illustrated by Duff in [duff85].

Duff's method requires that for each pixel in a rendered image, a corresponding depth

value is stored. This depth value represents (in some form) the distance the pixel is

from the eye plane. When compositing images, the depth information of corresponding

pixels in each image is compared, and the pixel with the smallest depth is displayed in

the resultant image. This allows parts of animations to be composited easily, with some

increase in storage.

While this method provides an easy way to composite images without much user

intervention, the images produced can lack some elements that would be present if the

models of the two scenes were combined and then rendered. In many cases, if a scene

was rendered all at once, shadows from some objects would fall on other objects, but if

these shadowing objects were rendered separately from the rest of the scene and then
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composited, those shadows would not appear in the resultant image. Likewise, reflections

present in a rendered image may be absent in a composited image. This thesis will focus

upon the former problem, presenting a solution that will allow the reshadowing of images

to occur when compositing to give the composite image the same shadows as would

appear in a rendered image of the same scene.

When considering the complete reshadowing problem, many aspects of it must be

solved before a complete solution is achieved. Because the scope of this thesis is insuffi-

cient to offer a complete solution to each and every aspect of the general problem, some

restrictions are placed on the images to be reshadowed and composited. When solutions

to the various problems that necessitate the restrictions are found, the restrictions can

be removed and the techniques described in the thesis can be directly applied to help

solve the complete problem.

The difficulty of discerning what objects are present in a scene (detailed in Chapter 4)
gives rise to the first restriction. If two images are to be reshadowed such that shadows

from one scene are to fall on the other, but not vice versa, then the scene that is causing

the shadows must be made up only of non-occluding objects, but the other may be of

arbitrary complexity. If the reshadowing is to be mutual, then both images must contain

only non-occluding objects 2. The second restriction on images is that all must have the

same viewing parameters (such as image dimensions, eye position, eye roll angle, and

such). The last restriction requires that all lighting parameters be the same (that is,

number of lights, position, colouration etc.).

Since the initial restriction placed on the images has two cases, the outline of the

solution is slightly different. In the first case, where only one image is used to reshadow

2Consider the case where a ball moves above a plane such that the ball never occludes the plane, but
casts a shadow. If the ball and plane were two separate images that were to be reshadowed, only the
image of the plane need be reshadowed. Again, please see Chapter for a complete explanation of why
this is necessary.
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the other, it is first necessary to get some notion of the original three-dimensional shape

of the objects in the restricted (non-occluding) scene. To do this, world coordinates for

each visible pixel of every object are retrieved using the stored depth data and existing

ray-tracing techniques. These world coordinates are used to create a simple triangulated

description of the visible surface of each object. Once this surface description is created

it is passed to a modified ray-tracing renderer. If there are no problems with the recon-

struction, a shadow map is created by the ray-tracing software. This shadow map is an

image with the same dimensions as those being reshadowed but with all pixels having

a full white value. The world coordinates of each visible pixel in the other (arbitrarily

complex) scene are retrieved by the same method as used in the non-occluding scene,

but without reconstruction. From each of these coordinates, the ray-tracer sends a ray

to each light in the scene (since the assumption is that light positions are known). If any

ray intersects a triangle in the reconstruction of the non-occluding image, a black pixel is

placed in the shadow map at the same location as the pixel (from the arbitrarily complex

image) whose world coordinate was the origin of the ray. The shadow map is filtered to

smooth sharp intensity transitions, and overlaid on the arbitrarily complex image. This

overlaying causes pixels in the image to have their intensity reduced in proportion to

the amount of black present in the corresponding pixel of the shadow map. This is the

actual reshadowing step, and once performed, the two images are composited (using the

modified depth composition method discussed in Chapter 3) to give the final result.

The second case is solved in a similar manner, but the process is repeated for both

images. Thus, the first image is initially treated as the complex image (even though it is

not), and reshadowed. The images then reverse roles, the second image is reshadowed,

and the images are composited.

Both methods of solution are discussed in detail in this thesis, and the results of

their implementations are presented. The more difficult problems facing the solution of
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the general case are discussed, but not implemented. Applications of this technique to

the merging of real video and computer generated images are also discussed, along with

related work currently being undertaken. Conclusions are made about the suitability

of the developed methods to the general problem, and directions for future work are

outlined. Finally, other applications of the depth compositing algorithms, along with

other uses for depth images, are discussed and implemented. It should be noted that

all of the steps mentioned previously are implemented as separate programs. While

this makes the process more cumbersome than if everything was automated, it allows

flexibility in the choice of other methods that may be implemented and tested with the

system. Also, should any other uses be found for the parts of the reshadowing process,

it enables easy exporting of the desired results without having to rewrite a large section

of a big program.



Chapter 2

Background to Image Composition

The use of image composition techniques in computer graphics has evolved for a number

of reasons. Composition provides a simple way to reduce the total time taken to produce

an animation by allowing static parts of an animation to be rendered only once, and

having the moving components rendered as needed, then put together to make the final

scene. Using image composition, it is also possible to combine images rendered using dif-

ferent methods into a coherent whole. Since many tools that exist for specific purposes

do not work in conjunction with complex general purpose renderers (or other tools), com-

position allows effects from all of these sources to be combined in an image or animation.

Computerized image composition also mimics the sophisticated (and sometimes expen-

sive) video composition tools used in video post-production, allowing computer artists

and animators access to the effects without having to purchase separate equipment.

While image composition has been in use for a long time in the film and video indus-

try, most people who wished to do computer compositing ended up writing specialized

software to do specific tasks. In 1984, Thomas Porter and Tom Duff put forward an

explicit method for compositing computer generated images ({port841). This method

relied upon the use of the a-channel. The amount by which an object covers a pixel is

determined by the a value of that pixel. If pixel p in image a had an a value of 1, p

would be completely covered by this object. If p in a had an a value of 0, then no objects

would cover that pixel. Likewise, if the a value of p were between 0 and 1, the pixel

8



Chapter 2. Background to Image Composition^ 9

would be partially covered by some object, and the ratio of covered to uncovered pixel

area would be cea/(1 — aa). When compositing a pixel from image b with the pixel p in a,

Porter and Duff make the assumption that the object partially covering p in b will cover

the object partially covering p in a by the ratio ab/(l — at), since if the pixel coverages

from a and b were simply added, it would be possible to get a values of greater than one.

The a value of a pixel is also used when that pixel is fully covered by an object that is

semi-transparent, with a indicating the amount of the background colour that is blocked

by the pixel, while (1 — a) is equal to the amount of the background colour allowed

through the pixel. While this dual interpretation of the a value may not seem proper,

Porter and Duff show that they are equivalent for compositing purposes. Emphasis is

placed on the multiplication of the actual colour information by the a information for

each pixel before compositing so that the alpha value of the resulting composite pixel

can be used directly to determine its colour. If this is not done, other, more complex

manipulations would have to be performed at a later stage in the compositing process.

Using this information, Porter and Duff define operations to be performed when corn-

positing pixels. These operations are summarized in the figure 2.1 (for a corresponding

pixel in image a and b, and colours rgba and rgbb respectively).

From figure 2.1, the operation of x over y means that the output pixel will be covered

as if x was placed in the foreground over y. Likewise, x in y means that portion of x

that would be obscuring a portion of y, were they composited using the over operator.

The operator x out y results in that part of x being shown that would not cover y if the

over operator was used. Using x atop y is equivalent in coverage to using x over y and

subtract the coverage given by x out y. Similarly x xor y is the same as taking x over

y, then removing the portion covered by x in y. To get the colour of the output pixel,

the rgba value is multiplied by Fa and added to the colour obtained by multiplying rgbb

by Fb. The final a value is obtained by adding Fa to Fb.
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Figure 2.1: Table of 2D compositing operations from [port84]
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This approach is conceptually similar to the way the Disney multiplane camera works

({levo771), where every image is treated as a layer in the compositing step. Thus to create

an image where an object is interpenetrating another object, the images involved must

be constructed in such a way that when composited, the result looks correct. The extra

effort in designing the scenes for composition was both time consuming, and not easily

done for some rendering software. To circumvent this extra work, Duff ([duff85]) put

forward a way of compositing images so that the computer performs the object visibility

calculations. The modified Z-buffer algorithm requires that some extra information be

stored with the colour and alpha information of the image. For every pixel in the image,

the depth value of that point (or the distance from the eye plane) is stored and used

for visibility calculations. Given two images x and y, with depth values zx and zy, and

colour and alpha values rgbax and rgbay at pixel location p, the pixel that has the

smallest depth value is found by comparing zx to zy, and using the smaller value. The

pixel with the smaller depth value than becomes the foreground pixel, (denoted by f),

and the other the background pixel (or pixel b). If the depth values are equal, Duff

chooses the pixel from the first input image as the foreground pixel, and the pixel from

the second input image as the background pixel. The depth value of the output pixel

is the depth value of the foreground pixel, while the colour of the output pixel is given

by 0(f over b) (1 — 0)(b over f), where l3 is the fraction of the pixel covered by an

object in f 1. This method provides a very good way of creating one image from multiple

input pictures with little effort. Some of the problems that show up in two-dimensional

image composition, specifically those lighting effects not common to all input images,

or those that the viewer would expect to see in a real scene but do not show up in a

composited image (shadows, reflections, and other object-dependent light interactions),

are still evident in the three-dimensional image compositing result.

'This is put in context of this thesis and explained more in Chapier 3
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Much use has been made of the compositing method of [port84]. Almost every major

production animation system in use today has a two dimensional image composition

system capable of performing many useful operations on image sequences, such as cross

dissolves, wipes, and so on, in addition to the basic compositing operations. Many

of these animation package also include a three dimensional composition system based

on [duff85], although most do not extend the method as done with two dimensional

compositing. Some research has been done into other uses of the image composition

technique, both in hardware and software.

Nakamae, Ishizaki, Nishita and Takita ([naka89]) proposed a way to render portions

of an image separately and then use a three dimensional composite to correctly merge

them into a single picture. Their hope was that by raytracing only those portions of the

image where raytraced effects were desired and using scanline methods on the rest, that

the rendering time for images would be reduced. While their method produced com-

posite images nearly indistinguishable from singly rendered images of the same scene,

the time component of their method, as was stated in their goal, was not analysed. An-

other rendering compositing method was presented by Jahami and Beigbeder in [jaha91].

Hardware implementation of compositing has been investigated for some time. Molnar,

Eyles and Poulton ([moln92]) developed the PixelFlow system, a custom designed hard-

ware architecture for image generation using image composition methods to combine

various image elements produced by a network of hardware renderers. Mark Green and

Chris Shaw ([shaw901) described a parallel architecture for performing the three dimen-

sional compositing in [duff85]. They designed a pipelined VLSI chip to implement the

algorithms described by Duff. Earlier, Booth, Forsey and Paeth investigated hardware

assistance and acceleration to the Z-buffer algorithm in [boot86]. Shaw and Green have

also done other work on hardware composition, as described in [shaw89]. Other uses

of compositing, and methods of doing it have been investigated by Nakamae, Harada,
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Ishizaki, and Nishita in [naka86], as well as Foley and Kim ({fole87]). Compositing pro-

cesses and systems have been looked at by Potmesil and Hoffert (FRAMES - [potm87]),

and Nadas and Fournier (GRAPE - [nada87]). Variants of the Z-buffer algorithm have

been developed by Salesin and Stolfi (the ZZ-buffer - [sale90]) and Haeberli and Akeley

(the Accumulation buffer - [haeb90]).

While the various software and hardware methods of compositing have been useful,

this thesis concentrates on the Duff method of [duff85]. The modifications made to the

Duff three dimensional composition algorithm will be detailed in following chapters along

with methods to use the depth data to assist in reshadowing composited images.



Chapter 3

Enhancements to simple depth composition

This chapter presents some modifications of the fairly robust method presented Duff

in [duff85] that will improve the results. Three main areas of the Duff method can be

examined. First, the output produced by a raytracer should be modified to calculate

depth and colour at the centre of the pixel instead of at the lower left corner. Secondly,

the generation of antialiased images and the related depth values are only discussed briefly

in the Duff paper, but the methods to produce these should be more rigidly defined due

to problems that arise when calculating depth for antialiased pixels. Also, the method

given does not deal explicitly with compositing two pixels that have the same depth value.

While this problem is not too serious when compositing single frames, it can result in

some temporal aliasing problems when an animation is being produced.

3.1 Compositing with centre sampled pixels

In order to composite depth images, it is necessary to determine which pixels of each

image should be displayed in the output image. This is done by comparing the depth

value of corresponding pixels in each input image, and outputting the pixel with the

smallest depth value. While this may seem sufficient, in practice the point sampled

nature of the images will result in colour aliasing in the output image. These problems

are overcome by averaging colour values of pixels in each input image based on the pixel

depth values.

14
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Figure 3.1: Division of pixel into four triangles and related depth values given by the
dots at the corners

In [duff85] depth and colour values are assumed to have been sampled from the lower

left corner of the pixel. While it is true that many renderers do this, an equal number

sample from the centre of the pixel, and this creates a more complex situation than Duff

presents. When the pixels in the image are sampled in the lower left corner, the values

at every corner of every pixel are known 1. This allows us to divide up the pixel into

four triangles, each covering one-fourth of the pixel, and each having the depth value of

the associated pixel corner (figure 3.1). By looking at the corners of the corresponding

pixel in each composited image, it can be determined which pixel is nearer the camera,

and thus which should be displayed in the final image. Given two images a and b and

the pixel at location p in each image, if all four corners of p in image a have a smaller

depth value than the corners of pixel p in image b, or all corners of p in b have a smaller

depth value then all corners of p in image a, the output pixel of the composite image

is taken directly from the appropriate input image. If, however, some corners of p in a

lExcept for the top and rightmost rows, which is why Duff stores an extra row of pixels off the top
and right
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are closer to the camera than in b, and some in b closer than in a (what Duff terms a

confused pixel), the output pixel colour must reflect this mix, and so should be a blend

of the pixel colours in a and b, proportionate to the amount of p that the pixels from

each image cover. This method can be thought of as performing colour filtering using

the depth data to determine the filter effects. For corner sampled images then, the filter

used is not symmetric around the origin point.

Compositing with centre sampled pixels is done in much the same fashion, but some

calculations must be modified, since for each pixel there is no knowledge about the depth

at the corners. In keeping with the Duff method, consider two centre sampled images, a

and b, and a pixel of interest at location p in each. Since p has eight neighbours, and the

depth value at p is known only in the centre, the depth value of the neighboring pixels can

be used as the depth at the appropriate place in p. If the pixels surrounding p are labeled

from 1 to 8, as shown in figure 3.2, the depth values at the corners of p are the same as the

depth values at pixels diagonally opposite p at the corner and the depth values at the sides

of pixel p are the same as the pixels that share that side with p. With this interpretation,

nine polygons of equal area can be constructed such that they cover p completely, each

having the same depth value as the appropriate part of p (see 3.2). Using this, we can

compute the portion of the pixel covered by a, by taking the ratio of polygons in p covered

by a and dividing by the total number of polygons in the pixel, in this case, nine. If this

amount is 13, the output pixel will have rgba = 13(a over b) -F (1 — 0)(6, over a), with the

depth value equal to the minimum depth value of a and b, where over is the operator used

in [duff85]. As stated previously, this method can be thought of as a filtering operation

using the depth data to determine the resultant colour information. The main difference

between this and the previous filter is that this one is symmetrical around the origin.

As may seem obvious, it would be possible to use the original Duff filter (or compositing

operation) to composite centre sampled images, using the centre sampled points in place
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Figure 3.2: Division of center sampled pixel into eight equal areas with associated depth
values

of the appropriate corner sample. Due to the methods used to produce antialiased colour

information, this approach is not desirable, since elements present in all surrounding

pixels may have already contributed to the colour of the pixel being composited. Filtering

in the manner of the Duff paper takes only three surrounding pixels' information into

consideration, while ignoring seven others that may contain information that should be

reflected by the pixel being composited.

The original algorithm provides a simple means to prevent colour aliasing in compos-

ited corner sampled depth images, and is equally effective in dealing with centre sampled

images with the modifications presented in this section. It should be noted that in either

case, the filtering is independent of the order which images are composited, thus depth

compositing a over b is equivalent to depth compositing b over a.
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3.2 Generating antialiased images for composition

Differing methods of generating antialiased images can produce odd effects when images

are composited together. In [duff85], no constraints are given for antialiasing methods

that will produce consistent results when images are composited. This section looks into

the cause of the problems and presents a simple way of eliminating them.

Antialiasing provides a way of masking, or even eliminating, problems in images and

image sequences caused by the discrete nature of computer generated pictures, and many

papers have dealt with methods for doing this ([crow77], [crow81], and many more, with

a good summary of antialiasing methods given in [fole90]). When dealing with single

images, the most apparent effects are jagged edges on colour or object boundaries. These

jaggies, as they are often referred to, result from the space and colour quantizing of

the computer's display hardware. For example, when rendering a polygon, if part of a

pixel in the image is covered by an edge of the polygon and part is not, there is no way

of dividing up the pixel so that one part displays the colour of the polygon, while the

other displays the background colour. To overcome this, most antialiasing methods use

an over-sampling approach. When rendering a scene, many samples of colour are taken

within the area of a pixel. The colours obtained by each sample are then combined to give

the final colour of the pixel (call this p) in the image. Thus, as in the previous example,

if the polygon colour (call this P) is found in m samples, and the background colour (B)

is found in n samples, the colour of the pixel in the image would be (Pm+ Bn)/(m+n).

This pixel is also given an a value representing the ratio of m to the total number of

samples (figure 3.3), to be used for compositing purposes.

Antialiased pixels solve one problem, but bring about another when during composit-

ing ([fium83] and [carp84]). Considering the previous examples, it is not easy to see

what the depth value for the pixel p should be. Since the multiple sampling method



Chapter 3. Enhancements to simple depth composition^ 19

a

a) pixel
b) polygon crossing part of pixel
c) sample point

Figure 3.3: Sampling values within a single pixel
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of antialiasing works so well on colour values, it might be tempting to use it to try to

resolve the depth value problem. Taking the average depth value of all the samples is

dangerous, however, since the average value may not be at all representative of the colour

value and its association to other pixels. If the depth of the polygon is D and the depth

of the background I (consider this the largest value possible, representing the lack of

any depth information - see Appendix A), the antialiased depth of the image pixel would

be (Din + In)/(m n), as in the colour antialiasing, falling in between the polygon of

interest and the background. Now consider that another image is composited such that

the depth value of the second image at p would place it in behind the polygon with depth

D. Because of the averaging done on the depth from the first image, p from the second

image would have less depth than p from the first image. The pixel colour displayed in

the resultant image will be the colour of p from the second image, using the compositing

algorithm. When looking at the resultant image, jaggies at the boundary of p will be

noticeable, since p carried antialiased colour information from the polygon in the first

image that was lost upon compositing because the depth value at p did not accurately

reflect the relationship of p to the polygon. An illustration of this is given in figure 3.4.

To prevent the above situation, the depth of p must be taken to be the least depth

of all the samples. If the depth value used is always a specific sample from the m n

samples taken, more problems can occur. If two pixels p and q are on opposite sides of

a square polygon as in figure 3.5, and the sample that is always chosen is taken at the

lower left corner of the pixel, the depths of p and q will be different even though one

would expect them to be the same. The solution to this problem is to take the minimum

value from all the samples in a pixel. This ensures that the colour and depth data are

related to the polygon which the antialiased pixel partially covers. Sampling problems,

while not eliminated, are reduced since the method will return a consistent result for

pixels that are partially covered by objects.
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Figure 3.4: A red cube composited with a gray sphere. The first image shows the
overall appearance, the second shows a magnified section where colour sampling problems
appears

Figure 3.5: Pixels partially covering a square polygon with sampling at the lower left
corner
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Figure 3.6: The red cube and gray sphere from figure 3.4, but with proper depth
sampling used

3.3 Compositing pixels with equal depths

One problem that arises when compositing depth images is that corresponding pixels may

have equivalent depths 2. This occurs when two objects in the images to be composited

interpenetrate in the final image. As an example, consider image a, a red square, and

image b, a blue square, arranged such that when the images are composited, the resultant

image has the blue square and the red square intersecting at a forty-five degree angle

(shown in figure 3.7). If a pixel p has the same depth in both images a and b, then it

lies on the surface of the red square at the point where it intersects the blue square. The

colour of point p in the composite needs to be determined.

Using the Duff algorithm, the pixel of interest (assuming it is opaque) would have a

resultant colour the same as the pixel in the first image, in sequence, to be composited,

modified by the compositing operation. Because the compositing operation acts as a

2Equivalent, in this context, means that the depths of the two pixel are equal within some user defined
tolerance E.



Chapter 3. Enhancements to simple depth composition^ 23

Figure 3.7: Interpenetrating squares of differing colours
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filter for the depth values, it is unlikely that this choice of pixel will cause colour aliasing

to appear. For example, consider a single row of pixels in two depth images where the

depth values in the first image are increasing, the depth values in the second decreasing,

and the depth values equal at pixel p on the row. After compositing without filtering

the depth values, the colour of the row of pixels will undergo an abrupt change at pixel

p, the point at which the depths are equal. Performing the same composite with depth

filtering results in pixel p having a colour that is a blend of the colour of the pixels from

the original images at p. While this may not seem significant for single images, in an

animation, abrupt colour changes (depending on the motion) can distract a viewer and

reduce the quality of the animation. The filtering done by the compositing algorithm

will generally produce more desirable results than if filtering is not performed.

In some cases, compositing may be performed with objects where a large number

of pixels have quivalent depths. Consider a composition involving two images of the

same square, but with the square in one image red, the other blue. If the assumption

is that blending is desirable, as with the previous example, the composite image would

show a magenta square. Because there is no real world example of where differing colour

objects occupy the exact same space, this may seem a reasonable treatment. However,

were this part of an animation where one square was moving with respect to the other,

the effect would be very disconcerting, since a large region of a color not present in the

original scenes would be introduced. Thus some selection of colour must be done, rather

than a blending. The Duff compositing algorithm performs this by selecting the colour

of the first input image where two pixels' depths are equivalent, as noted earlier, and

using this in the final calculation after filtering the depth values. In this case, however,

all depth values are equivalent, so the filtering does not affect any pixel depth values,

and the colour of the first input image results for all equivalent depth pixels, giving the

consistent colour selection desired.
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While no mention is made of the behaviour of compositing equal depth pixels in

[duff85], it turns out that the compositing algorithm does, in fact, give the result that is

appropriate in the above situations.



Chapter 4

Visible surface reconstruction

In order to reshadow composited images, world coordinate information must be extracted

from the images, and some notion of the shape of the object must be inferred from this

data. Because a depth image does not store enough information to completely describe an

object, the only information about an object comes from those portions that are present

in the picture, and thus only the visible surface of the object can be reconstructed. Of

course, other assumptions about the shape of the object can be made based on either

human intuition, various other aspects of the image, such as existing shadows, or changes

in the visible surface of the object over a sequence of images. Since there is much work

being done on all of these methods ([horn86], [ba1182], many others), and the purpose of

this thesis is to verify a process that can be used to reshadow images (and not to solve

all parts of that process), they are not discussed here in any detail. For the purposes of

this thesis, a surface reconstruction algorithm giving a reasonable model of the visible

surface of objects is sufficient. This visible surface model is then used by a modified ray

tracer to reshadow the images to be composited (see Chapter 5).

For arbitrarily complex images, the reconstruction of shape from visible surfaces is

very difficult. Separate objects in the image must be identified and reconstructed sepa-

rately, since if object a occludes object b in the scene, a surface reconstruction algorithm

may consider the two objects as one, and create a model that does not reflect the sep-

aration of the objects. This would give rise to errors in the reshadowing calculations

26
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because light that would pass between objects would be blocked by the reconstructed

one, as shown in figure 4.1. To properly separate objects, some sort of image segmenta-

Figure 4.1: Reshadowing problems created by not segmenting images before performing
surface reconstruction

tion must be done. Work on this has been going on in the area of computer vision for

some time, but the accurate segmentation of arbitrary images is still a long way from

being usable. Because of the complexity of the problem, this thesis deals with the shad-

owing problem within the restrictions described in Chapter I, that is the lighting and
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viewing parameters being the same in all images to be composited, and the scenes are

composed of non-occluding objects. The image segmentation problem is important and

still relevant however, and various aspects of it are discussed later in this chapter.

4.1 Simple surface reconstruction

This section details the method developed for reconstructing visible surfaces from depth

information. The surface created is intended only to be used as an illustration that the

method for reshadowing composited images is a valid one, and is not intended to be an

ideal solution to the object reconstruction problem.

In the introduction to this thesis, it was stated that all of the viewing parameters

for both images to be composited are the same, and are known. The knowledge of

these parameters comes directly from the raytracing software used to produce a depth

image (see Appendix A). Along with the depth information, the raytracer stores other

information about a scene, such as the window size, distance from window to eye, eye

location and bank, as well as lighting information, such as the location, type, and colour

of all the lights in each scene. With this information, coupled with the depth of each

pixel, a simple surface reconstruction is fairly straightforward. First, the original world

coordinates of each pixel covered by an object in the scene must be obtained, and then

these points joined to form a surface.

4.1.1 World coordinate retrieval

To retrieve world coordinates of pixels from a depth image, a modified raytracing algo-

rithm can be used. When raytracing, a ray is cast from the eye position through a pixel

into the scene. The ray is then checked for intersections with all objects in the scene,

and if an intersection is found, the world coordinate of that point, as well as the distance
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along the ray at which it occurred, is returned. In the raytracer used to render depth

images, (called optik, see [aman87], [buch92], and Appendix A) this intersection depth

is recorded as the depth of the pixel through which the ray was cast. Thus the depth

map for the image represents depth from the eye point, but an option exists within optik

that allows this distance to be projected onto a ray perpendicular to the image plane.

In order to retrieve the world coordinates of the scene, this process must be performed

in reverse. Calculating the various vectors needed from the eye and window information

is done exactly as it is for standard ray tracing, since the viewing parameters are known

([whit79], [whit80], [fole90]). This results in two vectors of interest, namely the unit

Image plane

Figure 4.2: Viewing vectors for the scene

vector representing the direction of the ray from the eye through a pixel p on the window
-I

(the vector Ray), and the unit vector that is perpendicular to the viewing plane through

the eye point (the vector in). It is also necessary to know the eye position relative to

the world coordinate origin, Eye, that is stored in the depth file (see figure 4.2). Once

this is done the world coordinates of pixel p (which shall be denoted as P) can be found

for each of the two ways the depth values are stored.
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If the depth value, call it d, is stored as the distance along the eye ray, the world

coordinates of p can be described as P = (d • Ray) + Eye. The calculation of d • Ray

gives the world coordinates of p relative to the world origin, since Ray is a unit vector

in the correct orientation, and d is a scalar. The addition of Eye moves the origin of the

eye ray to the eye position, and is necessary because the depth is computed from the eye

location.

Where the depth value is stored as the distance along the ray projected onto the vector

In, some additional calculations are required. First the scalar d multiplies the unit vector

In. The resulting vector, T , gives the depth of p from the viewing screen. Because the
-

vector Ray is a unit vector, f cannot simply be projected on to it. The correct treatment

a) Simple projection
b) Desired projection
c) Image plane

Figure 4.3: Vectors for calculating world coordinates

for that will give the proper P is P = Ray (I 12^(f Ray)) + E-ye. This calculates
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ifayalong Ray the depth would have been when projected on In orignally, and moves

the resultant vector to the eye position.

4.1.2 Surface construction from world coordinates

Once the world coordinates for each pixel are found, a simple surface over the points can

be constructed. The method used here is to construct a simple triangular mesh where

each triangle shares every vertex with three other triangles. This is done because of the

way world coordinates for pixels are retrieved. Since each retrieved point occupies a space

in a regular grid (the window) with respect to all the other points, a triangulation can be

trivially constructed. The triangular mesh has also been chosen due to the simplicity of

intersection calculations required when creating the shadow map to reshadow the images.

For the case of lower left corner sampled pixels, consider that each pixel has defined

world co-ordinates at the corners. If the simplest construction was done, each pixel

would be a square on a surface. This does not work, however, if the corner points are not

co-planar Since this is the more likely case it would be possible to use a bilinear patch

to represent the surface, but bilinear patches require complex intersection calculations

(see Chapter 5), and would not be usable if one vertex in the pixel had no depth value,

since any patch with a null vertex would not be reconstructed (as explained later in this

chapter) . If each pixel is split into two triangles any null vertex would again give rise to

problems since neither of the triangles would be usable. This leads logically into breaking

the pixel into four triangles. While some triangles would not be used, there is a very

good chance that some of the pixel information would be reconstructed. To do this, an

extra vertex must be introduced at the centre of the pixel where the four triangles share

a vertex as in figure 4.4. The coordinates of the centre vertex are found by adding the

coordinates of the surrounding four points and dividing each component by four.
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Figure 4.4: Reconstructing four triangles in one pixel from corner sampled depth data:
black circles are known depth data, they grey circle is the interpolated depth data

A similar method can be used to reconstruct centre sampled pixels. Since the center

vertex coordinates are already known, the four corner coordinates to construct the four

triangles must be found. Each corner of the pixel has a total of four surrounding pixels

adjacent to it. Since each of these pixels has a point associated with its centre, the average

of all the centre points around the corner under consideration are used to calculate its

value (see figure 4.5). Repeating this for each of the four unknown corners of the pixel

allows us to make four triangles. There may be cases where the world coordinates of

some vertices in a pixel cannot be retrieved because the depth value is undefined. When

this occurs, any triangle with a null vertex is should not be included in the reconstructed

surface, and the calculation of interpolated vertices must reflect this. Thus if there are

only three non-null vertices (assuming corner sampled depth values) the vertex created

by interpolation should only use the non-null data, and the coordinates of the centre

vertex are found by adding all three valid vertices and dividing by three, instead of four.

Applying this procedure to a variety of images shows that certain types of objects

are reconstructed poorly. Objects that slope sharply away from the camera position will

display jagged edges on those parts furthest away from the camera (see figure 4.6). This

is caused by the way the depth information is sampled at each pixel. For edge sampled
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Figure 4.5: Reconstruction of triangles for centre sampled depth data: black circles are
known depth values, grey circles are interpolated depth values, arrows show which known
values contribute to the interpolated values

images exhibiting this problem, pixels on the back edge are surrounded mainly by pixels

with no depth value. This causes the reconstruction algorithm to throw out several of

the triangles of the pixel's reconstruction. If this is done consistently along the rear

edge, only one triangle per pixel could be reconstructed, leaving a jagged edge. Centre

sampled images show this aliasing as well, since triangles of a pixel would also be thrown

out under the same conditions. One way to solve this problem is to extrapolate the

sampled depth from the pixel to all corners that would otherwise have no depth value.

While this stops the algorithm from discarding triangles, it gives the reconstruction a

flanged look (triangles whose values were extrapolated at null vertices would be parallel

to the image plane, and not follow the slope of the rest of the object) where it was jagged

before (figure 4.7). Some way might be developed to estimate depth information for null

vertices from the existing vertices and triangles, but this enters into the more complex
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Figure 4.6: Edge problems when reconstructed objects slope sharply away from the
camera. Original view is on the left, 90 degree rotation on the right.

realm of general surface reconstruction and thus is not investigated by this thesis. The

jaggedness exhibited does not detract from the reshadowing method, since utilising a

better surface reconstruction would eliminate the problem.

The visible surface reconstruction method put forward here gives a fairly good ap-

proximation of the surface. It is only useful for range images for which uniform dense

depth data is present. If a non-uniformly sampled or sparsely valued depth image is used,

the reconstructed surface will show some significant problems. This method is also sus-

ceptible to some sampling problems. If a very small object is reconstructed the shape of

the object may be obscured by the discontinuities between adjacent triangles on the sur-

face. Even for surfaces without these problems, the reconstructed triangle mesh may not

be as accurate as some would like. Even though the reconstruction procedure proposed

here is meant only to verify that the overall reshadowing method is feasible, it would be

possible to perform some smoothing on the mesh to get a more accurate representation

(a spline-based surface, for example). Other methods of retrieving surface information
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Figure 4.7: Edge problems for sharply sloped objects. Left shows standard reconstruc-
tion, right shows reconstruction where sampled depth values are assigned to all parts of
the pixel.

from depth data have been investigated by many people Ghopp92], [schm91], [tana92]),

and perhaps some image space methods, such as shape from shading and surface from

motion ([horn86] gives an overview) may also provide superior surface reconstruction to

the procedure used here.

4.2 Image segmentation

As mentioned before, this thesis does not deal with the most general case of compositing

two arbitrarily complex images. This is mainly due to the problems encountered when

trying to retrieve some notion of where objects are relative to other objects in the scene.

Much work has been done on the image segmentation problem in the field of computer

vision, and the techniques developed can be useful for reshadowing purposes. This section

puts forward what should be included in a complete solution to the image segmentation

problem, and discusses some implementation problems.
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4.2.1 The ideal solution

An ideal solution to the image segmentation problem for compositing purposes would

result in each pixel in an image belonging to a known object. An object would be known

if its boundaries with all adjacent, occluding, or occluded objects are known. If all of this

information was available, it would be easy to apply the simple surface reconstruction

algorithm (given previously) to each object in turn, by treating each object as if it were

the only thing in the image. When the surface reconstruction is complete for all objects,

they could be merged into the same scene and viewed in three dimensions.

4.2.2 Possible approaches

Boundaries of objects can be determined by some form of edge detection (such as the

one given in [cann86]). Typical edge detectors operate on an greyscale (luminance only)

image, and find areas of the image where there is a steep intensity gradient. This is done

by using a two dimensional filter over the image and finding where the second derivative

of the intensity changes from positive to negative (a zero-crossing). The various edges

found by this method are then joined together, and, in the ideal case, show the boundaries

of objects in the scene. If the depth information is considered as intensity information,

that is each depth value is mapped to a displayable greyscale value, this method can be

used to find depth discontinuities and thus detect objects (figure 4.8 and figure 4.9).

Some problems occur with this approach however. When edge detection is done on

a greyscale non-depth image, abrupt changes in intensity due to texture or shading are

usually identified as edges. With depth images, there is no texturing or shading infor-

mation present, but now other problems occur. When separate objects occupy similar

areas in depth (such as a slightly sloped ramp on a desk), they are often not identified

as separate objects. Complex objects can also induce problems when detecting intensity
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Figure 4.8: Original image

edges. If the object has areas where there is a rapid change in slope direction (ie: a

triangular prism viewed from above the long axis where two rectangles meet), there is

an edge that would be detected, but it is not a boundary edge. These different types of

edges must somehow be differentiated, which is difficult. The problems make it difficult

to properly identify boundary edges.

Once all edges are found, each boundary edge must be joined with those from the same

object to form the complete boundary of that object. In an ideal case, each boundary

edge would touch only two other boundary edges that belong to the same object. Since

the ideal case rarely happens, and many edges that are not boundary edges could touch

the boundary edge at various places, a way of identifying the boundary edges must be

found, along with a method for correctly determining which adjoining edge is a boundary

edge on the same object. If this can be done then the only remaining barrier to the
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Figure 4.9: Associated depth map shown as greyscale
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segmentation of the image would be to identify occluding objects. For example, if the

image was of a sphere in front of a rectangle, it would have to be determined if the

rectangle was actually continuous behind the sphere or not so that any boundary edges

detected could be joined together properly.

People working in the area of computer vision have tackled these problems for many

years, and will continue to do so, hopefully coming up with better segmentation methods

that can be applied to the compositing process. When this is done, the reshadowing of

composited images will be more usable.



Chapter 5

The reshadowing process

Creating shadows on composited images is a fairly straightforward process. Using the

visible surface reconstructed from one image, a, (via the method presented in the previous

chapter), the locations of shadows cast by this surface onto the objects of the other image,

b, are found using a simple raytracing method. This generates a shadow map, which is

an image of the same dimensions as the ones to be composited, containing a black pixel

wherever a pixel in image b would be shadowed by the object in image a. The shadow

map generated will be used to place shadows on image b, and must be filtered somehow

to remove all hard edges and jaggies which are caused by the binary nature of the shadow

map, as first produced. Once image b as been reshadowed the two pictures are composited

to produce the final image. In the case of images that are appropriate to use for mutual

shadowing as mentioned in Chapter I, the reshadowing process is repeated twice, with

the images swapping roles the second time through. This results in both images being

reshadowed, and the compositing is then performed.

5.1 Creating the shadow map

The purpose of creating a shadow map is to show where shadows should be cast on image

b from the reconstructed object in image a. This situation is analogous to the shadow

determination problem when raytracing a scene. When a scene is raytraced, a ray is cast

from the eye into the scene, where it may intersect some object. If this is the case, the

40
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point of intersection is found, and another ray is cast from that point to the light. If

this ray intersects any object, then the point from which it was cast is considered to be

in shadow. For depth images, it is a simple matter to retrieve the world coordinates of

each pixel in the image (see Chapter 4). The world coordinate is the intersection point of

the eye ray from the original rendering with an object in the scene. As with raytracing

shadows all that is needed is to cast a ray from that point to the light, and find any

intersections along it. If an intersection is found, a black pixel is written to the shadow

map in the same location as the pixel from image b being considered.

The existing raytracer, optik (see Appendix A), was modified to create the shadow

map because many procedures that already exist are needed or readily adaptable for this

purpose. A routine was added to read in a depth image and to convert all depths to

world coordinate information using the same method as for surface reconstruction. The

light position was also retrieved from the depth image header and added to the scene.

Using the existing interface for optik, the triangles making up the reconstructed surface

can be easily read into the scene. A shadow ray between a world coordinate point from

the depth image and the light is created using existing routines in optik, and the original

image coordinates of the point are noted. The triangles from the reconstruction are

checked for intersections with the cast ray using the ray intersection routines in optik,

and if there is an intersection, a black pixel is written to the final image at the position

that was noted before. If there is no intersection, a white pixel is written. This process is

repeated for every pixel that has a depth value from the original image b. Because there

are likely to be many triangles in the visible surface reconstruction, using optik allows the

existing ray-intersection acceleration techniques to be used Gwoo89], [aman87]), reducing

the time taken to produce the shadow map.
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Figure 5.1: A shadow map created by the modified raytracer

5.2 Filtering the shadow map

The shadow map produced by the above method contains only black or white pixels.

If this were used to reshadow an image, the result would be a hard edged shadow that

would have jagged edges, depending on its orientation. Because the shadow produced by

many rendering methods is soft-edged (to mimic real world shadows), the shadow created

here should be soft edged as well. To do this, a simple filtering technique is used, which

also smooths jaggies or other artifacts that can result from shadows that do not follow a

row or column of pixels, as in figure 5.1.

To smooth the shadow map, it is easiest to darken the white pixels that border black

ones. The simplest way to do this is to darken the pixel being considered by a percentage

equal to the ratio of black to white pixels surrounding it. If there were four white, and

four black pixels in the shadow map surrounding the one of interest, it would be darkened

to fifty percent of its original value. If there are no black pixels in the area, then nothing
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Figure 5.2: A shadow map after filtering has been performed

is done. Doing this for all pixels in the shadow map completes the filtering (see figure

5.2). Slightly better results can be obtained using different weighting on the simple box

filter. If every white pixel is given a percentage of black equal to twenty percent times the

number of surrounding black neighbours (up to five black surrounding pixels, where the

white pixel would be changed to totally black), the intensity falloff around black edges

becomes closer to a smooth gradient than the initial simple filter. This appears less jagged

to the human eye, and can thus be judged better than the initial method (figure 5.3).

By varying the filter width (from a single pixel to many) differing smoothing effects can

be created that is tailored to a particular person's taste, since not everyone will agree on

what amount of filtering is best. In an animation created using the first method, where a

rotating square from one image was placed above a stationary square from another (figure

5.4), the filtering was sufficient to mask any jaggies from the original shadow map.
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Figure 5.3: The result of applying a weighted filter to the shadow map

5.3 Using the shadow map

To reshadow an image, the antialiased shadow map is used as an overlay. Because the

shadow map is the same size as the image to be reshadowed, each pixel in the image

has a corresponding pixel in the shadow map. For every pixel p in the image, the same

pixel in the shadow map is evaluated. If the pixel is white, nothing is done to p in the

image, but if it is not white, reshadowing occurs. This is done by comparing the colour

of the pixel in the shadow map to black. If the pixel in the shadow map is black, the

corresponding pixel in the image is reduced in intensity by half, in order to approximate

the default shadowing that optik produces. If p in the image originally had red, green,

and blue values of 150, 90, and 60, respectively, the reduction would change the values

to 75, 45, and 30. If the pixel is between pure black and white, then the amount of black

in the pixel, expressed as the the black value divided by the maximum black value, is

halved, and used as the percent by which to darken the original pixel. This method of
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reshadowing produces a soft shadow on the image that is a very close approximation of

a shadow made by optik under default conditions (as in figure 5.4).

When raytracing the original scene, the selection of parameters for surfaces (specu-

larity, ambient illumination, etc), and light intensity can cause the reshadowing process

to produce shadows that are less acceptable. The shadows may reduce the intensity

of pixels too greatly, or not enough. To overcome this, a measure of control has been

added so that the default intensity reduction can be altered by employing the equation

((S * (1 — D)) D) * c, where S is the shadow map value at a pixel p between 0 (black)

and 1 (white), D is the intensity reduction to be performed when S is 0, and c is the

colour of p in the image to be reshadowed. This allows the user to adjust the effect of the

shadow to some degree. As an extension to this work, a more interactive interface should

be created, allowing the user to change the reshadowing (not the shadow position, merely

the intensity) and view it to judge whether it is satisfactory. As it is now, the interface

is manageable, and reshadows images well for default optik images. The completion of

the reshadowing process occurs when the reshadowed image and the image from which

the surface was reconstructed are composited together using the method described in

Chapter 3. In the case of two images shadowing each other, the reshadowed version of

both images are composited.

5.4 Reshadowing already shadowed images

Throughout this chapter, the reshadowing process has been discussed as if no shadow

existed in either original image. If original shadows do exist, problems will occur when

using the method presented here. If the shadow map created had a shadow on pixel p

in an image, and p was a shadow pixel from the original image, it would be additionally

darkened by the overlay process. This would result in an image where newly created
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Figure 5.4: Rendered and composite images of the same scene. The rendered image is
on the bottom
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shadows and original shadows could be differentiated by the original shadows being darker

than the original ones, which is undesirable. To prevent this from happening, a couple of

steps could be taken. First, each pixel in an image could have an extra bit of information

stored with it, a 1 if the pixel is in shadow, or a 0 if it is not, or optionally use one byte to

denote the amount of shadow present. This extra information would be determined by

the renderer when the image is first created. When compositing, this information would

be used to determine if a pixel which would be reshadowed should be darkened. If the

pixel should be reshadowed, the compositor would then switch the shadow bit on so that

further compositing operations would know the pixel is in shadow. The second method

for preventing reshadowing of already shadowed pixels is to reconstruct the scene every

time it is composited, and to create a shadow map for the scene without considering

any other images or reconstructions. After doing this, another shadow map would be

constructed as described in this chapter. The first shadow map would then be compared

to the second, and wherever there was a black pixel in both, that pixel would be turned

white in the second. The modified shadow map would then be overlaid on the image to

be reshadowed, with the result being that since pixels already in shadow are noted as

white on the shadow map, they would not be reshadowed, and thus the output image

will look better.

The first method is a very good one, with the exception that added storage is required

to keep the shadowing information. While the ratio of shadow information to colour in-

formation would be quite small (one byte, or 256 levels of grey, of shadow information

versus four bytes of rgba information for the image), the extra data would not be used for

most normal image operations, wasting some space. Since a person would not necessar-

ily know the use to which an image might be put in the future, most would include this

shadow information on the off chance that it may be needed at some time. The second

procedure outlined above has some obstacles to successful implementation. First of all,



Chapter 5. The reshadowing process^ 48

the problem of image segmentation needs to be solved before it can be determined where

shadows are in a single image. Secondly, the problem of complexity arises. When de-

termining shadows some surface reconstruction must be performed, which takes time as

well as space, whereas the first solution presented above merely takes more space. Also,

shadow map creation via this method will not be as accurate as one created from the

renderer itself, due to the reconstruction process. The advantage this method has over

the renderer created one is that a shadow map can be made for any depth image, without

having to store information while rendering, but it is currently impractical. Many of the

shadowing problems noted here are also discussed in [gers87], as well as those related to

the more general illumination issue.

With the double shadowing problem either ignored or worked around by the ways

given here, images produced with this reshadowing method are nearly indistinguishable

from those that were rendered from a complete scene under default conditions without a

detailed side-by-side comparison of reshadowed and rendered images.
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Other applications and extensions

A logical extension of the reshadowing method presented in this thesis is to combine

real video images with computer generated ones in the same way two computer pictures

are combined. This would eliminate the need for teams of artists painstakingly creating

shadows on images that combine computer objects and a real scene (the films Terminator-

2 and Jurassic Park, for example) as is done currently.

6.1 CAR - Computer Augmented Reality

As computers become faster and algorithms are developed and improved, it has become

easier to use computer graphics to create special effects for film and video. Technology is

approaching the point where computer graphics will be able to be seamlessly integrated

into real images with very little effort. The methods that are being developed to do

this can be grouped into an area that has been termed computer augmented reality

(or CAR). Various aspects of CAR are being investigated at the University of British

Columbia, of which this thesis will hopefully form a part. Problems dealing with global

illumination (highlights, adding and removing lights etc), viewing parameter matching,

and local illumination (shadows, reflections, etc) are all being investigated by the UBC

CAR project, and a brief overview of all the problems involved will be presented here,

along with the specific application of this thesis to CAR.

The main problem with CAR is to translate various aspects of the real image into
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values that can be understood by computer graphics programs. For example, much needs

to be known about the camera in the real image, such as the position it is in relative to

the objects in the scene, whether it is tilted, zoomed, defocused an so on. Most computer

graphics programs define the computer generated camera by several values, such as the

point in space at which it is located, the point in the scene at which it is aimed, the angle

of view, any rotations or tilts relative to the global axes, and the screen distance from the

actual point where the camera is located. When taken together, all of this information

forms the viewing pyramid of the scene. This viewing pyramid encompasses those parts

of the scene that are visible to the camera, and is used to create the two dimensional

image of the scene. In order to be able to effectively use the real image, the viewing

pyramid for the camera that took the image must be determined.

The success of this determination depends largely on what can be inferred from the

scene. It is not possible to retrieve the viewing pyramid from a scene unless something

is known about the object in the scene. If the scene is a staged one, every object in the

scene can be measured for size and relationship to other objects, then a computer model

made of the real objects. This can then be manipulated until the objects in the computer

scene match those in the real one. The viewing parameters of the computer model can

then be taken as the viewing parameters of the real camera. If the real image is actually

a part of a sequence, this process can be repeated for each frame of the film or video.

This method works well, but needs the measurements of the real objects. It also takes

large amounts of time, mainly by people, to match the real scene with the computer

model. Ways of making the computer aid in the scene matching are currently being

investigated, but the process is still mostly manual ([four931). Means of determining

the viewing pyramid without measuring the scene are more desirable than the previous

method, since if you do not have to have the physical objects present, camera parameters

can be determined for any images, not just staged ones. Several methods exist is the
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computer vision field for tracking objects within a scene ([horn86], [lowe90J), and these

can be used in conjunction with human methods. If a person outlines objects in a scene,

the computer can then go and make a guess as to the objects' dimensions and relations to

each other. Once this is done, the viewing parameters can be calculated, and tested with

a defined object that is inserted in to the scene. If the user thinks the inserted object

fits with the scene, the viewing parameters guessed at can be used as the parameters

of the real camera. Tithe object does not fit, another guess, based on how the inserted

object appears, can be made and the process repeated. Once the parameters of one image

are known, the objects in subsequent images can be related to the ones in the known

image by the tracking method mentioned previously. While this method is more widely

useful than the manual measurement procedure, more problems can occur because of the

difficulty of tracking objects between images. Also, while the objects are outlined by the

user, and the relative sizes are easy to compute, the dimensions of the objects must be

guessed at, which could take a large amount of time. Ti, when object detection algorithms

become capable of doing so, the computer is used to determine object boundaries, the

process would be sped up considerably.

Once the viewing parameters for the real image are known, the parameters for the

computer generated image must be manipulated to match those of the real image, or vice

versa. Changing the viewing parameters of one image to those of another is not a well

defined problem. Since the parameters of the two images could be completely different,

the transformation required might take more information than the image provides, and

not be possible. Simple operations, such as coordinate transformations when all but the

viewing point are the same, are easy to implement, but aspect ratio changes and depth

scaling are much more difficult. One answer to all of these image manipulation problems

is to construct the computer scene using the viewing parameters of the real image. This

eliminates all of the effort required to massage one set of viewing parameters to another
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at the expense of being able to use an arbitrary computer generated image or sequence.

Having somehow retrieved the viewing parameters between the real and computer

generated images, and having a fairly accurate model of the real scene, some combination

of the two images can be performed. If lights exist in the computer scene that are not

visible in the real scene, the effects of these lights can be calculated, and the real image

reshaded to show the new lighting effects. Likewise, if a scene model exists, and the

location of the real lights are known, these can be used to shade the computer generated

objects in relation to the scene. The location of shadows caused by computer generated

lights shining on the real scene can be found by using the model of the real scene.

Finally, all of these effects can be applied to the real image. Highlights can be added or

removed, and shadows created or eliminated in their proper locations by use of image

processing techniques. Correctly shaded computer generated objects can the be rendered

and composited into the real scene by standard two dimensional compositing. Because

the computer generated image is created specifically for the particular real image from

a model of the real scene, the computer objects can be rendered so that they appear to

interpenetrate and be occluded by real objects. This creates effects that make the final

image or sequence look almost as if the computer objects and effects were present in the

original scene ([four93]).

As an alternative to the methods for real scene modeling described above, stereo

image pairs can be used to obtain a depth map ([horn86], [bake81]) of the images, or

methods that operate on sequences of images Gshao88], [matt88]) might be employed

to determine a depth map. This depth map can then be utilised by the reshadowing

procedure described in this thesis as if the real image were, in fact, computer generated.

Because the depth map of the real image will be sparser than that of a computer generated

one due to the method of retrieval, some form of reconstruction should be performed on

the depth data so that the reshadowing process can make use of it. Also, real images
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will most likely be fairly complex, which presents problems for the current reshadowing

method, exactly as in the case for complex computer generated scenes. As mentioned in

Chapter 1, the solution to this problem is to come up with a good image segmentation

algorithm so that objects in the image can be logically separated from one another for

the reconstruction process. While the reconstruction method presented in Chapter 4
works well for visible surfaces, it does not give a good notion of the overall shape of the

object, which may be needed to retrieve the viewing parameters of the real scene. If only

reshadowing is desired the viewing parameters need not be retrieved, but the depths of

the computer generated image and real image must be matched in some fashion so as to

prevent errors of scale when compositing. This might be achieved by using an interactive

technique where the user dynamically scales the depths of one image against the other so

as to get a satisfactory correlation between them. Problems with perspective and aspect

ratio could occur as well, in which case the viewing parameters of the real image would

have to be retrieved. In this case, and if the real image was to be used in other CAR

related operations, some way of finding the shape of an object, and not just its visible

surface, should be found, as discussed in Chapter 4. This would facilitate the recovery of

the viewing parameters, as well as be of assistance when performing global illumination

tasks. Once the two images have been altered enough so that reshadowing can proceed,

the procedures described in this thesis can be employed to reshadow the real image. If

the computer generated image is to be reshadowed as well, some way of finding the light

position in the real image must be found.

Despite all of the hurdles yet to be overcome, the method of reshadowing computer

generated images presented in this thesis shows promise for applications using computer

graphics to enchance real images. Research currently being conducted on CAR problems

may also provide results that will be useful in broadening the scope of the reshadowing
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method of this thesis to include general reshading of images, better surface reconstruc-

tion, and even image manipulation where necessary. It is also hoped that the procedures

described here will be of use to those delving into the CAR field once the various limita-

tions have been overcome.

6.2 What now?

As has been mentioned throughout this thesis, there are many things that should be

done to make the reshadowing process truly useful. Most important of these is finding

a good image segmentation method, so that arbitrarily complex depth images can be

composited and reshadowed. Edge detection techniques may prove useful in doing this,

as might modified surface fitting and discontinuity finding algorithms, such as [terz83],

[marr84], [gamb87], and [terz88], which have been successfully applied to restricted do-

main problems. After this is done, a better reconstruction method should be found.

Initially a better visible surface finding algorithm should be created, where a smoother

surface is constructed from the points that will be at most as expensive to intersect in the

shadow map calculations as the current triangular mesh. Some heuristic method should

also be used to guess at the best way to reconstruct the complete object, using human

input to verify the guesses, unless it becomes possible to easily retrieve the entire object

description. Current shape from shading methods, as well as reconstruction from image

sequences, coupled with the depth and colour information, will hopefully provide a basis

for doing this.

Once it is possible to reshadow arbitrarily complex images, a method of dealing

correctly with multiple, extended, and area light sources should be found. This entails not

only the creation of shadows cast from such light sources, but also the removal of lessening

of those shadows that would be illuminated by lights if the scenes were composited. This



Chapter 6. Other applications and extensions^ 55

leads into the more general reshading problem of CAR, where methods from there could

be borrowed to create new highlights on objects illuminated by a light from a composited

image, as well as removing highlights from reshadowed areas of images. At the same time,

ways should be found of overcoming problems encountered when compositing images with

separate viewing parameters, again CAR research will hopefully be able to assist in this.

Reshadowing real images should be investigated in parallel to all of these improve-

ments. Depth maps for real images should be obtained somehow, either from image

methods, such as stereo image matching, or from other methods, such as laser range

finding or sonic echo location. Once the real images have the information that is needed

to composite two computer generated pictures, all of the things that can be done to

computer images can be performed on the real image. Thus, any combination of real

and computer generated images will be able to be composited using the same sets of

tools. Ultimately this method should be used in some fashion by CAR research groups,

providing a means of assisting both local and global shadowing calculations.
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Conclusions

This thesis has extended the three dimensional compositing method of Duff to enable ob-

jects within differents scenes to interact with each other in such a way to create shadows

on images as if all the objects in the scenes were present at once. While the procedure

described here does not solve all problems associated with this process, it does show that

reshadowing of composited images can be done easily for images with restricted charac-

teristics, and provides thoughts and possible methods of dealing with images of arbitrary

complexity. A fast and reasonably accurate visible surface reconstruction algorithm was

given that allows a modified raytracer to create a shadow map for use in reshadowing

composited images. Applications of this process to the area of computer augmented real-

ity have been discussed. A short video was produced in the course of this thesis (of which

figure 5.4 is a part) that shows the results, both positive and negative, of the methods

described.

The results of performing these processes to reshadow images shows great promise.

As it stands now, to produce a reshadowed image with the desired qualities too many

restrictions must be imposed on the images to make the methods presented in this thesis

usable in anything other than a research environment. If the improvements suggested

throughout this thesis are performed, the reshadowing process will be made more robust

and useful. This thesis has shown that the reshadowing process can prove valuable in

many aspects of image production and modification, and it is hoped that it will be an
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important initial effort upon which others can build.
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Appendix A

Depth Files

Throughout this thesis there have been many references to the optik depth file format.

While the procedures given can be applied to virtually any depth file format, it has been

useful to give some concrete examples using the optik format. Here the optik format shall

be explained in more detail, and other uses for the depth file format will be outlined.

A.1 Optik depth files

Optik is a program that renders mathematically modeled scenes using ray-tracing tech-

niques based on [whit80]. It, and the variations developed by students in the course

of their work, is described in [aman87] and [buch92]. One of the variations of optik

was created by Chris Romanzin (one of the authors of [four93]) to write out a file with

depth information in addition to the regular rgba information. This depth file uses the

existing rgba storage routines in order to store depth information for every pixel in the

corresponding image. Included in the header of the image, which describes the size of the

image and the number of bits of information in each pixel, is information that completely

describes the viewing pyramid and information about lighting, such as location, intensity

colour, and so forth. This extra information is used to reshadow images in the manner

described by this thesis.

In optik, it is possible to store between one and three bytes of colour information,

with an optional byte of a information. To take advantage of this variability to store
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the minimum amount of depth information that the user needs, the depth data can also

be stored as one to four bytes per pixel of information. In order to do this, the depth

information, as calculated by optik from object-ray intersection points, must be put in a

form where meaningful information can be stored at many resolutions. The depth data

is thus mapped into 2871 discrete values, where n is the number of bytes per pixel to

use to store the depth information, defined by the user. Because the depth for a pixel

is originally calculated as a floating point number (from the ray-object intersection), a

mapping scheme is used where the original floating point value can be retrieved so that

it is possible to composite depth images that are stored with differing numbers of bytes

per pixel. This is done by storing the minimum and maximum depth values of the scene

in the depth map header. The floating point depth value is then mapped to the 28n

values, with the 2° value indicating pixels with the minimum depth, the 2' — I value

indicating pixels that have the maximum depth value, the 28' value indicating that the

pixel has no depth information (that is no ray-object intersection was found), and other

floating point depth values mapped to the appropriate integral value by the formula

V = ((fp — min)/(max — min)) * 28n — I, where V is the integral value, fp the floating

point value, min and max are the minimum and maximum depth values, respectively.

While there are many other possible methods for storing depth data, this is the one used

by optik.

The way the depth values are computed can also be controlled by the user, allowing

for some flexibility in using optik depth files with other depth file formats. The user may

choose that the floating point depth value be stored as the distance along the ray from the

eye through the pixel (as determined by the ray-object intersection calculations), or this

value may be projected onto a vector perpendicular to the eye plane before being stored in

the depth file. Various methods of obtaining the depth information when oversampling

(as discussed in Chapter 3) are also implemented, namely taking the minimum depth
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from all samples, the maximum depth from all samples, or choosing a consistent sample

number.

Additional modifications have been made in the course of work on this thesis. A

provision has been made to allow optik to directly read in depth map files, automatically

retrieve world coordinates from them, and send shadow rays from each of these points

to the light sources defined in the depth map header. These rays are then used to check

for intersections with reconstructed objects (read in as a group of optik objects). This

version of optik also creates a shadow map, of the form discussed in this thesis, with

values that depend on the outcome of the aforementioned intersections.

A.2 Other uses of depth files

There are other uses that can be made of the depth information besides employing it

for compositing purposes. Potmesil and Chakravarty ([potm82]) use depth information

to create a depth of field affect in images. Duff in [duff85] uses the depth information

to create a fog effect. Each of these methods have been implemented in the course of

the work on this thesis, but because they are not directly relevant to the subject of this

thesis, and because the original implementations are documented elsewhere, the details

do not have to be presented here.

Other possible application of depth files can be seen when considering applications of

various effects at the object or scene level. Because the depth values give partial object

information, it may be possible to create postprocessed effects that simulate those created

as modeled effects. For example, treating each depth value and corresponding pixel as a

separate object, some particle system calculations could be performed, allowing objects

to explode, drop, bounce, and so forth, without a need to know any extra information

about a scene. Glows around objects calculated from the depths might be a useful effect.
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These are just some of the uses to which depth files might conceivably be put, and it it

hoped that some effort may be put into the exploration of said uses at a later date, or

by others.
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