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#### Abstract

The problem of the automatic generation of logical consequences of a set of axioms is examined. The merging subsumption linear strategy has been shown complete with respect to that problem. A generalization of a set of support strategy is given, and the completeness of merging subsumption linear strategy with set of support is proved. The merging-linear-Aordered strategy and the merging linear-C-ordered strategy have been shown to be incomplete. Relations between unit strategy and input strategy have been examined. A little review of the 'interesting theorem' is given.
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## INTRODUCTION

The problem studied in this thesis is the automatic (i.e. by computer) generation of theorems from a given set of axioms $S$. This problem, called 'consequence finding', has been introduced by R.C.T. Lee in [5].

Loosely speaking, we can say that Lee shows that using a particular rule of inference, the Resolution Principle [9], it is possible to deduce all the theorems of $S$. Later on Slagle, Chang and Lee [l2] have shown that with respect to the consequence finding problem, the Semantic Resolution, another rule of inference, has the same property of the Resolution Principle.

In both of the works that we have mentioned (particularly in the first) the authors also try to formalize what is meant by an 'interesting theorem'. Moreover, they try, less successfully, to find mechanical procedures for selecting the 'interesting' theorems from the'uninteresting'ones.

Our interest in this problem is based mainly on two reasons. One is that it can lead, as was the case for theorem proving, to a deeper understanding of the laws of the deduction in mathematical logic; for example one can find rules of inference simpler but equivalent to the ones traditionally used.

The second reason is that to study automatic consequences finding can help the development of Artificial Intelligence topics, not necessarily related to mathematics. In any case, we believe that this problem must be seen as a topic belonging to the field of Artificial Intelligence.

Of course, given the tight relationship between our topic and theorem proving, a much more developed subject, the question arises as to how worthwhile it is to develop it as an independent subject of research. In order to answer this question we wish here to stress the following two points:

1) Theorem proving is actually developing as a study of a particulartype of proof, the proof of a contradiction. Of course, one can prove that a proposition $T$ is a theorem of a given set of axioms not only by contradiction, (i,e. showing that from $S$ and the negation of $T$ one can deduce a contradiction), but also by the deduction of T itself from $S$.

Then the research on consequences finding can be seen as the study on a kind of proof different from the one by contradiction. In this regard we can think the relationship between theorem proving and consequence finding as the one between problem of generation and problem of recognition:
2) Consequence finding differs from theorem proving in the fact that it does not need previous knowledge of the theorems. So a consequence finding program can lead the computer to find new theorems, an activity that should be considered as intelligent as the one of proving theorems.

The approach we follow is essentially the same as the one of Lee, Chang and Slagle who have studied the applicability to consequence finding of some strategies first introduced in theorem proving.

We have taken into consideration strategies different from those and our technique for proving theorems is also different
from the one used by them.
The main results we have found in this thesis are the following:

The merging linear subsumption strategy is complete for consequence finding; it is possible to generalize the set of support strategy to consequence finding and the merging linear subsumption strategy with set of support is complete for it; the merging A-ordered linear strategy and the merging C-ordered linear strategy are not complete for consequence finding.

We have also found under which hypothesis on the set of axloms $S$ it is possible to use the merging A-ordered linear and the merging C-ordered linear strategies for deducing theorems from $S$, and we have shown that for consequence finding the unit strategy is not equivalent to the input strategy.

We do not think that the approach we have:chosen is the only possible one, but we believe that it can help in better understanding both the peculiarity of theorem proving itself and the difference between theorem proving and consequence finding, as they have been historically developing.

## CHAPTER 1: FORMAL AXIOMATIC THEORIES AND THE RESOLUTION PRINCIPLE.

In this chapter a rather rigorous description of what a formal axiomatic theory is will be given; it will be, also, clarified under which limits we will speak about axioms and theorems; a particular rule of inference, that is the resolution principle, will be introduced.

Section 1: Formal Axiomatic Theories.
Definition [7]: A formal axiomatic theory $K$ is defined when the following conditions are satisfied:

1) A countable set of symbols is given as symbols of $K$. A finite sequence of symbols of $K$ is called an expression of $K$.
2) There is a subset of the expressions of $K$ called the set of well formed formulas (wffs) of $K$ (we will assume that there exists an effective procedure to determine whether a given expression is a wff).
3) A set of wffs is set aside and called the set of axioms of $K$. There exists an effective procedure to determine if a wff is an axiom or not.
4) There is a finite set $\mathrm{I}_{1} \ldots I_{n}$ of relations among wffs, called rules of inference. For each $\mathbb{F}_{1}$ there is aulunique positive integer $J$ such that, for every set of $J$ wffs and each wff $A$, one can effectively decide whether the given $J$ wffs are in the relation $I_{i}$ to $A$, and if so, $A$ is called a direct consequence of the given wffs by virtue of $I_{i}$.
(L1) Definition [7]: A wff A is said to be a consequence in $K$ of a set $S$ of wffs.if and only if there is a sequence $A_{1} A_{2} \ldots A_{n}$ of wffs such that $A_{n}=A$ and for each $i$, either $A_{i}$ is an axiom or $A_{i}$ is in $S$, or $A_{i}$ is a direct consequence by some rule of inference of some of the preceding wffs in the sequence. Such a sequence is called a proof (or deduction) of $A$ from $S$. The members of S are called the hypotheeis or premises of the proof.

If $S$ is just the set of the axioms
of $K$, then the consequences in $K$ of $S$ are called theorems.
Before giving an equivalent definition of 'wff is a consequence in $K$ of a set $S$ of wfis' let us give some other specification of our theory K :

1) The set of symbols of $K$ will be a subset of the following set of symbols:
a) Punctuation symbols:

$$
:, ;(;) ;
$$

b) Logical symbols:

$$
v ; \& ;-; \forall ; \exists ;
$$

c) Individual variables:
x; $y ; z ; x_{1} ; y_{l} ; z_{1} ; ~ e t c$.
d) Individual constants:
$a ; b ; c ; a_{1} ; b_{1} ; c_{1} ;$ etc.
e) Predicate letters:
$\mathrm{P} ; \mathrm{Q} ; \mathrm{R} ; \mathrm{S} ; \mathrm{T} ; \mathrm{P}_{1} ; \mathrm{Q}_{1} ; \mathrm{R}_{1} ; \mathrm{S}_{1} ; \mathrm{T}_{1} ;$ etc. Where any symbol represents an $n$-ary predicate letter with $n \geqslant 0$.
f) Function letters:
$f ; g ; h ; f_{1} ; g_{1} ; h_{1} ; e t c$.
Where any symbol represents an n-ary function letter with $n \geqslant 0$.
2) Set of terms:
a.) Variables and individual constants are terms.
b) If $\ell$ is an n-ary function letter and $n_{1} \ldots n_{n}$ are terms, then $\ell\left(n_{1}, \ldots n_{n}\right)$ is a term.
c) An expression is a term only if it can be shown to be a term on the basis of a) and b).
3) Set of atomic formulas:

If $n_{1}, \ldots n_{n}$, are terms and $L$ is an $n$-ary predicate then $L\left(n_{1}, \ldots n_{n}\right)$ is an atomic formula.
4) Set of wffs:
a) Every atomic formula is a wff.
b) If $A$ and $B$ are wffs, and $w$ is a variable then: $A ; A \& B ; A v B ; \forall w(A) ; \exists w(A)$ are wffs.
c) An expression is a wff only if it can be shown to be a wff on the basis of a) and b).
Definitions [7]: 1) An expression is said to be quantifier free if the symbols $\forall, \exists$ do not appear in it.
2) In $\forall w(\operatorname{or} \exists w)(A) \quad A$ is called the scope of the universal (or existential) quantifier.
3) An occurrence of a variable $w$ is bound in a wff, if either it is the variable of a universal quantifier or it is
the variable of an existential quantifier in the wff, or it is within the scope of either $\forall W$ ' or ' $\exists w$ ' in the formula. Otherwise the occurrence is said to be free in the wff.
4) A variable is said to be free (bound) in a wff if it has a free (bound) occurrence in the wff.

Definition [7]: An interpretation consists of a not-empty set $D$, called the domain of the interpretation, and an assignment to each n-ary function letter $\ell$ of an $n$-place operation in $D$ (i.e. a function from $D^{n}$ into $D$ ), to each n-ary predicate letter $L$ of an $n$-place relation in $D$, whose values are 'True' or 'False' (that is a function $D^{n} \rightarrow$ (True, False)).

Given such an interpretation variables are thought of as ranging over the set $D$, each constant is thought of as a single point in $D, ~ ' V ', ~ ' \& ' ~ ' V ' ~ ' \exists ' ~ a r e ~ g i v e n ~ t h e i r ~ u s u a l ~ m e a n i n g . ~$

For a given interpretation, a wff without free variables (closed wff) represents a proposition which is true or false, whereas a wff with free variables stands for a relation on the domain of the interpretation which may be satisfied (true) for some values in the domain of the free variable and for the values of the constants, and not satisfied (false) for other values of the free variables and for the values of the constants ${ }^{(1)}$. (IWe will not go into any definition of truth and satisfiability more formal than the one we have given before.

$(\overline{2}$ For the definition of these inference rules, see the reference given in Chapter 2.

The logical axioms are the same for every first order logic theory and they are logically valid wffs. The proper axioms vary from theory to theory.

A first order logic theory in which there are not proper axioms is called a first order predicate calculus.

The logical axioms are so designed that the logical consequences of the closure of the axioms of $K$ are precisely the theorems of $K$. The theories we will consider infill be first order logic theories.

Section 2: Set of wifi as set of clauses.
Definition: A literal is an atomic formula or its negation.
Definition: A clause is a set of literals. We will
indicate them with the following symbols:
$C ; T ; C^{\prime} ; T^{\prime} ; C^{\prime \prime} ; T^{\prime \prime} ;$ etc.
$C_{0} ; T_{0} ; C_{1} ; T_{1} ;$ etc. $R_{0} ; R_{1} ;$ etc.
$R_{0}^{\prime} ; R_{1}^{\prime}$; etc.
Definition [7]: A wff $B$ such that $B \quad Q_{1} w_{1} \ldots Q_{K} w_{K}(A)^{(3)}$ Where: $Q_{i}$ is either the universal quantifier or the existential quantifier, $w_{i}$ is a variable and $w_{i} \neq w_{J}$ for $i \neq J$, $A$ is a quantifier free whf
is said to be in prenex normal form; $A$ is called the matrix and the sequence $Q_{1} w_{1} \cdots Q_{K} w_{K}$ is called the prefix.

Definition: A wff is said to be in prenex conjunctive form if it is in prenex normal form and its matrix is a conjunction of wfis.
Definition: A wff A is said to be equivalent to a wff B if $B$ is a consequence of $A$ and $A$ is a consequence of $B$.
Th. [7]: There is an effective procedure for transforming any wff $A$ into a wif $B$ in prenex normal form such that $\vdash^{A E B}{ }^{(4)}$.
Given a closed wff $A$ in prenex normal form: $A=Q_{1} W_{1} \ldots Q_{K} W_{K}(C)$ we will say that:

Definition: $B$ is the functional normal form of $A$ if $B$ is obtained from A using the following procedure:
0) If $A$ is a quantifier free wff, $B$ is just $A$.
I) Starting from the left of $A$ let $Q_{r}$ be the firstexistential quantifier we meet, and let $W_{r}$ be the variable which is quantified by $Q_{r}$, construct
$B=Q_{1} W_{1} \ldots Q_{r-1} W_{r-1} Q_{r+1} W_{r+1} \cdots Q_{K} W_{K}\left(C^{\prime}\right)$
where $C^{\prime}$ is $C$ except that any occurrence of $W_{r}$ in $C$ is substituted either with $\ell\left(W_{1} \ldots W_{r-1}\right)$, where $\ell$ is a functional symbol which does not occur in our theory $K$, if $r>l$, or with a constant symbol, which does not occur in our theory $K$, if $r=1 ;$
2) If either there is not such $Q_{r}$, or $r=K$, then stop: $B$ is a functional normal form of the starting wff $A$, otherwise call $B, A$ and $C^{\prime}, C$ and go to step 1.

Because this procedure substitutes for a variable bound by an existential quantifier a particular term, intuitively it is clear that the premer normal form of a wff is a consequence of its functional normal form, but the opposite is not true; let us give an example:

$$
\begin{aligned}
& A=\forall x \forall y \exists z C(x, y, z) \\
& B=\forall x \forall y C(\ddot{x}, y, \ell(x, y),
\end{aligned}
$$

Clearly, whenever $B$ is satisfied also A is satisfied.
Now we are ready to perform the following transformation of our theory K :

1) We consider the closure of the wffs of our theory K ,
2) Every wff so obtained is transformed into its prenex conjunctive normal form.
3) Every wff so obtained is transformed in its functional normal form.
4) Every wff so obtained is transformed into a corresponding set of clauses.

Let us give an example of the algorithm just given:
Example: Consider a wff

$$
A=\forall x \exists y((p(x, y) \vee q(x, c)) \&(p(x, b) \vee q(x, y))
$$

By steps 1 and 2 A is transformed into A , by step 3 A is transformed into $B$ such that

$$
B=(p(x, f(x)) \vee q(x, c)) \&(p(x, b) \vee q(x, f(x))
$$

where $f$ is a new functional symbol.

By step 4 B is transformed into a set of clauses

$$
S=(p(x, f(x)) q(x, c), p(x, b) q(x, f(x)))
$$

(Note that from the fact that our wffs are closed formulas and from the logical soundness ${ }^{(5)}$ of the rules of inference we will use, it follows easily that the definitions (LI) and (L2) are equivalent, that is a wff $A$ is a logical consequence of a set of wffs if and only if $A$ is a consequence in $K$ of: It seems natural to us to look at definitions (LI) and (L2) as characteristic respectively of the consequence finding approach and the theorem proving approach).

From now on we will regard the axioms of our theory as a set of clauses ${ }^{(6)}$ and our theorem as a clause (7).

Logical soundness is an elementary property that every set of rules of inference must satisfy. A set of rules of inference is logically sound if, when it is applied to some satisfiable set of wffs, the resulting set of wffs is still satisfiable.
(6)

For an intuitive understanding of some notion we will introduce later: it is enough to remember that each clause represents the disjunction of its literals, and a set of clauses represents the conjunction of its clause.
(7) Actually, since the rules of inference we are going to use are such that they transform a couple of clauses into a single clause, a clause will be treated as an axiom.

Section 3: Herbrand's theorems.
Definitions [9]:1) A literal which does not contain variables is called a ground literal.
2) A clause each member of which is ground is called a ground clause.

A particular ground clause is the empty clause. By general clause or simply clause we will mean any clause (not necessarily ground).
Definttion: ${ }^{(8)}$ : With any set $S$ of clauses can be associated a set of ground terms called the Herbrand Universe of $S$ :


Where: $H_{o, s}=$ the set of all constant symbols belonging to $S$ if there are any, otherwise a generic constant symbol, $H_{n, s}=H_{n-1, ~} \mathrm{~s}^{\mathrm{U}}$ set of all terms obtained from all the functional symbols of $S$ in which the variables are substituted by terms of $\mathrm{H}_{\mathrm{n}-\mathrm{I}}$.

Definitions [9] : 1) If $S$ is any set of clauses and $P$ is any set of terms then by $P(S)$ we denote the saturation of $S$ over $P$, that is the set of all ground clauses obtainable from members of $S$ by replacing variable with member of $P$, occurrences of the same variable in any one of clause being
replaced by occurrences of the same term.
2) A set of ground literals which does not contain a literal and its negation is called a model.
3) A clause $C$ belonging to a set $S$ of clauses is satisfied by a model $M$ if for every member $C^{\prime}$ of $H_{S}(C), C^{\prime} \cap M$ is not empty.

A set $S$ of clauses is satisfied by a model $M$ if every clause in $S$ is satisfied by M. Such $M$ is said to be a model for $S$. First Herbrand's theorem (9): If $S$ is any finite set of clauses, then $S$ is unsatisfiable if and only if there is a finite subset of $H_{S}(S)$ which is unsatisfiable.

Generalized Herbrand's theorem [12]: If $S$ is any finite set of clauses and $C$ is a ground clause then $S$ implies (10) $C$ if and only if there is a finite subset $S^{\prime}$ of $H_{S U C}(S)$ such that $S^{\prime}$ implies $C$.

Section 4: Completeness.
Let $S$ be any finite set of clauses, let $I$ be a set of rules of inference, let $C$ be a clause.

Definitions: 1) is refutation complete if:
$S$ is unsatisfiable ${ }^{(11)}$ if and only if there
is a deduction of the empty clause from $S$ by .
( $(9)$ Formulation of the Herbrand theorem equivalent to this one can be found in [4], [9], [10].
(10) $S$ implies $C$ is equivalent to ${ }^{\prime} C$ is a logical sequence of $S^{\prime}$. (11) Obviously $S$ is unsatisfiable if there is no model for it.

## 2) I is complete for consequence finding if: <br> $S$ implies $C$ if and only if there is a deduction of a clause $C^{\prime}$ from $S$ by $I$ and $C^{\prime}$ implies $C$.

Section 5: Resolution principle.
Definitions [9] : 1) Any expression of the form $n / w$ where $w$ is any variable and $n$ is any term different from $w$ is called substitution component.
2) Any finite set of substitution components (possibly empty), none of the variables of which are the same, is called a substitution. We write the substitution whose components are $n_{l} / w_{l}, \ldots n_{k} / w_{k}$ as $\left(n_{1} / w_{1}, \ldots n_{k} / w_{k}\right)$ with the understanding that the order of components is immaterial.

We use lower case Greek letters to denote substitution. In particular
$\epsilon$ is the empty substitution.
3): If $\theta=\left(n_{l} / w_{1}, \ldots n_{k} / w_{k}\right)$ and $\lambda$ are two substitutions, then $\theta \Omega \lambda^{\prime}$ where $\lambda^{\prime}$ is the set of all components of $\boldsymbol{\lambda}$ whose variables are among $w_{1} . . . w_{k}$ and $\theta^{\prime}$ is the set of all components $n_{1} \lambda / w_{1}$ such that $n_{1} \lambda$ is different from $w_{i}$ is called the composition of $\theta$ by $\lambda$ and is denoted by $\theta \lambda$.
4) If $E$ is any string of symbols and $\dot{\theta}=\left(n_{1} / w_{1}, \ldots n_{k} / w_{k}\right)$ is any substitution, then the instantiation of $E$ by $\theta$ is the operation of replacing each occurrence of $w_{i}$ in $E$ by an occurrence of the term $n_{i}$, $E \in$ is called the instance of $E$ by $\theta$. (As a result in [7] we want to remember that $E(\sigma \lambda)=(E \sigma) \lambda$.
5) If $C$ is any set of strings and $\theta$ is a substitution then the instance of $C$ by $\Theta$ is the set of all strings Ee where $E$ is in C. We denote this set by $C \theta$ and we say that it is an instance of $C$.

Definition: Given a string of symbols $E$ (or a set of strings C), the substitution $\boldsymbol{\sigma}$ is a most general substitution for $E$ (or for C) if for any substitution $\theta$ there is a substitution $\lambda$ such that $E \theta=E(\sigma \lambda)$ (or $C \theta=C(\sigma \lambda)$ ), that is for any $\theta$, $E \theta(o r C \theta)$ is an instance of $E \sigma$ (or C $\sigma$ ).

Definitions 9 : 1) Given two clawses $C$ and $C^{\prime}$ such that there are two literals $m$ and $m^{\prime}, m$ belonging to $C, m^{\prime}$ belonging to $C$ ' and $m \theta=\overline{m^{\prime} \sigma}{ }^{(12)}$ where $\theta$ and $\sigma$ are the most general substitutions with
respect to making $m$ and $m^{\prime}$ the complement of each other, the clause $R_{i}=(C-m) \theta U\left(C^{\prime}-m^{\prime}\right) \sigma$ is called a resolvent of $C$ and $C$. Clearly two clauses can have only a finite number of resolvents.
2) If $S$ is any set of clauses the set of all clauses which are members of $S$ or resolvents of members of $S$ is denoted by $R(S)$; $R\left(R^{n-1}(S)\right)$ with $R^{0}(S)=S$ and $n \geqslant 1$ is called the $n$-th resolution of $S$.

Let us give an example of the last definitions:
Ex:
Let $S$ be ( $\mathrm{prq}, \overline{\mathrm{p} q}, \overrightarrow{\mathrm{q}} \overline{\mathrm{r}}$ )
$R^{l}(S)=R(S)$ will be $\left.r q, p r \bar{r}, p q \bar{q}, \bar{p} \bar{r}\right)$ US
Definition [9] : The Resolution Principle is the following rule of inference:

From any pair of clauses $C$ and $C^{\prime}$, one may infer a resolvent of $C$ and C'. C and. C' are called parent clauses of their resolvent.

It is clear from the definition that any model for the parent clauses of a resolution satisfies the resolvent, that is the resolvent is a logical consequence of its parents.

Intuitively we can say that the resolution principle involves, as ideas, the syllogism principle of the propositional calculus, that is from $p \vee q$ and $\overline{\mathrm{B}} \mathrm{v} \mathrm{r}$ we obtain $\mathrm{q} v \mathrm{r}$, and the
instantiation of predicate calculus, that is from $\forall w_{1} \ldots \forall w_{n}$ $A\left(w_{1}, \ldots w_{n}\right)$ we obtain $A\left(n_{1}, \ldots n_{n}\right)$ where $w_{1}, \ldots w_{n}$ are variables, A is a wff, $n_{1} \ldots n_{n}$ are terms.

Results: : For the resolution principle both refutation completeness and completeness for consequence finding have been proved $[9,5]$.

## GHAPTER 2: MERGI NG SUBSUMPTION LINEAR RESOLUTION AND SET OF SUPPORT STRATEGY.

In this chapter we will prove the completeness for consequences finding of the merging linear subsumption strategy. A generalization to consequence finding of the set of support strategy will be given and its completeness will be proved. Section l: Freliminary definitions.

Deduction as a tree: We will represent a deduction of a clause from a set of clauses as a tree performing the following elementary correspondence: if a clause $R_{i}$ is inferred from $C_{j}$ and $C_{k}$ by $I_{m}$ then the tree shown in Figure 1 will represent this deduction. When there is no possibility of confusion about the rule of inference used the tree of Figure 1 will be substituted by the tree Figure la.

Let usigive an example of a not elementary deduction:
Let $S$ be ( $p r q, p \bar{q}, \bar{\ell}$ ). The clause pr can be deduced from $S$ by resolution, one of these deductions can be:

From pra and $p \bar{q} \ell$ by resolution prl,
From prland $\bar{l}$ by resolution $p r$, the deduction tree corresponding to this deduction of pr will be the tree of Figure. 1be.

Definition: If $C$ and $C^{\prime}$ are two clauses we say that C subsumes C'if there is a substitution $\sigma$ such that $C \sigma$ is a subset of $C^{(15)}$.

Note that if $C$ subsumes $C^{\prime}$ then $C$ implies $C^{\prime}$, the converse is not true.

Definition 2 : A ground clause $C^{\prime \prime}$ is called a merge resolvent of two ground clauses $C$ and $C^{\prime}$ if $C^{\prime \prime}$ is a resolvent of $C$ and $C^{\prime}$ and there is some literal $K$ such that $K$ is an element of $C, C^{\prime}$ and $C^{\prime \prime} . K$ is called a merge literal.

Definition: A clause $T$ is a prime implicate of a set of clauses $S$, if $S$ implies $T$ and every $T$ such that $T \neq T^{\prime}$ and $S$ implies $T^{\prime}$, does not subsume $T$.

Definition: A set of clauses $S$ is a minimum deduction set for a clause $T$ if $S$ implies $T$ and $S-C$, where $C$ is any element of $S$, does not imply $T$. If $S$ is a minimum deduction set for $T$ we will say also that $S$ minimally implies $T$.

Section 2: Completeness theorems for consequence finding for the merging-linear-subsumption strategy.

Definition: A merging-subsumption-linear deduction (m-s-l)
$[2,6,1]$ of a clause is a deduction represented by the tree in Figure 2 where:

1) Cistan S :
2) $R_{1}$ for $1 \leq 1 \leq n \div i s$ aresolvent of the two clauses immediately above it.
3) $C_{i}$ for $0 \leqslant 1 \leqslant n-1$ is either in $S$ or is one $R_{j}$ for some $j<i$.
4) If $C_{1}$ is not in $S$ then:
a) $R_{i+1}$ subsumes some instance of $R_{i}$
b) $C_{i}$ is a merge resolvent
c) The literal resolved upon in $C_{i}$ is a merge literal of $C_{i}$
5) No clause in the deduction is a tautology.

Result: The refutation completeness of the m.s.l. strategy with top clause ${ }^{(16)}$ any clause in a minimally unsatisfiable set of clauses has been proved [1].

Lemma 1: Let $S$ be a finite set of ground clauses, let $K$ be a set of literals, let $S^{\prime}$ be the set $\left(C^{\prime} / C \in S \& C^{\prime}=C-K\right)^{(17)}$
let $T$ be a clause then:
if $S$ implies $T, S^{\prime}$ implies $T$.
Proof: Every model for $S^{\prime}$ is a model for $S$. Then because S implies $T, S^{\prime}$ implies $T$.

Corollary 1: Let $S$ be a finite set of ground clauses

$$
\text { let } K \text { be a set of literals, }
$$

let $S^{\prime}$ be the set ( $C^{\prime} / C \quad S \& C^{\prime}=C-K$ )

$$
\begin{aligned}
& \text { then'if } S \text { is unsatisfiable, } S^{\prime} \text { is } \\
& \text { unsatisfiable. }
\end{aligned}
$$

Proof: Directly from Lemma 1 when $T$ is the empty clause.
Th. 1: Let $S$ be a finite set of ground clauses, let $T$ be a clause, let $C$ be a clause in $S$ then:
if $S$ minimally implies $T(18)$ then there is a m.s.l. deduction with top clauge $C$ of a clause $T^{\prime}$ such that $T^{\prime}$ subsumes $T$.

Proof: Since $S$ implies $T$, the set $S_{1}=S U T$ is unsatisfiable. Consider $S_{1}^{\prime}=\left(C^{\prime} / C \in S_{1} \& C^{\prime}=C-T\right)$ from corollary $1 S_{I}^{\prime}$ is unsatisfiable.

An m.s.l. deduction with top clause $C$ is a m.s.l. deduction in which the left top clause is C.

Note that if some $C$ in $S$ is just $K$ the empty clause will be in $S^{\prime}$. (18)

The hypothesis that $\mathfrak{m i n i m a z y}$ implies $T$ can be substituted by the hypothesis $S$ implies $T$ if the deduction of $T$ in which we are interested is just a mos.l. deduction of $T$ from $S$.

Consider $S_{2}^{\prime}$ a subset of $S_{1}^{\prime}$ such that $S_{2}^{\prime}$ is minimally unsatisfiable. From the refutation completeness of the m.s.l. strategy with top clause any clause in a minimally unsatisfiable set of clauses, for any clause $C^{\prime}$ in $S_{2}^{\prime}$ there is a m.s.l. deduction of the empty clause from $S_{2}^{\prime}$ with top clause $C^{\prime}$. In particular, because $S$. minimally implies $T$, therewill be a m.s.l. deduction of the empty clause from $S_{2}^{\prime}$ with top clause $C^{\prime}=C-T$ where $C$ is the given clause of $S$. Let $D(F i g .3)$ be such a deduction. Starting from the top of $D$, apply the following algorithm:

Algorithm 'Reconstruction'.

1) Substitute for $C^{\prime}$ the corresponding clause in $S_{1}$
2) For $0 \leq i \leq n-1$ if $C_{1}^{\prime}$ is in $S_{2}^{\prime}$ substitute for it the corresponding clause in $S_{1}$.
3) Substitute for each resolvent appearing in $D$ as $R_{i}^{\prime}$ or $C_{h}^{\prime}$, the resolvent obtained under the previous substitution.

Let the deduction $D^{\prime}$ in Fig. 4 be such deduction.
Observe now that no $t$ such that $t$ is in $T$, appears in $D^{\prime}$ because otherwise $t$ would be in some clauses of $D$ and then in the empty clause; this means that: the no-tautologies condition holds for $D^{\prime}$ because $1 t$ holds for $D$ and $D^{\prime}$ is a deduction from $S$ more than from $S_{1}$.

Trivially the last resolvent of $D^{\prime} T^{\prime}$ subsumes $T^{(20) .}$
Trivially the merging and subsumption conditions hold for $D^{\prime}$.
Th.2: Let $S$ be a set of general clauses, let $T$ be a general
clause then: if $S$ minimally implies $T\left(x_{1}, \ldots x_{n}\right)$ then for every
(19) (20)

Remember that the empty clause subsumes every clause.
clause in $S$, there is a mis.l. deduction from $S$ with top clause $C$ of a clause $T$ such that $T$ subsumes $T$.

Proof: Let us write $T$ as $T\left(\dot{x}_{1}, \ldots \dot{x}_{n}\right)$ to emphasise the variables of $T$.

1) Let us introduce the individual symbols $b_{1}, \ldots b_{n}$ such that for $l \leq i \leq n b_{i}$ does not appear in $S$ or in $T$.
2) Consider $T\left(b_{1}, \ldots b_{n}\right)$, since $S$ implies $T\left(x_{1}, \ldots x_{n}\right)$ represents a closed wff, $T\left(x_{1}, \ldots x_{n}\right)$ implies $T\left(b_{1}, \ldots b_{n}\right)$ and $S$ implies $T\left(b_{1}, \ldots b_{n}\right)$.
3) Let us construct the Herbrand universe of $S$ and $T\left(b_{1}, \ldots b_{n}\right)$, that is $H_{S U T}$.
4) From the generalised Herbrand theorem there is a finite subset $S^{\prime}$ of $H_{S U T}(S)$ such that $S^{\prime}$ implies $T\left(b_{1}, \ldots b_{n}\right)$.
5) Consider the subset $S^{\prime \prime}$ of $S^{\prime}$ such that $s^{\prime \prime}$ minimally implies $T\left(b_{1}, \ldots b_{n}\right)$.
6) From Th. 1 , for every clause $C^{\prime}$ in $S^{\prime \prime}$ there is a m.s.l. deduction with top clause $C^{\prime}$ from $S^{\prime \prime}$ of a clause $T^{\prime \prime}$ such that $T^{\prime \prime}$ subsumes $T\left(b_{1}, b_{2}, \ldots b_{n}\right)$.

Let $D,(F i g .5)$ be the m.s.l. deduction of $T^{\prime \prime}$, with top clause $C^{\prime}$, which is an instance of the given clause $C$ of $S$.

Starting from the top of $D$ do the following operations:
a) Substitute for $C^{\prime}$ the clause $C$ of which $C^{\prime}$ is an instance,
b) if $C_{i}^{\prime}$ belongs to $S^{\prime \prime}$, substitute for it the clause in $S$ of which $C_{i}^{i}$ is an instance,
c) substitute for each resolvent appearing in $D$ as $R_{i}$

Let $D^{\prime}$ in Fig. 5 a be the deduction so obtained and let $T^{\prime}$ be the result of the deduction $D^{\prime}$.

Note that:
a) $T^{\prime}$ does not contain $b_{1}, \ldots b_{n}$, because $b_{1}, \ldots b_{n}$ are not individual symbols in $S$,
b) because $T^{\prime}$ subsumes $T^{\prime \prime}$ there is a substitution ( $b_{1} / x_{1}, \ldots b_{n} / x_{n}$ ) such that $T^{\prime}$ subsumes $T^{\prime \prime}$.
From the fact that $T^{\prime \prime}$ subsumes $T\left(b_{1}, \ldots b_{n}\right)$ it follows that $T^{\prime}$ subsumes $T\left(x_{i}, \ldots x_{n}\right)$.

It is easy to see that the top clause condition holds for $D^{\prime}$ as well as the merging subsumption and no tautologies conditions.

Corollary 2:: Let $S$ be a set of clauses, let $C$ be a clause in $S$, let $T$ be a clause then if $S$ minimally implies $T$ and $T$ is prime implicate of $S$ then there is a m.s.l. deduction with top clause $C$, from $S$, of $T$.

Proof: From Th. 2 and from the definition of prime implicate.

Section 3: The extension of set of support strategy to the consequence finding case.

The set of support strategy was introduced by Wos, Robinson, Carson [13] in order to speed up the search for the deduction of the empty clause from an unsatisfiable set of clauses, when the used rules of inference are resolution [13] and the paramodulation [14]. The intuitive idea on which the set of support strategy is based is essentially this one: Given an unsatisfiable set of clauses $S$, if our goal is the deduction of
the empty clause from $S$, it is not necessary to resolve (or to paramodulate) two clauses in a satisfiable subset of $S$. However, since the definitions are more general than this intuitive idea we will give them ${ }^{(22)}$.

Definition [13]: Given a set $S$ of clauses and a subset $S^{\prime}$ of $S$, a clause $C$ has $S^{t}$-support (with respect to $S$ ) if either $C$ is in $S_{1}$ or $C$ is a resolvent and at least one of its parent clauses has $S^{\prime}-$ support.

Definition [13]: Given a set $S$ of clauses and a subset $S^{\prime}$ of $S$, a $S^{\prime}$-supported deduction is a sequence of clauses such that every clause in the sequence either is in $S-S^{\prime}$ or has $S^{\prime}$ support.

Results: Given an unsatisfiable set of clauses $S$, for every $S^{\prime}$ subset of $S$, such that $S-S^{\prime}$ is satisfiable the refutation completeness of both resolution with set of support $S^{\prime}[13,14]$ and m.s.l. resolution with set of support $S^{\prime}[1]$ has been proved.

The way of generalizing the set of support strategy to consequence finding comes to us naturally from observing that the set $S^{\prime}$ mentioned in the results just given is such that $S-S^{\prime}$ does not imply the empty clause.

Th. 3: Let $S$ be a set of clauses, let $T$ be a clause then
if $S$ implies $T$, then for every $S^{\prime}$ subset of $S$ such that $S-S^{\prime}$ does not imply $T$, there is a m.s.l. $S^{\prime}$-supported deduction of a clause $T^{\prime}$ such that $T^{\prime}$ implies $T$.

Proof: If $T$ is the empty clause, Th. 3 is just the refutation completeness of m.s.l. resolution with S'-support. $^{\prime}$

Otherwise, since $S-S^{\prime}$ does not implie $T$, the minimum deduction set for $T$ is such that its intersection $S^{\prime \prime}$ with $S^{\prime}$ is not empty.

Let $C$ be a clause in $S^{\prime \prime}$. From theorem 2 we have that there is a m.s.l. deduction with top clause $C$ of a clause $T^{\prime}$ such that $T$ implies T. This one is just a m.s.l. deduction with set support $S^{\prime}$.

CHAPTER 3: SOME DIFFERENCES BETWEEN THEOREM PROVING AND CONSEQUENCE FINDING.

In this chapter we will examine unit resolution, input resolution, A-ordered resolution, C-ordered resolution with respect to the consequence finding problem. Section 1: : Unit and input strategies.

Definitions: Given a set $S$ of clauses we will say that:

1) $C$ is an input clause if $C$ is an element of $S$.
2) Cis a unit clause if $C$ is ascet consisting of a single literal.
3) A deduction $D$ is a unit proof of a clause $C$ if $D$ is a deduction of $C$ by resolution, and every resolution in $D$ is such that at least one of the two parent clauses is unit.
4) A deduction $D$ is an input proof of a clause $C$, if $D$ is a deduction of Cand every resolution in $D$ is such that at least one of the two parent clauses is an input clause.

Result: Chang [3]: If $S$ is an unsatisfiable set of clauses then there is an input proof of the empty clause from $S$ if and only if there is a unit proof of the empty clause from $S$.

The above result was important in theorem proving because of the efficiency (time and storage used) of the unit strategy (1.e. the only allowed resolutions are unit resolutions).

Unfortunately, in consequence finding (Th.4) we loose this equivalence, trivially because for having a unit proof we must have at least some unit clause in $S$. The following example shows this loss of equivalence between unit and input proof:

Ex: Let the following clauses be our axioms:

1) $p \bar{q}$
2) $p q$

Resolving 1 and 2 we have an input proof of $p$, and obviously there is not unit proof of $p$ from 1 and 2 .

Th. 4 ; Let $S$ be a set of ground clauses, let $T$ be a clause, let $S$ imply $T$ then if there is a unit proof from $S$ of some clause $T^{\prime}$ such that $T^{\prime}$ implies $T$, then there is an input proof from $S$ of some $T^{\prime \prime}$ such that $T^{\prime \prime}$ implies $T$.

Proof: Since there is a deduction by resolution from $S$ of $T^{\prime}$ then $S$ implies $T^{\prime}$ and $S V \bar{T}$ is unsatisfiable.

Since $T^{\prime}$ is a set of unit clauses and there is a unit proof of $T^{\prime}$ from $S$ then there is a unit proof $D$ from $S^{\prime}$ of the empty clause (Fig.6).

By Chang's theorem there is an input proof from $S$ of the empty clause.

In this proof remove every $T_{i}^{\prime}$ element of $T^{\prime}$ on the right as shown in Fig. 7 and in Fig.7a; the deduction so obtained is an input proof from $S$ of $T^{\prime \prime}$ such that $T^{\prime \prime}$ implies $T$.

Th. 5: Let $S$ be a set of general clauses, let $T$ be a clause then
if there is a unit proof from $S$ of some clause $T^{\prime}$ such that $T^{\prime}$ implies $T$, then there is an input proof from $S$ of some clause $T^{\prime \prime}$ such that $T^{\prime \prime}$ implies $T$.

Proof: It follows from Thr 4 using the same method has been used for proving Th. 2 .

We must observe that the loss of equivalence between input and unit resolution for consequence finding causes some loss of the relevance of Th. 4.

Section 2: Merge linear A-order resolution:
Definitions: Let $S$ be a set of clauses, we will say that:

1) S is an A-ordered set of clauses if a sequence $0=A^{l} A^{2} \ldots A^{n}$ of all atoms in $S$ without repetitions is given,
2) $A^{j}$ is greater than $A^{i}$ if $j$ is greater than 1.

Definition: An atom and its negation are equal under any A-ordering.

Definition: Given an A-ordered set of atoms $R$, then if $R^{\prime}$ is any subset of $R$, the $A$-ordering of $R^{\prime}$ induced by an $A$-ordering $O$ of $R$, is the sequence $O^{\prime}$ obtained from $O$ by deleting the atoms of $R-R^{\prime}$ from 0 .

Definition: A merge A-ordered linear resolution (m.a.l.) with top clause $C$ from an A-ordered set of clauses $S$ is a deduction $D(F i g .8)$ where:
a) $C$ is in $S$,
b) each resolvent is formed by resolving upon the largest literal under the A-ordering of $S$ in the clause on the left in D,
c) for $0 \leqslant i \leqslant n-1$ either $C_{i}$ belongs to $s$ or $C_{i}$ is some $R_{j}$ for $j \leqslant i$, in which case $C_{1}$ is a merge A-ordered resolvent and the literal resolved upon in $C_{i}$ is a merge literal (as well as being the largest literal in $R_{i}$ ).
4) No clause in the deduction $D$ is a tautology.

Result: The refutation completeness of m.a.l. resolution has been proved [8].

Unfortunately, as the following example will show, the completeness for consequence? finding of the mea.l. resolution does not hold:

Ex: Consider the set of axioms $S$ ( $p q, \bar{q} r p, \bar{p} q s)$. We can easily see that pr and qs are logical consequences of $S$, and moreover, that they are prime implicates of S. By observing that $r$ and $s$ do not appear negated in $S$, we see that $p r$ is a prime implicate of $p q$ and $\bar{q} r p$ and $q s$ is prime implicate of $p q$ and $\bar{p} q s$; then the only possible deductions of pr and qs are those ones shown in Figs: 9, 10, 11 and 12. Just looking into deductions we convince ourselves that no A-ordering of $S$ is possible, if we wish to deduce both pr and qs. In fact, for deducing $q$ s we need $p \mathrm{q}$, for deducing pr we need ap.

Th.6: The m.a.l. strategy is not complete for consequences finding. Moreover there are axiom sets for which there is not A-ordering such that we can find all prime implicates of $S$ using A-ordered resolution.

Proof: The previous example proves this theorem.
Th.7: Let $S$ be a set of ground clauses, let $T$ be a clause, let $C$ be a clause in $S$, then if $S$ minimally implies $T$ there is an A-ordering of $S$, such that there is a m.a.l. deduction with top clause $C$ from $S$ of some clause $T$ ' such that $\mathrm{T}^{\prime}$ subsumes T .

Proof: Since $S$ implies $T$, SUT is unsatisfiable. Let $S_{1}$ be SUT. Consider $S_{i}=\left(C^{\prime} / C \in S_{1} \& C^{\prime}=C-T\right)$, from corollary $1 S_{i}$ is unsatisfiable. Consider $S_{2}^{2}$ subset of $S_{i}^{\prime}$ such that $S_{2}^{\prime}$ is minimally unsatisfiable.

From the refutation completeness of the maa.l. strategy with top clause any clause in a minimally unsatisfiable set of clauses considered any clause $C^{\prime}$ in $S_{2}^{\prime}$ and for any $A$-ordering $O$ of $S_{2}^{\prime}$, there is a m.a.l. deduction with top clause $C^{\prime}$ from $S_{2}^{\prime}$ of the empty clause. In particular, because $S$ minimally implies $T$ there will be a m.a.l. deduction of the empty clause from $S_{2}^{\prime}$ with top clause $C^{\prime}=C-T$ where $C$ is the given clause of $S$. Let $D$ be such deduction (Fig.13).

Clearly $O^{\prime}$ is an A-ordering of $S$ since no clause in $\bar{T}$ is some clause of $S_{2}^{\prime}$ because $S_{2}^{\prime}$ minimally
implies the empty clause and all clauses of $S$ are clauses of $S_{2}^{\prime}$ because $S$ minimally implies $T$.

Apply now to the deduction $D$ the reconstruction algorithm. Let $D^{\prime}$ be the deduction so obtained (Fig.13a).

Clearly $D^{\prime}$ is a m.a.l. ordered deduction with top clause $C$ from $S$ of $T^{\prime}$, such that $T^{\prime}$ subsumes $T$, with $O^{\prime}$ the $A-o r d e r i n g$ of $S$.

Note that the A-ordering $0^{\prime}$ for which Theorem 6 holds is arbitrary except for the fact the the literals belonging to $T$ must be less than every literal in $S$ under $O^{\prime}$. The extension of Theorem 6 to a case in which $S$ is a set of general clauses follows from Theorem 1.

Th. 8: Given a set of ground (23) clauses $S$, let $T_{1}, \ldots T_{n}$ be prime implicates of $S$,
let $S_{1}, \ldots S_{n}$ be the minimum deduction sets respectively for $T_{1}, \ldots T_{n}$ such that $S_{1} \subseteq S_{2 n} \subseteq S_{n}$ then
there is an A-ordering such that there is a m.a.l. deduction of $T_{i}$ from $S$ for every $l \leq i \leq n$.

Proof: We give the algorithm for constructing this A-ordering:
Let $O$ be the ordered sequence of atoms in $S$ already constructed:

Stage i:
I) Read a new Iiteral $K \in S_{1}$

For simplicity we speak about a set of ground clauses, the extension of Th. 8 to the general case follows as Th. 2 follows from Thal.
2) If $K$ belongs to $T_{i}$ and either $K$ or $\bar{K}$ belongs to 0 as $A(j)$, then drop $A(j)$ from 0 and change every $A^{(h)}$ in 0 to $A^{(h+1)}$ for $0 \leqslant h<3$, go to 6.
3) If $K$ belongs to $T_{i}$ but $K$ and $\bar{K}$ do not belong to $O$ then change every $A^{(h)}$ in 0 in $A(h+1)$, to to 6 .
4) If $K$ does not belong to $T_{i}$ and either $K$ or $\bar{K}$ belongs to 0 then to to 7 .
5) If $K$ does not belong to the prime implicate $T_{i}$ but $K$ and $\bar{K}$ do not belong to 0 , if $A(j)$ is the greatest atom in 0 , then put $A^{(j+1)}=K$, go to 7.
6) Put $A^{(0)}=K$
7) Call 0 the new sequence of atoms obtained. If there ibsome literal $K$ in $S_{i}$ not already read, get it and go to 1 , otherwise $i=i+1$, if $i<n+1$ to to 1 , otherwise stop.

With theorem 6 in mind, we can understand, from the following observations, that the A-ordering constructed satisfies the condition of Th. 8 .

Observations:

1) Substeps 2, 3 and 6 of the given algorithm are based on the fact that if $K$ belongs to $T_{i}$ then, because $S_{i}$ minimally implies $T_{i}$ and because $S_{i} \leq S_{\ell}$ for $i \leq \ell$, $K$ does not appear negated in every $S_{i}$ with $i \leq \ell$ (i.e. $K$ is never resolved in any deduction of $T_{i}$ from $S_{i}$ ).
2) Step 4 and 5 of the given algorithm are based on the fact that the only condition we have on the literals in
$S_{i}$, but not in $T_{1}$, is that they must be greater than every literal in $T_{i}$.
Lemma 2: If a set of clauses $S$ minimally implies a clause $T$ and $T$ is a prime implicate of $S$, then
there is not a clause $Q \neq T$ such that $S$ minimally implies and $Q$ is prime implicate of $S$.

Proof: Suppose the lemma is false then we have:
a) S minimally implies $T$ and
b) $S$ minimally implies $Q$ and
c) both $T$ and $Q$ are prime implicate of $S$ and
d) $T \neq Q$

From corollary 2 there will be a m.s.l. deduction from $S$ as of $T$ as of $Q$. Let $D$ and $D^{\prime}$ be such deductions.

From a) there is no $\overline{\mathrm{t}}$ such that t is in T and $\bar{t}$ is in some clauses of $S$, from b) all clauses $C$ in $S$ such that some $t$ is in $C$ and $t$ is in $T$ appear somewhere in $D^{\prime}$, then $T$ subsumes $Q$; but if $T$ subsumes $Q$ because for hypothesis $Q$ is prime implicate of $S$, $I$ must be equal to $Q$ contradicting the hypothesis that $T \neq Q$, therefore the lemma holds.

From theorem 8, lemma 2, and from the fact that an unsatisfiable set of clauses has as unique prime implicate, the empty clause, it is intuitively enough clear why the m.a. I. strategy is complete for refutation. (We could say just for the same reasons for which it is not complete for consequence finding).

Section 3: Merge linear C-ordered resolution.
Definition: An ordered clause ( $O$-clause) is a sequence of literals with no two literals the same. If $C$ is a clause we denote by (C) an O-clause obtained from $C$ by some arbitrary but fixed ordering of its literals.

If $S$ is a set of clauses we denote by ( $S$ ) the set $S$ in which all clauses are ordered. Definition: Given two C-ordered ground clauses (C) and (C'), the clause $R_{i}$ will be the $\underline{C}$-ordered resolvent between (C) and ( $C^{\prime}$ ) if
a) $R_{i}$ is a resolvent between $C$ and $C^{\prime}$.
b) Whe literal resolved upon is the rightmost literal in (C) if (C) is the left clause in the deduction tree of $R_{i}$ from ( $C$ ) and ( $C^{\prime}$ ), otherwise it is the rightmost literal in ( $C^{\prime}$ ).
c) If (C) is the left clause in the deduction tree of $R_{1}$ from ( $C$ ) and ( $C^{\prime}$ ), and $C=c_{1} \ldots n$ and $C^{\prime}=c_{1} \ldots c_{k}$ so that $c_{n}=c_{s}^{\prime}$ for some $s \leqslant k$, then $R_{i}$ is the sequence $c_{1} \ldots c_{n-1}$ followed by the sequence obtained from $c_{1}^{1} \ldots c_{k}^{\prime}$ by deleting $c$ 's together with any literal $c_{i}^{\prime}$ which also occurs inc. If such $c_{i}^{\prime}$ exists, it is a merge literal and $R_{i}$ is an ordered merge resolvent.

We will write $R_{i}$ as $\left(R_{i}\right)$. (Fig. 14 is an example of the previous definition).

Definition: Let (S) be a set of ground O-clauses, a merge Iinear C-ordered (m.c.l) deduction from $S$ is a deduction like the deduction in Fig. 15 where:

1) (C) is in $S$
2) For each $i, 0 \leqslant i \leqslant n-1$

Either $\left(C_{i}\right)$ is in $(S)$ or $\left(C_{i}\right)$ is some $\left.R_{j}\right)$ for some $j<i$ in which case
a) $\left(C_{i}\right)$ is an ordered merge resolvent,
b) the literal resolved upon in $\left(C_{i}\right)$ is a merge literal,oso(that the rightmost literal of ( $\mathbf{R}_{\mathbf{i}}$ ) is its complement.
3) No clause in the deduction is a tautology. With m.c.l. deduction with top clause $C$, we mean a m.c.l. deduction with top left clause just $C$. Result: The refutation completeness for m.c.l. resolution with top clause any clause in a minimally unsaiisfiable set of clauses has been proved [8].

Th.9: The m.c.l. resolution is not complete for consequence finding. Moreover, there are some set of clauses $S$ and some prime implicate $T$ of it such that there is no C-ordering for which it is possible to heve a m.c.l. deduction of $T$ from $S$.

Proof: Consider the set of ground clauses

$$
s=\left(t_{1} p, t_{2} \bar{r}, t_{3} \bar{q}, \bar{p} q r\right),
$$

clearly $t_{1} t_{2} t_{z i s}$ a prime implicate of $S$, but it is easy to see that there does not exist a C-ordering of $S$, which allows us to heve a m.c.l. deduction of $t_{1} t_{2} t_{3}$ from $S$.

As an example of the possible deductions of $t_{1} t_{2} t_{3}$ from $S$ see Fig.16. There the resolvent $t_{1} q t_{2}$ does not allow us to define a C-ordering for that deduction.

Th.10: Let $S$ be a set of ground clauses,
let $T$ be a clause,
let $C$ be a clause in $S$ such that $T$ is a subset of $C$, then: if $S$ minimally implies $T$ and $T$ is prime implicate of $S$, then there is a C-ordering of clauses in $S$ for which exist a m.c.l. deduction of $T$ from $S$.

Proof: Because S implies T, SUT is unsatisfiable.
Consider the set $S^{\prime}$ such that $S^{\prime}=\left(C^{\prime} / C \in \operatorname{SUT} \quad C^{\prime}=C-T\right)$ From corollary $I S^{\prime}$ is unsatisfiable. Let $S^{\prime \prime}$ be a subset of $S^{\prime}$ minimally unsatisfiable.

Since $S$ minimally implies $T$, there will be in $S^{\prime \prime}$ some clause $C^{\prime}$, such that $C^{\prime}=C-T$ and $T$ is a subset of $C$.

From the refutation completeness of a m.c.l. resolution with top clause any clause in a minimally unsatisfiable set of clauses, for any C-ordering of $S^{\prime \prime}$, there is a m.c.l. deduction of the empty clause from $S^{\prime \prime}$ with top clause $\left(C^{\prime}\right)=(C-T)$ where $C$ has as its subset $T$. Let $D$ in Fig. 17 be such deduction.

Consider now the C-ordering of $S$ such that under it:

1) If $C$ in $S$ corresponds to the top clause ( $C^{\prime}$ ) in $D$ then the literals in $T$ are the leftmost literals in $C$ and the literals in C-Tेare ordered, as the literals in the top clause C' of D.
2) All the other clauses $C$ in $S$ are ordered as the corresponding ( $C^{\prime}$ ) in $D$, and literals contained in both $C$ and $T$ are inserted anywhere.

Starting from the top of D, apply the following algorithm:

1) Substitute to (C') the corresponding clause (C) in ( S )
2) For $0 \leq i \leq n-1$ if ( $C_{i}^{\prime}$ ) is in $S^{\prime \prime}$ substitute for it the corresponding clause in (S).
3) Substitute for each resolvent appearing in $D$ as either ( $R_{i}$ ) or ( $C_{h}$ ) the ordered resolvent obtained under the previous substitution.

Let $D^{\prime}$ be such deduction, then from the following facts:
a) $T$ is a subset of the top clause in $D^{\prime}$,
b) We merge left,
c) $S$ minimally implies $T$ (that is no $\bar{t}_{i}$ such that $t_{i}$ is in $T$, is in some clause of $S$ ),
it follows that $D^{\prime}$ is a m.c.l. ordered deduction of $T$ from $S$.
Before going to theorem ll, let us make some observations about theorem 10 to indicate the difference between the consequene finding case and the theorem proving case:

1) the top clause in the deduction satisfying theorem 10 is not arbitrary,
2) the C-ordering satisfying theorem 10 is arbitrary for all clauses in $S$ except for the top clause of $D^{\prime}$.

Th.11: Let $S$ be a set of ground clauses, let $T_{1} \ldots T_{n}$ be prime implicates of $S$, let $C_{1} \ldots C_{n}$ be clauses in $S$ having the following properties:
a) $T_{i} \leq C_{i} \& C_{i} \neq C_{j}$ for $i \neq j$
b) $C_{i} \in S_{i}$ where $S_{i}$ minimally implies $T_{i}$, then there is a C-ordering of the clauses in $S$, such that there is a m.c.l. deduction from $S$ or every $T_{i}$ for $1 \leq i \leq n$.

Proof: Choose a C-ordering of $S$ arbitrary except that under it for any $1,1 \leq 1 \leq n T_{i}$ is the leftmost subset of the corresponding $C_{i}$.
From theorem 10 and the second observation above, it is clear that the theorem holds.

Obviously, theorems 10 and 11 hold also in the case in which $S$ is a set of general clauses, their extension to a general case follows from them, as theorem 2 follows from theorem 1.

Aswe are interested in consequence finding as a sub-field of Artificial Intelligence, we have to deal with the problem of how to single interesting theorems out of all the theorems of a given set of axioms.

The aim of this chapter is to give a short review of the result obtained up to now on this problem, and make some suggestions on possible developments.

Section 1: Short review on the interesting theorems problem.
We will report some of the work done by R.C.T. Lee [5] to give an idea on what is known up to now on how to single interesting theorems out of all the theorems following from a given set of axioms.

Indeed, most of the basic ideas developed up to now on this subject are contained in this work. The following definition of non trivial theorem (i.e. interesting theorem) is given:

Definitions: 1) A theorem $T$ is trivial if it is implied by another theorem $T^{\prime}$ such that $T^{\prime}$ is not equivalent to $T$.

Given this definition it is easy to see that:

1) The only uniform way to decide that a theorem $T$ is not trivial is to prove that there is not any theorem $T^{\prime}$ such that $T$ ' implies $T$ (this statement is undecidable for meaningfull first order theories).
2) In order to single out interesting theorems, one needs a theorem proving program or a consequence finding program (in both cases one is faced with new problems, for example in the last case, still with the problem
of the generation of trivial theorems).
Faced with these difficulties, Lee tries to give algorithms able to select prime implicates of a given set of axioms rather than interesting theorems. We notice that, although an interesting theorem is prime implicate, the converse is not necessarily true (24).

As an example of the algorithms we can find in his work we will mention the following two:

1) Unit resolution principle and Bound of Clause, that is:
a) clauses containing more than $k$ literals are not generated for some fixed $k$.
b) the triviality is checked only for unit clauses.
c) the unit resolution strategy is used.
2) Axiom resolution strategy, that is:
a) axioms are resolved with axioms or with theorems,
b) resolutions between theorems are forbidden.

Obviously, both of these heuristics, as well as the other ones introduced by Lee, do not make us sure to obtain all the prime impiicates as well as only the prime implicates of a given set of axioms.

Since Lee's work is the only one in which this topic is presented extensively, it is worthwhile to mention his opinion as a fair description of the stage of the research on how to single out interesting theorems:

Remember that: if a clause $C$ subsumes a clause $D$ then $C$ implies $D$, but the converse is not necessarily true.

The greatest failure of this research is that the author did not suceed in obtaining a general theory on how an important theorem is derived.

Section 2: Observations and suggestions.
To begin this discussion, it seems useful to us to stress the existence of an ambiguity in the way the problem of how to single out interesting theorems is treated. This ambiguity arises from the fact that, although one would like to single out theorems which are interesting with respect to their logical properties, necessarily one has to take into account the computational power of the actual computers. For example, it seems clear to us that the proposal of the strategies reported in the last sectin is suggested much more by considerations on the computational power of computers rather than by the original purpose. In fact, it is possible to understand from the discussion in Chapter 3 of this thesis, on the unit and imput strategies (i.e. the Lee's axiom resolution), that both of them do not give us any assurance even on the problem of finding prime implicates.

Of course this coes not mean that these two strategies are completely useless for finding interesting theorems. In particular the unit strategy can be an efficient procedure because of our definition of theorems as disjunction of literals.

With regard to the relation between results found in our thesis and the problem in discussion here, we first remember that an obvious consequence of the completeness of the m.s.l. strategy is that by it we can generate all prime implicates of a. given set of axioms (Corollary ${ }^{2}$ ).

However, at the beginning of our work we thought that the m.s.l. strategy would restrict the number of uninteresting theorems more than we have actually found. To give an idea of its lack of efficiency with respect to this problem we give the following example:

Let us consider the set of axioms $S$ ( $\mathrm{q} \overline{\mathrm{p}}, \overline{\mathrm{p}} \overline{\mathrm{q}}, \mathrm{p} \overrightarrow{\mathrm{r}}, \mathrm{qr}$ ).
Clearly the clause $\bar{r}$ is a prime implicate of $S$ and the
subset $S_{1}$ of $S$ such that $S_{1}=(q \bar{p}, \bar{p} \bar{q}, p \bar{r})$, is the minimum deduction set for $\bar{r}$. Let us consider the following deductions of $\bar{r}$ from $S_{1}$ by m.s.l. resolution:

Deduction Dl (Fig.18):
from $q \bar{p}$ and $\bar{p} \bar{q}, \bar{p}$;
from $\bar{p}$ an $\bar{p} \overline{\mathrm{r}}, \overrightarrow{\mathrm{r}}$;
Deduction D2 (Fig.19):
from $p \bar{r}$ and $q \bar{p}, q \bar{r}$;
from $q \bar{r}$ and $\bar{p} \bar{q}, \bar{p} \bar{r} ;$
from $\bar{p} \bar{r}$ and $p \vec{p}, \bar{r}$;
Deduction D3 (Fig.20):
from $\bar{p}$ and $\bar{q} \bar{p}, \bar{r} \bar{q} ;$
from $\bar{r} \bar{a}$ and $q \bar{p}, \bar{r} \bar{p}$;
from $\bar{r} \bar{p}$ and $p \bar{r}, \bar{r}$;
We see that D2 and D3 generate a relatively large number of trivial theorems, namely: $\bar{r} \bar{r}, \bar{p} \bar{r}, \bar{p} \bar{q}$, and $D l$ generates only prime implicates, namely: $\bar{p}, \bar{r}$.

The previous example shows that the freedom with respect to the top clause that we have in mss.l. strategy is paid with a loss of efficiency.

However, there is an obvious difference between DI and the deductions D2 and D3, namely that in D1 we introduce our theorem literals as late as is possible; it is easy to see from the characteristics of the minimum deduction set that this fact cut-off the generation of clauses subsumed by our theorem.

We have mentioned this difference between D1 and D2 and D3 because we hope that it could suggest some possible implementation of the m.s.l. strategy with respect to finding interesting theorems.

Furthermore, we suggest using the mes.l. strategy supplemented by the rule of deleting every left theorem that in a m.s.l. deduction we resolve with theorem, instead of the Lee's axiom resolution.

As far as the other strategies discussed in our thesis are concerned, we stress that their applicability to the interesting theorems problem presents different but not minor difficulties to those of the mag.7.

The m.a.l. and the m.c.l. strategies are almost useless for finding interesting theorems, since they are applicable to consequence finding only in very peculiar cases.

The m.s.l. strategy with set of support presents the obvious difficulty that is is undecidable whether a given set of axioms is a minimum deduction set for a theorem $T$.

However, in this case, as a possible suggestion for developing efficient strategies for finding prime implicates we give the following procedure: Let $S$ be a set of ground clauses,

1) Consider one literal $K$ contained in some clause of $S$.
2) Consider the subset $S^{\prime}$ of $S$ such that $\bar{K}$ does not appear in any clause of $S^{\prime}$ and $\bar{K}$ appears in all the clauses of s-s'.
3) If $K$ is prime implicate of $S$, we will find it from $S^{\prime \prime}$ by m.s.1. In this case we choose another literal in $S$ and we repeat the procedure applied to $K$.
If $K$ is not prime implicate of $S$ we certainly will deduce all prime implicate in $K$ of $S^{\prime \prime}$. Let $T$ be one of them, we consider the set of clauses SUT and for ail of the literals contained in it we apply the same procedure we applied to K .

We notice that this procedure as it stands is not applicable to the case of a set of general clauses.

## Conclusions

We think that the completeness for consequence finding of the m.s.l. strategy, proved in this thesis, its completeness for refutation already well known, and its simplicity can help in better understanding the laws of the logical deduction.

It is already well known that the m.s.l. resolution has a higher efficiency than simple resolution, because of the restrictions it puts on the deduction. The completeness theorem that we have proved allows us to use it in consequence finding instead of ordinary resolution.

Furthermore, it seems that the m.s.l. strategy, when supplemented with a certain heuristic procedure can usefully supplement Lee's axiom resolution with respect to the interesting theorems problem.

We have also seen in this thesis that the m.a.l. and the m.c.l., although complete for theorem proving, are not complete for consequence finding and that the m.s.l. strategy with set of support although complete is difficult to use. This seems to support our initial feeling on the difference between theorem proving and consequence finding, and, at the same time, provide some insight in both fields.

In particular, it seems to us that our results suggest the following conclusions:

1) The completeness for consequence finding and the degree of applicability to consequence finding of a given strategy can be taken as criterion of its efficiency for theorem proving. We guess that the less a strategy is applicable to consequence finding the more efficient it is for theorm proving.
2) The generality of a strategy, for example its completeness for both consequence finding and theorem proving, is paid in its efficiency. We believe in fact that theemore efficient a strategy is the more it is applicable to the deduction of peculiar classes of theorems.

Support for this idea comes to us, not only from the results mentioned above, but also from the following reflection on the nature of theorem proving. We can in fact regard theorem proving as the problem of finding prime implicates of an unsatisfiable set of clauses; then the compatibility between the completeness of a strategy and its efficiency seems to us related to the lucky situation that for an unsatisfiable set of clauses the set of prime implicates reduces to a single element, the empty clause.

On the basis of these considerations it seems to us that a possible line of development of the field of consequence finding is to search strategies related to the logical properties of theorems and axioms, rather than complete strategies.

An amusing example of theorems the computer can derive, when the strategy used completely disregards the semantics, is the following given by R.C.T. Lee 5 : Consider the case in which we have the following statements as axioms:

2) Man has 2 hands;
3) Hand has 5 fingers.

These three axioms can be put into three clauses as follows:

1) $\overline{\mathrm{p}}(\mathrm{x}, \mathrm{y}, \mathrm{z}) \overline{\mathrm{p}}(\mathrm{z}, \mathrm{v}, \mathrm{w}) \mathrm{p}(\mathrm{x}, \mathrm{f}(\mathrm{y}, \mathrm{v}) \mathrm{w})$
2) $p(m a n, 2, h e n d)$
3) p (hand, 5 , finger).

By m.s.l. we can deduce from 1 and $2 \bar{p}(x, y, m a n) p(x, y * 2$, hand $)$.
We can easily see that the above clause, although it is a theorem, does not have an acceptable meaning; then its deduction is completely useless.

We think that a point of view very similar to the one we have just discussed for consequence finding should also be taken when dealing with the problem of how to single out interesting theorems. Moreover, in this case we want also to notice that, although important semantic and syntactic properties differentiate the class of prime implicate from the other theorems, further subdivisions of this class could be useful for finding more efficient strategies and getting more insight into what is meant by 'interesting theorems'.
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