


















































































































These early efforts, it must be hoped, will serve as harbingers of much bigger things to come.

For full-scale implementation and adequate inferential power, even one million patients is

probably insufficient, given that each intervention will likely need thousands of patients in each

arm. Ideally patients in an entire state or region would be included in the system.

Unfortunately, the fragmented payer system characteristic of the United States precludes the

sort of large scale population-based patient data base necessary for real outcomes

management. Indeed, no population-based data base of the size necessary exists in the

United States . For this reason, provinces in Canada would be the ideal laboratories for large

scale outcomes management. British Columbia and Manitoba have province-wide data bases

on all hospital and physician visits and procedures. Alternatively, a State that succeeds in

implementing a single payer system -- rumored to be an option under the coming Clinton

health reform package, could attempt such a program. It remains to be seen whether the so

called Health Insurance Purchasing Cooperatives, characteristic of "managed competition"

schemes, would be able to assemble the necessary data bases. Clearly, federal leadership

(and, perhaps, financing) will be needed if a substantial portion of the United States population

is ever to be included within a system of outcomes management.

III. Identifying "Type of Patients"

We now tum to the second major issue pertaining to the interpretation of large-scale

observational HRQOL data: identifying patients who either do or do not receive significant

benefit from specified treatments and procedures. In a meaningful sense, identifying

categories of patients based on differential responses to treatment represents the major task

of outcomes analysis and management. Toward this end, it is necessary to classify patients

into different -types," based on combinations of clinical and demographic variables. For

example, it mi~t be determined that, in order to receive significant benefit from a certain

treatment, patients must (1) be over age 65, with (2) mean blood pressure over 120 and (3)

serum urea nitrogen under 60. This constellation of indicators denotes a "type of patient."

The predictor variables used to define types of patients are demographic and clinical

factors that have been shown to correspond statistically with increased or decreased degrees

of benefit, or of some outcome (e.g., mortality). Selection of predictor variables should be

guided by studies that have analyzed the relationship of patient outcomes with possible

predictors.
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Statistical Approaches

There are two basic approaches to this problem: regression techniques and recursive

partitioning. Multivariate regression techniques determine the extent of correspondence

between each candidate variable and the outcome of interest (e..g, mortality, Improved quality

of life), holding the effects of other variables constant. These analyses produce equations that

provide quantitative estimates of the likelihood of the outcome given any particular set of

values on the selected variables. Each variable is assigned a specific numerical weight based

on its observed contribution to the outcome; to determine expected outcomes, these weights

are multiplied by the values of the variables and the resulting products added to produce the

outcome estimate.

Using regression techniques, therefore, "types of patients" would be identified by

reference to the probability that they would experience the outcome of interest with treatment.

Examples might include "patients who, with treatment, have an expected HRQOL

improvement of at least (or less than) 0.5 rating unit compared to no treatment," or "patients

who; with treatment, have at least a one-year life-expectancy."

In recursive partltlonlnq," 67 sa the patient sample is initially divided into two

subgroups that are as internally homogeneous as possible with respect to the outcome of

interest. This process is repeated recursively within each resulting subgroup until certain

stopping rules are invoked. The product of this effort is identification of two or more

subgroups, or "types of patients," who differ maximally from each other with respect to the

outcome. For example, imagine a sample of cancer patients with an overall mortality rate of

25%, and about whom we know the age, gender, and stage of cancer. Recursive partitioning

may determine that, for example, the best "split" on this group is at age 65; perhaps 50%

patients older than 65 die, compared to only 10% of patients 65 or yoiJnger. If the program

chose this split, no other split, whether on age, gender, or stage, could produce greater within

subgroup homogeneity. A second split might then occur in one, both, or neither subgroup; in

our hypothetical case, perhaps the older group would be split between less than Stage III

cancer versus those Stage III or greater. Either one of these latter subgroups could be split

again, either on age or gender. The resulting patient taxonomy ("types of patients") might

include 1 (and 2) men (and women) 'over age 65 with Stage III or greater cancer, (3) patients

over age 65 with less than Stage III cancer, and (4) patients aged 65 or younger. The

proportion of people in each subgroup with the outcome of interest is known from the HRQOL

data base; this proportion becomes the probability that future patients in those subgroups will

experience the outcome.

49



Although regression techniques .are generally somewhat more accurate than recursive

partitioning,69 providers would certainly resist the (what they would likely perceive as) an

overly quantitative approach to patient classification. The weighted sum (regression)

approach is just too reminiscent of "cookbook medicine" i.e., too close to a recipe calling for,

say, -3 eggs, 1 cup milk, and 1/2 teaspoon salt.- The recursive partitioning approach, on the

other hand, produces more-traditional, holistic descriptions of different types of patients based

on specified combinations of predictor variables. For this reason, recursive partitioning may

be the procedure of choice for identifying patient subgroups who either do or do not derive

significant benefit from a particular treatment or procedure.

Much more needs to be said about how, exactly, different types of patients would be

identified using the above-described techniques. We are presently developing explicit models

of how such process might work, and plan to report our results in the near future.

Clinical versus Statistical Significance

The statistical significance of observed differences in HRQOL between different types of

patients can be calculated according to established techniques. Traditional statistical tests

must be interpreted with cauti~n, however, because almost any difference across very large

numbers of patients will be statistically significant at usual cutoffs (e.g, p < .05 or .01). As

noted recently by Diamond and Denton,

the statistics of hypothesis testing (P values and the associated concept of

-statistical significance") were originally designed for sample size around 30, not

30,000. Nevertheless, investigators are now suggesting some questions of clinical

interest. .. will require assessment trials involving as many as 140,000 patients.

With trials of such size, a clinically inconsequential difference in outcome is readily

elevated to the lofty level of statistical significance.7O(p·457)

With very large sample sizes it might be best simply to dispense with the concept of

statistical significance and focus exclusively on clinically meaningful differences in outcomes

across differently treated groups. In Part B we suggested that this threshold might be set at

one-half rating point on our 0-11 overall HRQOL scale. This difference represents one

twentieth of the distance between best and worst possible HRQOL - the same fraction

commonly accepted as the boundaries of statistical significance (Le., p <= .05). The choice of

a threshold for significant dinical difference is a value judgment and should ultimately be set

after public discussion and using due process democratic procedures."
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The Problem of Discrimination

Although clinical variables (e.g., blood pressure) are always appropriate variables for

defining patient subqroups, demographic variables (e.g., gender, ethnicity) are potentially

problematic if the results of effectiveness analyses are to be used for purposes of

reimbursement policy or resource allocation. Conclusions to the effect that a treatment

·worked" for one demographic group but not another, although perhaps scientifically valid,

would be very difficult to accept from a social and political perspective.

For example, what if a given service is found to provide significant benefit (either on Iife

expectancy or quality of life) for whites only (or for non-whites only), or for men but not

for women (or vice versa)? Would a policy whereby men were covered for, say,

chemotherapy for lung cancer, but women were not, be supportable -- even if based on

good evidence? ... The appearance of discrimination that would inevitably exist if some

but not others were covered for putatively beneficial treatment would be extremely

difficult to accept. 5

Society will need to come to grips with this problem, because it is certain that differences in

effectiveness will be observed across demographic lines.

The use of secondary diagnoses and comorbidities could give rise to similar problems.

For example, patients who have diabetes may derive significantly less benefit from cardiac

transplantation than do patients without diabetes. Although it might be appropriate to counsel

diabetic patients about this finding, a formal policy that denied coverage for heart transplants

to patients with diabetes might seem discriminatory. If based on good evidence, however,

such a policy would probably not be in conflict with the Americans with Disabilities Act or

related statutes."

These latter considerations illustrate a problem with the use of administrative data bases

that contain only demographic and diagnostic information as potential predictor variables.

Lacking clinical data of the type preferred for construction of patient taxonomies,

administrative data bases can only provide limited degrees of useful insight into the question

of ·who benefits· from a particular treatment. However, administrative data can provide

information concerning differences in outcomes based on which provider is used. This type of

data is becoming of increasing significance in this era of quality assessment" and "outcome

report cards. M73
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There is another important methodological consideration regarding the identification of

patient subgroups. It is well known that retrospective searches for subgroups inevitably

"succeed" in finding some types of patients who appear to respond to a given intervention

even when the entire sample, taken as a whole, does not respond." Often such findings are

due strictly to chance, the result of "data dredging." Indeed, it is statistically certain that

obviously nonsensical subgroups will be found to benefit from treatment, perhaps patients who

are Scorpios and have last names beginning with a NT."

In general, patient subgroups who are determined to benefit from treatment should pass

two tests before the results are accepted and acted upon. First, the effect should persist

across different States or other large subsets of the population, i.e., it must be reproducible.

Second, the finding must make clinical sense; there must be some more-or less accepted

clinical theory that can account for the finding. In borderline cases, the findings should be

tested in prospective studies, perhaps using longer generic HRQOL questionnaires (such as

the SF-36) and disease- or treatment-specific measures. Some procedural mechanism,

perhaps a standing Commission, will be needed to determine which findings should be taken

at face value, which rejected, and which subjected to prospective study.

Length of Life versus Qualitv of Life

As a final consideration in developing taxonomies of "types of patients," it must be noted

that in order to properly evaluate treatment effectiveness it is necessary to consider not only

HRQOL outcomes, but also the impacts of treatment (if any) on life-expectancy. Some

treatments, such as an appendectomy for appendicitis, are valued not for any improvements

in quality of life, but rather for their substantial effects on life-expectancy (e.g., in the case of

appendicitis, from perhaps two weeks untreated to normal life-expectancy given appropriate

treatment). Other treatments have significant impacts on quality of life, but little or no effect

on life-expectancy -- such as medication or surgery for arthritis, or prostatectomy for benign

obstruction. Still other treatments involve trade-offs between quality and quantity of life, where

a longer life-expectancy comes at the expense of various symptoms resulting in a possible

decrease in quality of life. Chemotherapy for some forms of cancer might fall into this

category .

The basic model for evaluating treatment effectiveness can be summed up in algebraic terms:
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Effectiveness =[(AvQO~ x NYE~) - (AvQO~llt) x (NYE~llt)]

AvHRQO~ = Average HRQOL with treatment (scaled between 0-1)
NYE~ = Number of Years Expected to Life with treatment
AvHRQO~Ollt) = Average HRQOL without treatment
NYE~Ollt = Number of Years Expected to Life without treatment

These terms can be depicted in graphical form:

no treatment

treatment

NYELnotx

AvHRQOLnotx

AVHRQO~

NYELtx

The difference in "weight" (quality x quantity) between the top and bottom boxes

constitutes the net effectiveness of the treatment. Note that the weight of the bottom

(treatment) box may be less than that of the top box if treatment results in overall lower life

expectancy and/or worse HRQOL.

In the end, the goal of outcomes management is to identify types of patients whose

"treatment boxes" "weigh" significantly more than their "no-treatment boxes" with respect to a

specific intervention. The extent to which the treatment box should outweigh the non

treatment box before the difference is considered "significant" .- and the intervention deemed

effective -- constitutes a value jUdgment which, again, calls for public debate and the use of

democratic evidence-based decision-making procedures.

IV. Conclusion

With due care, the collection and anaJysis of global HRQOL outcome data can provide

valuable information concerning the effectiveness of medical treatments and procedures.

Reporting of one's health outcomes should come to be viewed as a civic responsibility,

encouraged by providers and policymakers. Large data sets must be assembled.

Appropriate data collection infrastructures should be developed as soon as possible, and

analysis and interpretation issues debated and resolved.

The festering problems of increasing health care costs and inequitable access to

effective services demand that large scale outcomes measurement and management systems,

as suggested by Ellwood over five years ago, become a reality.
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