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Abstract: As the frequency and size of wildfires increase, accurate assessment of burn severity
is essential for understanding fire effects and evaluating post-fire vegetation impacts. Remotely-
sensed imagery allows for rapid assessment of burn severity, but it also needs to be field validated.
Permanent forest inventory plots can provide burn severity information for the field validation of
remotely-sensed burn severity metrics, although there is often a mismatch between the size and
shape of the inventory plot and the resolution of the rasterized images. For this study, we used two
distinct datasets: (1) ground-based inventory data from the United States national forest inventory to
calculate ground-based burn severity; and (2) remotely-sensed data from the Monitoring Trends in
Burn Severity (MTBS) database to calculate different remotely-sensed burn severity metrics based on
six weighting scenarios. Our goals were to test which MTBS metric would best align with the burn
severity of national inventory plots observed on the ground, and to identify the superior weighting
scenarios to extract pixel values from a raster image in order to match burn severity of the national
inventory plots. We fitted logistic and ordinal regression models to predict the ground-based burn
severity from the remotely-sensed burn severity averaged from six weighting scenarios. Among
the weighting scenarios, two scenarios assigned weights to pixels based on the area of a pixel that
intersected any parts of a national inventory plot. Based on our analysis, 9-pixel weighted averages
of the Relative differenced Normalized Burn Ratio (RdNBR) values best predicted the ground-based
burn severity of national inventory plots. Finally, the pixel specific weights that we present can be
used to link other Landsat-derived remote sensing metrics with United States forest inventory plots.

Keywords: fire severity; fire ecology; FIA; MTBS; dNBR; RdNBR

1. Introduction

Wildfires shape the structure and composition of forests from local sites to the global
landscape across a wide range of ecosystems [1]. With the changing climate, the length of
wildfire seasons has increased [2], while fires have become more frequent and larger in
size [3–5]. To support planning before and during fires and to assist post-fire recovery, the
collection of field and remotely-sensed data on fire and burn severity is critical [6,7]. Burn
severity data are also essential for monitoring post-fire recovery for carbon accounting
purposes [8], and for assessing the probability of reburns across fire severity classes [9]. We
use the term burn severity here to describe the longer-term ecological impacts of fire on
vegetation and soils [10–13].

At the landscape level, satellite imagery has been critical to quickly assess burn severity
at low costs, while reducing the need for more time consuming and possibly dangerous
field sampling [13]. Multiple remotely-sensed metrics have been developed to quantify
burn severity by measuring the post-fire magnitude of vegetation change based on satellite
images. The basis of many remotely-sensed metrics is a spectral index called Normalized
Burn Ratio (NBR), which is based on bands 4 and 7 of the Landsat Thematic Mapper (TM)
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or Enhanced Thematic Mapper Plus (ETM+) [10]. The difference between pre- and post-fire
metrics can be calculated in absolute terms (differenced NBR; dNBR) [10] or in relative
terms (relative differenced Normalized Burn Ratio; RdNBR) [14]. With RdNBR, fires can be
compared across time and space, and a single set of thresholds can be used to classify fires
in severity categories [14].

In the United States (US or USA), the Monitoring Trends in Burn Severity (MTBS)
program uses Landsat-TM imagery to map the perimeter and burn severity of large fires
across all types of ownership [15]. A known issue of the MTBS program is that it does
not automatically apply an offset to correct dNBR for phenological differences between
pre- and post-fire imagery, and the onus is on the user to perform this additional step to
normalize dNBR [16]. Another concern, which hinders the needed accuracy to assess burn
severity trends and patterns, is the subjectivity of the MTBS analyst that assigns thresholds
to place fires in thematic severity classes [16]. However, measures are implemented to
ensure consistency in determining burn severity thresholds among analysts [17].

Data collected by the US Forest Inventory and Analysis (FIA) program provide a
spatially and temporally balanced sample of forest conditions across all ownerships and
forest types in the US [18]. Some permanent FIA plots are burned by wildfires every year [9]
and can ultimately be used to field-validate MTBS data at larger scales. However, until
now, FIA data have not been widely used to evaluate fire effects (e.g., burn severity) on
forests. Additionally, FIA plots and MTBS fire data have seldom been integrated to analyze
burn severity. One example is a study by Shaw et al. [19], who integrated both datasets to
assess the type of forest cover burned in large fires and the relationship between pre-fire
stand conditions and burn severity. Another example is Woo et al. [20], who quantified
wildfire effects on forest carbon mass estimated from FIA plots by MTBS severity class.

Although remotely-sensed metrics like the ones provided by the MTBS program
are essential to map the burn severity of large areas, they also need to be related to
field plots, and be field validated to objective ecological metrics [16,21]. Past studies have
examined the errors in registration between the remotely-sensed data and field plots [21,22].
However, an issue that has received little attention is the effect of the mismatch between
the size and shape of a field plot and the pixel resolution used to remotely assess the
plot condition. For example, an FIA plot only partially overlaps with multiple 30 × 30 m
pixels. Several studies have approached the combination of multiple pixels differently,
but these combinations have not been compared. Moreover, the issue associated with the
effects of the mismatch between the field plots and pixel resolution is not exclusive to the
remotely-sensed assessment of burn severity, but rather a concern for any study that uses
field plots and remotely-sensed imagery in raster format.

For burn severity assessment, some past techniques to link field plots with remotely-
sensed imagery include single-cell intersection [19], 9-pixel averages [14,23,24], and bilinear
interpolation [25,26]. Key and Benson [10] have also suggested calculating remotely-sensed
burn severity by weighting a five-point pixel average where the centre pixel is counted at
least twice. In their scenario, the five points included the plot centre and plus or minus
15 m from the plot centre [10]. The pixels intersecting the outside points were counted
once, while the centre pixel was counted twice to provide extra weight [10].

For this research, we used ground data collected by the FIA program in California,
USA, and remotely-sensed fire data downloaded from the MTBS database. To predict
ground-based burn severity with remotely-sensed severity, we followed Whittier and
Gray’s [27] approach to calculate ground-based mortality from the FIA plot data. The
study objectives of this paper were threefold: (1) estimate the weights assigned to a pixel
for 9-pixel and 25-pixel averages, based on the probabilities of the FIA plot intersecting
with a pixel; (2) test which MTBS metric—non-offset adjusted dNBR, offset adjusted dNBR,
RdNBR, and MTBS thematic classes—would classify most accurately the burn severity
of FIA plots; and (3) identify the best weighting scheme to extract pixel values from the
MTBS rasters and to predict burn severity derived from FIA ground data. The overarching
goals of the paper were to validate MTBS metrics using FIA plot field data and to identify
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the MTBS metric and pixel weighting scenario that best represented ground-based burn
severity. Therefore, the models presented in this paper provide a validation of the MTBS
metrics and their ability to represent ground-based burn severity.

Ultimately, this paper can provide guidance to users looking to assign remotely-sensed
burn severity to FIA or other national forest inventory plots. Based on model performance,
there is evidence that RdNBR is the best suited remotely-sensed metric to assess burn
severity when performing an analysis across multiple fires. Suggestions on the weights
that can be used to extract pixels that overlay with FIA plots are also provided for users
looking to assess burn severity with remotely-sensed metrics. Based on our results, 9-pixel
weighted averages of the RdNBR values best predicted the ground-based burn severity of
FIA plots.

2. Methods
2.1. Ground-Based Inventory Data

The data used in this analysis were collected by the Forest Inventory and Analysis
(FIA) program overseen by the USDA Forest Service’s Pacific Northwest Research Station
and by the Vegetation Mapping and Inventory Program of the USDA Forest Service Region
5 (R5) in California. The FIA program monitors and characterizes the status and trends
of US forests across all forest types and ownerships through regular inventories [18]. For
this purpose, it has a network of permanent ground plots across all of the USA, where
the spatial sampling density is approximately one plot every 24 km2 [18]. A spatially
balanced number of FIA plots are revisited each year to record qualitative and quantitative
vegetation changes resulting in each plot being remeasured at least once every decade [18].
R5 plots are a spatial intensification (around twice the number) of the FIA plots on lands
managed by the USDA Forest Service in selected forest types. The FIA and R5 plots are
laid-out and measured in identical fashion [28].

We first selected all FIA plots from CA, USA, that were measured within two years of
a wildfire, and that fell within MTBS wildfire perimeters, which includes all fires larger
than 4 km2 [15]. Within the sample of burned plots, eight plots were burned twice. If most
of the trees within the plot died following the first fire, we kept the plot and tree data only
for the first fire and discarded the reburn information. However, if most of the trees had
survived after the first fire, the reburn information was kept. If a plot was measured twice
in the two years following a fire, the measurement closest to the fire date was retained.

The FIA program defines forest land as land with at least 10 percent canopy cover
of any size live tally tree species [29]. However, parts of an FIA plot can fall in water or
non-forested land, such as agricultural land. For the analysis, we only included plots that
were identified as more than 60% forested as measured in the field and provided by the FIA
data [29], because of the challenges associated with mapping sparse vegetation cover. The
Landsat bands used to detect vegetation are also influenced by exposed soil, parent sub-
strate and soil water content, making it difficult to map vegetation with sparse cover [30].
For the same reason, we excluded plots with ten or less tallied trees. Additionally, we
removed plots where more than 25% of the trees were dead before the fire event.

Each FIA plot consists of four circular plots arranged in a Y-shaped pattern. One
circular plot is at the centre, and the other plots are 36.58 m from the centre, at 0, 120 and
240 degrees. The circular plots consist of two nested plots; a subplot with a radius of 7.32 m
and a macroplot with a radius of 17.95 m [29]. Data for both plot sizes are collected as part
of the inventory in California, USA. Within the subplots, trees with a diameter of at least
12.7 cm are recorded, while trees with a diameter of at least 61 cm are recorded within
the macroplots [29]. “Tallied trees” are defined as live and standing dead trees [29]. For
our objectives, the relevant tree data variables recorded by the FIA program included the
status of the tree (live or dead), the decay class if dead (1 to 5, where 5 is most advanced
decay), and the diameter at breast height (dbh). Additionally, at the end of 2006, the FIA
program started to record the agent of mortality for individual trees and the approximate
year of mortality.
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All the plots that were considered for the analysis were measured within two years
after a fire. Overall, 446 FIA plots that fell within 164 fires were used in the analysis
(Figure 1). The majority of forest fires in California occur in mixed conifer and western oak
forest types [9].

Figure 1. Map of California fires sampled that burned from 1999 to 2017 and of the Forest Inventory and Analysis plots
used for the analysis.

2.2. Ground-Based Burn Severity

To classify a tree as killed by fire, we looked at the agent of mortality recorded for
most of the trees measured in 2007 and onward. Out of the sample of dead trees, only a
small proportion (150 trees) had an agent of mortality other than fire. For the trees that
had no agent of mortality, we had to determine whether the tree had been killed by a fire
based on common sense criteria. The main criterion was that if the decay class for a tree
was 1 or 2, the tree would be classified as having been killed by fire if no other information
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was available. Because the 446 plots considered were sampled within two years of a fire, a
decay class higher than 2 would be unlikely for a tree killed by fire. Additionally, if there
was an estimated mortality year without information associated to the agent of mortality,
the tree would only be classified as killed by fire if the mortality year and the fire year were
the same. It is likely that a small number of the trees with missing information about the
agent of mortality were incorrectly identified as having been killed by a fire. Of the trees
with a known agent of mortality, around 3% of them were killed by another agent than fire.
If the same proportion were applied to the trees with unknown mortality agents, around
60 trees out of 7187 dead trees would be incorrectly classified as having been killed by
fire. Incorrectly classified trees would ultimately represent less than 1% of the overall dead
trees, which was considered negligible.

Although ground-based burn severity has often been measured based on composite
indices like the composite burn index (CBI) [10], they are not ecologically meaningful [13].
For that reason, we chose to measure ground-based burn severity that would reflect actual
effects of fire on the vegetation by calculating the percentage of tree mortality.

Based on the density (number of trees per ha) of fire-killed trees per plot, we calculated
two types of mortality response variables for our analysis. For the first response, we used
Whittier and Gray’s [27] definition of mortality by way of a metric called % Mort Tally. We
adapted the equation to subtract the density of tallied trees that were dead before the fire
(Equation (1)) We identified trees that were dead before the fire as trees having a decay
class of equal or larger to 3 and not having been killed by fire. We calculated % Mort Tally
as seen in Equation (1), where the density of tallied mortality trees is only the density of
trees killed by a fire. For the second response variable, we then implemented a set of rules,
also from Whittier and Gray [27], to assign a severity class to a selected plot based on
the % Mort Tally (Table 1) and created a categorical response variable. We calculated this
categorical response variable because it is more often used to assess burn severity than a
continuous response, and easier to conceptualize.

% Mort Tally =
Number of tallied mortality trees

Total tally−Number of tallied trees dead before fire
(1)

With 39 plots, the very low severity class was the least represented, while the low
severity class was the one with the highest number of plots (Table 1).

Table 1. Set of rules used to assign ground-based severity classes from the ground measured data.
The rules were adapted from Whittier and Gray [27].

Severity Class Rule Number of Plots

Very Low No mortality 39
Low % Mort Tally < 25 148

Moderate % Mort Tally < 60 103
Moderately Severe % Mort Tally < 90 61

Severe % Mort Tally ≥ 90 91

2.3. Remotely-Sensed Burn Severity

Imagery processing and other statistical analysis were performed using the R comput-
ing environment, version 3.6.1 [31], with the following additional packages: maptools [32],
rgeos [33], rgdal [34], and raster [35].

Wildfire data were downloaded from the MTBS website (https://www.mtbs.gov/
direct-download, accessed on 16 June 2020). MTBS uses spectra from Landsat 7 bands 4
(near-infrared) and 7 (short-wave infrared) that have a 30m resolution and respond in oppo-
site directions to changes in plant productivity and soil moisture [36]. The bands are used to
calculate the pre-fire and post-fire NBR (Equation (2)) to produce the dNBR [10]. MTBS com-
putes the dNBR (Equation (3)) for each pixel included in a fire perimeter and creates 30 m
resolution raster products NBR and dNBR [15]. In addition, MTBS calculates the RdNBR
(Equation (4)) , a measure that removes pre-fire vegetation biases [14,30]. Additionally,

https://www.mtbs.gov/direct-download
https://www.mtbs.gov/direct-download
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trained image analysts manually select thresholds to create five class thematic burn severity
maps that depict burn severity as unburned to low, low, moderate, high, and increased
greenness (increased post-fire vegetation) based on their experiences and interpretations of
the dNBR and RdNBR data, and the raw satellite imagery [15].

NBR =
R4− R7
R4− R7

∗ 1000 (2)

dNBR = NBRpre-fire −NBRpost-fire (3)

RdNBR =
dNBR− dNBRoffset√
| (NBRpre-fire/1000) |

(4)

MTBS also provides a dNBRoffset value as part of the metadata for each fire that is
not automatically applied to the dNBR. We normalized dNBR for each fire following the
recommendations of Kolden et al. [16] by using the following:

dNBRadjusted = (NBRpre-fire −NBRpost-fire)− dNBRoffset (5)

To obtain remotely-sensed burn severity values that could be compared to ground-
based burn severity, we extracted the pixel values of the non-offset adjusted dNBR, the
RdNBR, and the five-class thematic rasters for a 5 × 5 grid around each FIA plot centre.
To assign values of these remotely-sensed metrics to an FIA plot, weighted averages of
the remotely-sensed metrics were then calculated based on six scenarios (Table 2). Not all
scenarios used the 25 pixels from the 5 × 5 grid but it was convenient to extract them all
simultaneously. The first scenario used a single pixel (Figure 2a), scenarios 2, 3, and 4 used
weighted averages of 9 pixels (Figure 2b), and scenarios 5 and 6 used weighted averages of
25 pixels (Figure 2c).

For scenarios 4 and 6, the weighted average for the remotely-sensed metrics was based
on macroplot pixel specific weights. To assign a weight to a pixel, we calculated the area of
a pixel that intersected any parts of the four circular plots that form an FIA plot using a
Monte Carlo approach (Figure 2b,c; for more details see Appendix A).

The MTBS thematic classes were treated as a continuous variable ranging from 1
to 4 to calculate the weighted averages for the different scenarios. For every FIA plot,
the weighted average for the six scenarios (Table 2) was calculated in terms of non-offset
adjusted dNBR, offset adjusted dNBR, RdNBR and MTBS thematic classes.

Table 2. Weighting scenarios used to calculate remotely-sensed burned severity for an FIA plot.

Scenario Pixel Configuration Weighted Average

1 1 pixel weight only applied to centre pixel
2 9 pixels equal weight (1/9) applied to 9 pixels
3 9 pixels centre pixel has twice the weight (2/10) of other 8 pixels (1/10)
4 9 pixels weights for macroplots based on pixel weight calculation (Figure 2b)
5 25 pixels equal weight (1/25) applied to 25 pixels
6 25 pixels weights for macroplots based on pixel weight calculation (Figure 2c)

Finally, we plotted the normalized density of the non-offset adjusted dNBR, offset
adjusted dNBR and RdNBR for the different weighting scenarios as smoothed histograms.
By looking at the normalized density across the range of values for the different metrics,
we were able to observe where the weighting scenarios led to diverging or converging
pixel averages. This helped us understand the severity range within which the choice of a
pixel scenario made a difference for the individual remotely-sensed metrics. Across the
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range of remotely-sensed metrics, the normalized density also helped visualized what was
going on beyond the confusion matrices resulting from our fitted models.

2.4. Models for Burn Severity Class

To test which remotely-sensed metric and which of the scenarios outlined in Table 2
would best align with observed ground-based burn severity of FIA plots, we used two
approaches. The first approach used was logistic regression, where the response variable, %
Mort Tally, was treated as a binomial variable. The second approach was ordinal regression,
where the response variable, burn severity classes based on % Mort Tally (Table 1), was a
categorical variable.

For both types of regression models, we tested four different remotely-sensed metrics
as the potential predictor variables. Those metrics were non-offset adjusted dNBR, offset
adjusted dNBR, RdNBR, and the MTBS burn severity classes. Using the six different
weighting scenarios (Table 2), a total of 24 models—six scenarios for the four remotely-
sensed metrics—were compared for each regression type.

Logistic regression with binomial response—The proportion of trees that were killed
by a fire per plot (% Mort Tally) were treated as binomial variables with a logit link.
Generalized linear models (GLMs; [37]) were fitted with quasi-likelihood to account for
overdispersion caused by the lack of independence of trees within a plot. The GLMs
were used to test which weighting scenario (Table 2) and remotely-sensed metric would
best represent the ground-based burn severity of FIA plots. Model performance was
assessed based on the Akaike information criterion (AIC) [38] following Bolker’s [39]
recommendations for quasi models in R. Therefore, the AIC was extracted from the logistic
regression with binomial response [39]. Model fit was assessed with root mean square
predictive error (RMSPE) and prediction bias (e.g., Temesgen et al. [40]).

Ordinal regression with categorical response—For these models, the predictor vari-
ables were the weighted remotely-sensed severity metrics, while the response variables
were the burn severity classes based on Table 1. For the ordinal regression, we looked at
the 24 models as explained above, but we also modelled another set of 24 models where
we combined the very low and low severity classes as one class, bringing the number of
severity classes from five to four. The MASS [41] and caret [42] R packages were used for
the analysis.

To identify the superior model among the six pixel weighting scenarios, we looked
at the AIC, the kappa coefficient, and the percentage of correctly classified plots for a
model [43]. Kappa is a statistic that indicates the model classification performance relative
to the classification expected to occur by chance [44]. The kappa statistic ranges from −1 to
+1, where +1 shows perfect agreement, and values below zero show a performance that is
no better than random [44]. Past studies have suggested that classification performance
assessed through kappa can be broadly classified as slight (0–0.20), fair (0.21–0.4), moderate
(0.41–0.60), and substantial (0.61–1) [45,46]. Finally, we calculated the weighted kappa coef-
ficient [47], which considers misclassifications in adjacent classes by assigning a weighted
penalty proportional to the squared distance to the correct class.

3. Results
3.1. Macroplot Pixel Specific Weights

The remotely-sensed metrics for scenario 4 were calculated based on a 9-pixel weighted
average with macroplot pixel specific weights (Figure 2b), while they were similarly based
on a 25-pixel weighted average for scenario 6 (Figure 2c). For scenario 6, based on the
average area of the pixels covered by the plot, no part of the FIA plot ever falls in the top
two left and right corner pixels. Therefore, the weights assigned to those pixels were zero
(Figure 2c).
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Figure 2. Pixel configurations for (a) 1 pixel, (b) 9 pixels and (c) 25 pixels. The numbers are the pixel specific weights
calculated for macroplots based on the weight calculation (Appendix A) and used to calculate a weighted average for the
remotely-sensed metrics (b) 9 pixels (scenario 4) and (c) 25 pixels (scenario 6). In the background, the four macroplots of an
FIA plot have a radius of 17.95 m.

3.2. Smoothed Histograms of the Remotely-Sensed Metrics

First, for the three remotely-sensed metrics we observed—non-offset adjusted dNBR,
offset adjusted dNBR, and RdNBR—three of the five plotted weighting scenarios, scenario
2 (9 pixels with equal weights), scenario 4 (9 pixels with macroplot pixel specific weights),
and scenario 6 (25 pixels with macroplot pixel specific weights), all had smoothed histogram
that closely followed one another across the range of values that was plotted (Figure 3).

Figure 3. Smoothed histogram of three burn severity metrics by weighting scenarios: (a) non-offset adjusted dNBR, (b) offset
adjusted dNBR and (c) RdNBR.
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Another common pattern among the three remotely-sensed metrics emerged, which
was that the distribution of the metrics was skewed to the left for all weighting scenarios.
However, the smoothed histogram for the 1-pixel scenario was slightly more left skewed
(i.e., the peak happened earlier) than other scenarios and had slightly greater variability
(i.e., the peak is lower and the histogram more spread). This was expected for the 1-pixel
scenario compared to the other scenarios that were averages and, therefore, less variable.
In comparison, the 25-pixel equal weights scenario was not displaced as much to the left as
the 1-pixel scenario. The 25-pixel equal weights scenario had less variability than other
scenarios (i.e., higher peak), which was expected as we averaged a higher number of pixels
for this scenario. Finally, at both the lower and upper tails, the five weighting scenarios
converged for the three remotely-sensed metrics (Figure 3).

Despite common patterns, the overall appearance of the smoothed histograms was not
consistent across all three remotely-sensed metrics. For the non-offset adjusted (Figure 3a)
and the offset adjusted dNBR (Figure 3b), the normalized density across all five scenarios
closely resembled one another. The similarities between the non-offset adjusted and offset
adjusted dNBR were expected as the offset is the only difference between the two metrics
and is often small. Finally, the left skew was less noticeable for the RdNBR (Figure 3c)
compared to the previous two metrics, and the histogram for RdNBR was flatter, denoting
more variability. The spread across the range of values for RdNBR could have been
evidence of the metrics’ ability to better discriminate along the range of severity.

3.3. Logistic Regression

With lower AIC ranging from 3886.89 to 4362.60, the RdNBR models performed con-
sistently better at representing ground-based severity than the non-offset adjusted dNBR
(AIC: 4552.91 to 5161.84), the offset adjusted dNBR (AIC: 4461.40 to 5029.62), and the thematic
MTBS severity classes (AIC: 5040.03 to 5419.54; Appendix B, Tables A1–A3). Based on the AIC,
the thematic MTBS classes performed the worst as a predictor of the ground-based severity
with the highest AIC values. Based on the AIC values, the offset adjusted dNBR models
performed slightly better than the non-offset adjusted dNBR models.

With the lowest AIC value, scenario 4, which is the 9-pixel weighted average based on
macroplot specific weights, was slightly superior than other RdNBR models in representing
ground-based burn severity (Table 3). However, scenario 3, was very similar to scenario 4
in terms of model performance with a ∆AIC of 6.80, which shows no substantial difference
between the two models [48]. Of the six logistic models for RdNBR, the equally-weighted
average of 25 pixels around the plot centre (scenario 5) had the highest AIC and performed
the worst to predict ground-based burn severity of FIAplots (Table 3). Scenario 1, using a
single-pixel RdNBR value, was also an inferior model because it had a much higher AIC
than scenarios 2, 3, 4, and 6 (Table 3).

Table 3. RdNBR—AIC, ∆AIC, RMSPE and bias for the logistic regression using RdNBR to predict the ground-based burn
severity expressed as % Mort Tally. The scenario with a ∆AIC of 0 has the lowest AIC.

Scenario Description AIC ∆AIC RMSPE Bias

1 1 pixel 4139.56 252.66 0.195 0.010
2 9 pixels with equal weights 3906.68 19.79 0.188 0.012
3 9 pixels with centre pixel counted twice 3893.69 6.80 0.187 0.012
4 9 pixels with macroplots pixel weights 3886.89 0.00 0.187 0.012
5 25 pixels with equal weights 4362.60 475.71 0.205 0.014
6 25 pixels with macroplots pixel weights 3920.60 33.71 0.188 0.012

RMSPE tended to be smallest for the 9-pixel weighted average based on macroplot
specific weights and the 9-pixel averages with the centre pixel counted twice. RMSPE
was smallest for models using RdNBR and largest for models using the thematic MTBS
classes as predictor variables, suggesting that the RdNBR models achieved the best model
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fit across the four remotely-sensed metrics. The prediction bias was negligible (Table 3;
Appendix B, Tables A1–A3) and tended to be smallest for the 9-pixel averages.

3.4. Ordinal Regression
3.4.1. General Relationships

The four remotely-sensed metrics were plotted against the categorical FIA plot ground-
based burn severity (Figure 4). The general pattern that emerged was that the values
for remotely-sensed metrics were very similar for the very low and low ground-based
burn severity, which affected the overall classification accuracy once the remotely-sensed
and ground-based burn severity were modelled. In general, the remotely-sensed values
did not overlap as much across classes for the three higher ground-based severity classes
(Figure 4). Finally, when the MTBS thematic class values were plotted against ground-based
burn severity, the values across classes overlapped more than for the other remotely-sensed
metrics (Figure 4d).

Figure 4. Continuous remotely-sensed severity metrics derived from the 9-pixel weighted average based on the macroplot
pixel specific weights (scenario 4) per ground-based burn severity classes: (a) Non-offset adjusted dNBR; (b) offset adjusted
dNBR; (c) RdNBR; and (d) thematic MTBS severity classes.

3.4.2. Model Fitting

Due to the considerable overlap between the very low and low severity classes (Figure 4),
the ordinal regression models with five ground severity classes in the response did not perform as
well to predict ground-based severity as the models where the severity classes very low and low
were combined. With five ground-based severity classes, the AIC of the RdNBR models ranged
from 897.04 to 947.85 (Appendix B, Table A7), while they ranged from 701.66 to 745.93 with four
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ground-based severity classes (Table 4). Therefore, the focus will remain on the four-class models
for the remainder of the section.

Table 4. RdNBR—Fit statistics for the ordinal regression using RdNBR as the predictor variable and 4-class ground-based
burn severity where very low and low classes were combined. The scenario with a ∆AIC of 0 has the lowest AIC.

Scenario Description AIC ∆AIC Kappa Weighted Kappa % Correctly Classified

1 1 pixel 726.26 24.60 0.50 0.69 65%
2 9 pixels with equal weights 703.44 1.78 0.51 0.70 66%
3 9 pixels with centre pixel counted twice 701.66 0.00 0.51 0.70 66%
4 9 pixels with macroplots simulation weights 702.28 0.62 0.50 0.70 65%
5 25 pixels with equal weights 745.93 44.27 0.46 0.66 62%
6 25 pixels with macroplots simulation weights 704.47 2.81 0.50 0.70 65%

As observed for the logistic regression models, the RdNBR was a better predic-
tor for four class ground-based burn severity in the ordinal regression models than
the other remotely-sensed metrics, with a lower range of AIC values (see Appendix B,
Tables A4–A6). Compared to the AIC values mentioned above for RdNBR (Table 4), the
AIC for the non-offset adjusted dNBR models ranged from 785.42 to 832.57, from 782.62
to 827.99 for the offset adjusted dNBR models, and from 815.59 to 870.74 for the thematic
MTBS class models. The thematic MTBS classes again performed the worst to predict
ground-based mortality based on the AIC values. For both dNBR metrics, the performance
of the models were similar based on similar AIC ranges.

For the RdNBR metric, the models of scenarios 2, 3, 4 and 6 showed no substantial
differences with a ∆AIC of 2.81 (Table 4) among the four models [48]. The 1-pixel and
25 pixels equally-weighted average models both resulted in AIC values higher than the
other scenarios, and therefore did not perform as well in representing the ground-based
burn severity classes based on RdNBR (Table 4).

3.4.3. Classification

Based on the kappa coefficient, the classification performance of all the RdNBR models
could be described as moderate, because the kappa values fell within the 0.41–0.60 interval
(Table 4). Similarly as with the AIC, the kappa (0.50–0.51), weighted kappa (0.70) and
percentage of correctly classified plots were very similar (65%–66%) among scenarios 2, 3, 4,
and 6 (Table 4). More specifically, the overall classification accuracy was 66% for scenarios
3 and 65% for scenario 4 (Table 4), and the confusion matrices confirmed that both models
performed very similarly in the classification of ground-based burn severity (Tables 5 and 6).

Based on the confusion matrices, the classification accuracy was best for the very
low\low severity class with above 81% of the plots correctly classified for both models
(Tables 5 and 6). The classification accuracy was also high for the severe ground-based
class with 80% and 78.9% of plots correctly classified, respectively, for scenarios 3 and
4. The classification accuracy was much lower for the moderate and moderately severe
classes for both scenarios. However, many of the misclassifications that occurred were in
adjacent severity classes. The weighted kappa value, which considers misclassifications
in adjacent classes, was 0.70 for both scenarios 3 and scenario 4 (Table 4). These weighted
kappa values showed that the overall classification performance was substantial for both
scenarios. Given all fit statistics calculated, the RdNBR model for scenario 3, where the
weighted average was calculated from 9 pixels with the centre pixel counted twice, could
be considered the best model in contrast with the other scenarios.

In contrast with the best performing RdNBR ordinal regression models, the overall
classification accuracy for scenario 4 of the offset adjusted dNBR model was 61%, and
the kappa statistic was 0.43 (Appendix B, Table A5). The main difference between the
confusion matrices of the RdNBR model (Table 6) and the offset adjusted dNBR model
(Table 7) was the ability of the RdNBR model to accurately predict that a plot would fall in
the moderately severe class. The RdNBR scenario 4 model (Table 6) had a classification
accuracy for the moderately severe class of 31.1% versus 13.1% for the dNBR scenario
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4 model (Table 7). For the three other severity classes, the classification accuracy was
comparable for the RdNBR and dNBR models (Tables 6 and 7).

Table 5. RdNBR confusion matrix for scenario 3 where the remotely-sensed metric is calculated as the equally-weighted
average of 9 pixels, and the ground-based burn severity has 4 classes.

Predicted Ground Burn Severity
Actual Ground Burn Severity

Very Low\Low Moderate Moderately Severe Severe

Very Low\Low 81.8% 44.7% 3.3% 1.1%
Moderate 17.6% 41.7% 32.8% 6.3%

Moderately Severe 0.5% 10.7% 36.1% 12.6%
Severe 0.5% 2.9% 27.9% 80.0%

Table 6. RdNBR confusion matrix for scenario 4 where the remotely-sensed metric is calculated as the weighted average of
9 pixels based on macroplot pixel specific weights, and the ground-based burn severity has 4 classes.

Predicted Ground Burn Severity
Actual Ground Burn Severity

Very Low\Low Moderate Moderately Severe Severe

Very Low\Low 82.4% 44.7% 3.3% 1.1%
Moderate 16.6% 40.8% 36.1% 6.3%

Moderately Severe 0.5% 11.7% 31.1% 13.7%
Severe 0.5% 2.9% 29.5% 78.9%

Table 7. Offset adjusted dNBR confusion matrix for scenario 4 where the remotely-sensed metric is calculated as the
weighted average of 9 pixels based on the macroplot pixel specific weights, and the ground-based severity has 4 classes.

Predicted Ground Burn Severity
Actual Ground Burn Severity

Very Low\Low Moderate Moderately Severe Severe

Very Low \Low 82.9% 46.6% 9.8% 5.3%
Moderate 15.5% 38.8% 37.7% 14.7%

Moderately Severe 0.5% 2.9% 13.1% 3.2%
Severe 1.1% 11.7% 39.3% 76.8%

4. Discussion
4.1. Remotely-Sensed Metrics

One objective of this paper was to test which MTBS remotely-sensed metric would
be best to predict the observed ground-based burn severity of FIA plots. The four metrics
used were non-offset adjusted dNBR, and offset adjusted dNBR, which are both measures
of the absolute change in Landsat’s bands; RdNBR, which measures relative changes in
bands; and thematic MTBS severity classes assigned by an MTBS analyst. The models that
were fitted and the statistical comparison showed that RdNBR was best in terms of AIC at
representing the ground-based severity of FIA plots, both when the ground-based severity
was treated as a binomial and a categorical response variable.

Past studies have shown mixed results in terms of overall classification accuracy
between dNBR and RdNBR. Miller et al. [30] showed that the classification accuracy across
all levels of severity classes was not better for RdNBR compared to dNBR, but that the clas-
sification accuracy for high burn severity was higher with RdNBR in the conifer dominated
Sierra Nevada and Klamath Mountains, USA. In contrast, Soverel et al. [22] found that
dNBR had higher classification accuracy than RdNBR in the Canadian boreal forest and the
Canadian Rockies, while Hudak et al. [49] found that RdNBR was not more appropriate
than dNBR to assess immediate post-fire burn severity on plots in Alaska, Montana, and
California, USA. Finally, Cansler and McKenzie [25] found no significant difference in the
overall classification accuracy between dNBR and RdNBR in the Cascade Range, USA.
Because RdNBR was intended for locations where pre-fire reflectance is variable [14], it
possibly performed better in this study across California, where the vegetation is diverse,
compared to more northern locations like the boreal forest [22] where the pre-fire vegetation



Remote Sens. 2021, 13, 1935 13 of 20

cover is more constant and homogeneous. Additionally, the important difference (18%)
in classification accuracy between RdNBR scenario 4 (Table 6) and offset adjusted dNBR
scenario 4 (Table 7) for the moderately severe class confirmed Miller et al.’s [30] results that
RdNBR performs better than dNBR to classify higher burn severity.

To note here is that the choice of our ground-based severity measure, % Mort Tally,
and subsequent categorization in severity classes (Table 1), was intentional as we wanted to
record actual fire effects on vegetation, which in this case was the percentage tree mortality
as suggested by Morgan et al. [13]. However, this approach differed from many of the
studies mentioned above that used composite metrics such as the composite burn index
(CBI) or similar indices to asses ground-based burn severity [21,22,49]. Miller et al. [30]
was the only study that used percentage tree mortality in addition to CBI to measure
ground-based burn severity. In contrast with Miller et al. [30], our results showed that
RdNBR was more accurately representing the ground-based burn severity than dNBR
across all levels of severity classes.

Although RdNBR performed best to predict ground-based burn severity, there are
also some issues associated with this metric [26]. For example, the RdNBR denominator
can be zero if the NBR pre-fire is zero, which would result in an undefined RdNBR that
cannot be interpreted or compared with other values [26]. To avoid the issues associated
with RdNBR, Parks et al. [26] introduced the Relativized Burn Ratio (RBR) where 1.001 is
added to the NBR pre-fire to form the denominator. As of now, RBR is not a product of the
MTBS database, but could be added in the future, and it should also be compared with the
metrics we used in our analysis.

Moreover, the statistical comparison showed that the models using the MTBS thematic
severity classes as the predictor variable performed the worst at representing ground-
based burn severity compared to the other remotely-sensed metrics. Because the thematic
classes are the results of forcing continuous data into a restricted number of categories,
some nuances in the data may have been lost, which reduced the predictive abilities [50].
Additionally, the thresholds used to categorize burn severity are subjective and not field
validated to objective ecological metrics [16], which can lead to misclassified plots. Mis-
classifications of thematic MTBS classes have been reported by other studies such as
Shaw et al. [19] that used single-cell intersections of MTBS thematic classes.

Regarding the results for the two dNBR models, the offset adjusted dNBR models
performed slightly better than the non-offset adjusted dNBR. The dNBR offset has rarely
been the focus of research, and statistical comparisons on the effect of the offset are sparse.
Nonetheless, the offset can be important when comparing dNBR among fires that have
natural phenological differences [36]. In their paper, Kolden et al. [16] emphasized the
need to apply the offset to dNBR values extracted from the MTBS database. However, our
analysis, which was performed across 164 fires, showed that the subtraction of the offset,
when comparing multiple fires, might not be critical, because both approaches led to very
similar results.

4.2. Pixel Configuration and Weighting

Another objective of this paper was to compare weighting scenarios for the remotely-
sensed severity metrics to identify which scheme would align most closely with the FIA
plot ground-based severity. We modelled 6 scenarios for each of the four remotely-sensed
severity metrics for the two modelling approaches: logistic regression and ordinal regres-
sion. The scenario that was consistently inferior was the 25-pixel equally-weighted average.
This was most likely due to the inclusion of pixels that do not overlap the FIA plot. Fires
do not burn heterogeneously across a landscape, and the burn severity may therefore vary
spatially [13]. Mixed severity fires are also typical of much of the mixed conifer forest in
California [51]. Twenty-five pixels represent a large ground area, and it is reasonable to
assume that varying severity across space would create a heterogeneous mix of patches
resulting in fluctuating remotely-sensed metrics. These results are analogous to Key and
Benson’s [10] findings that a 9-pixel average did not overlap with the severity of a 30 m
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diameter plot. Additionally, when multiple pixels are averaged, the variability is reduced,
which leads to less extreme values and more plots in the moderate burn severity range that
become challenging to accurately predict as shown in the confusion matrices (Tables 5–7).

The results for the 1-pixel configuration were mixed depending on the regression
type. For the logistic regression, across remotely-sensed metrics, the 1-pixel models
did not perform as well compared to other scenarios. However, for the ordinal regres-
sion, the RdNBR 1-pixel scenario performed similarly to the best models in terms of
Kappa statistics and percentage of correctly classified plots although it had a higher AIC
(Table 4). The improvement of the 1-pixel scenario when the response variable was categor-
ical could be explained by the loss of information that occurs when continuous variables
are binned. Therefore, there is evidence that the 1-pixel scenario performed well to predict
the four class categorical ground-based burn severity response that had lost nuances in the
binning process.

Classifying plots with partial mortality is a known shortcoming of imagery-based
interpretations [43,52] that our models could not overcome. Our models struggled with
the classification of FIA plots that were labelled as moderate and moderately severe
based on the observed ground-based burn severity (Tables 5–7). In general, the accurate
classification of moderately severe burn areas could be harder due to the larger variation in
pixel values that represent such area. That said, the choice of a weighting scenario is of
higher importance within the moderate burn severity range where the remotely-sensed
metrics based on 1 pixel or 25 equally weighted pixels diverged from other scenarios. At
the tails, for very low\low and severe burn severity, the weighting scenario chosen does
not have as much of an impact on classification because all scenarios converged to yield
similar results (Figure 3).

Across remotely-sensed metrics for the logistic regression, the three scenarios that
used different weighted averages of 9 pixels performed similarly in representing ground-
based severity. However, the model with the weighted average based on the macroplot
pixel specific weights performed slightly better with a lower AIC (Table 3). As this scenario
best represented the overlap between the pixels and an FIA plot, it is logical that it would
perform better than other scenarios. Moreover, the scenario that used an average of
the 9 pixels with the centre pixel counted twice, as suggested by Key and Benson [10],
performed best to predict ground-based burn severity based on the ordinal regression
models. However, also considering the minimal differences in AIC, kappa and classification
accuracy among models for scenarios 2, 3, and 4, we concluded that there is no difference
among these three models in terms of their classification accuracy. In the end, the choice of
a weighting scenario lies with the user, and the complexity they want to add to the pixel
extraction process. Because all three scenarios using 9-pixel averages performed similarly
both with logistic and ordinal regression, we suggest the use of an equally-weighted
average of 9 pixels for simplicity. However, to have the best prediction of the ground-based
burn severity based on a remotely-sensed metric, we suggest using the 9-pixel weighted
average calculated with the macroplot pixel specific weights, which is the scenario that
performed best in terms of the AIC for the logistic regression when the response variable
was binomial. Ultimately, having a binomial burn severity response to predict ground-
based severity is more valuable than having a categorical response that leads to a loss of
information due to data binning.

5. Conclusions

The analysis showed that RdNBR was better than non-offset adjusted dNBR, offset
adjusted dNBR and MTBS thematic classes at representing ground-based burn severity of
446 national forest inventory plots across 164 fires in California, USA. We also concluded
that to predict the ground-based burn severity of FIA plots, any of the 9-pixel scenarios
presented would yield similar results. However, we recommend the use of a 9-pixel
average where the weights are proportional to the average area of the pixels covered by
the plot to best predict the ground-based burn severity following the results of logistic
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regression. FIA plots and the MTBS database are commonly used tools, but they have rarely
been integrated to provide novel insights on the effects of fires on forests. The large-scale
integration of FIA plots and the MTBS database could ultimately improve the latter by
allowing for the field validation of classification thresholds.

Applications for the pixel specific proportional weights for calculating weighted
averages of remotely-sensed metrics go beyond the assessment of burn severity. The
weights, proportional to the average area of the pixels covered by the plot calculated as
part of this paper, could be used to extract other remotely-sensed metrics, represented by
30 m rasters, to link to FIA plot data. For example, the pixel specific weights could possibly
be used to calculate weighted averages of the Normalized Difference Vegetation Index
(NDVI) or the tasseled cap transformations that are both based on Landsat data [53]. These
are just two examples of remote sensing metrics among many that use Landsat, and that
could be averaged using the pixel weights provided by this study.

Finally, the approach we used to calculate pixel specific weights (Appendix A) could
be applied to a range of other plot configurations aside from FIA plots. Pixel weights could
be calculated based on the average area of the pixels covered by other types of national
forest inventory plots outside the US, and used by forest managers to remotely assess
ground variables based on satellite imagery.
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Appendix A. Pixel Weight Calculation

To estimate the weights assigned to each pixel, we calculated the area of a pixel that
intersected any parts of the four circular plots that form an FIA plot. Because there is
uncertainty regarding the position of the FIA plot centre within the centre pixel, and due to
fact that the position of the FIA plot centre differs for each plot, we calculated the average
intersected area for all possible locations of the plot centre within the centre pixel. To do so,
we superposed a 1m by 1m grid across the centre pixel (961 points), centered the centre
plot at each of those points, and estimated the area of intersection between the FIA plot
and the pixel. For each of the points in the centre pixel, the intersection area was estimated
using a Monte Carlo approach with 10 million points. Finally, the intersection areas were
normalized to add to 1, and averaged over the 961 points. These areas calculated for each
pixel were the weights used in scenario 4 and 6 of our analysis.

For west coast states, including California, the four circular plots that are part of an
FIA plot are composed of a subplot and a macroplot while the FIA plots in the rest of
the US only have subplots (Figure A1a). The same approach was used to calculate the
weights for both the macroplots and the subplots. The weights for the macroplots are
displayed in Figure 2 in the methodssection, while the weights that should be used to
calculate a weighted average with subplots for remotely-sensed metrics are available below
(Figure A1b,c).
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Figure A1. (a) Example of an FIA plot, with the four circular plots composed of a macroplot and a subplot, where the plot
centre falls exactly in the centre of of the centre pixel; subplots pixel weights to calculate the remotely-sensed metrics for
(b) 9 pixels (scenario 4) and (c) 25 pixels (scenario 6).

Appendix B. Model Comparisons

Appendix B.1. Logistic Regression

Table A1. Non-offset adjusted dNBR—AIC, ∆AIC, RMSPE and bias for the logistic regression with non-offset adjusted
dNBR to predict the ground-based severity expressed as % Mort Tally. The scenario with a ∆AIC of 0 has the lowest AIC.

Scenario Description AIC ∆AIC RMSPE Bias

1 1 pixel 4761.65 207.73 0.220 −0.003
2 9 pixels with equal weights 4609.45 55.54 0.216 −0.002
3 9 pixels with centre pixel counted twice 4586.63 32.72 0.215 −0.002
4 9 pixels with macroplots pixel weights 4553.91 0.00 0.214 −0.002
5 25 pixels with equal weights 5161.84 607.92 0.234 −0.001
6 25 pixels with macroplots pixel weights 4610.42 56.51 0.216 −0.001

Table A2. Offset adjusted dNBR—AIC, ∆AIC, RMSPE and Bias for the logistic regression with offset adjusted dNBR to
predict the ground-based severity expressed as % Mort Tally. The scenario with a ∆AIC of 0 has the lowest AIC.

Scenario Description AIC ∆AIC RMSPE Bias

1 1 pixel 4696.70 235.30 0.218 −0.004
2 9 pixels with equal weights 4506.03 44.64 0.213 −0.002
3 9 pixels with centre pixel counted twice 4486.67 25.27 0.213 −0.002
4 9 pixels with macroplots pixel weights 4461.40 0.00 0.211 −0.003
5 25 pixels with equal weights 5029.62 568.22 0.231 −0.001
6 25 pixels with macroplots pixel weights 4510.42 49.03 0.213 −0.002

Table A3. Thematic MTBS classes—AIC, ∆AIC, RMSPE and Bias for the logistic regression with thematic MTBS classes to
predict the ground-based severity expressed as % Mort Tally. The scenario with a ∆AIC of 0 has the lowest AIC.

Scenario Description AIC ∆AIC RMSPE Bias

1 1 pixel 5671.11 631.08 0.244 −0.003
2 9 pixels with equal weights 5040.03 0.00 0.226 0.000
3 9 pixels with centre pixel counted twice 5045.73 5.70 0.226 0.000
4 9 pixels with macroplots pixel weights 5056.91 16.88 0.226 0.000
5 25 pixels with equal weights 5419.54 379.51 0.240 0.002
6 25 pixels with macroplots pixel weights 5060.23 20.20 0.227 0.001
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Appendix B.2. Ordinal Regression

Appendix B.2.1. Model Comparisons for 4-Classes Ground-Based Severity Models

Table A4. Non-offset adjusted dNBR—Fit statistics for the ordinal regression using non-offset adjusted dNBR as the
predictor variable and 4-class ground-based severity as the response variable. The scenario with a ∆AIC of 0 has the
lowest AIC.

Scenario Description AIC ∆AIC Kappa Weighted % Correctly
Kappa Classified

1 1 pixel 801.88 16.46 0.44 0.62 62%
2 9 pixels with equal weights 788.99 3.57 0.45 0.63 62%
3 9 pixels with centre pixel counted twice 786.94 1.52 0.44 0.63 62%
4 9 pixels with macroplots pixel weights 785.42 0.00 0.46 0.64 63%
5 25 pixels with equal weights 832.57 47.15 0.41 0.60 60%
6 25 pixels with macroplots pixel weights 789.74 4.32 0.44 0.62 61%

Table A5. Offset adjusted dNBR—Fit statistics for the ordinal regression using offset adjusted dNBR as the predictor
variable and 4-class ground-based severity as the response variable. The scenario with a ∆AIC of 0 has the lowest AIC.

Scenario Description AIC ∆AIC Kappa Weighted % Correctly
Kappa Classified

1 1 pixel 801.55 18.93 0.45 0.62 62%
2 9 pixels with equal weights 785.62 3.00 0.43 0.63 61%
3 9 pixels with centre pixel counted twice 783.80 1.18 0.42 0.63 60%
4 9 pixels with macroplots pixel weights 782.62 0.00 0.43 0.63 61%
5 25 pixels with equal weights 827.99 45.37 0.39 0.59 59%
6 25 pixels with macroplots pixel weights 786.35 3.73 0.43 0.64 61%

Table A6. Thematic MTBS classes—Fit statistics for the ordinal regression using the thematic MTBS classes as the predictor
variable and 4-class ground-based severity as the response variable. The scenario with a ∆AIC of 0 has the lowest AIC.

Scenario Description AIC ∆AIC Kappa Weighted % Correctly
Kappa Classified

1 1 pixel 870.74 55.15 0.38 0.56 58%
2 9 pixels with equal weights 815.59 0.00 0.41 0.60 59%
3 9 pixels with centre pixel counted twice 815.96 0.37 0.39 0.59 58%
4 9 pixels with macroplots pixel weights 817.60 2.01 0.38 0.58 58%
5 25 pixels with equal weights 847.05 31.46 0.36 0.56 56%
6 25 pixels with macroplots pixel weights 818.15 2.56 0.40 0.59 59%

Appendix B.2.2. Model Comparisons for 5-Classes Ground-Based Severity Models

Table A7. RdNBR—Fit statistics for the ordinal regression using RdNBR as the predictor variable and 5-class ground-based
severity as the response variable. The scenario with a ∆AIC of 0 has the lowest AIC.

Scenario Description AIC ∆AIC Kappa Weighted % Correctly
Kappa Classified

1 1 pixel 925.08 28.04 0.41 0.64 57%
2 9 pixels with equal weights 898.57 1.53 0.42 0.65 57%
3 9 pixels with centre pixel counted twice 897.04 hl0.00 0.42 0.65 57%
4 9 pixels with macroplots pixel weights 897.55 0.51 0.42 0.65 57%
5 25 pixels with equal weights 947.85 50.81 0.38 0.62 54%
6 25 pixels with macroplots pixel weights 900.50 3.46 0.44 0.65 58%
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Table A8. RdNBR confusion matrix for scenario 3 where the remotely-sensed metric is calculated as the equally-weighted
average of 9 pixels, and the ground-based burn severity has 5 classes.

Predicted Ground Burn Severity
Actual Ground Burn Severity

Very Low Low Moderate Moderately Severe Severe

Very Low 2.6% 2.0% 1.0% 0% 0%
Low 79.5% 75.0% 41.7% 3.3% 1.1%

Moderate 18.0% 21.6% 45.6% 34.4% 6.3%
Moderately Severe 0% 0.7% 7.8% 31.1% 12.6%

Severe 0% 0.7% 3.9% 31.1% 80.0%

Table A9. Offset adjusted dNBR confusion matrix for scenario 4 where the remotely-sensed metric is calculated as the
weighted average of 9 pixels based on macroplot pixel specific weights, and the ground-based burn severity has 4 classes.

Predicted Ground Burn Severity
Actual Ground Burn Severity

Very Low Low Moderate Moderately Severe Severe

Very Low 0% 0.7% 1.0% 0% 0%
Low 87.2% 81.8% 43.7% 4.9% 1.1%

Moderate 10.3% 15.5% 39.8% 47.5% 15.8%
Moderately Severe 0% 1.4% 6.8% 6.6% 7.4%

Severe 2.6% 0.7% 8.7% 41.0% 75.8%
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